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OPENING REMARKS

DR. E. A. GERBER (retired)
US ARMY ELECTRONICS RESEARCH AND DEVELOPMENT COMMAND
FT. MONMOUTH, NJ 07703

On behalf of the United States Army Electronics Research and Development Command, parent command of the sponsoring Electronics Technology and Devices Laboratory, I take great pleasure in welcoming you all here and formally open the 36th Annual Frequency Control Symposium. I am speaking here for Major General Emmett Paige, Jr., the Commanding General of the Electronics Research and Development Command and for Dr. Clarence Thornton, Director of the Electronics Technology and Devices Laboratory. Both gentlemen are attending an important conference in Washington and regret very much that they cannot be with us today.

I would like to extend a special welcome to our friends from other countries. It is always exciting to realize how much the common interest in a field of science and technology is uniting people across distances and political boundaries.

It gives me great satisfaction personally to again be able to attend this annual event. I only missed the Symposium of 1959 of all the 36 conferences. But please do not draw the wrong conclusion as to my expertise in our field. When you are moved into management, away from personal research, you don't have the opportunity to remain in contact with the activities in specific technical topics and you will be surprised how fast technology moves forward without you. But when I finally retired, I was able to return at some degree to my favored hobby, frequency control. I was amazed how far you have progressed in controlling all the disturbing influences of time, design and environment on our frequency control devices.

At this occasion, I cannot resist the temptation to look back at the birth of our conferences. It happened in 1947 when the first symposium was held in a conference room of the former Squire Signal Laboratory. The purpose of this first meeting was to review progress on the various contracts to assist the military in future program planning. The next three symposia were expanded and moved to Gibbs Hall. After that they were moved to Asbury Park in 1951 and stayed there until the first meeting in Atlantic City in 1960, the fourteenth symposium.

I remember too well, by today's standards, all the frequency control devices available in 1947 were totally inadequate. The holders leaked, high frequency crystal units aged or drifted badly and they had high resistance at low drive levels. There was considerable variation of resistance with temperature and many of them had unwanted modes which caused off-frequency operation of the equipment.

It is beneficial once in a while to look back in order to be proud and happy on the tremendous progress which has been achieved in crystals. A similar statement is valid for our atomic standards considering how much we have gained in accuracy and ease of operation together with a tremendous reduction in size specifically when we remember the first eight-foot Cesium beam lamp. But now enough of the past. Let us begin to look at today's progress in our field and get some glimpse of new advances the future may bring for frequency control.

In this regard, I wish all of you an interesting, profitable and enjoyable meeting.

Thank you.
THIRD OVERTONE QUARTZ RESONATOR

R.D. Mindlin
89 Deer Hill Drive, Ridgefield, CT 06877, U.S.A.

ABSTRACT - The Lee-Nikodem equations of motion of elastic plates are solved for the case of vibrations of an AT-cut quartz strip, with free faces and edges, at frequencies up to and including the third harmonic thickness-shear overtone.

1. Introduction

About 30 years ago, A.W. Warner [1] developed a high precision crystal-plate resonator utilizing the third harmonic overtone of thickness-shear vibration, i.e. a mode involving a thickness-shear motion with three nodes across the thickness of the plate rather than the one node of the fundamental thickness-shear mode. At about the same time, equations were developed which extended the classical (Lagrange-Germain-Cauchy) range of frequencies to include that of the fundamental thickness-shear mode; but it was not until much later that Lee and Nikodem [2,3] formulated equations suitable for studying vibrations at frequencies of the harmonic overtone modes of thickness-shear.

In the present paper, the Lee-Nikodem third-order equations are solved for a case of rotated-Y-cut quartz plates with free faces and a pair of parallel, free edges. The results of computations for the AT-cut plate
are presented for vibrations in the neighborhood of the frequency of the fundamental thickness-shear mode and in the neighborhood of the third harmonic overtone. The differences between the two exhibit some of the reasons for the higher stability of the latter.

2. Lee-Nikodem Equations

To obtain two-dimensional equations of motion of plates from the three-dimensional equations of linear elasticity, Lee and Nikodem start with an expansion of the three-dimensional, rectangular components of displacement, \( u_{j}, j=1,2,3 \), in series of trigonometric functions of the thickness-coordinate, \( x_{2} \), of the plate:

\[
u_{j} = \sum_{n=0}^{\infty} u_{j}^{(n)} \cos n\beta, \tag{1}\]

where the \( u_{j}^{(n)} \) are independent of \( x_{2} \) and

\[
\beta = \pi(1 - x_{2}/b)/2 \tag{2}
\]

in which \( b \) is the half-thickness of the plate. The functions \( \cos n\beta \) give the shapes of the simple thickness-modes of an infinite, isotropic plate with free faces at \( x_{2} = \pm b \).

The expression (1), for the \( u_{j} \), is substituted in the variational equation of motion [4]:
where the $T_{1j}$ are the components of stress, $\rho$ is the mass density and $V$ is the volume. The integration is performed over the thickness of the plate and leads to stress-equations of motion of order $n$, which are, omitting the terms accounting for surface tractions,

$$T_{1j}^{(n)} - (nm/2b) T_{2j}^{(n)} = e_n \rho \dot{u}_j^{(n)} ,$$  \hspace{1cm} (4)

where

$$T_{1j}^{(n)} = \frac{1}{b} \int_{-b}^{b} T_{1j} \cos n\theta \, dx_2, \quad T_{2j}^{(n)} = \frac{1}{b} \int_{-b}^{b} T_{1j} \sin n\theta \, dx_2, \hspace{1cm} (5)$$

and $e_n = 2$ for $n=0$ and $e_n = 1$ for $n>0$. (Corrections of [3] by a factor of 2, for $n=0$, were kindly supplied by Professor Lee).

The three-dimensional strain-displacement relations,

$$S_{ij} = (u_{j,1} + u_{i,2})/2 ,$$ \hspace{1cm} (6)

become, with (1),

$$S_{ij} = \sum_{n=0}^{\infty} (S_{ij}^{(n)} \cos n\theta + \dot{S}_{ij}^{(n)} \sin n\theta) ,$$ \hspace{1cm} (7)

where

$$\int_V (T_{1j,1} - \rho \ddot{u}_j) \, du_j \, dV = 0 \hspace{1cm} (3)$$
\( s_{ij}^{(n)} = \frac{(u_{j,i}^{(n)} + u_{i,j}^{(n)})}{2}, \quad s_{ij} = n(\delta_{2i}u_{j}^{(n)} + \delta_{2j}u_{i}^{(n)})/4b \) (8)

and \( \delta_{ij} \) is the Kronecker delta.

The three-dimensional stress-strain relations,

\[
T_{ij} = c_{ijk\ell}x_{k\ell}, \quad i,j,k,\ell = 1,2,3 \quad \text{or} \quad T_p = c_{pq}S_{q}, \quad p,q = 1...6, (9)
\]

become, from (5) and (6),

\[
T_{ij}^{(n)} = c_{ijk\ell}x_{n^{(n)k\ell}} + \sum_{m=1}^{\infty} A_{mn^{(m)k\ell}}, \quad T_{ij}^{(n)} = c_{ijk\ell}x_{n^{(n)k\ell}} + \sum_{m=1}^{\infty} A_{mn^{(m)k\ell}}, (10)
\]

where

\[
A_{mn} = 0, \quad m+n \text{ even}; \quad 4m/(m^2-n^2)\pi, \quad m+n \text{ odd}. (11)
\]

The components of stress (10) are derivable from a strain energy density, \( U \), according to

\[
\gamma_{ij}^{(n)} = a_{ij}/\gamma_{ij}, \quad \gamma_{ij}^{(n)} = a_{ij}/A_{ij} (12)
\]

where

\[
2U = c_{ij\ell} \sum_{n=0}^{\infty} [g_{ij}^{(n)}x_{k\ell}^{(n)} + s_{ij}^{(n)}x_{k\ell}^{(n)} + \sum_{m=0}^{\infty} (A_{mn}x_{ij}^{(n)}x_{k\ell}^{(m)} + A_{mn}x_{ij}^{(n)}x_{k\ell}^{(m)})] (13)
\]
3. Reduction to a Special Case

The example to be studied is one of steady vibrations at frequencies high enough to include the third harmonic overtone of the thickness-shear family of modes of an AT-cut quartz plate bounded by free faces at \( x_2 = \pm b \) and free edges at \( x_1 = \pm a \). The modes are to be straight-crested along \( x_3 \) and antisymmetric with respect to both \( x_1 \) and \( x_2 \). Thus, we take, of (1), only

\[
\begin{align*}
    u_1 &= (u_1^{(1)} \cos \delta + u_1^{(3)} \cos 3\beta) e^{i\omega t}, \\
    u_2 &= (u_2^{(0)} + u_2^{(2)} \cos 2\beta) e^{i\omega t}, \\
    u_3 &= (u_3^{(0)} + u_3^{(2)} \cos 2\beta) e^{i\omega t},
\end{align*}
\]

in which the \( u_j^{(n)} \) depend only on \( x_1 \). The second term in \( u_1 \) accommodates the third harmonic overtone thickness-shear mode.

What remain of the stress-equations of motion (4) are

\[
\begin{align*}
    T_{12,1}^{(0)} + 2 \omega^2 u_2^{(0)} &= 0, & T_{13,1}^{(0)} + 2 \omega^2 u_3^{(0)} &= 0, \\
    T_{11,1}^{(1)} - \left(\frac{\pi}{2b}\right) T_{21}^{(1)} + \omega^2 u_1^{(1)} &= 0, & T_{12,1}^{(2)} - \left(\frac{\pi}{2b}\right) T_{22}^{(2)} + \omega^2 u_2^{(2)} &= 0, \\
    T_{13,1}^{(2)} - \left(\frac{\pi}{2b}\right) T_{23}^{(2)} + \omega^2 u_3^{(2)} &= 0, & T_{11,1}^{(3)} - \left(3\frac{\pi}{2b}\right) T_{21}^{(3)} + \omega^2 u_1^{(3)} &= 0.
\end{align*}
\]

and the only non-zero components of strain are, from (8) and (14),
\(s(0) = u_{3,1}^{(0)}\), \(s(0) = u_{2,1}^{(0)}\),
\(s_{1}^{(1)} = u_{1,1}^{(1)}\), \(s_{6}^{(1)} = (\pi/2b)u_{1}^{(1)}\),
\(s_{5}^{(2)} = u_{3,1}^{(2)}\), \(s_{6}^{(2)} = u_{2,1}^{(2)}\),
\(s_{2}^{(2)} = (\pi/b)u_{2}^{(2)}\), \(s_{4}^{(2)} = (\pi/b)u_{3}^{(2)}\),
\(s_{1}^{(3)} = u_{1,1}^{(3)}\), \(s_{6}^{(3)} = (3\pi/2b)u_{1}^{(3)}\).

Nine constants of elasticity, referred to axes in and normal to the plane of the plate (with \(x_1\) an axis of two-fold symmetry of the elastic properties of quartz), enter into the present example. As computed by A. Ballato [5] from R. Bechmann's [6] principal constants, they are (in \(N/m^2 \times 10^{-9}\)):

\[
c_{11} = 86.74 \quad c_{12} = -8.260543013 \quad c_{55} = 68.80698505 \\
c_{22} = 129.7663387 \quad c_{24} = 5.700423178 \quad c_{66} = 29.01301496 \\
c_{44} = 38.61152627 \quad c_{14} = -3.654869573 \quad c_{56} = 2.533571817
\]

Of the remaining twelve constants, four \((c_{13}, c_{23}, c_{33}, c_{43})\) do not enter into the present example, as the modes are independent of \(x_3\); and the others \((c_{15}, c_{25}, c_{35}, c_{45}, c_{16}, c_{26}, c_{36}, c_{46})\) are zero for the rotated-Y-cuts of quartz.

Lee and Nikodem introduce a low frequency correction factor \(k_1\), and a high frequency correction factor \(k_2\). The former appears as a factor of \(A_{10}\) in the strain energy density appropriate to the present example:
where

\[ A_{10} = \frac{4}{\pi} \], \quad \quad A_{12} = -\frac{4}{3\pi} \], \quad \quad A_{21} = \frac{8}{3\pi} \], \quad \quad A_{23} = -\frac{8}{5\pi} \], \quad \quad A_{30} = \frac{4}{3\pi} \], \quad \quad A_{32} = \frac{12}{5\pi} . \] (18)

The correction factor \( k_2 \), in the present example, is inserted as a divisor of the term \( 2\omega w_0^2 \) in the first of (15).

Adjusted values of \( k_1 \) and \( k_2 \), as supplied by Professor Lee, are

\[ k_1^2 = \frac{\pi^2}{8} \], \quad \quad k_2^2 = 0.901 . \] (19)

From (12), (17) and (16), the surviving stress-displacement relations are
The displacement equations of motion, to be solved, are obtained by substituting the stress-displacement relations (20) into the stress-equations of motion (15)—with $k_2$ inserted in the first of (15), as mentioned previously.

Finally, the edge conditions are

$$
T^{(0)}_{13} = T^{(0)}_{12} = T^{(1)}_{11} = T^{(2)}_{12} = T^{(3)}_{11} = 0 \quad \text{on} \quad x_1 = \pm a. \quad (21)
$$
4. Dispersion Relation

In (14) we take, omitting the factor $e^{i\omega t}$,

$$
\begin{align*}
\psi_2^{(0)} &= A_2^{(0)} \sin \xi x_1, \\
\psi_2^{(2)} &= A_2^{(2)} \sin \xi x_1, \\
\psi_3^{(0)} &= A_3^{(0)} \sin \xi x_1, \\
\psi_3^{(2)} &= A_3^{(2)} \sin \xi x_1, \\
\psi_1^{(1)} &= A_1^{(1)} \cos \xi x_1, \\
\psi_1^{(3)} &= A_1^{(3)} \cos \xi x_1 \tag{22}
\end{align*}
$$

and substitute first in (20) and the result in (15) to produce a set of six simultaneous, homogeneous, linear algebraic equations in the six amplitudes $A_j^{(n)}$ of (22):

$$
\begin{align*}
& a_{11} A_2^{(0)} + a_{12} A_3^{(0)} + a_{13} A_3^{(1)} + 0 + 0 + a_{16} A_1^{(3)} = 0 \\
& a_{12} A_2^{(0)} + a_{22} A_3^{(0)} + a_{23} A_3^{(1)} + 0 + 0 + a_{26} A_1^{(3)} = 0 \\
& a_{13} A_2^{(0)} + a_{23} A_3^{(0)} + a_{33} A_3^{(1)} + a_{34} A_2^{(2)} + a_{35} A_3^{(2)} + 0 = 0 \\
& 0 + 0 + a_{34} A_1^{(1)} + a_{44} A_2^{(2)} + a_{45} A_3^{(2)} + a_{46} A_1^{(3)} = 0 \\
& 0 + 0 + a_{35} A_1^{(1)} + a_{45} A_2^{(2)} + a_{55} A_3^{(2)} + a_{56} A_1^{(3)} = 0 \\
& a_{16} A_2^{(0)} + a_{26} A_3^{(0)} + 0 + a_{46} A_2^{(2)} + a_{56} A_3^{(2)} + a_{66} A_1^{(3)} = 0 \tag{23}
\end{align*}
$$

The coefficients $a_{pq}$, made dimensionless and real by some manipulations of the equations, are
\[ a_{11} = 2(z^2 - \eta^2/k_2), \quad a_{12} = 2\xi_{56}z^2, \quad a_{13} = 4k_1z^2/\pi, \quad a_{16} = 4z^2/\pi, \]
\[ a_{22} = 2(\xi_{55}z^2 - \eta^2), \quad a_{23} = 4k_1\xi_{56}z^2/\pi, \quad a_{26} = 4\xi_{56}z^2/\pi, \]
\[ a_{33} = (\xi_{11}z^2 + 1 - \eta^2)z^2, \quad a_{34} = -4(1+4\xi_{12})z^2/\pi, \quad a_{35} = 4(4\xi_{14} - \xi_{56})z^2/3\pi, \]
\[ a_{44} = z^2 + 4\xi_{22} - \eta^2, \quad a_{45} = 4\xi_{24} + \xi_{56}z^2, \quad a_{46} = 4(9 + 4\xi_{12})z^2/5\pi, \]
\[ a_{55} = \xi_{55}z^2 + 4\xi_{44} - \eta^2, \quad a_{56} = 4(4\xi_{14} + 9\xi_{56})z^2/5\pi, \]
\[ a_{66} = (\xi_{11}z^2 + 9 - \eta^2)z^2, \]

where

\[ z = 2\xi b/\pi, \quad \Omega = \omega/\omega, \quad \omega^2 = \pi^2\xi_{66}/4\omega b^2, \quad \xi_{pq} = c_{pq}/c_{66}; \]

i.e. \( z \) is the ratio of the thickness of the plate to the half-wave-length along the plate and \( \Omega \) is the ratio of the frequency to that of the fundamental thickness-shear mode of the infinite plate.

The determinant of the coefficients of the \( A_j^{(n)} \), set equal to zero:

\[ |a_{pq}| = 0, \quad (25) \]

in which \( a_{14} = a_{15} = a_{24} = a_{25} = a_{36} = 0, \quad a_{pq} = a_{qp} \), produces the dispersion relation \( \Omega \) vs. \( z \): a sextic, algebraic equation in \( z^2 \). The equation is the same as (43) of [3] except for the factors 2 in \( a_{11}, a_{12}, a_{22} \) as already noted above in connection with (4). Also, here, all the elements \( a_{pq} \) are real as a result of multiplication of the third and sixth rows and columns by \( z \).
The six branches of the dispersion relation, computed on the HP-85 micro-computer, are illustrated in Fig. 1. The characters of the branches are indicated by their identifying symbols:

\[
\begin{align*}
F &= \text{Flexure} \\
FS &= \text{Face-shear} \\
1_1 &= 1^{st} \text{Thickness-shear (in } x_1\text{-direction)} \\
2_3 &= 2^{nd} \text{ Thickness-shear (in } x_3\text{-direction)} \\
3_1 &= 3^{rd} \text{(Harmonic) Thickness-shear (in } x_1\text{-direction)} \\
2_2 &= 2^{nd} \text{ Thickness-stretch (in } x_2\text{-direction)}
\end{align*}
\]

The subscripts in the symbols \(1_1, 2_3, 3_1, 2_2\) designate the direction of displacement (or predominant displacement) at \(z=0\), whereas the numbers themselves give the number of nodes between \(x_2 = \pm b\). Thus: in \(2_3\) the displacement at \(z=0\) is predominantly in the direction of \(x_3\) with two nodes across the thickness of the plate. Note that the roots \(z\) for branches \(F\) and \(FS\) are real for all \(\Omega\), but the roots for the remaining four branches may be real or imaginary, depending on the frequency. If imaginary, the variation of displacement along \(x_1\) is exponential or hyperbolic rather than trigonometric.

The zigzags in the curves in Fig. 1 result from the spacing of dots on the cathode ray tube display of the HP-85. The figure is the HP-85's hard copy of the CRT display. The roots \(z\) were actually computed to an accuracy of \(10^{-9}\) -- a precision required for their subsequent use in solving (34) and (37). Intervals of 0.02 in \(\Omega\) were employed for Fig. 1, resulting in a computation time, for the range \(0<\Omega<4\), of about 6 hours or about 18 seconds.
per root. The secant iterative method was used, with starting values given by the following approximate formulas, followed by increments of $10^{-6}$ in $z^n_2$:

\[
F : z_1^2 = 6.42258(1 + G)\alpha^2[1 + (1 + K)z^6]/\pi^2, \quad (26)
\]

\[
1_1 : z_3^2 = \frac{\pi^2}{12}(\bar{c}_{11} - \bar{c}_{12}^2 / \bar{c}_{22}), \quad K = \frac{4G(\alpha^{-2} - 1)(1 + G)^2}{(29)}
\]

\[
FS : z_2^2 = 0.44119 \Omega^2 \quad (28)
\]

\[
2_3 : z_4^2 = \begin{cases} 2.229(\alpha^2 / \alpha_4^2 - 1), & \alpha < \alpha_4, \\ 0.42395(\alpha^2 / \alpha_4^2 - 1), & \alpha > \alpha_4. \end{cases} \quad (29)
\]

\[
2_2 : z_5^2 = 16(\alpha^2 / \alpha_6^2 - 1), \quad \alpha > \alpha_6, \quad (30)
\]

\[
\alpha_4^2, \alpha_6^2 = 2(\bar{c}_{22} + \bar{c}_{44})^2 + [(\bar{c}_{22} - \bar{c}_{44})^2 + 4\bar{c}_{24}^2]^2 \quad (31)
\]

\[
3_1 : z_5^2 = \begin{cases} 0.33799(\alpha^2 - 9), & \alpha < 3, \\ 0.40651(\alpha^2 - 9), & \alpha > 3. \end{cases} \quad (32)
\]

These trial roots match closely or exactly the roots of the sextic at $z = 0$ and at $\alpha = 0.3$ (except $z_6$ at $\alpha = 3$) resulting in trial values adequate for convergence of the iteration for all $0 < \alpha < 4$. 
5. Frequency Spectrum

For each of the roots \( z_n^2 \) of (25), five amplitude ratios, say

\[
\frac{A_0^0}{A_1^1} = A_{1n}, \quad \frac{A_2^0}{A_1^1} = A_{2n}, \quad \frac{A_3^0}{A_1^1} = A_{3n}, \quad \frac{A_4^0}{A_1^1} = A_{4n}, \quad \frac{A_5^0}{A_1^1} = A_{5n},
\]

may be found from five of the six equations (23). Thus, with the third of (23) omitted, we may write

\[
\begin{align*}
& a_{11}(z_n^3a_{1n}) + a_{12}(z_n^3a_{2n}) + 0 + 0 + a_{15}a_{5n} = -a_{13} \\
& a_{12}(z_n^3a_{1n}) + a_{22}(z_n^3a_{2n}) + 0 + 0 + a_{26}a_{5n} = -a_{23} \\
& 0 + 0 + a_{44}(z_n^3a_{3n}) + a_{46}(z_n^3a_{4n}) + a_{46}a_{5n} = -a_{34} \\
& 0 + 0 + a_{45}(z_n^3a_{3n}) + a_{55}(z_n^3a_{4n}) + a_{56}a_{5n} = -a_{35} \\
& a_{16}(z_n^3a_{1n}) + a_{26}(z_n^3a_{2n}) + a_{46}(z_n^3a_{3n}) + a_{56}(z_n^3a_{4n}) + a_{66}a_{5n} = 0.
\end{align*}
\]

This form is chosen because the \( z_n^3a_{1n}, z_n^3a_{2n}, z_n^3a_{3n}, z_n^3a_{4n} \) and \( a_{5n} \) are real for all \( n \), as are also the \( a_{pq} \) as arranged previously.

With the six \( z_n \) from (25) and the thirty \( a_{pn} \) determined from (34), we may now write, in place of (22):
Upon substituting the displacements (35) in the formulas (20) for the stresses and the results in the edge conditions (21), we have the six equations:

\[ \sum_{n=1}^{6} a_n b_{nn} = 0, \quad m=1...6, \quad (36) \]

where

\[ \begin{align*}
  b_{1n} &= (\tilde{c}_{56} \xi_{5n}^2 a_{1n} + \tilde{c}_{55} \xi_{5n} a_{2n} + 2k_1 \tilde{c}_{56} (\pi + 2\xi_{5n} a_{5n}/\pi \cdot \xi_{5n}) \tilde{z}_{n} \tilde{t}, \\
  b_{2n} &= (z_n a_{1n} + \tilde{c}_{56} \xi_{5n} a_{2n} + 2k_1/\pi + 2\xi_{5n}/\pi) \cos \tilde{z}_{n} \tilde{t}, \\
  b_{3n} &= (-\xi_{14}^2 + 16z_n a_{3n}/3 + 16\tilde{c}_{14} \xi_{14} a_{4n}/3)^2 \tilde{z}_{n} \tilde{t} \sin \tilde{z}_{n} \tilde{t}, \\
  b_{4n} &= (-4\tilde{c}_{56}/3\pi + \tilde{c}_{56} \xi_{5n} a_{3n} + \tilde{c}_{55} \xi_{5n} a_{4n} + 36\tilde{c}_{56} \xi_{5n} a_{5n}/5\pi) \cos \tilde{z}_{n} \tilde{t}, \\
  b_{5n} &= (-4/3\pi + z_n a_{3n} + \tilde{c}_{56} \xi_{5n} a_{4n} + 36\xi_{5n}/5\pi) \cos \tilde{z}_{n} \tilde{t}, \\
  b_{6n} &= (16\tilde{c}_{12} \xi_{12}^2 a_{3n}/5\pi + 16\tilde{c}_{14} \xi_{14}^2 a_{4n}/5\pi + \tilde{c}_{11} \xi_{11}^2 a_{5n}) \tilde{z}_{n} \tilde{t} \sin \tilde{z}_{n} \tilde{t},
\end{align*} \]

in which \( \tilde{z}_n = \pi z_n/2 = \xi_n b, \quad \xi = a/b \) and the \( b_{nn} \) are real for all \( a \).
The roots \( \ell \) of the equation obtained by setting the \( 6 \times 6 \) determinant of the coefficients of the \( A_n \), in (36), equal to zero:

\[
|b_{mn}| = 0, \tag{37}
\]

produce the data for plotting a frequency spectrum \( \Omega \) vs. \( a/b \).

The results of computations in the two ranges:

\[
0.99 < \Omega < 1.01, \quad 16 < a/b < 24
\]

and

\[
2.995 < \Omega < 3.005, \quad 18 < a/b < 22
\]

are illustrated in Figs. 2 and 3. To construct these figures, the six roots \( z_n \) of the sextic (25) were first computed for a given \( \Omega \). Then the five linear equations (34) were solved for the \( a_{pn} \) for each of the six \( z_n \) and the resulting combinations of \( a_{pn} \) and \( z_n \) substituted in the transcendental equation (37), after which the range of \( \zeta (= a/b) \) was traversed in steps of 0.1 for Fig. 2 and 0.025 for Fig. 3 and the value of \( |b_{mn}| \) computed at each step. A change of sign of \( |b_{mn}| \) indicated a straddled root \( \ell \) which was then determined to \( 10^{-3} \) by successive linear interpolations. The process was then repeated at intervals of \( \Omega \) of \( 5 \times 10^{-5} \). Figs. 2 and 3 required about 58 and 49 hours of computation, respectively, on the HP-85.

In Fig. 2:

- F22...30 are overtones of flexure
- FS11...15 are overtones of face-shear
- \( 1_1 \) is the 1st thickness-shear (fundamental).
In Fig. 3:

- F62...74 are overtones of flexure
- FS37...41 are overtones of face-shear
- 1,33...35 are anharmonic overtones of the 1st (fundamental) thickness-shear
- 2_23...27 are anharmonic overtones of the 2nd transverse thickness-shear
- 3_1 is the 3rd harmonic thickness-shear overtone.

The numbers following the symbols F, FS, 1_1, 2_3 and 3_1 designate both the order of the overtone and the approximate number of half-wave-lengths between x_1 = ± a.

Fig. 2 illustrates the well known phenomenon of strong coupling of the 1st thickness-shear fundamental with flexure overtones and weak coupling with face-shear overtones. Fig. 3 shows that the 3rd harmonic thickness-shear mode has moderately strong coupling with flexure overtones and weak coupling with face-shear overtones and, in addition, weak coupling with transverse thickness-shear overtones. As for the interaction of the 3rd harmonic thickness-shear overtone with the anharmonic overtones of the fundamental thickness shear, the coupling is moderately strong at small a/b (thick plates and low-order anharmonic overtones) and diminishes as a/b increases (thin plates and increasing order of anharmonic overtones).

Finally, the minimum absolute values of the slopes of the segments 1_1 are much larger than those of 3_1. For large a/b, the ratio of those slopes is approximated by the ratio of the curvatures of branches 3_1 and 1_1 at z = 0 in Fig. 1. The exact values of those curvatures, in the three-dimensional theory, were given by Ekstein [7, Eq. 56]:

18
\[ k_n = [d^2\nu/dz^2]_{z=0} = k + C \cot(nm/2 c_2^3) + D \cot(nm/2 c_3^3), \]

where

\[ k = (\tilde{\epsilon}_{11} + A + B), \quad n = 1, 3, 5... \]

\[ A = [(1+\tilde{\epsilon}_{12})\cos \theta + (\tilde{\epsilon}_{14} + \tilde{\epsilon}_{56})\sin \theta]^2/(1-c_2^2), \]

\[ B = [(\tilde{\epsilon}_{14} + \tilde{\epsilon}_{56})\cos \theta - (1+\tilde{\epsilon}_{12})\sin \theta]^2/(1-c_3^2), \]

\[ C = 4[(c_2 + \tilde{\epsilon}_{12})\cos \theta + (c_2\tilde{\epsilon}_{56} + \tilde{\epsilon}_{14})]^2/n^2 = c_2^3(1-c_2^2)^2, \]

\[ D = 4[(c_3 + \tilde{\epsilon}_{12})\sin \theta - (c_3\tilde{\epsilon}_{56} + \tilde{\epsilon}_{14})]^2/n^2 = c_3^3(1-c_3^2)^2, \]

\[ c_2, c_3 = (\tilde{\epsilon}_{22} + \tilde{\epsilon}_{44} ± [(\tilde{\epsilon}_{22} - \tilde{\epsilon}_{44})^2 + 4\tilde{\epsilon}_{24}^2]/2), \]

\[ \tan \theta = \tilde{\epsilon}_{24}/(c_2 - \tilde{\epsilon}_{44}). \]

For the present case, the curvature ratio \( k_1/k_3 \) is 4.7 and that is the ratio of the slopes.

The large ratio of slopes and the absence, at large \( a/b \), of strong coupling with all overtones except those of flexure (which, at such high overtones, have very small amplitudes) are important contributors to the high stability of third harmonic overtone resonators.
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Abstract

Partially contained crystal resonators using only an edge bevel are frequently used for high Q AT-cut devices in the lower frequency ranges. Treatments have been proposed in the past for uniformly contained crystals neglecting electrode mass loading, but a convincing theory for the case of a flat crystal plane with only an edge bevel and a non-negligible plateback has proved much more difficult.

This paper follows previous workers in reducing the problem to two dimensional form by a rigorous deduction of the dispersion relations for waveguided modes in each region, accurate to second order in the transverse wave numbers, corresponding to a normal thickness shear mode at cut-off. The procedure, familiar from quantum mechanics, of using the harmonic oscillator functions as a basis, and reducing the eigensolutions in terms of this basis by a perturbation approach has been adopted. This method takes care of boundary matching problems automatically, but it does require the evaluation of a number of numerical integrations over the basis functions; this is however very easily accomplished by modern computers.

Key words: contained crystal resonator, acoustic waveguide.

1. Introduction

For high Q crystals with frequencies of a few MHz, the use of a spherical, edge bevel to confine the energy has long been popular. However, despite work on the problems of fully contained crystals and crystals with a partial cylindrical contour, most design data for the general case of a partial spherical contour has remained entirely empirical.

At first sight the problem is intractable but, a realistic finite element analysis of such a finite dimensional structure would be an unwieldy undertaking, and the complexities of the geometry make a semi-analytic approach scarcely more attractive. Tiersten and Snyder\cite{1} used an equation for a uniform bevel, whose solutions may be expressed in terms of Hermite polynomials, i.e. the condition that they vanish at $\theta = \pi$ is imposed. In general this equation may be solved with parabolic cylinder functions, and these were used by Vangheluwe\cite{2} for the case of the partial cylindrical contour. This general approach of seeking a solution in each region, and constructing the function by matching across the boundaries, is still feasible for the two dimensional case of a spherical bevel if the material is isotropic in the plane, using circular polar coordinates the modes for a uniform bevel are expressible in terms of associated Laguerre polynomials, and in the general case solutions may be constructed with Bessel functions in the flat region, and with confluent hypergeometric (or alternatively Whittaker functions)\cite{3} in the bevel region. However when anisotropy is introduced the problem becomes vastly more complex and there does not appear to be any reasonable way of solving the equations directly in terms of known functions. For this reason a somewhat different approach is adopted, which requires more numerical analysis but completely resolves the above difficulties with the analytic approach.

Following previous workers it is assumed that the solution may be constructed using a single family of waveguided plate modes. For AT-cut quartz this would be the thickness shear-thickness twist family, which corresponds to a pure shear wave at cut-off. Analysing the properties and dispersion relations for the particular set of waveguide modes, for such an infinite fully electrodes and an infinite un-electroded plate, provides approximate equations for the behaviour of the resonator modes in each of the different regions, and is the starting point for the method presented here. However, the basic plate mode analysis for this paper is not performed by approximate analytic methods, but

---
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a fully general computer programme which can analyse with equal ease any family of modes, in any piezoelectric material, with any metal overlay.

Having deduced the basic parameters of the system, the eigenvalue problem involving differential operators is replaced by an equivalent algebraic eigenvalue problem using an expansion in terms of the complete set of basis functions provided by the uniform bevel equation. This procedure involves the evaluation of a certain set of two dimensional integrals, but the special properties of the basis functions make this comparatively easy. In addition variations in resonator geometry may be accommodated by this technique at no additional expense. To solve the eigenvalue problem the set of basis functions used is truncated at finite order, but for low order modes this produces a negligible error, and the solutions thus found are necessarily continuous across all boundaries no matter how complicated the geometry.

To summarize, the basic assumptions of the theory are:

(a) The solution may be constructed from just one family of waveguided modes.
(b) The equations of motion in each region may be deduced from an analysis of the corresponding infinite plate geometry, and the final solution may be constructed by matching the functions and their first derivatives across all boundaries.
(c) The bevel is assumed to confine the energy sufficiently that the finite crystal size may be ignored.
(d) The equation for the bevel region may be deduced on the basis that the variation in thickness is 'slow'.

Within the constraints of these assumptions no significant error is produced in constructing the solution, and a wide range of geometrical variations may be accommodated without difficulty.

2. General plate mode analysis

For small values of $k_1$ and $k_2$, and a suitable choice of $x$ and $y$ axes, the dispersion relation may be written as

$$\omega^2 = k_1^2 + k_2^2 + \left(\frac{2}{a} - \nu\right)$$

As $k_1, k_2$ and $\omega$ are fixed a solution of this set of homogeneous equations will provide eight possible values for $k$ (in general complex), corresponding to the eight partial waves in the piezoelectric. In each of the metal layers a simpler set of equations apply and there will be six possible roots. For these partial waves to form a solution certain boundary conditions must be satisfied; the normal stress components must vanish at the outer boundaries, and displacement and normal stress components must be continuous across the inner boundaries. In addition we impose the electrical condition that both metal layers are at zero potential as it will suffice to deduce the short circuit frequencies of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator. The boundary conditions therefore give a $20 \times 20$ homogeneous set of equations for the partial wave amplitudes, and the condition for a solution is given by the vanishing of the $20 \times 20$ homogeneous set of equations of the final resonator.
and we suppose that this relation is also valid below cut-off, then we may use the equivalent differential equation for the mode amplitude

\[ a_1 \frac{\partial^2 A}{\partial x^2} + b_1 \frac{\partial^2 A}{\partial y^2} = \omega^2 A - \omega_1 A \tag{5} \]

In the flat unelectroded region

\[ a_2 \frac{\partial^2 A}{\partial x^2} + b_2 \frac{\partial^2 A}{\partial y^2} = \omega^2 A \tag{6} \]

where \( x = \omega_1(1 - r^2/Rh) \) and \( R = \omega_0/Rh \) where \( R \) is the bevel radius. Eq (8) has been deduced by assuming that the rate of variation of thickness is 'slow' compared to the characteristic rate of variation of the mode amplitude, and choosing \( a \) and \( b \) to ensure continuity between Eqs (7) and (8), and to match the first order variation of frequency with thickness at the bevel edge. It must be realized however that it is very difficult to give a precise criterion for the validity of such an assumption.

If we now seek separable solutions of Eq (8) in the form

\[ A(x, y) = X(x) Y(y) \]

then the equations become

\[ a_2 \frac{\partial^2 X}{\partial x^2} + b_2 \frac{\partial^2 X}{\partial y^2} = -\omega^2 X \tag{9} \]

\[ b_2 \frac{\partial^2 Y}{\partial x^2} + a_2 \frac{\partial^2 Y}{\partial y^2} = -\omega^2 Y \tag{10} \]

where \( \frac{\omega^2}{\omega_1} = \frac{1}{2} \left( 1 - r^2/Rh \right) \) \( (11) \)

If the condition that \( X \rightarrow 0 \) as \( x \rightarrow \infty \) is imposed then solutions can exist only for certain values of \( m \)

\[ X = e^{ix} H_m(x) \]

where \( x = \sqrt{\frac{2}{\omega_0(Rh)}} = 2m + 1 \) (m integral)

and similarly for \( y \)

\[ Y = e^{iy} H_n(y) \]

where \( y = \sqrt{\frac{2}{\omega_0(Rh)}} y = (2m+1) \sqrt{\frac{b_2}{a_2}} \) \( (12) \)

The Hermite polynomials may be defined by

\[ H_0(x) = 1, \quad H_1(x) = 2x \quad (13) \]

and the recurrence relation

\[ H_{n+1} = 2xH_n - 2nH_{n-1} \quad (14) \]

in addition repeated use of the recurrence relation is the ideal computer method for evaluation of these functions. Although these functions are of course not solutions of our present problem, they do have a number of extremely useful properties. The differential equations (9) and (10) are self-adjoint and with the chosen boundary conditions satisfy the requirements of Sturm-Liouville theory, their solutions therefore form a complete orthonormal set. Specifically if we define

\[ A(x', y') = \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} C_{mn} H_m(x') H_n(y') \quad (15) \]

This is analogous to a Fourier series expansion, and we will transform the problem, so that instead of solving for \( A(x, y) \) directly, we deduce its components, \( C_{mn} \), in terms of the chosen set of basis functions. To illustrate the method of transformation we will introduce a more compact notation (originally due to Dirac), \( C_{mn}(x', y', p) \) where each value of index \( p \) corresponds to a specific pair of indices \( m \) and \( n \). We will also define

\[ H = a_2 \frac{\partial^2}{\partial x^2} + b_2 \frac{\partial^2}{\partial y^2} \left( x^2 + y^2 \right) \quad (16) \]

for all \( x \) and \( y \)

\[ V = V_1 + V_2 \quad (17) \]

in the flat region, \( V_1 = 0 \) elsewhere

\[ V_2 = \left( a_2 - a_1 \right) \frac{\partial^2}{\partial x^2} + \left( b_2 - b_1 \right) \frac{\partial^2}{\partial y^2} \quad (18) \]

in the electroded region, \( V_2 = 0 \) elsewhere.

The fundamental equation for the problem may now be written symbolically as
and the set of basis functions are defined by
\[ \langle q | p \rangle = \langle q | p \rangle \]
and so using the orthogonality relationship
\[ \langle q | p \rangle = \delta_{qp} \]

Equation (23) is a matrix (infinite) problem exactly equivalent to the original formulation in terms of differential equations. The procedure is to truncate the matrix at a finite order and solve the eigenvalue problem for \( \omega \) and \( C_0 \) using a standard computer routine. It is intuitively reasonable that for the low order modes which have a small dependence on the higher order basis functions the error in this method will be small; a more precise statement will be given in the next section.

The obvious disadvantage of this technique is the need to evaluate the double integrals of Eq (24), but due to the special properties of the functions \( j_n(x) \) this is not as much of a problem as might first appear. The indefinite integral over one of the coordinates, \( x \), may be deduced by simple analytic means, for example
\[ \int H_n(x)H_m(x)e^{-x^2} dx = \frac{\pi^{1/4} \Gamma(n+1)}{2^{1/4} \Gamma(n+1/2)} \]

The case \( n = n \) is a bit more complicated but an explicit formula can be constructed by successive integration by parts.

\[ \int_0^\infty H_n(x)e^{-x^2} dx \]
\[ \int_0^\infty H_n(x)e^{-x^2} dx \]

are readily reduced to integrals of the type given in Eq (23). With this method the evaluation of Eq (23) reduces to a finite integral of a continuous function of \( y^2 \), which is very easily evaluated by a standard numerical quadrature routine.

Having accepted the need to evaluate a number of integrals, a great many difficulties are resolved, the boundary matching problems which were so troublesome originally are now taken care of automatically, and variations of the basis resonator geometry presented here may be introduced with no fundamental increase in complexity.

4. The nature of the approximation

The proposed method takes the exact Eq (23) and truncates the system at a finite order, \( N \), say, and then by solving for the eigenvalues and eigenvectors of the resulting matrix provides approximations for \( N \) resonator modes. It is important to have some indication of the nature of this approximation, and some way of gauging the probable error. First we must note that the matrix of coefficients \( \langle q | p \rangle \) is not necessarily Hermitian (or symmetric in this case as all functions are real), due to the presence of terms in \( x^2/2 \) and \( y^2/2 \) in \( \psi \). However calculation shows that \( a_0 \) and \( a_1 \), and \( b_0 \) and \( b_1 \), are virtually identical, so we may neglect the asymmetric terms with negligible error, and it is assumed that this is done for the purposes of this paper.

A variational method is often used to approximate resonator modes. This consists of taking a trial function containing a number of adjustable parameters, and attempting to determine these parameters by minimising an expression which is known to have a minimum for the true solution. For this problem the formula

\[ \langle A | H_{V} | A \rangle \]
\[ \langle A | \frac{\partial^2}{\partial x^2} H_{V} | A \rangle \]

(26)

will be minimized when \( A \) is the lowest frequency node. If we construct the trial function by a finite superposition of the basis functions \( x \), and minimize Eq (26) by varying the coefficients, then it is easily shown that the resulting approximation is exactly the same as that obtained from the smallest eigenvalue of Eq (23) with the same finite set of basis functions. A generalization of this result may be stated by the following theorem:

The true eigenfrequency of any node is a lower bound on any approximation to that frequency which may be obtained using a truncated form of (37).

A proof of this result, which is not trivial, would be beyond the scope of this paper. The theorem tells us that if we enlarge the set of basis functions used, the frequency estimates we obtain will be lower, but still larger than the true values. So in practical terms if using more basis functions produces a negligible reduction in estimated frequency, then the error is almost certainly minimal, and this criterion is used to
assess accuracy. The method can therefore be regarded as a type of variational approach which provides a simultaneous estimate of N mutually orthogonal modes.

If the matrix is not Hermitian (symmetric), then the theory could be violated, and in general it is difficult to make a precise statement.

Practical results and comparison with experiment

Initially this method has been used for various crystal designs on AT-cut quartz. Due to the symmetrical form of the geometry with respect to the x and y axes, the modes naturally divide into four classes, even in x and y, odd in x or y, and odd in both x and y. For modes symmetric in x and y, which give the largest amplitude responses, only basis functions which are also symmetric in x and y need be considered, and a similar rule holds for the other sets of modes. For all the following calculations a set of 16 basis functions has been used.

Unfortunately detailed experimental data for the more sensitive parameters, such as the relative frequencies of the modes as functions of bevel and flat radii, is not yet readily available. For this reason all old and not entirely reliable data has been employed. Two designs with the following parameters have been analysed.

1. Frequency 7.3 MHz
   Radius of edge bevel on each side 2.35 mm
   Radius of flat 3.45 mm
   Plateback (nominal) 250 kHz

2. Frequency 4.3 MHz
   Radius of edge bevel on each side 7.2 mm
   Radius of flat 1.5 mm
   Plateback (nominal) 250 kHz

For the first of these designs the waveguide analysis programme gave parameters

\[ a_1 = 0.407 \times 10^2 \]
\[ b_1 = 0.786 \times 10^2 \]
\[ a_2 = 0.407 \times 10^2 \]
\[ b_2 = 0.786 \times 10^2 \]

and for the second

\[ a_1 = 0.404 \times 10^2 \]
\[ b_1 = 0.793 \times 10^2 \]

with \( a_1 \) and \( b_1 \) being unaltered. Figures 3-7 show graphics representations of the first three symmetric and first two antisymmetric modes for designs 1 with a 7.5 mm radius flat; the mode amplitude is plotted as a function of the transverse coordinate \( x \) along the flat crystallographic axes. The dotted line represents the boundary of the bevel, and it can be clearly seen that for higher order modes a considerable amount of energy is contained in the bevel region. Figures 8 and 9 show plots of the spectral ratio of spurious mode to fundamental mode frequency for each of the two designs, with a range of values of flat radius. The curves on each graph represent the fully symmetric spurious modes, and the experimental values are also shown. This is a very sensitive test of the theory, and it is seen that although there is qualitative agreement, there is still a considerable discrepancy in absolute values. The parameters in Eq (3), describing the controlled region, are not based on any very firm theoretical foundation, particularly for a sharp bevel. Agreement with experiment can be considerably improved by a more empirical choice, but until more and better data is available no firm rule can be given.

Using the methods already described in this paper values for the natural parameters, such as the inductance, can also be deduced. The waveguide analysis programmes can evaluate the charge density induced on the electrodes by each Fourier component of the mode amplitude, for the set of basis functions chosen, Fourier transform techniques are trivial, and the charge density may therefore be expressed as a function in \( Y \) space, and integrated over the electrode area by a combination of analytic and numerical techniques as before. This information combined with the total mode energy is sufficient to determine the motional inductance.

5. Conclusions

This paper describes a technique for the analysis of general contoured crystal resonators on any material. It has a high degree of flexibility for instance the case of a contoured crystal with a different edge bevel can be easily accommodated, and within the basic assumptions of the model it is quite rigorous. The method is characterized by a higher degree of reliance on numerical techniques than has been usual in the past with semi-analytic treatments, but it is still an essentially trivial problem for modern computers. Comparison with experimental results, such as they are, indicates that some modification to the parameters of the theory is required, but it has not yet been possible to draw firm conclusions on this point.
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EFFECT OF TRANSVERSE FORCE ON THE THICKNESS-SHEAR RESONANCE FREQUENCIES IN RECTANGULAR, DOUBLY-ROTATED CRYSTAL PLATES
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Summary

The effect of initial stresses, owing to the transverse loading, on the changes in the thickness-shear resonance frequencies in rectangular, doubly-rotated crystal plates has been studied. The plate is clamped along one of its edges and is subject to a transverse load uniformly distributed along the opposite, parallel edge. The remaining pair of edges are free of traction.

A system of one-dimensional equations is derived from Mindlin's two-dimensional first-order equations for crystal plates. The governing equations for the first six displacement components symmetric to the x1-x2 plane of the plate are employed to obtain the approximate two-dimensional fields of displacement, strain and stress. These initial stress and displacement components are thus dependent on the magnitude of the load, the dimensions and orientations of the plate. They are computed and plotted along the x1 and x2 axes of adjacent plate for various values of an initial angle.

By taking the initial fields of stress and displacement at the center of the electrodes (also the center of the plate) as the average values and by neglecting the coupling of the incremental thickness-shear mode of vibration with other modes, an explicit formula is obtained for predicting the stress-sensitivity of the resonator. The thickness-shear frequency changes are predicted for both ST and ST' ends and are compared with previously predicted values by Lee, Kang and Markenscoff and with experimental values of Mindlin, Krith and Perry, and those by Fletcher and Douglas.

Thickness-shear vibration under initial stresses

Let a rectangular plate, which has a length 2l, thickness h, and width b, be referred to the rectangular coordinate system (x, y), and its middle plane be coincident with the x2-x3 plane as shown in figure 1. The angle α is the angle between the x2 axis of the plate and the x1 axis of the crystal. For instance, in a rotated ST plate, we may choose the diagonal axis of quartz as the x2 axis. Referred to the x1 system, the stress equation of motion for the incremental thickness-shear vibration is

\[
\begin{align*}
\sigma_{x1} & = -\left(1 + \epsilon_0^2\right) \tau_{x1} + \epsilon_0 \left(1 + \epsilon_0^2\right) \tau_{x1} \\
\sigma_{x2} & = -\left(1 + \epsilon_0^2\right) \tau_{x1} + \epsilon_0 \left(1 + \epsilon_0^2\right) \tau_{x1}
\end{align*}
\]

where \(\epsilon_0\) is the incremental strain and \(\tau_{x1}\) is the stress in the x1 direction. In obtaining the terms \(\epsilon_0^2\) and \(\epsilon_0\), we have neglected the coupling of \(\epsilon_0\) with other incremental vibrations. For the same stress increments, the second term \(\epsilon_0^2\) is the sum of all the first terms in all three equations (1)-(4). In order to employ these equations to predict frequency changes, we need to obtain initial stresses, strains and displacements first.
Initial Stress and Displacements

We assume initial fields of stress and displacement are governed by Mindlin's two-dimensional first-order equations for crystal plates as given below.

Stress-strain relation:

\[ \sigma_{ij}^{(0)} = 2B_x^{(0)} \varepsilon_{ij}^{(0)} \]

\[ \tau_{ab}^{(0)} = 2B_y^{(0)} \varepsilon_{ab}^{(0)} \]

\[ \tau_{ab}^{(0)} = 2B_z^{(0)} \varepsilon_{ab}^{(0)} \]

\[ a, b = 1, 2, 3 \]

Stress-strain relation:

\[ \varepsilon_{ij}^{(0)} = \frac{1}{3} \varepsilon_{ij}^{(0)} \]

\[ \varepsilon_{ab}^{(0)} = \frac{1}{3} \varepsilon_{ab}^{(0)} \]

\[ a, b = 1, 2, 3 \]

Displacement relations:

\[ E_1^{(0)} = u_1^{(0)} \]

\[ E_2^{(0)} = u_2^{(0)} \]

\[ E_3^{(0)} = u_3^{(0)} \]

\[ E_4^{(0)} = u_4^{(0)} + \frac{1}{2} u_3^{(0)} \]

\[ E_5^{(0)} = u_5^{(0)} + \frac{1}{2} u_3^{(0)} \]

\[ E_6^{(0)} = u_6^{(0)} + \frac{1}{2} u_3^{(0)} \]

It is extremely difficult to solve these coupled eqns (4)-(6). In a previous paper, an approximate method was developed for obtaining two-dimensional solutions for Mindlin's flexural theory of crystal plates, and the result has shown to be close to those by other analytic and numerical methods.

In the next section, in a similar manner, we are going to derive a system of one-dimensional equations to replace eqns (4)-(6).

One-Dimensional Equations

In order to replace approximately the two-dimensional equations, we expand displacement in a series of trigonometrical functions as follow:

\[ u_1^{(0)} = \psi_1^{(0)} \]

\[ u_2^{(0)} = \psi_2^{(0)} + \psi_2^{(0)} \sin \frac{\pi x_3}{2} \]

\[ u_3^{(0)} = \psi_3^{(0)} \sin \frac{\pi x_3}{2} \]

\[ u_1^{(0)} = \psi_1^{(0)} + \psi_1^{(0)} \sin \frac{\pi x_3}{2} \]

\[ u_1^{(0)} = \psi_1^{(0)} + \psi_1^{(0)} \sin \frac{\pi x_3}{2} \]
The displacement equations of motion governing these six displacement components are

\[ \begin{align*}
\ddot{\zeta}_{01} \psi_{1} &= \ddot{\zeta}_{16} \psi_{1} + \frac{1}{c} \dddot{\zeta}_{13} \psi_{1} = c \psi_{1}, \\
\ddot{\zeta}_{01} \psi_{2} &= \ddot{\zeta}_{63} \psi_{2} + \frac{1}{c} \dddot{\zeta}_{63} \psi_{2} = c \psi_{2}, \\
\ddot{\zeta}_{55} \psi_{3} &= \ddot{\zeta}_{55} \psi_{3} + \frac{1}{c} \dddot{\zeta}_{55} \psi_{3} = c \psi_{3}, \\
\ddot{\zeta}_{11} \psi_{4} &= \ddot{\zeta}_{11} \psi_{4} + \frac{1}{c} \dddot{\zeta}_{11} \psi_{4} = c \psi_{4}, \\
\ddot{\zeta}_{11} \psi_{5} &= \ddot{\zeta}_{11} \psi_{5} + \frac{1}{c} \dddot{\zeta}_{11} \psi_{5} = c \psi_{5}, \\
\ddot{\zeta}_{11} \psi_{6} &= \ddot{\zeta}_{11} \psi_{6} + \frac{1}{c} \dddot{\zeta}_{11} \psi_{6} = c \psi_{6}.
\end{align*} \]

\[ \begin{align*}
\ddot{\zeta}_{01} &\equiv \ddot{\zeta}_{01}(0),
\ddot{\zeta}_{16} &\equiv \ddot{\zeta}_{16}(1),
\ddot{\zeta}_{63} &\equiv \ddot{\zeta}_{63}(1),
\ddot{\zeta}_{55} &\equiv \ddot{\zeta}_{55}(1),
\ddot{\zeta}_{11} &\equiv \ddot{\zeta}_{11}(1),
\ddot{\zeta}_{11} &\equiv \ddot{\zeta}_{11}(1).
\end{align*} \]

For static problems, we set the acceleration terms of displacements in (11) to zero. By assuming displacements in exponential form \( e^{\lambda t} \) and inserting them into (11), we have the characteristic equation in the following form

\[ \begin{align*}
\left( \begin{array}{cccccc}
\gamma_{01} & \gamma_{02} & \gamma_{03} & \gamma_{04} & \gamma_{05} & \gamma_{06} \\
\gamma_{11} & \gamma_{12} & \gamma_{13} & \gamma_{14} & \gamma_{15} & \gamma_{16} \\
\gamma_{22} & \gamma_{23} & \gamma_{24} & \gamma_{25} & \gamma_{26} & \gamma_{27} \\
\gamma_{33} & \gamma_{34} & \gamma_{35} & \gamma_{36} & \gamma_{37} & \gamma_{38} \\
\gamma_{44} & \gamma_{45} & \gamma_{46} & \gamma_{47} & \gamma_{48} & \gamma_{49} \\
\gamma_{55} & \gamma_{56} & \gamma_{57} & \gamma_{58} & \gamma_{59} & \gamma_{60} \\
\gamma_{66} & \gamma_{67} & \gamma_{68} & \gamma_{69} & \gamma_{70} & \gamma_{71}
\end{array} \right) \left( \begin{array}{c}
\psi_{01} \\
\psi_{02} \\
\psi_{03} \\
\psi_{04} \\
\psi_{05} \\
\psi_{06} \\
\psi_{07} \\
\psi_{08} \\
\psi_{09} \\
\psi_{10}
\end{array} \right) = 0,
\end{align*} \]
\begin{align*}
V_{1,1}^{(0)} + K_{16}^{\prime} V_{2,1}^{(0)} + \frac{1}{c^2} 13 \psi^{(1)} & = 0, \\
K_{16}^{\prime} V_{2,1}^{(0)} + \frac{2}{3 c} K_{16}^{\prime} V_{1,1}^{(0)} & = 0, \\
K_{55}^{\prime} V_{1,1}^{(0)} + \frac{6}{k_c} K_{16}^{\prime} V_{2,1}^{(0)} + \frac{1}{c^2} 13 \psi^{(1)} & = 0, \\
(1) & = \frac{2}{c} 13 \psi^{(1)} = 0, \\
(2) & = \frac{2}{c} 13 \psi^{(1)} = 0. \\
(1) & = \frac{2}{c} 13 \psi^{(1)} = 0, \\
K_{16}^{\prime} V_{2,1}^{(0)} + K_{16}^{\prime} 66 (V_{2,1}^{(0)} + (1)) + K_{16}^{\prime} \psi^{(1)} & = 0, \\
\text{where } C_{pq} & = c_{pq}^2 c_{11}^2, \\
E_{pq} & = \frac{c_{pq}^2}{2 c_{11}}, \\
(16) & = \frac{2}{c} 13 \psi^{(1)} = 0.
\end{align*}

Eq. (16) provides the twelve conditions for solving the twelve unknown amplitudes $A_p$.

**Variations of Initial Stresses and Displacements**

A rectangular SC-cut quartz plate with $a/c = 1.75$, shown in Fig. 1, is chosen for the study.

For a given edge shear intensity $q'$, the amplitudes $A_p$ can be computed from (14) and displacement components from (13). Then the two-dimensional displacements and stresses can be obtained from (10) and (16), respectively, with $\psi$ regarded as a parameter.

For the visualization of their two-dimensional variations in the plate, some of the stress and displacement components are computed and plotted along the $x$ and $y$ axes in dimensionless quantities and for various values of $\psi$, as shown in Figs. 2-7.

**Force Sensitivity**

By taking the initial fields of stress and displacement at the center of the plate (also the center of the electrodes) as the average values and by including the coupling of the incremental thickness-shear mode of vibration with other modes, an explicit formula is obtained from (1)

\begin{align*}
\psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} & = 0, \\
\psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} & = 0, \\
\psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} + \psi_{1,1}^{(0)} & = 0, \\
\psi_{1,1}^{(0)} & = 0. \\
\end{align*}

Eq. (16) has identical form as that given in [Ref. 4]. However, in the present paper, the initial stresses $\psi_{1,1}^{(0)}$ are computed from the two-dimensional theory and $k$ ranges from 1 to 6 for doubly-rotated cuts.

The changes of thickness-shear resonance frequencies $f/f_c$ are computed as a function of the azimuth angle $\psi$, for both AT and SC cuts of quartz plates.

In Fig. 8, the presently predicted values of $f/f_c$ are compared with our previously predicted values and with the experimental values by Mingins, Barcus and Perry. Figs. 9 and 10 give the comparison of predicted $f/f_c$ with measured values by Fletcher and Douglas for AT and SC cuts, respectively.

It may be seen from Figs. 8-10 that Eq. (16) predicts the locations of zero and maximum of $f/f_c$ quite well and has also identified the predominant factors contributing to the force sensitivity of the resonators.

In order to take into account of the spatial variations of the initial stresses and the coupling of the thickness-shear with other modes, like extension and flexure, for more accurate predictions, a perturbation method should be employed as the next step.

**References**

Fig. 1 A rectangular cantilever plate referred to $x_i$ coordinate system, $x'_i$ referred to axes of crystal symmetry, and $\phi$ the azimuth angle.

Fig. 2 Displacement $u_x^{(0)}$ along the $x_1$ axis of a rectangular SC-cut of quartz plate ($r = a/c = 1.25$).

Fig. 3 Displacement $u_x^{(0)}$ along the $x_3$ axis of the plate.
Fig. 4  Bending couple $T_{1}^{(1)}$ along the $x_1$ axis of the plate.

Fig. 5  Bending couple $T_{3}^{(1)}$ along the $x_1$ axis of the plate.

Fig. 6  Transverse shear $T_{6}^{(1)}$ along the $x_1$ axis of the plate.
Fig. 7  Transverse shear $T^{(0)}_6$ along the $x_3$ axis of the plate.

Fig. 8  Frequency changes as a function of azimuth angle $\phi$ for Al-cut plate.
Fig. 9 $\Delta f/f_0$ vs $\phi$ for an AT-cut plate.

Fig. 10 $\Delta f/f_0$ vs $\phi$ for an SC-cut plate.
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Abstract

A previous treatment of SC-cut quartz trapped energy resonators is extended to the case of plates with slowly varying thickness. As in the earlier treatment, the approximate equations are referred to rotated coordinate axes obtained from the eigenvector triad of the pure thickness solution for the SC-cut. The approximate dispersion equation, describing the mode shape along the surface of the SC-cut, which was used in the recent treatment of the trapped energy resonator, is extended to include the influence of certain relatively large transformed elastic constants that were neglected in the earlier work. The extended equation is considerably more accurate than the earlier one. A scalar differential equation describing the mode shapes along the surface of the contoured SC-cut for the family associated with each odd harmonic is obtained from the extended dispersion equation for the flat plate. The scalar equation is applied in the analysis of contoured SC-cut quartz crystal resonators, and an approximate lumped parameter representation of the admittance, which is valid in the vicinity of a resonance, is obtained. The analysis holds for the fundamental and odd harmonic and anharmonic overtone thickness modes of interest.

1. Introduction

Previous analytical work on contoured crystal resonators holds only for rotated Y-cuts of quartz. In recent years the doubly-rotated SC-cut \( \gamma \) has given every indication of possessing significant technological advantages over the AT-cut. On account of the additional anisotropy of the SC-cut, the existing analytical treatment of contoured resonators does not hold.

In a recent analysis of SC-cut quartz trapped energy resonators with rectangular electrodes certain transformed elastic constants were neglected, which are not that small. In this work the earlier treatment is extended to include the influence of the transformed elastic constants that are not that small and were neglected in the earlier work. As in the earlier treatment the analysis proceeds by decomposing the mechanical displacement vector along the orthogonal eigenvector triad of the pure thickness solution and transforming the independent spatial variables to a Cartesian coordinate system containing the plate normal and the component in the plane of the plate of the large thickness eigen-displacement of interest. Since the piezoelectric coupling is small in quartz and we are interested in obtaining the dispersion relations in the vicinity of the thickness-frequencies of interest for small wavenumbers along the plate, only the thickness-dependence of all electrical variables is included in the treatment. The resulting system of transformed differential equations and boundary conditions on the major surfaces of the plate are employed in the determination of the asymptotic dispersion relation in the vicinity of each thickness-frequency of interest using a generalization of a procedure used in the case of rotated Y-cut quartz. The corrected asymptotic dispersion relation for the flat plate is considerably more accurate than the earlier one. The dispersion equation enables us to construct the differential equation that describes the mode shape along the surface of the flat plate. The resulting single scalar equation may readily be generalized to be applicable to the description of the mode shape along the surface of the contoured SC-cut since the thickness is slowly varying. Since the influence of the contouring on the trapping is much greater than the influence of the electrode, the edge of the electrode is ignored in the determination of the eigensolutions. Since the mode is sharply confined to the vicinity of the center of the contoured plate, the edge of the plate is ignored in the analysis.

An inhomogeneous differential equation is obtained for each harmonic thickness mode of interest for the case of a driving voltage applied across surface electrodes. The differential equation obtained depends on the order of the odd harmonic. The resulting system of equations is applied in the analysis of the forced vibrations of a plane-convex contoured SC-cut quartz crystal resonator and a lumped parameter representation of the admittance is obtained. Some numerical results are presented.

2. Transformation of Equations

As in the earlier treatment the stress equations of motion and charge equation of electrostatics may be written in the form

\[
\tau_{m,n} = \varepsilon_{m,n} \cdot D_{m,n} = 0. 
\]

(2.1)
The linear piezoelectric constitutive equations are given by

\[ T_{mn} = \hat{c}_{mnrs} u_{rs} + e_{mnmn} u \]  
\[ B_{m} = \hat{c}_{mnrs} u_{rs} + \sum_{r} m_{nmn} u_{r} \]  
\[ (2.2) \]

The notations are conventional and caret have been introduced over the mechanical variables and the elastic and piezoelectric constants because we are going to transform from the Cartesian coordinate system presently being employed to a combination of two very special Cartesian coordinate systems that facilitates the analysis. Moreover, in the original coordinate system we consistently use the tensor indices \( m, n, r, s \). The substitution of (2.2) and (2.3) in (2.1) yields

\[ \delta_{mnrs} u_{sm} + \delta_{mnmn} u = \hat{c}_{mnrs} u_{rs} \]  
\[ e_{mnmn} u = 0 \]  
\[ (2.4) \]

which are the differential equations of linear piezoelectricity.

The coordinate axes are oriented with \( \hat{x}_i \) normal to the major surfaces of the plate, which are at \( \hat{x}_i = h \), and \( \hat{x}_i \) directed along the axis of second rotation of the doubly-rotated quartz plate. Since in the modes of interest the spatial rate of variation of the dependent variables in the plane of the plate is much less than in the thickness direction and the piezoelectric coupling is small, we can ignore the \( \hat{x}_i \) dependence of \( u \) and \( D \), and of \( \hat{c}_i \) of any variable in the expression for \( D \), and in place of Eqs. (2.3) and (2.5), respectively, write

\[ D_2 = \hat{c}_{2nr2} u_{22} + e_{n2n22} u \]  
\[ (2.6) \]

and we have introduced the convention that the subscripts \( u, v, w \) take the values 1 and 3, but skip 2. Moreover, it is advantageous for us to write (2.2) and (2.4), respectively, in the forms

\[ \hat{c}_{mnrs} u_{sm} + \delta_{mnmn} u = \hat{c}_{mnrs} u_{rs} \]  
\[ e_{mnmn} u = 0 \]  
\[ (2.8) \]

and since we are interested in modes in the vicinity of thickness vibration. Substituting from (2.7) into (2.9), we obtain

\[ \hat{c}_{2nr2} u_{22} + \hat{c}_{2nr2} u_{22} + (e_{2nr2} + e_{2nr2}) u_{r2} \]  
\[ \hat{c}_{2nr2} u_{r2} + \hat{c}_{2nr2} u_{r2} + \hat{c}_{2nr2} u_{r2} \]  
\[ (2.10) \]

where the \( \hat{c}_{1} \) are the normalization factors. If we normalize the \( \hat{A}_{1} \) thus

\[ \hat{q}_{11} = \hat{A}_{1} \hat{A}_{1} \]  
\[ (2.11) \]

and write the \( \hat{q}_{11} \) as a 3 X 3 orthogonal transformation matrix \( \hat{Q}_{1} \), from (2.17) we have the orthonormality relations

\[ \hat{Q}_{1} \hat{Q}_{1}^t = \delta_{ij} \]  
\[ (2.18) \]

and, of course, the other orthonormality relations hold.

We may now transform the components of the vector \( \hat{u} \) in the original coordinate system to the components \( \hat{u} \) in the thickness solution eigenvector coordinate system and vice-versa, thus

\[ \hat{u} = \hat{Q}_{1r} \hat{u}_{r} = \hat{Q}_{1r} \hat{u}_{r} \]  
\[ (2.21) \]

A schematic diagram showing the original coordinate system along with the eigenvector coordinate system is shown in Fig.1. For a pure thickness vibration, one of the thickness eigen-displacements, say \( u_{1} \), exists, and the other two vanish identically. Moreover, for a mode of vibration in the vicinity of the thickness solution for which \( u_{1} \) exists, although \( u_{2} \) and \( u_{3} \) exist they are one or more orders of magnitude

\[ < >> \]
smaller than \( u_t \). This is the reason there is a significant advantage in decomposing the mechanical displacement along the eigenvector triad of the pure thickness solution when describing this type of mode.

Clearly, the independent variables \( x_i \) must be referred to a Cartesian coordinate system containing the axis \( k_i \), which is normal to the major surfaces of the plate, and two orthogonal axes in the plane of the plate. Of all the orthogonal coordinate systems in the plane of the plate, one is particularly well suited for the description of modes of vibration in the vicinity of the pure thickness solution \( u_t \); when, as is the case in this work, it is dominantly a thickness-shear displacement, as shown in Fig.1. That coordinate system contains the axis formed by the projection of the \( u_t \)-eigen-displacement direction on the plane of the plate as shown in Fig.2. From (2.21), the angle \( \theta \) is given by

\[
\theta = \tan^{-1}\left( \frac{Q_{11}}{Q_{11}} \right),
\]

and the planar rotation matrix \( R_{x} \), is given by

\[
R_{x} = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix},
\]

where we have introduced the convention that the subscripts \( a, b, c, d \) take the values 1 and 3 but skip 2. Clearly, the planar coordinates \( x_a \) and \( x_v \) are related by

\[
x_a = R_{x} x_v, \quad x_v = R_{x} x_a,
\]

the first of which yields

\[
\frac{\partial x_v}{\partial x_a} = R_{x}^{-1}, \quad \frac{\partial x_a}{\partial x_v} = R_{x}.
\]

Transforming (2.10) with \( Q_{ij} \), substituting from (2.21), for \( \tilde{u}_t \) and \( \tilde{u}_v \), and (2.25) for the partial derivatives with respect to \( x_a \) and \( x_v \), and employing (2.14) with (2.18), (2.19), and (2.27), we obtain

\[
\mathcal{E}^{(j)} \tilde{u}_{22} + c_{aj2} \tilde{u}_{1,2a} + c_{aj1} \tilde{u}_{2a} = \mathcal{E}_{j} \tilde{u},
\]

where

\[
\mathcal{E}_{j} = \begin{pmatrix} v_0 \frac{Q_{10}}{h} & \frac{Q_{10}}{h} & 0 \\ \frac{Q_{10}}{h} & v_0 & 0 \\ 0 & 0 & v_0 \end{pmatrix}.
\]

In the case of the thickness vibrations of the electroded plate with shorted electrodes the three solutions of the differential equations are uncoupled in the transcendental frequency equation. However, since the piezoelectric coupling is small in quartz and the three \( \mathcal{E}^{(j)} \) are sufficiently widely separated, the transcendental frequency equation approximately uncouples and we effectively have three independent transcendental frequency equations, one for each thickness eigen-displacement \( u_t \). Consequently, (2.26) is a useful form for the treatment of modes of vibration in the vicinity of the pure thickness solution \( u_t \), for the electroded plate as well as the electroded plate.

For the electroded plate with shorted electrodes the electrical boundary condition is

\[
\varphi = 0 \quad \text{at} \quad x_a = h.
\]

Substituting from (2.21) into (2.7), integrating and satisfying (2.28), we obtain

\[
\varphi = (e_{221}/e_{22}) \tilde{u}_j + \mathcal{C},
\]

where

\[
e_{221} = Q_{j} \tilde{e}_{22}, \quad \mathcal{C} = -(e_{221}/e_{22}) \tilde{u}_j (h)/h.
\]

In the case of the unelectroded plate because of the reasoning leading to (2.6) we can neglect the electric field outside the plate and the electrical boundary condition becomes

\[
D_2 = 0 \quad \text{at} \quad x_a = h.
\]

Hence, from (2.31) with (2.6), for the unelectroded plate, we obtain

\[
\varphi = (e_{221}/e_{22}) \tilde{u}_j,
\]

which is the same as (2.29) but with \( \mathcal{C} = 0 \).

The traction boundary conditions on the major surfaces of the plate employ the constitutive equations in (2.8) with \( m = 2 \). Transforming (2.6) for \( m = 2 \) with \( Q_{ij} \), substituting from (2.21), (2.25), (2.29), (2.30), (2.11) and (2.14), and (2.19) and (2.27), we obtain

\[
T_{2j} = \mathcal{E}_{j} \tilde{u}_j + c_{aj2} c_{aj1} \tilde{u},
\]

which holds for the electroded plate and for the unelectroded plate provided \( \mathcal{C} = 0 \). As noted in the Introduction the traction continuity conditions along the surfaces separating the electroded from the unelectroded regions and at the free edges of the plate are not needed in this work.

3. Dispersion Equations

Although in this work we are primarily interested in the dispersion equation in the electroded region of the plate, we obtain the dispersion equation for the unelectroded region because the treatment is somewhat simpler and it has been shown that the dispersion equation for the electroded plate may readily be inferred from that for the unelectroded plate. The differential equations expressed in terms of the thickness eigen-displacements in the transformed coordinate system are given in (2.26). The boundary conditions on the major surfaces of the unelectroded plate are

\[
T_{2j} = 0 \quad \text{at} \quad x_a = h,
\]

where the constitutive equations for \( T_j \), expressed in the same way are given in (2.33) with \( \mathcal{C} = 0 \). Since we are interested in the solution for plate waves in the vicinity of the thickness frequencies for the thickness eigen-displacement \( u_t \), with wave, or decay, numbers in the plane of the plate that are much smaller than the thickness wave numbers, a large number of terms in (2.26) and (2.33) are
which satisfies (3.2) provided a system of six vanishing terms of order higher than linear in or asymptotic thickness terms in each of (3.4) are uncoupled, the ir (2) thickness solution. Since in this instance the consideration of interest. However, in the situation under consideration here; the thickness coupling appearing in (3.4) is caused by the term containing \( c_{11} \) in (3.2), which vanishes in the case of the pure thickness solution. Since in this instance the thickness terms in each of (3.4) are uncoupled, the asymptotic dispersion relation cannot be obtained starting with the pure thickness solution of interest. Nevertheless, the asymptotic dispersion relation may be obtained by tarring with a solution varying with \( x_i \), i.e., containing \( f \), and including the complete effect of the \( c_{ij} \) terms in (3.2) and (3.3), i.e., including the term linear in \( f \) in the coefficients of \( A \) and \( B \) in the resulting algebraic equations in the starting form \( f \). This starting solution for the \( u \) term is equivalent to the solution for thickness-twist waves in rotated Y-cut quartz plates obtained by Mindlin'. Thus, in consideration of the foregoing and following the procedure used in Refs. 8 and 9, to lowest order in \( f \) and \( v \) for large \( A \) and \( B \), we obtain

\[
\begin{align*}
\zeta = \frac{\pi}{2n} & \pm \frac{\xi c_{12}}{c_{11}} \pi(1), \quad B(1) = \pm \frac{2\pi c_{12}}{3n}, \\
\zeta = \frac{\pi}{2n} & \pm \frac{\xi c_{12}}{c_{11}} \pi(2), \quad B(2) = \pm \frac{2\pi c_{12}}{3n}, \\
\zeta = \frac{\pi}{2n} & \pm \frac{\xi c_{12}}{c_{11}} \pi(3), \quad B(3) = \pm \frac{2\pi c_{12}}{3n},
\end{align*}
\]

where

\[
\begin{align*}
\zeta_1^2 = & \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \quad \zeta_3^2 = \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \quad \zeta_1^2 = \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \\
\zeta_2^2 = & \frac{\pi^2}{2}, \quad \zeta_3^2 = \frac{\pi^2}{2}.
\end{align*}
\]

Similarly, for large \( C \) and \( D \) and large \( E \) and \( F \), respectively, we obtain

\[
\begin{align*}
D(2) = & \pm \frac{\pi c_{12}}{2}, \quad B(2) = \pm \frac{\pi c_{12}}{2}, \\
E(2) = & \pm \frac{\pi c_{12}}{2}, \quad A(2) = \pm \frac{\pi c_{12}}{2}, \\
F(3) = & \pm \frac{\pi c_{12}}{2}, \quad A(3) = \pm \frac{\pi c_{12}}{2}, \\
G(3) = & \pm \frac{\pi c_{12}}{2}, \quad E(3) = \pm \frac{\pi c_{12}}{2},
\end{align*}
\]

in which the amplitudes that have been shown to vanish are of order higher than linear in \( f \) or \( v \) and, hence, turn out to be negligible to order \( f \) and \( v \).

In order to satisfy the boundary conditions in (3.1) with (3.3), we take a sum of the six asymptotic solutions of the differential equations in the form

\[
\begin{align*}
& u_1 = \sum_{i=1}^{6} \left( a_i \sin \gamma x_2 + b_i \cos \gamma x_2 \right) \\
& u_2 = \sum_{i=1}^{6} \left( c_i \sin \gamma x_2 + d_i \cos \gamma x_2 \right) \\
& u_3 = \sum_{i=1}^{6} \left( e_i \sin \gamma x_2 + f_i \cos \gamma x_2 \right)
\end{align*}
\]

where

\[
\begin{align*}
& a_i = \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \quad b_i = \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \\
& c_i = \frac{c_{12} + c_{66}}{c_{11} - c_{12}}, \quad d_i = \frac{c_{12} + c_{66}}{c_{11} - c_{12}},
\end{align*}
\]

which satisfies (3.2) provided a system of six homogeneous linear algebraic equations in \( A, B, C, D, E \) and \( F \) are satisfied and which are too lengthy to present here.'
boundary conditions

where 

given in 

and 

here". Since we are interested in modes in the tions for the and 
tions in 

Furthermore, it can be 
tions obtained from (3.2), for either 

or 

, for nonzero 

and 

we obtain

where

Therefore, substituting from Eqs. (3.5), (3.6), (3.8) - 

(3.10), (3.12) and (3.13) into either of the two 

algebraic equations obtained from (3.2), for either 

or 

, we obtain

Equation (3.15) is the asymptotic dispersion 

relation for decaying solutions in 

and 

for the unelectroded plate. Hence, past experience 

indicates that for trigonometric solutions in 

and 

for the electroded plate the asymptotic 

dispersion equations are given by

and 

and 

denote the mass density and thickness of the electrodes, respectively.

The manner of derivation of (3.15) reveals 

that for (3.14) for each 

we must have the homogeneous equation
where \( u_i \) is the asymptotic solution function for the \( u_i \)-displacement for the \( n \)-th odd harmonic, which is very accurately given by

\[
u^{(1)}_1 = J_{n}(1) \sin \frac{n\pi x_1}{2h} \cos \frac{n\pi x_2}{2h} e^{i\alpha t},
\]

for small \( \xi \) and \( \zeta \). Consequently, it is clear that the homogeneous differential equation governing the mode shapes along the surface for \( u_i \) may be written in the form

\[
M_n \frac{d^2}{dx_1^2} + P_n \frac{d^2}{dx_2^2} \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i + \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i = 0,
\]

since the substitution of \( \ref{3.21} \) in \( \ref{3.22} \) yields \( \ref{3.16} \). When a driving voltage is applied across the surface electrodes it can be shown \(^{11}\) that a transformation of the inhomogeneous terms from the boundary conditions into the differential equations causes the equation obtained from \( \ref{3.2} \), to be inhomogeneous. Now, the homogeneous form of the inhomogeneous equation obtained from \( \ref{3.2} \), is the equation from which the dispersion relation \( \ref{3.18} \) is ultimately obtained and all other equations are homogeneous as in the case of the eigenvalues leading to \( \ref{3.1} \). Since in an expansion in an infinite sum of the eigenvalues of the associated homogeneous problem for the electroded plate with shorted electrodes the equations that remain homogeneous in the inhomogeneous problem are satisfied termwise and the homogeneous form of the inhomogeneous equation yield \( \ref{3.19} \), the inhomogeneous differential equation may ultimately be written in the form

\[
M_n \frac{d^2}{dx_1^2} + P_n \frac{d^2}{dx_2^2} \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i + \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i = \frac{2}{\pi^2} \frac{2n+2}{4h^2} e^{i\alpha t},
\]

where \( V \) is the driving voltage and

\[
u^{(1)}_1 = \sum_{n=1,3,5} \frac{\pi}{n} u_i n (1) \sin \frac{n\pi x_1}{2h} \cos \frac{n\pi x_2}{2h} e^{i\alpha t}.
\]

Utilizing the orthogonality of \( \sin n\pi x_1 \) \( /2h \) in the interval \( -1 \) to \( 1 \), from \( \ref{3.23} \) we obtain

\[
M_n \frac{d^2}{dx_1^2} + P_n \frac{d^2}{dx_2^2} \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i + \frac{2}{\pi^2} \frac{2n+2}{4h^2} u_i = \frac{2}{\pi^2} \frac{2n+2}{4h^2} e^{i\alpha t},
\]

where

\[
u^{(1)}_1 = \nu^{(1)}(x_1, x_2, t) \sin \frac{n\pi x_2}{2h}.
\]

Equation \( \ref{3.25} \) is the inhomogeneous differential equation in \( x_1 \), \( x_2 \) and \( t \) governing the system of anharmonic modes associated with the \( n \)-th odd harmonic thickness mode for a driving voltage \( V \) applied across the surface electrodes. It can be shown \(^{11} \) that when \( \ref{3.25} \) is applicable the approximate edge conditions to be satisfied at a junction between an electroded and an unelectroded region of an SC-cut quartz plate are the continuity of

\[
u^{(1)}_1 \text{ and } \nu^{(1)}(n),
\]

where \( n \) in \( \nu^{(1)} \) represents the normal to the junction.

4. Contoured Resonator

A schematic diagram of a plano-convex resonator is shown in Fig.3. It has been shown that the slowly varying thickness of a spherically contoured resonator can be represented in the form \(^{11} \)

\[
2h = 2\frac{h_0}{1 - (x_1^2 + x_2^2)/4R^2},
\]

the substitution of which in \( \ref{3.25} \) and expansion to first order in \( x_1 + x_2 \) yields

\[
M_i = \frac{2}{\pi} \frac{2n+2}{4h^2} \left[ \left( x_1^2 + x_2^2 \right) \frac{2}{\pi^2} \frac{2n+2}{4h^2} \right] u_i,
\]

\[
+ \frac{2}{\pi^2} \frac{2n+2}{4h^2} \frac{2}{c} \frac{e^{2\alpha t}}{n^2} V(t).
\]

where

\[
u^{(1)}_1 = \nu^{(1)}(x_1, x_2, t) e^{i\alpha t}.
\]

Equation \( \ref{4.2} \) is the inhomogeneous differential equation for the anharmonic family of the \( n \)-th odd harmonic of the SC-cut quartz plano-convex resonator. It has been shown that the eigenvalues of the associated homogeneous problem, i.e., of \( \ref{4.2} \) with \( V=0 \), can be written in the form \(^{11} \)

\[
u^{(1)}_1 = \nu^{(1)}(x_1, x_2) + \frac{2}{\pi} \frac{2n+2}{4h^2} e^{2\alpha t} V(t),
\]

where \( \nu^{(1)}_1 \) and \( \nu^{(1)}_1 \) are Hermite polynomials and

\[
\nu^{(1)}_1 = \frac{2}{\pi} \frac{2n+2}{4h^2} e^{2\alpha t} V(t),
\]

\[
\nu^{(1)}_1 = \frac{2}{\pi} \frac{2n+2}{4h^2} e^{2\alpha t} V(t).
\]

The eigenfrequencies \( \omega \), obtained from the solution \( \ref{4.4} \) are given by...
where

\[ n = 1, 3, 5, \ldots, \quad m, p = 0, 2, 4, \ldots \]  

(4.7)

As noted in the Introduction, since the mode is sharply confined to the vicinity of the center of the plate, the edge of the electrode and, of course, the edge of the plate are both ignored in the treatment used in obtaining the solution presented here.

We now write the steady-state solution of (4.2) as a sum of eigensolutions (4.4), thus

\[ u_n^p = \sum_{m} \mathcal{H} \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n. \]  

(4.8)

Substituting from (4.8) into (4.2) and employing the homogeneous form of (4.2) for each eigensolution, we obtain

\[ \frac{\partial^2 \mathcal{H} \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n}{\partial \mathcal{N}^m \partial \mathcal{P}^n} \left( \frac{1}{n} \frac{c^2}{(4 \mathcal{M}^p)^{\frac{1}{2}}} \right) = \frac{\mathcal{N}^m}{\mathcal{N}^m \mathcal{P}^n} \left( \frac{1}{n} \frac{c^2}{(4 \mathcal{M}^p)^{\frac{1}{2}}} \right), \]  

(4.9)

From which with the aid of the orthogonality of the \( u_n \), we obtain

\[ \mathcal{H} \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n = \frac{(-1)^n c^2}{(1)^2} \frac{e^{26 \mathcal{N}^m \mathcal{P}^n c}}{2}, \]  

(4.10)

where

\[ \mathcal{W} \mathcal{M}^p = \frac{-c^2 e^{26 \mathcal{N}^m \mathcal{P}^n c}}{2}, \]  

(4.11)

and

\[ \mathcal{F} \mathcal{M}^p = \frac{-c^2 e^{26 \mathcal{N}^m \mathcal{P}^n c}}{2}, \]  

(4.12)

Since the mode is sharply confined to the center of the contoured resonator, as obtained in (4.10) from (4.2) we have replaced the circular electrode of radius \( \epsilon \) by the circumscribed square of length \( 2 \epsilon = 2.0 \) in order to simplify the integrals and obtain (4.12). Thus, we now have the proper representation of the steady-state solution for the linear forced vibrations of the contoured resonator. The representation is given by (4.4) with (4.10) - (4.12), (4.4), (4.13), (4.3), (4.24) and (2.22) with (2.25), all in the absence of the terms resulting from the transformation of the driving voltage. In the vicinity of a resonance, say the 11th, one term in the sum in (4.8) with (4.3) and (3.24), dominates and the others are negligible. Thus, from (4.8), (4.3), (3.24) and (2.29), in the vicinity of said resonance the steady-state solution may be written

\[ u_1 = H \mathcal{M}^p \frac{\mathcal{X}}{2} \sin \frac{\mathcal{X}}{2} \left( \frac{\mathcal{X}}{2} \right), \]  

(4.13)

where we have taken the liberty of introducing the terms resulting from the transformation of the driving voltage, which have heretofore been omitted, and, as usual, \( \mathcal{X} \) in (4.13) is to be replaced by

\[ \mathcal{X} = \frac{\mathcal{X}}{2 \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n} \left( \sin \frac{\mathcal{X}}{2h} \right) \]  

(4.14)

in which \( \mathcal{X} \) is the unloaded quality factor of the SC-cut contoured resonator in the NMDth mode. The admittance \( Y_{NMD} \) of this SC-cut contoured resonator operating in the NMDth mode is obtained by first substituting from (4.13) into

\[ D = e^{-2 \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n} \]  

(4.15)

which is obtained by substituting from (2.21) into (2.6), employing (2.30), and ignoring \( u_h \) and \( u_\mathcal{X} \), which are negligible for modes in the vicinity of the \( u_h \) thickness mode, and then substituting from (4.13) into

\[ Y = \frac{1}{\mathcal{X}} D, \]  

(4.16)

with the result

\[ Y_{NMD} = \frac{1}{\mathcal{X}} \left[ \frac{1}{2} \left( 1 + \frac{2}{2} \right) \mathcal{X} \right] \]  

(4.17)

where

\[ \mathcal{X}^2 = e^{-2 \mathcal{M}^p \mathcal{N}^m \mathcal{P}^n}, \]  

(4.18)

and in obtaining the second \( \mathcal{X} \) in (4.17) we have again replaced the circular electrode by the circumscribed square to perform the integrations. The quantities \( \mathcal{C} \) and \( \mathcal{E} \), defined by

\[ \frac{1}{\sqrt{2}} \mathcal{X} \]  

(4.19)

are called the static and natural capacitances, respectively.
Equation (4.19) has been employed in the calculation of the resonant frequencies of two plano-convex resonators. One resonator has a nominal fundamental frequency of 5 MHz, which corresponds to a plate thickness of \( h = 0.3595 \) mm, and a radius of curvature of 10 cm, and the other resonator has a second fundamental frequency of 10 MHz, for which \( h = 0.1745 \) mm, and a radius of curvature of 10 cm. For each resonator calculations were performed for both, very large electrodes and those within a factor of two in diameter and electrode area, shown in Tables I and II. We believe that the calculations are accurate because of the accuracy obtained in the case of AT-cut quartz. The static capacitances of each resonator have been calculated from Eq. (4.19), and have the values

\[ C_0 = 3.7 \times 10^{-12} \text{ pf} \]  \( (4.20) \)

The internal capacitances have been calculated from Eq. (4.10). The zeroth of the modes of each resonator and the results are given in Table III.
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"Table I

<table>
<thead>
<tr>
<th>Mode</th>
<th>( R = 0 )</th>
<th>( R = 0.00411 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMP</td>
<td>Freq (kHz)</td>
<td>Freq (kHz)</td>
</tr>
<tr>
<td>100</td>
<td>5142.2</td>
<td>501.4</td>
</tr>
<tr>
<td>102</td>
<td>5371.0</td>
<td>5330.1</td>
</tr>
<tr>
<td>120</td>
<td>5476.2</td>
<td>5435.3</td>
</tr>
<tr>
<td>122</td>
<td>5691.5</td>
<td>5650.4</td>
</tr>
<tr>
<td>300</td>
<td>19133.6</td>
<td>15011.6</td>
</tr>
<tr>
<td>400</td>
<td>25150.9</td>
<td>24947.2</td>
</tr>
</tbody>
</table>

For more detail see H.F. Tiersten and D.S. Stevens "An Analysis of Harmonic and Anharmonic Modes in Contoured SC-Cut Quartz Crystal Resonators," to be issued as a technical report, Rensselaer Polytechnic Institute, Troy, New York.
### Table II

<table>
<thead>
<tr>
<th>Mode</th>
<th>( \hat{R} = 0 ) Freq (kHz)</th>
<th>( \hat{R} = 0.0162 ) Freq (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10196.5</td>
<td>10032.8</td>
</tr>
<tr>
<td>102</td>
<td>10524.7</td>
<td>10360.8</td>
</tr>
<tr>
<td>120</td>
<td>10676.9</td>
<td>10512.9</td>
</tr>
<tr>
<td>122</td>
<td>10990.7</td>
<td>10826.2</td>
</tr>
<tr>
<td>300</td>
<td>30181.2</td>
<td>29690.6</td>
</tr>
<tr>
<td>500</td>
<td>50200.7</td>
<td>49383.2</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Mode</th>
<th>( \hat{R} = 0 ) ( C_1^5 ) (ff)</th>
<th>( \hat{R} = 0 ) ( C_1^{10} ) (ff)</th>
<th>( \hat{R} = 0.0162 ) ( C_1^{10} ) (ff)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2.39</td>
<td>2.11</td>
<td>2.14</td>
</tr>
<tr>
<td>102</td>
<td>1.50</td>
<td>1.04</td>
<td>1.05</td>
</tr>
<tr>
<td>120</td>
<td>.16</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>122</td>
<td>.03</td>
<td>.46</td>
<td>.46</td>
</tr>
<tr>
<td>300</td>
<td>.10</td>
<td>.07</td>
<td>.07</td>
</tr>
<tr>
<td>500</td>
<td>.02</td>
<td>.02</td>
<td>.02</td>
</tr>
</tbody>
</table>

Figure 1. Schematic Diagram Showing the Original Coordinate System, the Thickness Solution Eigen Displacement Coordinate System and the Projection of the Eigen Displacement \( u_1 \) on the Plane of the Plate

Figure 2. Plan View Showing the Original Coordinate System, the Transformed Coordinate System in the Plane of the Plate and the Projections of the Thickness Solution Eigen Displacements \( u_1 \) and \( u_3 \) on the Plane of the Plate

Figure 3. Schematic Diagram Showing a Piano Convex Resonator
TEMPERATURE INDUCED FREQUENCY CHANGES IN ELECTRODED CONTOURED SC-CUT QUARTZ CRYSTAL RESONATORS

D.S. Stevens and H.F. Tiersten
Department of Mechanical Engineering, Aeronautical Engineering & Mechanics
Rensselaer Polytechnic Institute, Troy, New York 12181

Abstract
A system of approximate plate equations for the determination of thermal stresses in electroded piezoelectric plates is applied to contoured SC-cut quartz crystal resonators. The changes in resonant frequency resulting from the thermally induced biasing stresses and strains are determined from the equation for the perturbation of the eigenfrequency of the piezoelectric solution due to a bias using the modal solutions for the contoured SC-cut quartz crystal resonator. The influence of the electrode size is included in the treatment in addition to the contouring. To this end the very important temperature derivative of the piezoelectric constant for the thickness-mode of interest in SC-cut quartz is first evaluated from measurement. Calculated changes in resonant frequency with temperature are presented for the fundamental and some of the odd harmonic overtone biasing stresses and strains are determined from thickness-mode of the contoured SC-cut quartz crystal resonator. The calculations clearly reveal the influence of both the contouring and the electrode size on the temperature dependence of the resonant frequency.

1. Introduction
The equation for the perturbation in eigenfrequency of the piezoelectric solution due to a bias has been obtained. The change in resonant frequency due to any bias may readily be found from the perturbation equation if the bias and unbiased mode shape are known. In addition, a system of approximate plate equations for the determination of thermal stresses in thin anisotropic plates coated with large much thinner films has been derived from the static form of Mindlin's plate equations. Furthermore, an analysis of contoured SC-cut quartz crystal resonators has been performed and the mode shapes and resonant frequencies have been determined.

In this paper an improved version of the very important temperature influence of the electrodes on the resonant frequencies, the temperature derivative of the piezoelectric constant for the thickness mode of interest in SC-cut quartz is first evaluated from measurement. Calculated changes in resonant frequency with temperature are presented for the fundamental and some of the odd harmonic overtone thickness-modes of the contoured SC-cut quartz crystal resonator. The calculations clearly reveal the influence of both the contouring and the electrode size on the temperature dependence of the resonant frequency.

2. Perturbation Equations
The equation for the perturbation in eigenfrequency mentioned in the Introduction may be written in the form

$$\omega_\lambda - \omega_\lambda^* = \frac{H}{2}\int_\Omega \left( \frac{e_{\lambda,\mu}}{\nu_{\lambda,\mu}} - \frac{2\nu_{\lambda,\mu}}{\nu} \right) d\Omega,$$

where $\omega_\lambda$ and $\omega_\lambda^*$ are the unperturbed and perturbed eigenfrequencies, respectively, and $H$ and $V$ is the undeformed volume of the piezoelectric plate at the reference temperature $T_0$. In (2.2) $g_{\lambda}$ and $f_{\lambda}$ are the normalized mechanical displacement vector and electric potential, respectively, of the $\lambda$th eigenmode, and are defined by

$$g_{\lambda} = \frac{u_{\lambda}}{\nu_{\lambda}} = \frac{\epsilon_{\lambda}}{\nu},$$

$$f_{\lambda} = \frac{\epsilon_{\lambda}}{\nu},$$

where $u_{\lambda}$ and $\epsilon_{\lambda}$ are the mechanical displacement and electric potential, respectively, which satisfy the equations of linear piezoelectricity

$$\nabla^2 \epsilon_{\lambda} = \frac{1}{2} \sum_{j=1}^{n} M_{\lambda,j} \sum_{k=1}^{n} e_{\lambda,j,k} \sigma_{\lambda,k} \epsilon_{\lambda,j},$$

$$\nabla^2 \sigma_{\lambda} = - \nabla \epsilon_{\lambda}.$$

subject to the appropriate boundary conditions.

The quantities $\epsilon_{\lambda,j}$, $e_{\lambda,j,k}$, and $M_{\lambda,j}$ denote the
second-order elastic, piezoelectric and dielectric constants, respectively, and \( \rho \) denotes the mass density. Equations (2.4) are the linear piezoelectric constitutive relations and (2.5) are the stress equations of motion and charge equation of electrostatics, respectively. The upper cycle notation for many dynamic variables and the capital Latin and lower case Greek index notation is being employed for consistency with Ref.1 as is the remainder of the notation in this section. The variables \( \mathbf{c}_{\gamma} \) and \( \mathbf{c}_{\gamma} \) in (2.2) denote the portion of the Piola-Kirchhoff stress tensor and reference electric displacement vector, respectively, resulting from the biasing state and a change in the fundamental material constants in the presence of the \( \mathbf{q}_{\gamma} \) and \( \mathbf{e}_{\gamma} \), and are given by

\[
\mathbf{c}_{\gamma}^{0} = (\mathbf{c}_{\gamma}^{0} + \Delta \mathbf{c}_{\gamma}^{0}) \mathbf{c}_{\gamma}^{0} + (\mathbf{c}_{\gamma}^{0} + \Delta \mathbf{c}_{\gamma}^{0}) \mathbf{c}_{\gamma}^{0}, \quad \mathbf{c}_{\gamma}^{0}
\]

where \( \mathbf{c}_{\gamma}^{0}, \mathbf{c}_{\gamma}^{0}, \) and \( \mathbf{c}_{\gamma}^{0} \) are effective constants that depend on the biasing state and \( \Delta \mathbf{c}_{\gamma}^{0}, \Delta \mathbf{c}_{\gamma}^{0}, \) and \( \Delta \mathbf{c}_{\gamma}^{0} \) denote small changes in the fundamental elastic, piezoelectric and dielectric constants, respectively, due to a change in temperature.

When nonlinearities due to biasing deformation only are included, we have

\[
\mathbf{c}_{\gamma}^{0} = \mathbf{c}_{\gamma}^{0} + \mathbf{c}_{\gamma}^{0} + \mathbf{c}_{\gamma}^{0} \mathbf{c}_{\gamma}^{0}, \quad \mathbf{c}_{\gamma}^{0}
\]

and we have in the compressed notation and we have introduced the usual compressed matrix notation for tensor indices according to the scheme

\[
\mathbf{R}, \mathbf{S} = 1, 2, 3; \quad \mathbf{W}, \mathbf{V} = 4, 5, 6 \quad (3.4)
\]

The \( \mathbf{c}_{\gamma}^{0} \) are the Voigt's anisotropic plate elastic constants and \( \mathbf{c}_{\gamma}^{0} \) are the associated anisotropic plate thermoelastic constants. For the case of anisotropic extension considered here the three-dimensional strains \( \mathbf{e}_{\gamma} \), which are needed in the perturbation equation, are related to the plate strains by

\[
\mathbf{e}_{\gamma}^{0} = \frac{1}{2} \left( \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \right) \mathbf{e}_{\gamma}^{0}, \quad (3.6)
\]

where \( \mathbf{e}_{\gamma}^{0} \) are the plate strains at relative small changes in temperature \( T \) from the reference temperature \( T_{0} \).

\[
\mathbf{e}_{\gamma}^{0} = \frac{1}{2} \left( \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \right) \mathbf{e}_{\gamma}^{0}, \quad (3.4)
\]

and

\[
\mathbf{e}_{\gamma}^{0} = \frac{1}{2} \left( \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \right) \mathbf{e}_{\gamma}^{0}, \quad (3.5)
\]

The \( \mathbf{e}_{\gamma}^{0} \) are the plate strains at relative small changes in temperature \( T \) from the reference temperature \( T_{0} \).

\[
\mathbf{e}_{\gamma}^{0} = \frac{1}{2} \left( \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \right) \mathbf{e}_{\gamma}^{0}, \quad (3.6)
\]

The plate strains \( \mathbf{e}_{\gamma}^{0} \) (\( n = 0, 2 \)), which occur in (3.2), are given by

\[
\mathbf{e}_{\gamma}^{0} = \frac{1}{2} \left( \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} + \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \right) \mathbf{e}_{\gamma}^{0}, \quad (3.7)
\]

and the remaining plate strains, which are needed in (3.6), may be obtained from

\[
\mathbf{e}_{\gamma}^{0} = \mathbf{e}_{\gamma}^{0} - \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \mathbf{e}_{\gamma}^{0}, \quad (3.8)
\]

and

\[
\mathbf{e}_{\gamma}^{0} = \mathbf{e}_{\gamma}^{0} - \mathbf{w}_{\gamma}^{0} \mathbf{w}_{\gamma}^{0} \mathbf{e}_{\gamma}^{0}, \quad (3.9)
\]

The foregoing has been for the electroded portion of the plate. In the unelectroded portion the situation is somewhat simpler and we have the ordinary stress equations of equilibrium.
We now note that since the equations of equilibrium for the plate stress resultants, (3.1), are satisfied trivially, only the homogeneous plate strains $E_{11}$ and $E_{22}$ can be determined from (3.16) and (3.8), which yield $E_{11}$ from (3.6), but Eqs. (2.6) and (2.7) reveal that the biasing three-dimensional displacement gradients $u_{i}$ are required in order to evaluate the perturbation integral $H$ in (2.2). Whichever only plate strains $E_{i1}$ are determined from the plate equations, the associated plate strains $E_{i2}$ are determined by requiring consistency with the three-dimensional rotation gradient-strain gradient relations

$$\Delta_{K} = E_{KL} = \frac{1}{2} \left( \Delta_{K}^{(n)} - \Delta_{K}^{(n+1)} \right) \frac{Z_{K}}{2Z_{L}}$$

We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2). We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2). We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2). We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2). We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2). We have displacement gradients $w_{1}$, are required in order to evaluate the perturbation integral $H$ in (2.2).
where the $X_0$-axis is shown in Fig.1 and $u_1$ is in the direction of the thickness eigendisplacement of interest and
\[ u_{nmp} = x_{nmp} \left( \sin \frac{x_{nmp}}{2} \right) = \left( \begin{array}{c} n \frac{1}{2} \sin \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
and along with $u_1$ we have
\[ \varphi = \frac{2n}{\epsilon_{22} \epsilon_{33}} \sin \frac{x_{nmp}}{2h} = \left( \begin{array}{c} n \frac{1}{2} \sin \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
where for the modes of interest
\[ n = 1, 3, 5, \ldots ; m, p = 0, 2, 4, \ldots \]
In (4.2) $H$ and $P$ are Hermite polynomials and
\[ H_n = \frac{2c_n}{\epsilon_{22} \epsilon_{33}} \sin \frac{x_{nmp}}{2h} = \left( \begin{array}{c} n \frac{1}{2} \sin \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
and
\[ P_n = \frac{c_n}{\epsilon_{22} \epsilon_{33}} \sin \frac{x_{nmp}}{2h} = \left( \begin{array}{c} n \frac{1}{2} \sin \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
and
\[ (2.1) = \left( \begin{array}{c} (2.1) \left( \begin{array}{c} c_n \epsilon_{22} \epsilon_{33} \sin \frac{x_{nmp}}{2h} \end{array} \right) \right) \]
(4.6)
In Eqs. (4.3) - (4.9) the material constants are the transformed constants discussed in Ref.6 and the $c_{12}^2$ (1, 2, 3) are the eigenvalues for the piezoelectrically stiffened plane waves for the thickness direction of the SC-cut. The eigenfrequencies for this eigensolution are given by
\[ \ell^2 = \frac{2c_{12}^2}{\epsilon_{22} \epsilon_{33}} \left( \begin{array}{c} 1 \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
where
\[ \ell^2 = \frac{2c_{12}^2}{\epsilon_{22} \epsilon_{33}} \left( \begin{array}{c} 1 \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
and
\[ \ell^2 = \frac{2c_{12}^2}{\epsilon_{22} \epsilon_{33}} \left( \begin{array}{c} 1 \frac{1}{2} \frac{h}{n} \cos \frac{1}{2} \frac{h}{n} \end{array} \right) \]
In addition to $u_{nmp}$ given in (4.1) there are both $u_{nmp}$ and $u_{nmp}$, which are an order of magnitude smaller than $u_{nmp}$, but are required in this work because the SC-cut is thermally compensated for the pure thickness mode of interest. However, since the $u_{nmp}$ and $u_{nmp}$-displacement fields accompanying the larger $u_{nmp}$-displacement fields are known only for the electroded and unelectroded flat plate, we fit the Gaussian mode shape given in (4.1) and (4.2) for the contoured resonator to a trapped energy mode in a flat plate in accordance with the diagram shown in Fig.2. Since the Gaussian mode shape is sharply confined to the vicinity of the center of the contoured resonator, we replace the circular electrode by the circumscribed square for convenience in performing the perturbation integrals (2.2). Furthermore, for the same reasons we take the flat plate to have the thickness $2h$, in the central region and the thicknesses $2h_1$, and $2h_3$ of the contoured resonator at the lines of inflection of the Gaussian mode shape in the $X_1$- and $X_2$-directions, respectively, which are given by
\[ 2h_1 = 2h_0 \left( 1 - \frac{h_1}{4h_0} \right) \]
(4.10)
The equivalent trapped energy mode is fitted to the Gaussian by matching the Gaussian at the center of the plate and requiring the volumes under the Gaussian mode shape and the equivalent trapped energy mode to be separately the same for the pure thickness mode of interest. However, since the $u_{nmp}$ and $u_{nmp}$-displacement fields accompanying the larger $u_{nmp}$-displacement fields are known only for the electroded and unelectroded flat plate, we fit the Gaussian mode shape given in (4.1) and (4.2) for the contoured resonator to a trapped energy mode in a flat plate in accordance with the diagram shown in Fig.2. Since the Gaussian mode shape is sharply confined to the vicinity of the center of the contoured resonator, we replace the circular electrode by the circumscribed square for convenience in performing the perturbation integrals (2.2). Furthermore, for the same reasons we take the flat plate to have the thickness $2h$, in the central region and the thicknesses $2h_1$, and $2h_3$ of the contoured resonator at the lines of inflection of the Gaussian mode shape in the $X_1$- and $X_2$-directions, respectively, which are given by
\[ 2h_1 = 2h_0 \left( 1 - \frac{h_1}{4h_0} \right) \]
(4.10)
The equivalent trapped energy mode is fitted to the Gaussian by matching the Gaussian at the center of the plate and requiring the volumes under the Gaussian mode shape and the equivalent trapped energy mode to be separately the same for the pure thickness mode of interest. However, since the $u_{nmp}$ and $u_{nmp}$-displacement fields accompanying the larger $u_{nmp}$-displacement fields are known only for the electroded and unelectroded flat plate, we fit the Gaussian mode shape given in (4.1) and (4.2) for the contoured resonator to a trapped energy mode in a flat plate in accordance with the diagram shown in Fig.2. Since the Gaussian mode shape is sharply confined to the vicinity of the center of the contoured resonator, we replace the circular electrode by the circumscribed square for convenience in performing the perturbation integrals (2.2). Furthermore, for the same reasons we take the flat plate to have the thickness $2h$, in the central region and the thicknesses $2h_1$, and $2h_3$ of the contoured resonator at the lines of inflection of the Gaussian mode shape in the $X_1$- and $X_2$-directions, respectively, which are given by
\[ 2h_1 = 2h_0 \left( 1 - \frac{h_1}{4h_0} \right) \]
(4.10)
and obtain \( \overline{B} = \Lambda_{\text{sum}} \),

\[
\begin{align*}
\overline{u}_1 &= B_1 \sin \left( \frac{\pi a_1}{2a} \right) \cos \frac{\pi X_1}{2a} e^{-\pi^2 (X_1^2 + a_3^2)} , \\
\overline{u}_2 &= B_2 \sin \left( \frac{\pi a_3}{2a} \right) e^{-\pi^2 (X_2^2 + a_3^2)} , \\
\overline{u}_3 &= B_3 \sin \left( \frac{\pi a_3}{2a} \right) e^{-\pi^2 (X_3^2 + a_3^2)} .
\end{align*}
\]

(4.11)

In accordance with the matching procedure outlined, we take

\[
\overline{B} = \Lambda_{\text{sum}} ,
\]

(4.12)

and obtain \( \overline{B} \) and \( \overline{C} \) from the relation

\[
\int_0^{a_1} x^2 e^{-n \pi^2 (x^2 + a_3^2)} dx \int_0^{a_2} x^2 e^{-n \pi^2 (x^2 + a_3^2)} dx \int_0^{a_3} x^2 e^{-n \pi^2 (x^2 + a_3^2)} dx = \int_0^{\infty} \cos B_{x_1} dx_1 \int_0^{\infty} \cos B_{x_2} dx_2 \int_0^{\infty} \cos B_{x_3} dx_3 ,
\]

(4.13)

from which, by separately equating the product integrals, we obtain the transcendental equations

\[
\sin \frac{\pi a_1}{2a_1} = \sqrt{\frac{a_1^2}{a_1^2} - \frac{\pi^2 a_1^2}{n^2}} \text{erf} \left( \sqrt{\frac{a_1^2}{a_1^2} - \frac{\pi^2 a_1^2}{n^2}} \right) ,
\]

\[
\sin \frac{\pi a_2}{2a_2} = \sqrt{\frac{a_2^2}{a_2^2} - \frac{\pi^2 a_2^2}{n^2}} \text{erf} \left( \sqrt{\frac{a_2^2}{a_2^2} - \frac{\pi^2 a_2^2}{n^2}} \right) ,
\]

(4.14)

for the fundamental and harmonic overtones. The one root of each of (4.14) determines the values of \( \overline{B} \) and \( \overline{C} \) for the equivalent trapped mode. Equation (4.13), and, of course, (4.14) are for the harmonic modes only, for which \( \overline{U}_4 = \overline{H}_4 = 0 \).

Since the equivalent trapped energy mode is continuous at the junctions, the relations between the amplitudes in the different regions are

\[
\begin{align*}
B^S &= B \cos \frac{\pi a_1}{2a} \cos \frac{\pi X_1}{2a} , \\
B^T &= B \cos \frac{\pi a_1}{2a} \cos \frac{\pi a_3}{2a} , \\
B^C &= B \cos \frac{\pi a_3}{2a} \cos \frac{\pi a_3}{2a} ,
\end{align*}
\]

(4.15)

which with (4.12) gives all amplitudes of the equivalent trapped energy mode in terms of the amplitude of the Gaussian mode shape. By following a procedure similar to the one employed in the treatment of the central region, for \( \Lambda = II = 1 \), we obtain

\[
\begin{align*}
\overline{B}_1 &= B_1 \sin \left( \frac{\pi a_1}{2a} \right) \cos \frac{\pi X_1}{2a} e^{-\pi^2 (X_1^2 + a_3^2)} , \\
\overline{B}_2 &= B_2 \sin \left( \frac{\pi a_3}{2a} \right) e^{-\pi^2 (X_2^2 + a_3^2)} , \\
\overline{B}_3 &= B_3 \sin \left( \frac{\pi a_3}{2a} \right) e^{-\pi^2 (X_3^2 + a_3^2)} ,
\end{align*}
\]

(4.16)

We now have the \( \overline{u}_4 \)-displacement field for the equivalent trapped energy mode.

As noted earlier in addition to the \( \overline{u}_4 \) (\( \overline{u}_C \)) displacement field there are accompanying \( \overline{u}_1 \) (\( \overline{u}_B \)) and \( \overline{u}_2 \) (\( \overline{u}_A \)) displacement fields, and to the same order in \( \frac{1}{\epsilon} \) there are accompanying corrections to the \( \overline{u}_4 \) (\( \overline{u}_C \)) displacement fields, which are given by

\[
\begin{align*}
\overline{u}_1 &= B \left( 1 + \frac{c_{22}}{c_{11}} \right) \sin \frac{\pi a_1}{2a} \cos \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{u}_2 &= \frac{c_{22}}{c_{11}} \sin \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{u}_3 &= B \cos \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} ,
\end{align*}
\]

(4.17)

where

\[
\begin{align*}
\overline{B}_1 &= B \left( 1 + \frac{c_{22}}{c_{11}} \right) \sin \frac{\pi a_1}{2a} \cos \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{B}_2 &= \frac{c_{22}}{c_{11}} \sin \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{B}_3 &= B \cos \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} ,
\end{align*}
\]

(4.18)

and

\[
\begin{align*}
\overline{S}_1 &= S \left( 1 + \frac{c_{22}}{c_{11}} \right) \sin \frac{\pi a_1}{2a} \cos \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{S}_2 &= \frac{c_{22}}{c_{11}} \sin \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} , \\
\overline{S}_3 &= B \cos \frac{\pi a_3}{2a} + B \cos \frac{\pi a_3}{2a} \sin \frac{\pi X_1}{2a} \cos \frac{\pi X_3}{2a} ,
\end{align*}
\]

(4.19)

with similar expressions\(^1\) for \( \overline{u}_B \) and \( \overline{u}_C \). As noted earlier in this section this solution is referred to the eigenvector triad of the pure thickness solution for the SC-cut'. For purposes of calculation of the temperature dependence of the resonant frequency it is advisable\(^2\) to transform back to the original conventional coordinate axes for the SC-cut, thus

\[
\overline{u}_4 = Q_{4B} \overline{u}_B ,
\]

(4.20)

where \( \overline{u}_B \) denotes the components of the mechanical displacement in the original coordinate system for the SC-cut and \( Q_{4B} \) denotes the transformation from that system to the eigenvector triad'.
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5. Temperature Dependence of Resonant Frequency

The change in the resonant frequency with temperature of any electroded contoured SC-cut quartz plate resulting from the thermally induced biasing may now be determined from (2.1) and (2.2) with (2.6) and (2.7). However, Eq. (2.3) cannot be used for calculation as it appears because the temperature derivatives of the complete piezoelectric and dielectric constants are not presently known, nor are all the fundamental coefficients appearing in (2.7) known. Nevertheless, since the piezoelectric and dielectric constants, which results from the piezoelectric stiffening of the waves, are small, the temperature dependence of only the transformed thickness piezoelectric and dielectric constants \( e_{11} \) and \( e_{22} \) need be retained in \( H \). Moreover, since \((1/\epsilon_{xx}) \partial \epsilon_{xx}/\partial T \gg (1/\epsilon_{yy}) \partial \epsilon_{yy}/\partial T \), we ignore \((1/\epsilon_{xx}) \partial \epsilon_{xx}/\partial T \). Furthermore \((1/\epsilon_{yy}) \partial \epsilon_{yy}/\partial T \) can and should be excluded from wave terms in \( \omega_{11} \). We now be determined from (2.1) and (2.2) with (2.6) and (2.7) may be written in the reduced form:

\[
H = \alpha_1 G \left( \frac{\partial \epsilon_{xx}/\partial T}{\partial T} \right) + \alpha_2 G \left( \frac{\partial \epsilon_{yy}/\partial T}{\partial T} \right) + \alpha_3 G \left( \frac{\partial \epsilon_{zz}/\partial T}{\partial T} \right) + \alpha_4 G \left( \frac{\partial \epsilon_{12}/\partial T}{\partial T} \right) + \alpha_5 G \left( \frac{\partial \epsilon_{13}/\partial T}{\partial T} \right) + \alpha_6 G \left( \frac{\partial \epsilon_{23}/\partial T}{\partial T} \right),
\]

where \( G = (T - T_0) \). (5.1)

In (5.1) the first term under the integral sign is decomposed in the original conventional coordinate system for the SC-cut because the \( e_{11}, e_{22} \) and \( e_{12}, e_{23} \) are known in that coordinate system, while the second term is decomposed along the eigenvector matrix of the pure thickness solution. From (5.1) of the geometry shown in Fig. 2, we obtain

\[
\frac{\partial \epsilon_{xx}/\partial T}{\partial T} = \frac{\partial \epsilon_{yy}/\partial T}{\partial T} = \frac{\partial \epsilon_{zz}/\partial T}{\partial T} = \frac{\partial \epsilon_{12}/\partial T}{\partial T} = \frac{\partial \epsilon_{13}/\partial T}{\partial T} = \frac{\partial \epsilon_{23}/\partial T}{\partial T} = 0.
\]

The \( \alpha_i \) are given by

\[
\alpha_i = (4 

where the \( \alpha_i \) are the direction cosine derivatives of the first temperature derivatives of the fundamental elastic constants of quartz. (5.5)

Calculations have been performed using the known values of the second order elastic, piezoelectric, and dielectric constants of quartz, the third order elastic and piezoelectric constants of quartz, and the recently obtained first temperature derivatives of the fundamental elastic constants of quartz along with the estimate in (5.6). The results of the calculations are presented in Figs. 3-7. Figure 3 shows the calculated change in frequency with temperature of the second (21.93 \( \times 10^{-6} \)) and a function of the radius of curvature of the plate, and third and fifth harmonics for a normal fundamental frequency of...
5 Mi, which corresponds to a plate thickness
ho = 1.595 mm. An electrode diameter 2c of 4 mm
is assumed unless otherwise noted. The results
are independent of the thickness of the electrode
because the influence of the electrode thickness is
about two orders of magnitude smaller than the
scale shown in the figure. Note that the curves are
asymptotic to and determined by the electrode
sides for the partially electroded flat plate as R
becomes large. Figure 4 shows the same type of
information as Fig. 3, but for an SC-cut with a
nominal fundamental frequency of 10 MHz. Each
corresponds to a plate thickness ho = 1.595 mm.
Note that in both Figs. 3 and 4 the slope of the
curve in Fig. 4 is lower for a given value of R as a
function of radius of curvature compared to the fundamental
mode in Fig. 3. Every curve in the family of
Fig. 4 is shifted to the left by the difference in
4
temperature which affects the thickness shear
depth of the SC-cut whereas in Fig. 3, all curves
are shifted to the right by the difference in
temperature which affects the thickness shear
depth of the AT-cut. The change in frequency due to the
presence of 2000 A
\( \text{thick gold electrodes} \), for which the actual
charge are shown in Fig. 4. Since a portion of the
aging rate is a result of the relaxation of residual
stresses in the electrodes, the change in frequency
shown in Fig. 4 is the portion of the actual
change in the frequency that contributes to the
aging rate. Note that the change in frequency with
temperature due to the electrodes shown in Fig. 5
is about two orders of magnitude smaller than the
actual change shown in Fig. 4. Figure 5 shows the
change in frequency with temperature resulting from
the electrodes for the AT-cut is about one
tenth of that for the SC-cut, thereby substantiating
the conclusion that the AT-cut has much better
aging characteristics than the SC-cut. Figure 6
shows the change in frequency with temperature vs.
the \( \lambda h \) ratio for a plane-square SC-cut resonator
with a center thickness \( h = 1.595 \text{ mm} \), radius of
curvature \( R = 5 \text{ cm} \). Figure 6 clearly shows that the
change in frequency with temperature is a rather
significant function of the electrode configuration
for small \( \lambda h \) ratios and is asymptotic to different
dependent values for each harmonic of the fully
electroded contoured resonator at different \( \lambda h \) ratios. Note
that the overtones are asymptotic to their fully
electroded values at much lower \( \lambda h \) ratios than
the fundamental. This is a result of the fact that
the harmonics are much more sharply confined to the
center of the plate than the fundamental. Finally
Fig. 7 shows variation in the rotation angle \( \phi \)
for a fixed angle \( \epsilon \), for the zero temperature
value as a function of the value of curvature \( R
\) for the first, third and fifth harmonics for the
three different values of \( \epsilon \) as indicated.
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**Figure 1.** Schematic Diagram of the Piano-Convex Resonator

---

**Figure 2.** Diagram of One Quadrant of the Equivalent Trapped Energy Resonator Showing the Gaussian Mode Shape for the Contoured Resonator and the Equivalent Trapped Energy Mode Shape

---

**Figure 3.** Relative Change in the Resonant Frequency per °K for a Piano-Convex SC-Cut Quartz Resonator as a Function of the Radius of Curvature for the Three Lowest Harmonic Modes. The nominal Fundamental Plate Frequency is 5 MHz.
Figure 4. Relative Change in the Resonant Frequency per °K for a Piano-Convex SC-Cut Quartz Resonator as a Function of the Radius of Curvature for the Three Lowest Harmonic Modes. The Nominal Fundamental Plate Frequency is 10 MHz.

Figure 5. Relative Change in the Resonant Frequency per °K due to 2000 Å Thick Gold Electrodes for a Piano-Convex SC-Cut Quartz Resonator with a Nominal Fundamental Plate Frequency of 10 MHz as a Function of the Radius of Curvature for the Lowest Three Harmonic Modes.

Figure 6. Relative Change in the Resonant Frequency per °K for the Three Lowest Harmonic Modes as a Function of the \( \frac{R}{h} \) Ratio for a Piano-Convex SC-Cut Quartz Resonator with a Nominal Fundamental Plate Frequency of 10 MHz, \( R=5 \) cm and 2000 Å Thick Gold Electrodes.

Figure 7. Rotation Angle \( \theta \) for the Zero Temperature Coefficient of Frequency SC-Cut for a Fixed Value of \( \phi = 21.93^\circ \) as a Function of the Radius of Curvature \( R \) for Some Harmonic Modes for Plates with Nominal Fundamental Frequencies of Both 5 and 10 MHz.
RECENT RESULTS WITH THE USAF HYDROTHERMAL FACILITY
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SUMMARY

During low growth rates and high purity nutrient, high purity quartz can be produced without the use of a liner. The most promising synthetic seed material is that far from the X growth face of the crystal. The Q of the X seed crystals appears to be over 2 million.

INTRODUCTION

The hydothermal system at RADC has been in operation for about two years. During this time the primary emphasis has been on the growth of high purity quartz with a minimum number of defects based on the assumption that a high purity defect free material may have superior characteristics for frequency and time applications. The initial emphasis has been on the production of crystals with low aluminum concentration. In this phase it was determined that quartz crystals with an aluminum concentration of about a part per million could be reproducibly grown using high purity nutrient in silver lined autoclaves, about three times less aluminum than in unlined autoclaves. This study has been with hydroxide mineralizer with growth rates between ten and forty mils per day. More recently, we have been studying the effects of defects on the seed on dislocation density. We have also been continuing work on the purity of synthetic quartz.

PURIFICATION

As stated in the paper we gave last year, we can routinely produce synthetic quartz with an aluminum content of approximately one part per million (atomic). Two methods of analysis are atomic absorption and electron spin resonance. The results of a comparison between these methods is shown in Figure 1. All of these results were obtained for crystals grown in silver lined autoclaves and only those crystals which were relatively pure in terms of aluminum are shown here. The difference between the two methods is usually within a part per million, as shown on the third line of the Figure. Since EPR measures only substitutional aluminum while atomic absorption measures total aluminum, it appears that essentially all the aluminum is substitutionally bound in the lattice. Otherwise the atomic absorption values would be significantly higher than the EPR results. We are also trying to compare the “oxine” method for aluminum with these results. This method is used in Japan for aluminum.

We have also continued our study on the use of noble metal liners. Because of mechanical problems with platinum liners we have concentrated on silver during this time. Figure 2 shows a comparison between a number of runs in silver liners compared to several unlined runs. These results are by atomic absorption since we are interested in other elements aside from aluminum. The arithmetic average of the most pertinent impurities is shown near the bottom of the Figure. Two pieces of information can be derived from the Figure. First, the amount of aluminum is about three times greater in the case of the unlined runs than in the silver lined runs. What we believe is the source of this impurity will be discussed shortly. The second conclusion from the analytical results is the low impurity concentration of other elements determined. With the possible exception of lithium in the unlined run, most elements aside from aluminum are present in only small amounts. The source of the lithium is not due only to lithium hydroxide addition to the mineralizer since it was also added to the runs in the silver liner. We did expect a higher iron concentration in the unlined runs, but it is not indicated by the data.

We had previously performed some measurements on the metals exposed to the mineralizer during the run using EDAX which is at best a semiquantitative tool. Several materials were analyzed using atomic absorption. It was found that the holder material, used to support the seed and baffle, contained about 400 ppm of aluminum. We replaced this holder with a holder formed from silver. The aluminum results are shown in Figure 3 where they are compared with the average value for lined and unlined runs. Since the purity in this case is comparable to that of lined runs, it appears that the use of a silver liner does not increase the lithium purity. In small autoclaves it is useful however, since it is easier to clean the liner than the unlined autoclaves. We are also analyzing the “liquid mud”, used as a lubricant in the autoclaves, but this analysis has not been obtained.
In our previous paper at this conference, we reported a significant rate of transport of silver when we grew crystals using carbonate in a silver liner. We felt that this might be partly due to oxygen in the system since we had made no attempt to eliminate oxygen during the run. We therefore tried a run using high purity silver to change the charge to scavange the oxygen from the system. After the run there were no specks of silver in the autoclave which had been observed in the other carbonate runs. The crystal however, revealed easily along the seed indicating a high degree of strain. The silver concentration in the crystal was quite low however as is shown in Figure 4.

In an attempt to scavenge or neutralize the aluminum, we added a small amount of phosphoric acid to one experiment. The premise in this case was that the phosphate might help complex aluminum in the solution or might alter the aluminum in the growing crystal since the phosphate might help make the defect electrically neutral, thus lowering the concentration of Group I impurities in the crystal. The results shown in Figure 5 indicate both a higher aluminum and sodium concentration. Thus, the addition of phosphate was detrimental to the crystal. EPR results indicated that all the aluminum present was in defects of the same type as produced in normal quartz runs.

We reported last year that crystals grown from high purity sand contained large amounts of aluminum, the source of which was unknown. Since then, as previously mentioned, we have found a significant aluminum content in the baffle holder material. This is not the only source. However, in Figure 6, we show the previous results using the purified sand, with a 0.1% sodium hydroxide mineralizer. We also performed a run using ground cultured quartz as the nutrient with all other runs conditions the same. There is a considerable decrease in the aluminum content of the resulting crystal which would not be the case if all the aluminum was coming from the holder which was the same in both experiments. Thus, some of the aluminum in the crystal must come from the sand. In this pure sand there are numerous grain boundaries, which contain feldspar (aluminum silicates), this would be more soluble than quartz and preferentially dissolve during a run. It is suspected that this is the source of additional aluminum. The low concentration of hydroxide used in this run however, does seem detrimental to the quality of the crystal. The first line on the figure gives the value of the analysis for a run at 0.3 N NaOH. The aluminum content is lower by an order of magnitude.

The effect of using a silver liner by performing a series of runs in the same liner has also been investigated. The results are shown in Figure 7 for a liner used in a series of 0.5 N NaOH runs. It appears that the first run produces a crystal of higher aluminum concentration and possibly the first three runs are more contaminated. After that there does not seem to be any significant change in the aluminum concentration. We have also experimented with the effect of growth rate on aluminum impurity in the crystal. The results for a series of unfilled runs are shown on Figure 8. In this case we took the atomic absorption values. From this Figure, it can be seen that the lowest aluminum concentration for our experimental conditions produced at a low growth rate, below twenty to twenty-five-million per day. The open circle at a growth rate below ten-million per day is the experiment using a silver holder rather than the impure holder used in the other runs shown on the Figure.

**Imperfections**

Efforts are underway to reduce the number of dislocations in the grown crystal by reducing the number of defects in the seed. This has been done by using select natural crystals, but it would be more economical if a technique could be found using synthetic material. We have tried several techniques including etching and sweeping of the seed as well as the use of seeds fabricated from the X growth area. Dislocations in this area do not propagate in the Z direction but in a direction at a low angle to the X direction. Thus dislocations from these seeds might propagate away from the growing direction and out of the crystal. Sweeping the seed, either in air or moderate vacuum, did not decrease the dislocation density. In this case we intentionally used a lower quality seed since a decrease in dislocations would be more easily observed. The top two topographs in Figure 9 show the results for the samples swept in air and vacuum. The topographs of crystals grown from unswept seeds are similar. We have not improved the dislocation density as yet by etching the seed, but these studies are continuing. As might be expected, the use of a 2 face seed cullled from the X growth area did result in a lower dislocation density in the crystal. The bottom topograph on the figure shows the low dislocation material produced from an X growth seed. This is somewhat misleading since the white crystal is not shown and there were some dislocations produced by the cutting of the seed. The analytical results for a sample grown from this type seed are shown in Figure 10, where they are compared with the average impurity on silver lined runs. The material is at least as pure as material grown from other seeds. This result must be regarded as preliminary however, since it is based on a single analysis. A semiquantitative measurement of the optical 2 indicates a value of 0 equal to 2.3 million. Preliminary etching studies on the X seed crystals indicate a lower value for the dislocation density. A 2 seed crystal in the same autoclave had an average density of 54 to 57 channels per square cm, while the X seed crystal density was 17 to 23 per square cm. The average value includes the crystal over the seed area with saw damage, which increases the dislocation density. In areas away from this damage, the density was about 3 per square centimeter. These studies are being continued and we will report on this more extensively when we have obtained a larger number of samples.
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<table>
<thead>
<tr>
<th></th>
<th>1.3</th>
<th>1.3</th>
<th>0.9</th>
<th>0.7</th>
<th>13*</th>
<th>15</th>
<th>2</th>
<th>3</th>
<th>2</th>
<th>8</th>
<th>5*</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPR</td>
<td>0.7</td>
<td>0.9</td>
<td>7.1</td>
<td>12.4</td>
<td>6.9</td>
<td>16.4</td>
<td>3.3</td>
<td>1.0</td>
<td>1.3</td>
<td>3.3</td>
<td>1.1</td>
</tr>
<tr>
<td>AA-EPR</td>
<td>0.6</td>
<td>0.4</td>
<td>-0.2</td>
<td>11.7</td>
<td>12.1</td>
<td>-1.4</td>
<td>+2.0</td>
<td>-1.3</td>
<td>1.2</td>
<td>0.7</td>
<td>2.3</td>
</tr>
</tbody>
</table>

* PARTS PER MILLION ATOMIC IN SILVER LINER

* PLATINUM LINER

Figure 1. Comparison of Analytical Techniques

<table>
<thead>
<tr>
<th>SILVER LINER</th>
<th>NO LINER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>Fe</td>
</tr>
<tr>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>8.7</td>
<td>1.7</td>
</tr>
<tr>
<td>5.4</td>
<td>2.2</td>
</tr>
<tr>
<td>2</td>
<td>&lt;8.5</td>
</tr>
<tr>
<td>3</td>
<td>&lt;8.5</td>
</tr>
<tr>
<td>2</td>
<td>&lt;8.5</td>
</tr>
<tr>
<td>2</td>
<td>8.5</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>27</td>
</tr>
</tbody>
</table>

AVER. 2.0 1.3 1.2 1.5 1.2 AVE. 0 1.5 0 2.5 1.1

ALUMINUM AVERAGE DEVIATION -1.2 ALUMINUM AVERAGE DEVIATION -2.6

* PARTS PER MILLION ATOMIC

Figure 2. Comparison on Silver Lined and Unlined Runs
EFFECT OF SILVER HOLDER ON ALUMINUM CONCENTRATION

ALUMINUM (PARTS PER MILLION ATOMIC)

SILVER LINER (AVERAGE)

2.9

UNLINED (AVERAGE)

0

SILVER HOLDER

1.9

Figure 3. Results using Silver Holder

CARBONATE RUNS IN SILVER LINERS

<table>
<thead>
<tr>
<th>Standard</th>
<th>Al</th>
<th>Fe</th>
<th>Li</th>
<th>Na</th>
<th>K</th>
<th>Ag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous</td>
<td>5.4</td>
<td>2.2</td>
<td>1.3</td>
<td>1.3</td>
<td>&lt;1</td>
<td>0.8</td>
</tr>
<tr>
<td>Phosphate (AA)</td>
<td>17</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>&lt;0.5</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Figure 4. Effect of Silicon Addition to Carbonate Run

EFFECT OF PHOSPHORIC ACID ON PURITY (PARTS PER MILLION ATOMIC)

<table>
<thead>
<tr>
<th>Standard</th>
<th>Al</th>
<th>Fe</th>
<th>Li</th>
<th>Na</th>
<th>K</th>
<th>Al (EPR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous</td>
<td>5.4</td>
<td>2.2</td>
<td>1</td>
<td>1.3</td>
<td>&lt;1</td>
<td>0.8</td>
</tr>
<tr>
<td>Phosphate (AA)</td>
<td>17</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>&lt;0.5</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Figure 5. Effect of Phosphate Addition to Mineralizer
### IMPURITIES* IN QUARTZ GROWN IN 0.1 N NaOH

<table>
<thead>
<tr>
<th>SAMPLE</th>
<th>GROWTH RATE*</th>
<th>Al</th>
<th>Fe</th>
<th>Na</th>
<th>Li</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>PURIFIED SAND</td>
<td>15</td>
<td>0.26</td>
<td>3.1</td>
<td>0.75</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>CULTURED QUARTZ</td>
<td>16</td>
<td>&lt;0.5</td>
<td>2</td>
<td>5</td>
<td>&lt;0.5</td>
<td></td>
</tr>
<tr>
<td>CRYSTAL SAND NUTRIENT</td>
<td>10</td>
<td>388</td>
<td>6.4</td>
<td>3.6</td>
<td>100</td>
<td>&gt;1</td>
</tr>
<tr>
<td>CRYSTAL CULTURED NUTRIENT 0.1 N NaOH</td>
<td>10</td>
<td>68</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>CRYSTAL CULTURED NUTRIENT 0.5 N NaOH</td>
<td>25</td>
<td>6.9</td>
<td>2.7</td>
<td>9.4</td>
<td>1.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>

* PPMA * MILS/DAY

Figure 6. Runs at Low Hydroxide Concentration

### EFFECT OF SEASONING ON ALUMINUM CONCENTRATION

<table>
<thead>
<tr>
<th>NUMBER OF RUNS IN LINER</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALUMINUM BY AA</td>
<td>15</td>
<td>13</td>
<td>17</td>
<td>5.4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>ALUMINUM BY EPR</td>
<td>16.4</td>
<td>0.9</td>
<td>0.8</td>
<td>1.7</td>
<td>0.7</td>
<td>3.3</td>
</tr>
</tbody>
</table>

CONCENTRATIONS IN PPMA

Figure 7. Effect of Liner Seasoning on Aluminum Content
GROWTH RATE VS ALUMINUM CONCENTRATION (PPMA)

Figure 8. Growth Rate versus Aluminum Concentration

Figure 9. Topographs of Swept Seeds and X Area Seeds
## PURITY OF CRYSTALS WITH X-GROWTH SEEDS (AA-PPMA)

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>Fe</th>
<th>Li</th>
<th>Na</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z SEED</td>
<td>2.9</td>
<td>1.3</td>
<td>1.2</td>
<td>1.5</td>
<td>1.2</td>
</tr>
<tr>
<td>X SEED</td>
<td>5 (1.1)*</td>
<td>-</td>
<td>0.5</td>
<td>1.1</td>
<td>0.6</td>
</tr>
</tbody>
</table>

* Al by EPR

Figure 10. Purity of Material Grown from X-Area Seed
GROWTH AND CHARACTERISATION OF HIGH PURITY QUARTZ
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Abstract
Quartz crystals have been grown which have a purity and crystalline perfection significantly in advance of any quartz that is produced commercially today.

The crystals produced were approximately 50 mm x 50 mm in area and were 30 mm thick in the growth direction. The total metal ion concentration was less than 1 ppm, with an aluminium content of less than 0.1 ppm. The crystalline perfection is demonstrated by a dislocation density of 10 lines per cm².

Introduction
Recently, a requirement has arisen for synthetic quartz of a quality superior to that currently available commercially. This high purity quartz is needed for several purposes. For example it allows the role of the material in the variability in performance of piezoelectric devices to be determined. It is also essential for the development of high frequency high stability devices especially those required to be stable under high fluxes of ionising radiation. It was in response to these needs that the present work was undertaken. The two aspects of quartz crystal growth that have received attention have been that of reducing the metal ion impurities in the crystals to a minimum and that of reducing the dislocation density to a very low level. The growth of quartz with a very low level of dislocations has been reported but this low defect level has not been realised in crystals of high purity.

2. Growth procedure
2.1 Autoclaves
The autoclaves used were of 63 mm bore and 300 mm in length. The internal surfaces were coated with gold by electrodeposition to prevent contamination of the growth solution. Baffles and seed supports were either of platinum or gold plated silver.

2.2 Nutrient
Most of the impurities in synthetic quartz are transferred to the crystal from the nutrient which usually consists of crushed natural quartz. To avoid contamination by this mechanism, high purity fused silica was used as the source of the nutrient. The direct use of silica in its glassy state is not possible since its solubility in the growth solution is much higher than that of α-quartz. Consequently very rapid deposition of quartz occurs during the initial growth period resulting in a highly strained layer next to the seed. To overcome this problem, the silica nutrient was converted to α-quartz by heating in the autoclave for 24 hours under normal operating conditions. After conversion of the silica, the seeds were inserted into the autoclave and a normal growth run was carried out.

2.3 Growth solution and conditions
High purity sodium hydroxide (Aristar grade, BDH Ltd) and double deionised water were used to make up the growth solution.

A concentration of 0.1 M sodium hydroxide was used for the conversion of the silica nutrient in order to prevent excessive spontaneous nucleation on the autoclave walls. A 1.25 M solution concentration was used for growth of crystals.

The conditions for growth were as follows:
Base temperature 400°C
Temperature gradient 45°C
Pressure 1,500 atmospheres

A relatively low pressure was employed due to a pressure limitation on the autoclaves.

2.4 Seeds
Since the essence of producing crystals with a very low dislocation density is the use of low dislocation density seeds, particular care was taken in the present work over seed selection and preparation.
A number of high quality natural quartz crystals were cut into 1 mm thick plates of basal orientation. These plates were examined by transmission X-ray topography to select areas of very low dislocation density and these areas were used for seeds. The seed surfaces were prepared by Syton polishing, followed by a brief etch in 40% HF solution. X-ray topography was used to ensure all cutting damage had been removed from the seed surfaces.

In some cases second generation high purity crystals were grown on seed plates cut from first generation high purity crystals.

### Assessment

#### 3.1 Purity

Samples of several crystals were submitted for examination by mass spectrometry with levels of aluminium and iron also determined by atomic absorption techniques. The results from a typical crystal are compared below with an analysis of the silica from which the crystal was grown.

**Mass spectroscopy results**

<table>
<thead>
<tr>
<th>Element</th>
<th>Starting silica</th>
<th>Crystal (LHPQ 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>0.3</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td>Cu</td>
<td>0.07</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Fe</td>
<td>1.5</td>
<td>&lt;0.08</td>
</tr>
<tr>
<td>Mn</td>
<td>0.01</td>
<td>&lt;0.005</td>
</tr>
<tr>
<td>Al</td>
<td>3</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Ge</td>
<td>0.2</td>
<td>n.d., &lt;0.005</td>
</tr>
<tr>
<td>Au</td>
<td>n.d.</td>
<td>0.01</td>
</tr>
<tr>
<td>Pt</td>
<td>n.d.</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The following elements were not detected above the indicated maximum instrument sensitivity levels in either silica or crystal:

- Ca <0.1 ppm
- K <0.1 ppm
- W <0.05 ppm
- Na <0.5 ppm
- Sn <0.03 ppm
- Ba, Sc, Cr <0.01 ppm
- V, Ag, Co, Ni <0.005 ppm

The results obtained by atomic absorption techniques were as indicated below:

<table>
<thead>
<tr>
<th>Element</th>
<th>Starting silica</th>
<th>Crystal (LHPQ 20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>2.0 ppm</td>
<td>0.05 ppm</td>
</tr>
<tr>
<td>Al</td>
<td>0.4 ppm</td>
<td>0.03 ppm</td>
</tr>
</tbody>
</table>

#### 3.2 Infra-red Examination

Recent research has suggested that there is a direct correlation between radiation hardness and aluminium content. An assessment of the level of substitutional Al present in the crystals was made by the measurement of infra-red absorption at 770 K, of the Al-OH centres formed on irradiation.

Typical values of aluminium content deduced from these measurements are as follows:

<table>
<thead>
<tr>
<th>Sample</th>
<th>Growth rate</th>
<th>Al level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mm/side/day</td>
<td>MQ</td>
</tr>
<tr>
<td>LHPQ 7</td>
<td>0.35</td>
<td>2.3 x 10⁶</td>
</tr>
<tr>
<td>LHPQ 9</td>
<td>0.28</td>
<td>2.5 x 10⁶</td>
</tr>
<tr>
<td>LHPQ 17</td>
<td>0.020 ppm</td>
<td>2.1 x 10⁶</td>
</tr>
<tr>
<td>LHPQ 20</td>
<td>0.005 ppm</td>
<td>not detectable</td>
</tr>
</tbody>
</table>

An assessment of the mechanical 'Q' of the quartz was made, by measurement of the room temperatuer infra-red absorption at 3500 and 3410 cm⁻¹, and the following results were obtained.

Sections were cut through the seed and overgrowth of several of the crystals and examined by transmission X-ray topography. Figure 1 shows a MoKα 1120 topograph of a 1 mm thick <110> slice from a typical crystal. The topograph clearly demonstrates that the dislocation density is at a very low level. All of the dislocations can be shown to be of the edge type and to have originated at the seed-overgrowth interface or to have propagated from the seed. Those dislocations which in Figure 1 give the appearance of initiating in the overgrowth can be shown to have entered the slice from the adjacent parts of the crystal. No evidence of dislocation generation at inclusions has been recorded. The seed plates were selected to contain very few dislocations but are rendered visible in the topograph by virtue of the contrast from growth striations, from precipitates and to a lesser extent from the lattice parameter mismatch with the overgrowth as a consequence of the higher impurity content of the natural crystal.

When a seed was cut from one of the pure crystals, the contrast between the seed and the overgrowth disappeared as illustrated in Figure 2.

A further feature of the X-ray topographs of the pure crystals is the absence of growth sector boundary contrast. This may be attributed to a low level of segregated impurity elements in the 'Y' growth sectors leading to a minimal amount of lattice mismatch strain at the sector boundaries. In Figure 3, a topograph of a slice of commercial quartz, the boundaries between the Z and X grown sectors are prominent contrast features. Figure 4 is a topograph of a slice from a pure quartz crystal. The seed used for the growth of this particular crystal was commercial synthetic quartz.
and therefore the dislocation content of the 'Z' growth sector is relatively high. However, the growth sector boundaries are poorly defined particularly between the 2 and fast X. It will be noted that the fast X' growth sector itself lacks growth striation contrast and the only dislocations present originate from the edge of the seed plate.

Discussion

The present work has produced single crystal quartz with some unique features which make it of interest both in terms of practical use and as a vehicle for further study of a-quartz.

A major practical incentive for the growth of the crystals was the provision of quartz for the construction of very stable piezoelectric devices. The purity levels that were achieved were indeed sufficient to enable devices made from the crystals with a degree of radiation hardness, as reported in another paper presented at this Conference4, the relation between purity, defect content and stability of piezoelectric performance in the absence of ionising radiation is less well defined but in critical situations where frequency stability is of paramount importance, the use of pure quartz is most desirable.

One interesting possibility which arises as a consequence of the high purity of the crystals is that growth zone boundaries may not be as damaging to piezoelectric performance as they are at normal impurity levels. The indications are that, in the absence of significant impurity segregation, these regions are relatively strain free and therefore the inclusion of part of such a boundary in a wafer would not necessarily degrade piezoelectric performance. In a similar vein, the seed-overgrowth interfaces in the high purity crystals grown on high purity seed plates were also virtually featureless on X-ray topographical inspection and it is conceivable that wafers cut to include part of the seed plate would perform in an acceptable manner.

The very low dislocation content of the crystals may also have repercussions in terms of the mechanical behaviour of the quartz during wafer preparation. In the fabrication of high frequency bulk wave devices, wafers which are of the order of 0.3 mm thick must undergo various stages of polishing and handling which result in breakage at a significant level. It would be anticipated that pure, low defect content crystals would have some advantage in respect of their response to such mechanical operations since the number and severity of the stress raisers in the crystal should be reduced. Difficulties due to 'punch through' of thin wafers on etching are also likely to be reduced due to the absence of dislocation 'bunny' running through the thickness of the wafer.

In the sphere of research, the purity of the crystals combined with their perfection, will allow some of the intrinsic properties of a-quartz to be studied. For example, such parameters as lattice constants and elastic constants are influenced in a complex way by the presence of impurities and therefore a high purity material is needed to establish their intrinsic values. The intentional doping of the pure crystals with single impurity elements also becomes possible and therefore the effect of individual impurities on growth mechanisms and on physical properties can be resolved. Some insight into the interaction of impurity induced strain and dislocation structure has already been obtained from the study of topographs and the greatly simplified pattern of defects in the pure crystals is likely to prove a fruitful field for future work.
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Figure 1. 1120 Topograph of <10T0> Slice of High Purity Quartz Grown on a Natural Seed

Figure 2. 1120 Topograph of <10T0> Slice of High Purity Quartz Grown on a High Purity Seed

Figure 3. 1120 Topograph of <10T0> Slice of Commercial Quartz

Figure 4. 1120 Topograph of <10T0> Slice of High Purity Quartz Grown on a Commercial Quartz Seed
Radiation effects in synthetic and high purity synthetic quartz are examined in a research programme at the GEC Hirst Research Centre, Wembley, England. Low temperature infrared absorption, electron spin resonance (ESR) and variable temperature acoustic loss/crystal parameter measurement are used in a study of radiation induced defects in quartz and their interaction with device properties with the goal of developing radiation hardened quartz crystals.

Abstract

Radiation effects in synthetic and high purity synthetic quartz are examined in a research programme at the GEC Hirst Research Centre, Wembley, England. Low temperature infrared absorption, electron spin resonance (ESR) and variable temperature acoustic loss/crystal parameter measurement are used in a study of radiation induced defects in quartz and their interaction with device properties with the goal of developing radiation hardened quartz crystals.

Infrared absorption

Five grades of quartz (one natural, three ordinary and one high purity synthetic) were examined in a study of the effects of irradiation and sweeping on their low temperature infrared absorption. Six additional samples of high purity quartz were also examined as received (at room temperature and 77 K) and following irradiation. The aims of this work included:

(i) measurement of the (substitutional) Al-OH⁻ content following irradiation in natural, synthetic and high purity quartz and comparison with the total aluminium content as determined by atomic absorption and mass spectroscopy.

(ii) measurement of the ratio of Al-OH⁻ to Al-hole centre formation following irradiation.

(iii) examination of the effects of irradiation and sweeping on the individual OH⁻ and Al-OH⁻ bands.

(iv) examination of the Al-OH⁻ content of different growth regions in high purity quartz.

(v) investigation of the relationship between OH⁻ content, estimated mechanical Q and growth rate in high purity quartz.

The synthetic quartz samples were 2 slices, approximately 13 x 13 x 4 mm. The natural specimen was considerably thinner due to its much greater impurity content (approximately 65 ppm Al). The samples included an experimental Salford Electrical Instruments (SEI) specimen (about 15 years old), a slow grown synthetic Russian (RUS) specimen, a specimen from a small demonstration bar (DEM) of synthetic material and a specimen of high purity synthetic quartz (LHPQ 13), grown at the Hirst Research Centre. The samples were chosen to give a wide range of OH⁻ and Al-OH⁻ centre concentrations for comparison under the different treatments. The infrared measurements were made at 77 K in an evacuated cryostat with IR vitreosil windows using a Nicolet 7199C Fourier Transform Infrared Spectrometer. A background spectrum of an evacuated cryostat without a sample present was always subtracted from the measured spectrum.

The various (as yet unassigned) OH⁻ bands occur in quartz at nominally 3580, 3437, 3400 and 3348 cm⁻¹. The Al-OH⁻ bands occur at nominally 3367 and 3306 cm⁻¹. Additional bands occur on either side of the 3590 cm⁻¹ band and these are included in the overall estimation of the '3580' cm⁻¹ band as shown in the figures. The 3580 cm⁻¹ band itself is split into three overlapping bands following irradiation in high purity quartz.

The OH⁻ and Al-OH⁻ centre concentrations have been determined from the area under the absorption peaks using the relationships proposed by Kats². Using the area is more accurate than measuring the peak height and assuming a peak width and shape factor.

\[ N_{OH} = 2.16 \times 10^{16} \text{ Ha}^{-1} \text{ cm}^{-2} \] (1)

(assuming Gaussian shape and \( \sigma = 0.43 \))

working backwards,

\[ N_{OH} = 2.03 \times 10^{16} \times \text{ Area under peak cm}^{-2} \text{ thickness in cm}^{-1} \] (2)

and 1 ppm (Si) = 2.657 \( \times 10^{16} \text{ cm}^{-3} \) (3)

Figure 1 shows the 77 K infrared absorption spectrum of Russian synthetic quartz before and after X-irradiation. Figure 2 shows a comparison between the Russian and high purity (LHPQ 20) synthetic quartz as received. (The absorbance scales are different but the plots have been scaled on the heights of the intrinsic bands to provide a valid comparison).
The overall behaviour of the Al-OH\(^+\) (sum of 3367 and 3306 cm\(^{-1}\)) and other OH\(^-\) (sum of 3380, 3437, 3400 and 3346 cm\(^{-1}\)) and total OH\(^-\) (sum of Al-OH\(^+\) and other OH\(^-\)) centres as a function of treatment is shown in Figure 3. The measurements were made as received, following x-irradiation (60 kV, 35 mA, 1 hr per day) then following sweeping (in air, 24 hours, 500°C, 550°C) and finally following re-irradiation. The major results are:

1. The Al-OH\(^+\) centre clearly grows at the expense of the other OH\(^-\) centres, but the total OH\(^-\) content grows at each step indicating a source of hydrogen within the crystal.

(i) the Al-OH\(^+\) centre decreases upon sweeping which is not expected on the basis of the currently understood models of the growth process and the sweeping was incomplete.

(ii) the high purity material has an infinitesimal Al-OH\(^+\) content (0.005 ppm) and a very low OH\(^-\) content (1.12 ppm).

Figure 4 shows the individual OH\(^-\) band concentrations as a function of treatment and illustrates the growth of the band at 3580 cm\(^{-1}\) at each step in high purity material. Figure 5 examines the inter-OH\(^-\) band ratios as a function of treatment and highlights the relative growth of the 3437 cm\(^{-1}\) bands and relative decline of the 3347 cm\(^{-1}\) band in high purity material following irradiation. This is the opposite behaviour to that exhibited by ordinary synthetic quartz.

Six high purity quartz specimens were examined in total (LHPQ 7(1), 13(1), 17(2), 17(3) and 20(1)). LHPQ 7(1) and 9(1) were initially irradiated to determine the aluminium content (see Table 1). LHPQ 13(1) formed part of the comparative irradiation and sweeping study. LHPQ 17(1), 2(3) and 2(4) were taken from the Fast X and Minor R growth regions respectively and were examined to determine the aluminium content in the different growth zones. LHPQ 20(1) was a very low growth rate specimen (0.16 mm/day) and the mechanical OH content increased as the growth rate is reduced.

The effects of irradiation on the individual OH\(^-\) bands in high purity quartz are demonstrated in Figures 9 and 10. The 3580 cm\(^{-1}\) band increases following irradiation due to the growth of the associated side peaks and the splitting into three of the principal 3580 cm\(^{-1}\) peak. The other bands are suppressed upon irradiation.

Figure 11 illustrates the relationship between growth rate and OH\(^-\) content and growth rate and mechanical OH content. The results are shown in Table 2. Additional data will be added to these graphs in future to cover $<0.1$ to $>0.5$ mm/day.

The conclusions of this infrared study are that high purity synthetic quartz grown at the Hirst Research Centre is an essentially aluminium free ($<0.05$ ppm), low OH\(^-\) content ($<1.5$ ppm) and high $A$ ($>2$ x IRP) material. Its behaviour under irradiation has distinct differences to that of ordinary synthetic quartz due to the absence of substitutional Al centres.

Table 1: Impurity content of infrared quartz samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Atomic absorption</th>
<th>Infrared Al-OH (ppm)</th>
<th>OH(^-) (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Al (ppm)</td>
<td>Fe (ppm)</td>
<td></td>
</tr>
<tr>
<td>SEI</td>
<td>11.7</td>
<td>0.55</td>
<td>8.43</td>
</tr>
<tr>
<td>NEM</td>
<td>9.3</td>
<td>0.10</td>
<td>12.44</td>
</tr>
<tr>
<td>RUS</td>
<td>9.1</td>
<td>0.10</td>
<td>5.12</td>
</tr>
<tr>
<td>Natural</td>
<td>65</td>
<td>4</td>
<td>34.28</td>
</tr>
<tr>
<td>LHPQ 7</td>
<td>-</td>
<td>-</td>
<td>0.018</td>
</tr>
<tr>
<td>LHPQ 9</td>
<td>0.2*</td>
<td>0.4*</td>
<td>0.020</td>
</tr>
<tr>
<td>LHPQ 11</td>
<td>0.11</td>
<td>&lt;0.02</td>
<td>0.005</td>
</tr>
<tr>
<td>LHPQ 17(1)</td>
<td>3.73</td>
<td>0.042</td>
<td>1.735</td>
</tr>
<tr>
<td>LHPQ 17(2)</td>
<td>Fast X</td>
<td>0.017</td>
<td>1.767</td>
</tr>
<tr>
<td>LHPQ 17(3)</td>
<td>Minor R</td>
<td>0.002</td>
<td>1.347</td>
</tr>
<tr>
<td>LHPQ 20</td>
<td>0.03</td>
<td>&lt;0.05</td>
<td>not detectable</td>
</tr>
</tbody>
</table>

* Atomic absorption results should be regarded as being too high. * Following first irradiation
Table 2 - OH\(^-\) content, mechanical \(Q\) and growth rate for high purity quartz

<table>
<thead>
<tr>
<th>Material</th>
<th>OH(^-) content (ppm)</th>
<th>Estimated (Q) (millions)</th>
<th>Growth rate (nm/side/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LHPO 7(1)</td>
<td>-</td>
<td>3500 cm(^{-1})</td>
<td>3410 cm(^{-1})</td>
</tr>
<tr>
<td>LHPO 9(1)</td>
<td>-</td>
<td>3410 cm(^{-1})</td>
<td>1.075</td>
</tr>
<tr>
<td>LHPO 13(1)</td>
<td>1.124</td>
<td>3.38</td>
<td>4.41</td>
</tr>
<tr>
<td>LHPO 17(1)</td>
<td>1.075</td>
<td>2.19</td>
<td>1.91</td>
</tr>
<tr>
<td>LHPO 17(2)</td>
<td>0.767</td>
<td>1.91</td>
<td>1.91</td>
</tr>
<tr>
<td>LHPO 17(3)</td>
<td>1.347</td>
<td>3.38</td>
<td>3.38</td>
</tr>
<tr>
<td>LHPO 20(1)</td>
<td>0.279</td>
<td>2.62</td>
<td>3.18</td>
</tr>
</tbody>
</table>

However the questions that this study leaves unanswered include:

(i) what is the identity of the OH\(^-\) type centres that give rise to the 3500, 3437, 3400 and 3348 cm\(^{-1}\) bands.
(ii) where do the hydrogen ions from these sites go to in high purity quartz following irradiation (they don't go to Al sites to form Al-OH\(^-\) centres as in ordinary synthetic material).
(iii) what is the source of the additional hydrogen that appears following irradiation in ordinary synthetic quartz.
(iv) what is the relationship between growth rate, OH\(^-\) content and mechanical \(Q\) of Al-OH\(^-\) centre formation in high purity quartz and how does this compare with ordinary unswept/swept synthetic quartz.

Electron spin resonance

Preliminary ESR measurements at the Clarendon Laboratory, Oxford on the same natural, SEI synthetic and high purity synthetic (LHPO 7 and 9) quartz have attempted to compare the two aluminium hole centre concentrations in each. Following room temperature \(x\)-irradiation the samples were placed in a double sample cavity and the ESR spectra recorded at a frequency of 9.583 GHz at 35 K with the field along the C axis. The natural to SEI hole centre ratio was found to be about 5:1, in good agreement with the atomic absorption (5:4:1) and infrared (4:0:1) results. Measurements on high purity sample LHPO 9 indicated an Al-hole centre concentration of about 0.04 ppm with a S/N ratio of 2:1.

Acoustic loss, \(Q^{-1}\)

Preliminary acoustic loss (\(Q^{-1}\)) measurements as a function of temperature from 77 K to 300 K are reported for a Russian synthetic and high purity synthetic quartz resonator. 5 MHz 5th overtone AT-cut plano-convex glass encapsulated resonators were fabricated by SEI from Russian and high purity (LHPO 7) synthetic quartz. The results were obtained using a new acoustic loss/crystal parameter measurement system which has been developed to allow automated measurement of crystal resonators in the frequency range 300 kHz to 1.3 GHz as a function of temperature (initially from 77 K to 300 K.

The measurement system, which forms in effect a programmable network analyser, consists of a Rohde and Schwarz ZPV vector analyser, which forms in effect a programmable network analyser, consists of a Rohde and Schwarz ZPV vector analyser, and accompanying ZPV-Z5 synthesiser (200 Hz - 80 MHz) with accompanying ZPV-Z5 synthesiser (200 Hz - 80 MHz), HP 9826 desktop computer/controller, and Oxford Instruments CF-1O (3.6 K - 500 K) flow cryostat and accessories. Two 50 ohm coaxial leads run into the cryostat which maintain a 50 ohm environment down to the interchangeable crystal mount on the cold finger. The signal leads are connected to the crystal mounting through SMA connectors which allows calibration of the cables essentially to the pins of the device using open circuit, short circuit and matched load calibration components.

Preliminary acoustic loss measurements Figures 12 and 13 show the as received acoustic loss and (300 K normalised) frequency characteristics of the Russian synthetic resonator. Figures 14 and 15 show the as received acoustic loss and (300 K normalised) frequency temperature characteristics of the high purity synthetic resonator. The overall response of the high purity resonator is very good with an essentially constant \(Q\) of 2 x 10\(^6\) over the entire temperature range. This reflects strongly on the overall quality of the material.
The Russian and high purity synthetic resonators form part of a study to look at the radiation induced frequency offset in precision natural, synthetic and high purity resonators which will be cumulatively irradiated to 1 MRad. The acoustic loss for each of the resonators will be measured after each irradiation along with the radiation induced frequency offset.

Radiation induced frequency offset

Ten two resonator narrowband 20 MHz dipole crystal filter packages (in which one resonator was fabricated from natural and the other from high purity (LHP 6) synthetic quartz) were irradiated to a total dose of 1 MRad (gamma and some neutrons) in a spent nuclear fuel store. Two packages were used as controls. The radiation induced frequency offset was obtained by measuring the frequency for a number of days prior to irradiation and then monitoring the post irradiation recovery.

The fractional frequency shifts between the last day pre-irradiation and the first day post irradiation are shown in Table 3. As each pair of resonators was in the same package, both received the same dose.

The results in Table 3 clearly show the difference between the radiation induced frequency offset in the natural and high purity resonators. Two control resonator pairs (#3,4 and #27,28) give a measure of the uncertainties in the results. All the natural resonators show large negative frequency offsets ranging from -1.83 to -15.37 ppm. The high purity resonators by comparison show mainly positive frequency offsets of about an order of magnitude smaller, -0.125 to +0.315 ppm. The offsets for high purity resonators #8,16 and 30 are anomalously high and indicate oscillation on an adjacent response. The resonators were of a dipole type with only one side excited and as such did not have as distinct a central response as the 5 MHz 5th OT AT-cut precision resonators. In addition resonators 8 and 25 showed high series resistances when measured on arrival. The second column shows the offsets on the 22nd day post-irradiation and indicate the magnitude of the post irradiation annealing. Again the changes in the high purity resonators appear to be about an order of magnitude smaller than those in the natural resonators.

Figures 16 and 17 show the fractional frequency shift as a function of time before and after 1 MRad of irradiation for resonators 1 and 2. Figures 18 and 19 show the same information for resonators 11 and 12.

Work is currently in progress to repeat these measurements on a series of precision glass encapsulated 5 MHz 5th OT AT-cut plano convex resonators which have been fabricated from natural, synthetic and high purity synthetic quartz. These measurements will be made for a series of dose rates up to 1 MRad and should enable a much more accurate determination of the dose dependent frequency offset to be made for high purity resonators.

Conclusions

Infrared, ESR, acoustic loss and radiation induced frequency offset on natural, synthetic and high purity quartz have shown significant improvements in material quality and device response when using very high purity synthetic quartz grown at...
the GEC Hirst Research Centre. This material appears to be a very promising candidate for the fabrication of radiation hardened quartz devices and further research is in hand to qualify the preliminary results presented here.

In addition, current research indicates that there are still considerable gaps in our understanding of the mechanism and steps involved in both sweeping and the interaction of radiation with quartz which need to be resolved in order to fully solve the radiation hardness problem.
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Figure 1 77K infrared Absorption Spectrum of Russian Synthetic Quartz Before and After Irradiation
Figure 2. Comparison of 77K Infrared Absorption Spectra of Russian and High Purity Synthetic Quartz as Received

Figure 3. Al OH, OH and Total OH Centre Concentrations Shown as a Function of Treatment
Figure 4. Individual OH Band Concentrations shown as a Function of Treatment

Figure 5. Individual OH Band Ratios as a Percentage of the Total Other OH Shown as a Function of Treatment

Figure 6. 3367 cm⁻¹, 3306 cm⁻¹ A1 OH Band Ratios Shown as a Function of Treatment
Figure 7. 77K Infrared Absorption Spectrum of High Purity Quartz LHPQ 13(1) as Received and Following Irradiation

Figure 8. 77K Infrared Absorption Spectrum of High Purity Quartz LHPQ 20(1) as Received and Following Irradiation
Figure 9. Individual High Purity OH Band Concentrations Shown as a Function of Treatment

Figure 10. High Purity OH Band Concentrations as a Percentage of the Total Other OH Shown as a Function of Treatment

Figure 11. OH Content and Mechanical Q for High Purity Quartz Shown as a Function of Growth Rate
Figure 12. Acoustic Loss as a Function of Temperature for 5 MHz 5th Overtone AT-Cut Russian Quartz Resonator as Received.

Figure 13. Frequency-Temperature Characteristic (normalized to 300K) for 5 MHz 5th Overtone AT-Cut Russian Quartz Resonator as Received.

Figure 14. Acoustic Loss as a Function of Temperature for 5 MHz 5th Overtone AT Cut High Purity Quartz Resonator as Received.
Figure 15. Frequency Temperature Characteristic (Normalized to 300K) for 5MHz 5th Overtone AT-Cut High Purity Quartz Resonator as Received

Figure 18. Fractional Frequency Shift as a Function of Time Before and After Irradiation for 20 MHz 3rd Overtone AT-Cut Natural Resonator No. 11

Figure 16. Fractional Frequency Shift as a Function of Time Before and After 1 MRad Irradiation for 20 MHz 3rd Overtone AT-Cut Natural Resonator No. 1

Figure 19. Fractional Frequency Shift as a Function of Time Before and After Irradiation for 20 MHz 3rd Overtone AT-Cut High Purity Resonator No. 12

Figure 17. Fractional Frequency Shift as a Function of Time Before and After 1 MRad Irradiation for 20 MHz 3rd Overtone AT-Cut High Purity Resonator No. 2
THE INFLUENCE OF CRYSTAL GROWTH RATE AND ELECTRODIFFUSION (Sweeping) ON POINT DEFECTS IN a-QUARTZ

J. J. Martin, L. E. Halliburton, and R. B. Bossoli
Oklahoma State University, Stillwater, Oklahoma 74078

and

A. F. Armitage
Rome Air Development Center, Hanscom AFB, Massachusetts 01731

Summary

As-grown quartz exhibits OH-related infrared absorption bands at 3585, 3437, and 3400 cm⁻¹ when examined at 77 K. We have investigated the strengths of these bands in a series of quartz crystals grown at different rates in the Air Force Hydrothermal Facility at Hanscom AFB. Growth rates were varied from 0.3 to 1.4 mm/day. All three infrared bands listed above were small for crystal growth rates below 0.5 mm/day. However, their strengths increase nearly linearly with growth rates above this value. The industry standard for determining the ° value of quartz is to measure the room temperature infrared absorption at or near 3600 cm⁻¹. Our results indicate that slow growth results in a reduction of the OH bands in this region and should correspond to higher ° material.

Electrodiffusion (sweeping) is a post-growth treatment which allows selective removal of interstitial ions from quartz and the technique has been commercially developed as a means of increasing the material's radiation hardness. In order to better understand this phenomenon, we have systematically investigated the various aspects of sweeping. Our results were obtained under a variety of conditions and include both alkali and proton sweeping. All quartz contains Al³⁺ ions substituting for Si⁴⁺ ions, with the necessary charge compensation provided by interstitial alkali (Li⁺ and Na⁺) ions or protons (H⁺). These interstitial ions can be released from their trapping sites by radiation or by thermal activation and then they can migrate through the crystal along the relatively large Z-axis channels. Protons from the surrounding air or hydrogen atmosphere can be brought into the crystal at the anode while alkali ions are removed at the cathode. When one alkali is to replace another alkali, the appropriate alkali salt is deposited at the cathode and a vacuum surrounds the crystal. The sweeping is done in the 400 to 500°C range and the electric field is varied from greater than 1000 volts/cm for protons to less than 20 volts/cm for alkali.

Introduction

As-grown synthetic alpha-quartz contains a variety of point defects. These defects fall into two general categories: (1) substitutional aluminum ions and their associated interstitial alkali ions and (2) OH molecules trapped adjacent to unidentified defects in the lattice. The concentration of both types of defects increases with increased crystal growth rate, and both have been shown to play a direct role in the performance of crystal resonators. For example, early internal friction studies by Jones and Brown showed that both the Al⁺⁻Na⁺ center loss peak near 50 K and the room temperature acoustic loss of SMH 5th overtone AT-cut crystals increased with the rate at which the original stone was grown. In the case of hydrogen, Dodd and Fraser and Sawyer have shown that the mechanical Q of a crystal is related to the OH content of the quartz. This result has lead to the routine use of infrared optical absorption as a method of predicting the Q of a quartz stone. The optical Q is usually determined by comparing the room temperature absorption coefficient at 3500 cm⁻¹ with that at 3600 cm⁻¹. In high-quality material, this is basically a measurement of the intensity of the temperature-broadened OH bands at 3437 cm⁻¹ and 3400 cm⁻¹.

Interstitial alkali ions and protons are trapped by substitutional aluminum ions and, quite possibly, by other defects. When thermally liberated from their traps, they can diffuse along the large Z-axis channels. This diffusion is responsible for the increasing acoustic loss observed at high temperatures and for the annealing behavior of radiation-induced defects. A technologically important result occurs when an electric field is applied. When the Z-axis is used to force these interstitial ions out of the sample and replace them with others, Brown, Martin, and Armitage were the first to develop the electrodiffusion technique as a method for changing the concentration of specific interstitial cations. During the first extensive infrared study, Katz showed that both the OH and alkali sweeping and the use of an inert gas atmosphere. A number of studies have shown that the radiation hardness of oscillators is significantly enhanced if electrodiffusion is used to replace the alkali in quartz with protons. Recently, Jain and Newick have investigated ionic conductivity in both synthetic and natural quartz.

Electrodiffusion is closely related to ionic conductivity in quartz. The main difference is that
in electrodiffusion specific ions (protons or an alkali) are brought into the sample and exchanged for the monovalent ions initially present. Electrical conduction in quartz is mainly ionic and one-dimensional. The conductivity is governed by the motion of these monovalent ions along the Z-axis channels. In as-grown quartz, alkali ions are interstitially trapped next to the substitutional aluminum and are thermally released as the temperature increases. If only one alkali species, say Na*, is present the conductivity can be described as

$$\sigma = neu$$  \hspace{1cm} (1)$$

where n is the number of monovalent ions released from the trap, e is the fundamental charge, and u is their mobility. When the ions are almost completely associated with the aluminum we expect that

$$n = \exp \left(-\frac{E_A}{2kT}\right)$$  \hspace{1cm} (2)$$

where $E_A$ is the energy of association. The mobility is also thermally activated with

$$\mu = \frac{ed^2}{k_BT} \exp \left(-\frac{E}{kT}\right)$$  \hspace{1cm} (3)$$

where d is the jump distance, v the jump frequency, and $E_m$ is the activation energy for the interstitial migration. Equations (2) and (3), when combined with Eq. (1), suggest that the conductivity can be described by

$$\sigma T = A \exp \left(-\frac{E}{kT}\right)$$  \hspace{1cm} (4)$$

where

$$E = E_m + \frac{1}{2}E_A.$$  \hspace{1cm} (5)$$

Thus, a plot of log $\sigma T$ versus $1/T$ should yield a straight line. Jain and Nowick observed such behavior and found activation energies near 1.4 and 1.5 eV for synthetic and natural quartz, respectively. The problem of electrodiffusion is somewhat more complicated since several species of ions are being transported, each of which will have different mobilities and different association energies, and since ions are moving into and out of the sample. However, the basic process is expected to be thermally activated and governed, at least to the first approximation, by Eqs. (4) and (5).

A systematic study of the electrodiffusion process in quartz is presently underway at Oklahoma State University. We are carrying out this study using H$_2$, D$_2$, and vacuum atmospheres. The process for alkalis is being investigated by using salt-film electrodes as the source of the alkali ions. Measurements of the ionic currents are being made as functions of time, temperature, and applied electric field.

**Experimental Procedure**

The series of quartz stones used in our growth rate study were grown at rates ranging from 0.3 mm/day to 1.4 mm/day at the Air Force Hydrothermal facility. The nutrient was synthetic quartz and the seeds were 0.0 plates. Sodium hydroxide with a small quantity of lithium hydroxide was used as the mineralizer for all runs except one where lithium carbonate was used. The autoclave was three inches in diameter. Optical samples having typical dimensions of $10 \times 10 \times 1 \text{ mm}^3$ for the X, Y, and Z directions, respectively, were cut from the $z$-growth region of each stone. A Beckman 4100 infrared spectrophotometer was used for the optical absorption measurements. A Dewar containing liquid nitrogen maintained the sample near 80 K during the measurements. Since Z-cut samples were used, the electric vector of the incident light was always perpendicular to the Z axis. The samples were run in the as-grown condition and then were re-run after receiving an intense room temperature irradiation. This irradiation converted the aluminum-alkali centers into $\text{Al}^{+}+\text{OH}^{-}$ and $\text{Al}^{-}$-hole centers. The latter infrared scan revealed the infrared-active $\text{Al}^{+}+\text{OH}^{-}$ centers and allowed us to estimate the aluminum content of each sample.

The electrodiffusion studies were carried out on samples cut from unwetted lumbered bars of $z$-growth material. These were purchased from Sawyer Research Products and included Electronic Grade, Premium Q, and Super Premium Q quartz. The actual sweeping samples were polished 2 plates 3 mm thick and 15 mm x 17 mm in the X and Y directions. Such samples are a convenient size for use in the sweeping apparatus and for subsequent infrared evaluations. Plane-convex AT-cut sodium silicate blanks of the Warner design are directly swept when acoustic ions measurements are used for evaluation.

The sweeping system consisted of a vitreous silica jacket evacuated with a diffusion pump and heated by an external clamshell furnace. This system allows us to electrodifuse quartz either in a controlled atmosphere or in a vacuum of $5 \times 10^{-4}$ Torr or better. The quartz plate is usually mounted between graphite clamps and the sample temperature is measured by a thermocouple attached to the bottom clamp. A variable DC power supply is used to establish the electric field with typical fields being 15 V/cm for alkali sweeps and 3000 V/cm or greater for hydrogen sweeps.

The sweeping procedure begins by vapor depositing gold electrodes on the two sample faces. If Li, Na, or K is to be swept into a crystal, the appropriate salt is first vapor deposited on one side and is then followed by a gold electrode. The electrodifusion is carried out in the desired atmosphere at a temperature between 480 and 490°C. A Hz atmosphere is used for hydrogen sweeping, whereas all alkali sweeping is done in vacuum. (The graphite clamps are baked-out before each alkali sweep.) The sample current is recorded as a function of time using a digital multimeter and a laboratory computer. Hydrogen sweeps are continued until the current becomes steady, which takes approximately 6 hours. Alkali sweeps are continued until a sufficient number of positive ions has been transported; this usually takes less than two hours. When the sweep is complete the furnace is slowly programmed down in temperature while the sample current and temperature are continually recorded. These latter data give the effective ionic conductivity as a function of temperature for the specific process.
Results and Discussion

Growth Rate Study

The infrared absorption at liquid nitrogen temperature of a z-growth sample cut from a stone grown at 1.4 mm/day is shown by the solid line in Fig. 1. This spectrum is similar to that reported by Sibley et al. for Sawyer Electronic Grade material. The dashed line in Fig. 1 shows the effect of a room temperature irradiation on the sample. Such an irradiation removes alkali ions from the aluminum sites and removes protons from the defects responsible for the absorption bands at 3585 cm\(^{-1}\), 3437 cm\(^{-1}\), and 3160 cm\(^{-1}\). The protons are transferred to the aluminum site and form Al-OH\(^+\) centers which give rise to the 3367 cm\(^{-1}\) and 3166 cm\(^{-1}\) bands. Some Al\(^{+}\)-OH\(^-\) centers also are created by the room-temperature irradiation.

Figure 2 shows the peak absorption coefficients for the 3585 cm\(^{-1}\) and 3400 cm\(^{-1}\) OH bands as a function of crystal growth rate. Both bands increase rapidly for growth rates faster than 0.7 mm/day. Although not plotted in Fig. 2, the 3437 cm\(^{-1}\) band shows similar behavior. The infrared absorption spectrum for the two slowest grown samples are very similar to that observed by Sibley et al. for Sawyer Premium quality material. Figure 3 shows that the aluminum content, as measured by the height of the 3367 cm\(^{-1}\) Al-OH\(^+\) band produced by a room-temperature irradiation, also increases with growth rate. The ESR test\(^{21}\) for aluminum concentration was run on the slowest and fastest grown samples. They showed approximately 1 ppm and 12 ppm aluminum, respectively.

![Fig. 2. The heights of the 3585 and 3400 cm\(^{-1}\) OH-related bands are shown as a function of growth rate. The 3437 cm\(^{-1}\) band follows the same curve.](image)

![Fig. 3. The 3585 cm\(^{-1}\) OH defect band and the 3367 cm\(^{-1}\) Al-OH\(^+\) band are shown as a function of the growth rate.](image)

Electrodiffusion Study

The current-versus-time curves obtained by sweeping Li\(^+\) and Na\(^+\) into 2-plate samples from Premium 3 grade bar 12-3 are shown in Fig. 4. Similar curves were obtained for samples from Electronic grade bar 12-4 and Super Premium grade bar 12-A. The curves are characterized by an initial decrease which we believe is caused by the replacement of Li\(^+\) ions with protons on Na\(^+\) ions. When Li\(^+\) swept into previously unswept samples, the initial decrease of the current is much smaller than that shown in Fig. 4. The steady current observed after the initial decrease (i.e., at later times) apparently represents the continuous motion of one species through the sample. The alkali sweeps are usually terminated after 30 to 120 minutes in order to prevent depletion of the source film of alkali.
Figure 4. The current-versus-time for the electrodiffusion of sodium and hydrogen in Premium Q-grade samples PQ-Q8 and PQ-Q6 are shown.

Infrared scans at liquid nitrogen temperatures were made as a routine characterization of samples after sweeping. No changes in the infrared spectra were found as a result of alkali sweeps using Li⁺, Na⁺, and K⁺. When hydrogen was swept into the crystals, the 3367 and 3306 cm⁻¹ Al-O⁻ infrared bands were produced, as expected. This shows that the alkali ion initially charge compensating the aluminum was replaced by a proton.

Since we were unable to observe any significant difference between Na⁺, Li⁺, or K⁺ swept samples with either infrared or electron spin resonance techniques, we investigated the acoustic loss spectra from a series of 50Hz 5th overtone AT-cut resonator blanks fabricated from Premium Q material (bar PQ-G). Earlier reports by Martin et al. have shown that the as-grown blanks have a small loss peak at 55 K due to the Al-Na⁺ center. When the blanks were swept with hydrogen, deuterium, or lithium, this Al-Na⁺ loss peak was removed and no new peaks were introduced.

Figure 5 shows the acoustic loss spectrum for unswept, Li⁺-swept, and Na⁺-swept 5000 Hz 5th overtone AT-cut resonator blanks all fabricated from bar PQ-Q6. The peak at 55 K is due to the Al-Na⁺ center.

When the current reaches a steady value during a sweeping run we believe that one species of ion is brought into the sample at the positive electrode, transported through the sample, and removed at the negative electrode. Therefore, only one species is involved in the conduction process and the conductivity should be described by Eqn. 1 through 5. Figure 6 shows a plot of log ct versus 1000/T for a sodium sweep and a hydrogen sweep on previously unswept samples taken from bar PQ-Q6. Both curves show the expected straight line behavior. The apparent conductivity in the hydrogen sweep is much less than that for the sodium sweep. Activation energies of 1.1 and 1.9 eV were found for the sodium and hydrogen sweeps, respectively. Our value of 1.2 eV for the sodium case is slightly less than 1.3 to 1.4 eV found by Jain and Nowick in their ionic conductivity studies of synthetic...
quartz. We have observed activation energies ranging between 0.95 and 1.2 eV for lithium and sodium electrodiffusion in a number of Electronic Grade and Premium Q samples. Our values of the activation energy for hydrogen sweeping vary between 1.8 and 1.9 eV. In interpreting these numbers, it is important to remember that the observed activation energy in ionic conductivity depends upon both the migration energy and upon the association energy of the traps, and other factors may also be involved since ions are brought into and out-of the sample.

Both the OH\(^-\)-related defects which give rise to infrared bands at 3585, 3437, and 3400 cm\(^{-1}\) and the aluminum content increase with the growth rate of a quartz stone. Therefore, the slowest growth should yield the highest quality material. Since all quartz contains some aluminum, electrodiffusion to replace the alkali with hydrogen will improve its performance. Alkali ions can be swept into as-grown quartz using the appropriate salt as a source and a vacuum atmosphere. Also, it has been shown that Na\(^+\) and Li\(^+\) ions can be interchanged. Hydrogen can be swept in using either a H\(_2\) or an air atmosphere and the electrodiffusion of protons requires a much larger applied electric field than is needed for alkalis. Both hydrogen and alkali electrodiffusion have been shown to be thermally activated processes and activation energies have been measured.
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20. The growth rate for quartz is defined as the increase in thickness of the wafer, including both sides, per unit time in the direction perpendicular to the seed plate.
A COMPARISON OF QUARTZ CRYSTALS GROWN FROM FUSED SILICA
AND FROM CRYSTALLINE NUTRIENT

R. J. Baughman

Sandia National Laboratories
Albuquerque, New Mexico 87185

Summary

Synthetic quartz crystals are traditionally grown from a crystalline nutrient. Most of the present crystal growth is from natural quartz nutrient imported from Brazil. This material is handpicked for quality but does have limited purity levels. The raw material may or may not contain levels of impurities that are detrimental to the intended purpose of the grown crystal. Concentration and species of natural quartz are not uniform or consistent even when produced from the same source of supply.

This work reports a comparison of crystals grown in 1978 from a fused silica nutrient and crystalline nutrient in a new autoclave to those recently grown in the same aged autoclave. Several crystal characteristics will be discussed.

Introduction

The growth of synthetic single crystal quartz has evolved to giant proportions with the increase in our technological way of life. Hundreds of thousands of pounds of quartz crystals are used by the communications (including CB radio), telephony, electronic watch, and frequency and time standards industries. The demands of these technologies for synthetic quartz crystals have pushed commercial sources beyond present capacities, both with respect to quantity of crystals grown and the need for ever increasing quality. Most of the present synthetic material is grown from natural crystalline quartz nutrient imported from Brazil. This material is handpicked for quality but does have limited purity levels. This single-source-of-supply situation causes some concern in the industry. There are deposits of crystalline quartz materials available elsewhere, but they are limited.

With vast supplies of amorphous silica available on this continent, it would be advantageous if these materials could be used to grow synthetic quartz crystals. Very high purity fused silica is now being produced from these sources of supply and is readily available. Efforts to grow usable high quality quartz crystals from an amorphous nutrient have not been successful.1-4

Attempts to grow quartz single crystals using a SiO₂ glass (amorphous) nutrient is not a recent endeavor. In 1946, both Nacken ² and the Woosters ³ proposed the growth of quartz crystals using amorphous silica as nutrient because of its very high solubility in alkaline solutions. Both were unsuccessful. Walker ⁴ abandoned the method in 1947. The most recently reported growth from this nutrient came from R. D. Kolk et al ² in 1976. This work was directed at finding new sources of nutrient materials and covered both crystalline and amorphous materials. Regarding the amorphous materials, they reported that the quality was poor with grown specimens exhibiting many cracks.

The high solubility of fused silica in caustic solution originally attracted workers to this nutrient and subsequently turns out to be one of the major problems to its successful utilization. This high solubility can allow massive transport of silicate materials, resulting in uncontrollable deposition of nutrient on the seed crystals as well as being responsible for significant spurious nucleation and growth. To compound the problem, fused silica undergoes a transformation from the amorphous phase to a crystalline phase early in the crystal growth procedure. This transformation is responsible for continually changing the material transport rate due to the large difference in solubility⁴ of the two separate SiO₂ phases.

*This work performed at Sandia National Laboratories supported by the U.S. Department of Energy under contract number DE-AC04-76-DF00789.
These growth problems have now been overcome and several characteristics of crystals grown directly from a fused silica nutrient are reported.

**Infrared Absorption**

The quartz crystal samples were 10 x 10 x 1 mm in dimension and were cut parallel to the AT orientation. The samples grown from a crystalline nutrient (Sawyer Premium Q) are labeled 1-16-3. Those grown from a fused silica nutrient (Suprasil-2) in a virgin autoclave are labeled 1-24-3, and those grown from fused silica nutrient in an aged autoclave are labeled 1-16-3. The quartz seed material was from Western Electric Company and is labeled WE.

Near-infrared-visible spectra of the above quartz samples was obtained on a Cary 14 UV-vis-nir double grating spectrophotometer. Standard light sources and detectors were employed. The spectra were taken with an air reference and were subsequently digitized and normalized for baseline variations and plotted on the expanded scale as shown.

Figure 1 shows absorption data in the near-infrared-visible region from 4,000 to 10,000 cm⁻¹. This figure compares crystals grown from a fused silica nutrient (1-16-3) with crystals grown from Sawyer Premium Q grade nutrient (1-11-3). A spectrum of Western Electric seed crystal stock is also included. Absorption in this region yields little analytical information other than identifying broad general absorption zones and impurity bands. Combination bands at the upper 4000 to 5000 cm⁻¹ region are attributed to OH⁻ bending and stretching. The band at 3500 cm⁻¹ is probably due to inclusion of molecular water. This figure does show that the crystals grown from fused silica contains less OH⁻ and molecular water than those grown from a crystalline nutrient. All are higher quality than the seed plate material from Western Electric.

Figure 2 compares the absorption of fused silica grown quartz produced in a virgin autoclave (1-24-3) with that grown in an aged autoclave (1-16-3). The general OH⁻ band and stretching absorptions are present while the molecular water band at 3500 cm⁻¹ is notably absent in both curves.

The FT-IR data were taken with a Nicolet 7199 Fourier transform infrared spectrometer equipped with a liquid nitrogen cooled HgCdTe detector. The spectra were taken at a 2 cm⁻¹ resolution with 256 interferograms coadded for greater signal-to-noise ratios. Both room temperature and 93K spectra were obtained while the spectrometer was purged with N₂. The low temperature data were obtained using a Beckman Model VLT-2 liquid nitrogen cryostat.

Infrared absorption spectra for crystals 1-16-3 are presented in Figure 3. These spectra represent data observed at room temperature and at 93K. Although limited information can be extracted from these broad range curves, they do indicate areas of further interest. The area of major interest, 3000 to 3700 cm⁻¹, is further amplified in Figures 4, 5, and 6.

A comparison of IR absorption at room temperature and at 93K for crystals 1-16-3 is presented in Figure 4. Lattice mode overtone absorptions at 3200 and 3300 cm⁻¹ are broad and do not sharpen with decreases in temperature. Those bands that do sharpen with decreased temperature are associated with OH⁻ stretching vibrations.

Many of the absorption peaks have been identified in work published by Katz. The band at 3400 cm⁻¹ is attributed to OH⁻ in the vicinity of Li⁺ while the band at 3581 cm⁻¹ is due to OH⁻ near K⁺. Lipson et al. identified hands at 3348 and 3487 cm⁻¹ as being associated with OH⁻.

In Figure 5, the 93K spectra are presented for crystal 1-16-3 and the crystal grown from Sawyer Premium Q nutrient (1-11-3). It is seen that the spectra are nearly identical for each absorption band. Verification of this similarity is confirmed by a direct subtraction of the 1-16-3 spectra from that of the 1-11-3 sample. This difference spectrum is presented as the lower curve of Figure 5. This curve indicates that the impurity levels of these two crystal samples are the same order of magnitude.

Infrared spectra for Western Electric seed plate crystals are compared to 1-16-3 in Figure 6. There are noticeable differences in these bands. The Western Electric material shows bands at 3106 and 3367 cm⁻¹ that are identified by Katz as being OH⁻, while those that have no alkali metal ions in the vicinity. Two bands, 3470 and 3590 cm⁻¹, occur in the Western Electric sample that are absent in all other tested crystals.


**Conductivity Measurements**

Thin disks of single crystal quartz cut normal to the AT orientation were sandwiched between evaporated Al electrodes and mounted on an Al support. The sample is mounted in a vacuum chamber to avoid extrinsic signals due to air ions. The electrodes are attached to 50 cm coaxial cables, so that the bias can appear on one center conductor and the signal on the other, with the whole system shielded. The current due to charge carriers created in the bulk of the crystal by an x-ray pulse was monitored by a Keithley 602 electrometer and digitized on a Nicolet Signal Averages. The data was collected on the Fomax 706, 500 keV pulsed electron beam x-ray source in calibrated with CaF thermoluminescent dosimeters (TLD) and monitored on each shot with a photodiode responding to ZnS scintillator. This work is described in more detail in the work by R. O. Hudson.

Figure 7.7 shows the potential well for a Na+ ion which is compensating an Al substitutional. Ionizing radiation causes the formation of electron-hole pairs which can diffuse through the quartz lattice. Many holes will find one of these sites and become bound to it (the A center). The alkali ion is now free to diffuse down the c-axis channel. These ions give rise to a large delayed radiation-induced current (DRIC), which can be monitored after a radiation pulse. There is a rough correlation between the hardness of a quartz resonator and the magnitude of the DRIC; the higher the DRIC the worse the performance of an oscillator made from that quartz sample.

The DRIC from sample 1-16-3 following a 3 nanosecond x-ray pulse is shown in Figure 8. The magnitude of the signal and its time dependent decay are similar to unspiked natural z-cut quartz which we have studied and indicates the presence of a few parts per million Al with alkali compensating ions. It is expected that quartz grown with smaller amounts of substantial Al impurities will show a much smaller DRIC and will probably make harder quartz resonators.

**Analytical Results**

The results of chemical analyses are tabulated in Table 1. The materials are divided among three categories: liquid reagents, solid reagents, and silicon-rich materials. Two of the liquid reagents (the distilled water samples) were analyzed by inductively-coupled plasma optical emission spectrometry. Because of its high sodium content, one sample of the aqueous solution could be analyzed using flameless atomic absorption spectrometry. The liquid reagents were analyzed by the combination of synthetic standards to the neat reagents or by the standard addition of known amounts of solutions for elements in the reagents. Thus, sample handling was minimized and sensitivity was maximized. A report of "less-than-or-equal-to" indicates that instrumental factors or laboratory contamination limited the sensitivity of the analytical technique.

The solid reagents were dissolved in distilled water, sometimes with the aid of ultrapure mineral acids, and analyzed by flameless atomic absorption or inductively-coupled plasma optical emission spectrometry.

Known amounts of the analytes were added to aliquots of the dissolved reagents in order to obtain analytical curves. Concentrations of analytes in the solution were converted to concentrations in terms of micrograms of analytical standard per gram of solid reagent and are thus reported.

The silicon-rich materials (suprasil, alpha quartz, and the autoclave residue) were analyzed by (thermal) neutron activation and wet analysis.

Except for etching the exterior of the samples to remove contamination, no sample treatment was required for neutron activation. The samples were irradiated for 12 minutes. Longer irradiation times would reduce the detection limits for long-lived isotopes (e.g., of Fe, Ni, Cr, and Ag) by a factor of 10 or more. Results obtained by neutron-activation analysis are indicated by a asterisk in the accompanying table for the remaining elements. The samples were dissolved in ultrapure hydrochloric acid, which was subsequently fused off in ultrapure sulfuric acid. The resulting solutions were analyzed by flameless atomic absorption or flameless atomic absorption or inductively-coupled plasma optical emission spectrometry for lithium, iron, and (for the autoclave residue) potassium, and aluminum. Aluminum in the suprasil and the alpha quartz was analyzed by the fluorescence of its 8-hydroxy quinoline complex. The aluminum values reported are the excess over laboratory contamination corresponding to approximately 0.8 microgram aluminum per gram of sample.
Conclusion

Although no special procedures to enhance crystal purity levels were undertaken, it is evident from the infrared, DRIC, and analytical data that crystals grown from a fused silica nutrient are equal in quality to the best commercially available quartz crystals. Crystals grown from this nutrient did not exceed the quality of the fused silica produced crystals. It is shown that crystals produced in a virgin autoclave do contain more impurities than those produced from an aged autoclave. This data indicates that further efforts to reduce the exposure of the autoclave body to the caustic growth solution would be advantageous.
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NEAR-INFRARED ABSORBANCE DATA FOR HYDROTHERMAL QUARTZ GROWTH

<table>
<thead>
<tr>
<th>QZ1-16-3</th>
<th>QZ1-11-3</th>
<th>QZWEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>FUSED</td>
<td>CRYSTALLINE</td>
<td>SEED</td>
</tr>
</tbody>
</table>

Figure 1. IR Spectra for Quartz Crystals grown from a Fused Silica Nutrient and a Crystalline Nutrient Compared to Western Electronic Seed Crystal.
PURITY AND AUTOCLAVE PASSIVATION
FOR TWO FUSED SILICA RUNS

QZ1-16-3  QZ1-24-3
PASSIVATED  CLEANED

Figure 2. IR Spectra for Quartz Crystals Grown from a Virgin Autoclave Compared to Those Grown in an Aged Autoclave

Figure 3. Broad Range IR Spectra at Room Temperature and 93 K for Quartz Crystal 1-16-3 Grown from Fused Silica Nutrient
Figure 4. Spectra Comparing Quartz 1-16-3 at Room Temperature and 93 K

Figure 5. Spectra at 93 K Comparing Quartz 1-16-3 with Quartz Grown from Crystalline Nutrient
Figure 6. Spectra at 93 K Comparing Quartz 1-16-3 with Western Electric Seed Crystal

Figure 7. Substitutional Al^{3+} ion with Interstitial Na^{+} ion as Charge Compensation
Figure 8. Delayed Radiation-Induced Current (DRIC) for Crystal 1:16-3

![Graph](image_url)

**Table 1**

<table>
<thead>
<tr>
<th>Source</th>
<th>Li</th>
<th>Be</th>
<th>Al</th>
<th>Fe</th>
<th>Mn</th>
<th>Fe</th>
<th>Cu</th>
<th>Sr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>1.0</td>
<td>5.1</td>
<td>6.0</td>
<td>6.7</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Alpha-Quartz</td>
<td>0.32</td>
<td>1.1-1</td>
<td>1.5</td>
<td>6.0</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Autoclyte Residue</td>
<td>100</td>
<td>107</td>
<td>2000-2000</td>
<td>10</td>
<td>6.2-6.4</td>
<td>40-70</td>
<td>40-70</td>
<td>40-70</td>
</tr>
</tbody>
</table>

*Calculated by neutron activation

**Table 2**

<table>
<thead>
<tr>
<th>Reactant</th>
<th>Li</th>
<th>Be</th>
<th>Al</th>
<th>Fe</th>
<th>Mn</th>
<th>Fe</th>
<th>Cu</th>
<th>Sr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distilled Water</td>
<td>1.0</td>
<td>6.0</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
</tr>
<tr>
<td>Distilled Water</td>
<td>1.2</td>
<td>6.0</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
<td>&lt;100</td>
</tr>
<tr>
<td>CAUSTIC SOLUTION</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>Reactant</th>
<th>Li</th>
<th>Be</th>
<th>Al</th>
<th>Fe</th>
<th>Mn</th>
<th>Fe</th>
<th>Cu</th>
<th>Sr</th>
</tr>
</thead>
<tbody>
<tr>
<td>LITHIUM CARBONATE</td>
<td>1.0</td>
<td>6.0</td>
<td>10-3</td>
<td>NA</td>
<td>2.2</td>
<td>6.4</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>SODIUM HYDROXIDE</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1-1.1</td>
<td>4.4</td>
<td>6.6</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>LITHIUM NITRATE</td>
<td>0.7</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>20-10</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>
A Method of Adjusting Resonant Frequency and Frequency-
Temperature Coefficients of Miniaturized GT Cut Quartz Resonators

O. Ochiai, A. Kudo, A. Nakajima and H. Kawashima
Daini Seikosha Co., Ltd.
Takatsukashinden, Matsudo-shi, Chiba, Japan

Summary

The new type miniaturized GT cut quartz crystal resonator developed by us consists of a vibrational portion and two supporting portions incorporated into one-body by a photolithographic process. It is highly shock resistant and has excellent frequency temperature characteristics over a wide temperature range. It is, however, impossible to avoid a distribution of resonant frequency of a principal vibration caused by that of dimensions and a distribution of frequency temperature characteristics caused by that of a dimensional ratio in resonator production. We have been developing a method of adjusting the resonant frequency of the principal vibration and frequency temperature coefficients of the miniaturized GT cut quartz crystal resonator. Consequently, eliminating weights disposed on a plurality of positions of a vibrational portion or by adding weights on a plurality of positions of a vibrational portion, we have established a method of adjusting the resonant frequency of the principal vibration and the frequency temperature coefficients.

Introduction

In recent years, with the introduction of the quartz crystal resonator to wrist watches, the time accuracy has greatly improved. However, since most quartz resonators that are used nowadays in wrist watches are flexural resonators of a tuning fork type of 45° cut, an error of 5 to 20 seconds a month occurs. Therefore, wrist watches of greater accuracy are required in industrial field. Various methods to upgrade accuracy have been experienced with.

In order to realize high accuracy wrist watches having an error of less than a few seconds a week, we have been developing a GT cut quartz resonator with excellent frequency temperature characteristics. The conventional rectangular plane GT cut quartz resonator is well-known for its excellent frequency temperature characteristics and has a frequency deviation of less than one to two parts in 100 degree centigrade as a result of the coupling of two extensional vibration modes dependent on the width and length direction of the resonator.

Using a finite element method we analyzed a form of resonator and adopted a photolithographic process in production, to develop a miniaturized GT cut quartz resonator having a new plane form, with a stronger shock resistance, and equipped with excellent frequency temperature characteristics. We made a report on this resonator at the 34th symposium.

In addition, we have also been developing a method of absorbing a distribution of resonant frequency and frequency temperature coefficients in production by adding weights on a vibrational portion or eliminating weights disposed on a vibrational portion so as to put this miniaturized GT cut quartz resonator to practical use.

Discussion

Fig. 1 shows a cutting angle of a GT cut plate. After the plate is polished to the desired thickness, a quartz resonator with a shape like that shown in Fig. 2 is formed by a photolithographic process, wherein an approximately square vibrational portion is connected to supporting portions at the center of both width sides, thus forming one body. Fig. 3(a) shows a mode chart of a width extensional vibration of a principal vibration, and Fig. 3(b) also shows a mode chart of a length extensional vibration that is coupled with the width extensional vibration. A solid line indicates a static condition, and a wave line also indicates a vibrational condition.

Frequency and Frequency Adjustment

A GT cut quartz resonator with excellent frequency temperature characteristics can be obtained as a result of a coupling between the width extensional vibration of the principal vibration and the length extensional vibration of the sub-vibration. We call frequency f1 of the width extensional vibration mode the principal vibration frequency and frequency f2 of the length extensional vibration mode the sub-vibration frequency. A frequency equation of a GT cut quartz resonator having a simple rectangular shape can be expressed as follows in accordance with Mr. Nakazawa's findings.
The resonant frequency $f_W$ of the principal vibration is very dependent on the width dimension $W$ and further, is determined by a cutting angle and a dimensional ratio. It is impossible to avoid a distribution of these factors during production of the width dimension results in a large distribution of the resonant frequency $f_W$ of the principal vibration. As a method to reduce the distribution of the resonant frequency $f_W$ of the principal vibration and to adjust the resonant frequency $f_W$ efficiently and accurately, we thought out an adjusting method by adding or subtracting weights on the vibrational portion. As to the position of weights they can be disposed on end portions of the length side, in the vicinity of the nodal point of the length size mode, and in the vicinity of corners of the vibrational portion, in which a distortion of the width vibration is very small, and the amplitude of the vibration is large.

Adjustment of $f$-$T$ Characteristics

The GT cut quartz resonator has excellent cubic curve frequency-temperature characteristics as a result of the coupling of the principal vibration $f_W$ and the sub-vibration $f_L$. The factors determining this coupling condition are the cut angle and the dimensional ratio $R$. In particular, since the dimensional ratio $R$ is the main factor contributing to the frequency temperature characteristics, a distribution of the dimensional ratio in production can cause a distribution of frequency temperature characteristics.

Since the resonant frequency $f_W$ of the principal vibration is dependent upon the width dimension $W$ and also, the resonant frequency $f_L$ of the sub-vibrational is dependent upon the length dimension $L$, to change the dimensional ratio $R$, it is equivalent to changing the frequency difference of $f_W$ and $f_L$.

The frequency temperature characteristics are dependent upon the coupling condition of two modes of the principal vibration $f_W$ and the sub-vibration $f_L$, the coupling intensity can be determined by mutual vibration efficiency and each value of the resonant frequencies, that is to say, the frequency difference of two vibration modes. Therefore, in order to represent the frequency difference thereof, we defined the normalized frequency $\delta$ as follows:

$$\delta = \frac{f_W - f_L}{f_W} \times 100 \quad (\%) \quad \ldots \ldots \ldots \ldots (2)$$

$\delta$ is a function of the dimensional ratio $R$ and cut angle, the optimum $\delta$ is to all intents and purposes determined by the dimensional ratio. From these results, we estimated that it might be possible to adjust frequency temperature coefficients by changing the normalized frequency $\delta$, in other words, by changing either of the resonant frequencies of the two vibration modes or both resonant frequencies thereof. We thought that it would be possible to adjust frequency temperature coefficients in the same way as with resonant frequency adjustment. In case of adjusting the resonant frequency and frequency temperature coefficients, it is of great importance to find out whether it is possible to adjust the resonant frequency and frequency temperature coefficients independently, namely,

(1) if it is possible to adjust frequency temperature coefficients without changing the resonant frequency $f_W$ of the principal vibration,

(2) if it is possible to adjust the resonant frequency $f_W$ without changing the frequency temperature coefficients.

Therefore, the key point to development may be if the positions of weights satisfy either of the above-mentioned methods.

**Experimental Results**

In order to determine the optimum position of weights for an adjustment of the resonant frequency and frequency temperature coefficients, we actually manufactured resonators, and conducted an experiment. The consequent results are explained as follows.
Frequency Adjustment

After thorough investigation of the vibration modes of the width side and the length side shown in Fig. 3, we conducted an experiment on the positions of three kinds of weights as shown in Fig. 4. Of these kinds of weights, \( W \), \( L \), \( C \), the weights \( W \) are positioned on the end portions of the length side in the vicinity of a nodal line of vibrations of the center of the width side. The weights \( C \) are positioned on the corner, and the weights \( L \) are positioned on the end portions of the width side in the vicinity of a nodal line of vibrations of the width side vibration.

Fig. 5 shows a change in the resonant frequency when the weights \( W \), \( L \), \( C \) are respectively eliminated. The eliminated quantity of weights is represented by area thereof. Since there is no change in the case of adjusting the weights \( W \), it is possible to adjust the principal vibration \( f_w \) without changing the frequency temperature characteristics. Therefore we can say the relationship between frequency and temperature characteristics of the principal vibration, in case of eliminating weights has been explained, but, inversely it is needless to say it is also possible to adjust then in case of adding weights. In this case, the relationship between the change of frequency and \( \Delta \beta \) becomes inverse at a plus or minus sign, when compared with the method for eliminating weights.

Fig. 6 shows a change in the resonant frequency when the weights \( W \), \( L \), \( C \) are respectively eliminated. The eliminated quantity of weights is represented by area thereof. Since there is no change in the case of adjusting the weights \( W \), it is possible to adjust the principal vibration \( f_w \) without changing the frequency temperature characteristics. Therefore we can say the relationship between frequency and temperature characteristics of the principal vibration, in case of eliminating weights has been explained, but, inversely it is needless to say it is also possible to adjust then in case of adding weights. In this case, the relationship between the change of frequency and \( \Delta \beta \) becomes inverse at a plus or minus sign, when compared with the method for eliminating weights.

Fig. 7 shows a change in the resonant frequency when the weights \( W \), \( L \), \( C \) are respectively eliminated. The eliminated quantity of weights is represented by area thereof. Since there is no change in the case of adjusting the weights \( W \), it is possible to adjust the principal vibration \( f_w \) without changing the frequency temperature characteristics. Therefore we can say the relationship between frequency and temperature characteristics of the principal vibration, in case of eliminating weights has been explained, but, inversely it is needless to say it is also possible to adjust then in case of adding weights. In this case, the relationship between the change of frequency and \( \Delta \beta \) becomes inverse at a plus or minus sign, when compared with the method for eliminating weights.

Photo 1 shows an oscillator including a resonator, which has a length of 3.5 " and a thickness of 0.05 ", developed by us. The main characteristics of this design are summarized as follows:

1. Frequency: 2.097152 MHz
2. Series resistance: 80 kΩ
3. Motional capacitance: 5.5 x 10^{-3} PF
4. Quality factor: 174 x 10^{3}
5. Shunt capacitance: 2.4 nF

Conclusion

We have basically confirmed it is entirely possible to adjust frequency temperature coefficients and the resonant frequency of the principal vibration \( f_w \) without changing frequency temperature characteristics in the same way by eliminating weights placed on a vibrational portion or by adding weights or a vibrational portion.

Therefore, as a consequence we can say that it is possible to manufacture GT cut quartz resonators in miniaturized form with excellent frequency temperature characteristics. In the near future, we expect to see a miniaturized GT cut quartz resonator used not only for wrist watches, but also for consumer products requiring high accuracy.
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Fig. 1 An orientation of cut of GT plate

Fig. 2 A concrete shape of a GT-cut quartz resonator

Fig. 3 Displacements of W-E mode and L-E mode
Fig. 4 Each position of weights

Fig. 5 A change of resonant frequency to eliminated quantity of weights

Fig. 6 A change of normalized frequency to eliminated quantity of weights
Fig. 7 Relationship between the normalized frequency $\delta$ and the first and second temperature coefficients $\alpha, \beta$.

Fig. 8 Relationship between $f_w$ and $\delta f_w$, and between $f_w$ and $\delta f_w$. 
Fig. 9: A rate of a change between $f_w$ and $f_L$ when eliminating weights.

Fig. 10: A rate of $\alpha$, $\beta$, when eliminating weights of the length side.

Photo 1 shows an oscillator.

Fig. 11: F-T characteristics obtained after adjustment of frequency-temperature coefficients.
Summary

The application of an electric DC field on a quartz crystal resonator induces a fast variation of the resonance frequency followed by a slow quasieponential decay typical of ionic impurity relaxation (J. Kusters, PCS 1972). The frequency variation under the DC field was interpreted in terms of an electroelastic effect corresponding to a change of the elastic constants through nonlinear piezoelectricity (D. Bruksa, JPC 1972).

Starting from general rotationally invariant nonlinear electroelastic equations for small fields superposed on a bias DC, Kusters (1972) and using the experimental data on the electroelastic effect available in the literature, he values of the independent components of the matrix electroelastic tensor are obtained.

Then this tensor is used to calculate the frequency shift of a resonator submitted to a DC voltage superposed on the vibration. The slow decay of the resonance frequency can be studied by means of a model of ionic impurity diffusion included in the electroelastic equations. It is shown how the steady state variation of the frequency can be related to the impurity concentration.

The measurement of the decrease of the resonance frequency allows a possibility of identifying the nature of the impurities (Na, K, Li, etc.). But because of the lack of knowledge on the quartz crystal lattice characteristics, deforestation potential or a permanent will be necessary to determine the constants involved in the measurement of the change of the resonant frequency.

These impurities can be characterized by different methods, e.g. infrared spectroscopy, magnetic resonance, acoustic losses and conductivity measurements, etc... Another method is proposed which could have the advantage of being more simply carried out. This method is based on the diffusion of the impurities under a DC field, the frequency shift coming from the nonlinear electroelastic effect being used as a probe to point out the impurity relaxation. In principle, the nature and the concentration of impurity can respectively be deduced from the relaxation time for the related activation energy and the relaxation spectrum, but such an approach needs a model of both frequency and impurity relaxation process. But the first part involves the third order electroelastic constants which are entirely determined, and this was the main topic of this study.

General electroelastic equations

The material coefficients are the tensorial coefficients appearing in the vectorial equation used to express the constitutive expression of electroelasticity. Different views are possible for this state function and potential. The electromagnetic equations which have been developed for the present problem of the linear, zero or stored energy potential, force, potential, etc., are expressed in terms of the tensor, tensor, and the electric fields. The integral of the vectorial equation is:

\[ \mathbf{F} = \mathbf{S} \mathbf{E} + \mathbf{T} \]

K. Boudet, J.-J. Gagnepain
Laboratoire de Physique et Micrologie des Oscillateurs de U.R.S., associé à l'Université de Franche-Comté, Besançon 32, avenue de l'Observatoire - 25000 Besançon - France
The next part of these coefficients are known for certain crystals; however, nevertheless, the values obtained for the electroelastic coefficients by using a phenomenological expression of the effective elastic coefficients must be used with care. In fact: the symmetry of the effective electroelastic coefficients defined by this method is smaller than the symmetry of the material coefficients appearing in the Gubkin's state function because the limiting electric field lowers the initial symmetry of the crystal. However, the effective coefficients of these authors were calculated as if they obey the material symmetry of the crystal. In order to obtain the value of the material electroelastic coefficients from the summation of the frequency shift of plate parameters induced to static electric field one must start with the rotationally invariant nonlinear equations of electroelasticity:

Equation and charge equations expressed with the reference point coordinates have the following form:

\[ \frac{\partial^2 \mathbf{Q}_{ij}}{\partial t^2} = \sum_{kl} C_{ijkl} \epsilon_{kl} \]

\[ \frac{\partial \mathbf{D}_{ij}}{\partial t} = \sum_{kl} C_{ijkl} \mathbf{E}_{kl} \]

where \( \mathbf{Q}_{ij} \) is the displacement, \( \mathbf{D}_{ij} \) is the electric displacement in the natural state.

Then starting with small fields superposed on a plane \( r \) is convenient to split all quantities into static and dynamic parts.

These equations (4) and (5) can be separated into static and dynamic motion and charge equations

\[ \frac{\partial^2 \mathbf{Q}_{ij}}{\partial t^2} = \sum_{kl} C_{ijkl} \epsilon_{kl} \]

\[ \frac{\partial \mathbf{D}_{ij}}{\partial t} = \sum_{kl} C_{ijkl} \mathbf{E}_{kl} \]

Therefore, equation (6) and (7) can be separated into static and dynamic motion and charge equations

\[ \frac{\partial^2 \mathbf{Q}_{ij}}{\partial t^2} = \sum_{kl} C_{ijkl} \epsilon_{kl} \]

\[ \frac{\partial \mathbf{D}_{ij}}{\partial t} = \sum_{kl} C_{ijkl} \mathbf{E}_{kl} \]

The equations (8) and (9) can be integrated into linear state. By keeping the first term for the displacement and potential gradient, the linear constitutive equations are obtained:

\[ F_{ij} = A_{ijkl} \frac{\partial \mathbf{E}_{kl}}{\partial x_j} + \frac{\partial \mathbf{E}_{kl}}{\partial x_i} \]

\[ D_{ij} = \mathbf{E}_{kl} A_{ijkl} \frac{\partial \mathbf{E}_{kl}}{\partial x_j} + \frac{\partial \mathbf{E}_{kl}}{\partial x_i} \]

The so-called effective constants \( A_{ijkl} \) and \( A_{ijkl} \) are not only functions of the fundamental constants and orientation but also on the bonding state of the plate. They can be set under the following form:

\[ A_{ijkl} = C_{ijkl} + \sum_{n} \frac{1}{n} \]

where \( C_{ijkl} \) are the perturbing terms produced by the static strain upon the linear coefficients. Although the static strain is negligible, it is small, the development of the modifying terms can be limited in the first order in the static displacement and potential gradients. By using the static function, the perturbing terms take the form:

\[ \sum_{n} \frac{1}{n} \]

These terms can be considered as small modification of the linear coefficients resulting from the static strain. Therefore it is possible to obtain the frequency shift from the solution of the unbiased state by applying an perturbation method.

Frequency shift of the plate

\[ \text{submitted to a force} \]

The unperturbed relations can be written from equations (8) and (9) where \( A_{ijkl} \) and \( A_{ijkl} \) are reduced to their linear parts \( \epsilon_{ijkl} \) and \( \mathbf{E}_{ijkl} \) respectively. For free surfaces of an infinite plate or the main faces which are normal to the line \( \mathbf{Z} \) and traction and charge free near line \( \mathbf{X} \) is well known that there are three \( \pm \) waves which propagate in the medium.
The determination of the perturbing terms... will be somewhat simple, if it is performed by using a set of coordinates bound to the plate. Let \( a'_1 \) be the natural coordinates in such axes with \( a'_3 \) normal to the plane of the plate (see Fig. 2).

The unperturbed mechanical displacement and electric potential of each mode can be written

\[
\begin{align*}
\mathbf{u}^0_j &= \mathbf{u}^0_j e^{i \omega_0 t} \\
\mathbf{e}^0_j &= \mathbf{e}^0_j e^{i \omega_0 t}
\end{align*}
\]

where the eigenfrequency \( \omega_0 \) is related to the eigenvelocity \( V_0 \) by

\[
\omega_0 = (2p + 1) \frac{V_0}{2h}
\]

The eigenvalue and eigenvector of the mode will be denoted

\[
\begin{align*}
\lambda &= \omega V \lambda \\
\mathbf{V} &= p_{10} a
\end{align*}
\]

and \( \mathbf{I} \), respectively.

The frequency shift of the resonator submitted to a static bias defined by the difference between perturbed and unperturbed frequencies

\[
\Delta \omega = \omega - \omega_0
\]

can be obtained from the perturbation relations

\[
\begin{align*}
\mathbf{u} &= I_{12} \mathbf{e} \\
\mathbf{e} &= I_{21} \mathbf{u}
\end{align*}
\]

in which second order terms are neglected.

\[
\begin{align*}
\Delta \omega &= \frac{1}{2\lambda h} \int_{-h}^{h} \left( \mathbf{u}_1 \mathbf{e} + \mathbf{e}_1 \mathbf{u} \right) \cos \theta \mathbf{d}V \\
&= \frac{1}{2\lambda h} \int_{-h}^{h} \left( \sum_{m} \mathbf{V}_m \mathbf{a}_m \right) \cos \theta \mathbf{d}V
\end{align*}
\]

where \( \mathbf{V}_m \) is the effective volume of the deformed crystal.

All the other terms expressed with respect to these axes will be consistently denoted with the same "prime". Let \( p_{10} \) be the transformation matrix

\[
a'_i = p_{10} a_i
\]

The normal \( n_1 \) is along \( a'_3 \) so

\[
n_1 = p_{21}
\]

The expression of the frequency shift does not depend on the chosen set of axes and because of the infinite extent of the plate in the directions \( a'_3 \) and \( a'_2 \), displacements and potential do not depend upon these variables. In the plate axes, the integration over the entire volume of the crystal reduces to integration with respect to \( a'_3 \) between \(-h \) and \( +h \). By using equations (13) and after some transformations it is possible to express the frequency shift as a function of the material coefficients given in the rectangular crystallographic set of axes \( a'_1 \) and the biasing static displacements and potential gradients given with respect to the plate axes

\[
\Delta \omega = \frac{1}{2\lambda h} \int_{-h}^{h} \left( \mathbf{u}_1 \mathbf{e} + \mathbf{e}_1 \mathbf{u} \right) \cos \theta \mathbf{d}V
\]

where

\[
\begin{align*}
\mathbf{u} &= \mathbf{u}_m \mathbf{a}_m \\
\mathbf{e} &= \mathbf{e}_m \mathbf{a}_m
\end{align*}
\]

and

\[
\begin{align*}
\mathbf{V}_m &= \mathbf{V} \mathbf{a}_m \\
\mathbf{a}_m &= \mathbf{p}_{31} \mathbf{a}_m
\end{align*}
\]

Fig. 1: Plate resonator

Fig. 2: Plate axes
Substituting equation (34) into (25) yields:

\[ \frac{\Delta u}{\omega} = \frac{1}{4\pi} \left( \sigma^e \cos^2 \theta \right) \frac{C}{\mu} \]

This equation holds when the strain does not notably affect the distribution of the potential in the crystal if the electromechanical coupling factor is small. When the static field is homogeneous, replacing the potential gradient by its value (9) gives the so-called electroelastic (or polarizing) effect:

\[ \left( \frac{\Delta u}{\omega} \right)_{ik} = \frac{1}{2\pi} \left( \sigma^e C - D \right) \]

Determination of the electroelastic coefficients

From the measurement of the electroelastic effect

\[ \hat{D} \] and \[ \hat{C} \] previously defined contain the linear and nonlinear material coefficients among which electroelastic and electrostrictive coefficients are unknown. The electrostrictive coefficients will no longer be considered here because they appear to have a negligible contribution to the electroelastic effect. This assumption is supported by the fact that electrostriction is an even function of the applied electric field which induces a frequency shift whose sign does not depend on the positive or negative direction of the applied field, while the odd electroelastic effect does depend on it; as a consequence, frequency shift must show some difference when inverting the direction of the field if electrostriction is involved. But experiments do not show such a difference. Electrostriction is a quadratic function of the applied electric field, and the plot of frequency vs. electric field could show a parabolic curvature. Indeed, appreciable departure from the straight line is observed. As a consequence, attempts to obtain electrostrictive coefficients from the measurements of the electroelastic effect have not led to consistent results.

Finally the third order dielectric permittivity whose numerical value were obtained by other methods appears to have no practical importance in the electroelastic effect.

Solving equation (38) for the unknown electroelastic coefficients \( \varepsilon_{ijklm} \) gives relations of the form

\[ F_{ijklm} \varepsilon_{ijklm} = 2k \left( \frac{\Delta u}{\omega} \right)_{ik} - S \]

where

\[ F_{ijklm} = \delta_{ij} \delta_{klm} - \delta_{ik} \delta_{jlm} \]

\[ S = \varepsilon^{ik} \varepsilon^{lin} \]

and \( \hat{E} \) is the applied static electric field.
$S$ is the sum of five terms

$$S = M + N + P + Q + R \quad (42)$$

where

$$M = \sum_{i} n_{i} \Gamma_{i, k} \left(\frac{S_{i}}{U_{1}} + \frac{1}{U_{1} \cdot k}\right) \quad (43)$$

(2nd order elastic constants)

$$N = \sum_{i} n_{i} \Gamma_{i, k} \left(\frac{S_{i}}{U_{1}} + \frac{1}{U_{1} \cdot k}\right) \quad (44)$$

(3rd order elastic constants)

$$P = \sum_{i} n_{i} \left[\sum_{j} \frac{1}{2r_{j}} \left(\frac{S_{i}}{U_{1}} + \frac{1}{U_{1} \cdot k}\right) - 1\right] \quad (45)$$

(2nd order piezoelectric constants)

$$Q = \sum_{i} \left[\sum_{j} \left(\frac{1}{2r_{j}^{2}} - 2n_{i} \frac{1}{U_{1} \cdot k}\right)\right] \quad (46)$$

(2nd order permittivity)

$$R = - \varepsilon' \times \quad (47)$$

(3rd order permittivity)

Because electroelastic constants are material coefficients they obey the material symmetry of the crystal. When using matrix notation it is well known today there are 28 independent electroelastic constants among the 73 non-zero constants for quartz.

Using the experimental measurements of the electroelastic effect available in the literature, 28 equations corresponding to various cuts and vibration modes were solved to determine the 28 independent electroelastic coefficients.

<table>
<thead>
<tr>
<th>Mode</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{11}$</td>
<td>-0.04</td>
<td>-0.06</td>
<td>-0.13</td>
</tr>
<tr>
<td>$\varepsilon_{12}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{13}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{14}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{15}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{16}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{21}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$\varepsilon_{22}$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table I

By using a least squares method, the results of Table I were obtained with a mean squared error of about 7%. The given uncertainty were calculated assuming an experimental error of ± 1% on the electroelastic effect measurement. Calculations were carried out for right hand quartz at $290^\circ C$ following the IEEE Standard 174 for plate orientation. Note that the relative uncertainty is less than 10% except for $\varepsilon_{14}$ and $\varepsilon_{15}$ because these two coefficients could have played a minor role in the cuts which were used.

As a verification and in order to compare the present results with previous ones given by Hruska, the electroelastic effect ($\Delta \varepsilon / \Delta E$) was plotted using the calculated electroelastic coefficients of Table I in equation (38) for cuts (xyxz) and for the three modes of vibration (Fig. 1). The shape and magnitude of the curves thus obtained are very close to those published by Hruska using his own coefficients and relations. This comparison shows that the phenomenological coefficients and relations stated by Kusters and Hruska give the right magnitude of the electroelastic effect even if they cannot be used without care for evaluating other phenomena because electroelastic constants are material coefficients they obey the material symmetry of the crystal. When using matrix notation it is well known today there are 28 independent electroelastic constants among the 73 non-zero constants for quartz.

Because electroelastic constants are material coefficients they obey the material symmetry of the crystal. When using matrix notation it is well known today there are 28 independent electroelastic constants among the 73 non-zero constants for quartz.

Using the experimental measurements of the electroelastic effect available in the literature, 28 equations corresponding to various cuts and vibration modes were solved to determine the 28 independent electroelastic coefficients.
Impurity diffusion in quartz

The most common interpretation of the ionic conductivity in quartz assumes that some of the alkali atoms are replaced by a different valent cation (Na*, Li*, K*) indicating charge neutrality in the crystal. When submitted to a DC field, cations diffuse in the crystal towards the negatively polarized electrode leaving behind them uniformly distributed negative charges. Only one kind of impurity is diffusing. In a one-dimensional crystal, as considered here, moreover it is assumed that impurities can neither enter nor leave the crystal (blocking electrodes). So the net total charge of the crystal is always zero. For convenience the calculations are performed using a set of axes bounded to the crystal doping for simplicity (x axis normal to the plate instead of Oz previously used).

Assuming an uniform initial impurity concentration \( n_0 \) the steady state, reached when the impurities are in the new equilibrium positions under the DC field, is described by the following equations

\[
\begin{align*}
\frac{\partial \Phi}{\partial t} &= \frac{\partial \Phi}{\partial x} = 0 \\
\frac{dE}{dx} &= \frac{p - n_0}{e} \\
E &= -\frac{d\Phi}{dx} \\
U &= \frac{D}{e} \frac{\partial k_T}{\partial x}
\end{align*}
\]

with the following boundary conditions

\[
\begin{align*}
\Phi(h) &= 0 , & \Phi(-h) &= \Phi_d \\
j \cdot [pdx + 2h n_0 dx] &= 0 \\
-\h &= 0
\end{align*}
\]

where \( p(x) \) is the local concentration of the moving cations, \( E(x) \) and \( U(x) \) the electric field and potential, \( e \) is the electron charge, \( k_T \) the permittivity of the crystal in the x-direction, \( U \) the thermodynamical potential defining the Einstein's relation \((1 + \frac{1}{kT}) \) between diffusion constant \( D \) and mobility \( \mu \). Eq. (48) expresses there is no ionic current in the steady state and Eq. (49) is Gauss's law. By using the above relations it can be shown that the potential \( \Phi(x) \) is solution of a nonlinear second order differential equation

\[
\frac{d^2 \Phi}{dx^2} = \frac{n_0 e}{\epsilon} \left[ p(-h) \exp \left( \frac{-\Phi(x)}{kT} \right) - \Phi(x) \right]
\]

If the thermodynamical potential \( U \) (40 mV at 300K) is much smaller than the applied DC potential (typically \( \Phi_d \) > 500 mV) Eq. (54) reduces to

\[
\frac{d \Phi}{dx} = \frac{n_0 e}{\epsilon} \left[ 1 - \exp \left( \frac{-\Phi(x)}{kT} \right) \right]
\]
It is possible to obtain an approximate solution for the steady state potential when the following condition occurs

\[
\frac{\phi}{n_0} > \frac{\varepsilon}{8e\ell^2}
\]  

(56)

This condition, which approximately corresponds to \( n > 10^{18} \) impurities/m\(^3\) for \( \phi > 500 \) V and \( \ell = 0.6 \) mm is almost already fulfilled in practical cases. In such a case the total charge concentration \( \sigma(x)=\varepsilon(x)-n_0 \ell \), the electric field \( E(x) \) and the potential \( \Phi(x) \) have the shapes showed on Fig. 4 a,b,c respectively. Then it appears that the crystal can be shared into three zones (see Table III), zones I and III practically present uniform charge concentration corresponding to linearly varying electric field and quadratic variation of potential. Zone II, where charge concentration and electric field both are close to zero, corresponds to a uniform potential.

\[
\text{Fig. 4: a) Charge concentration} \\
\text{b) Electric field} \\
\text{c) Potential}
\]

<table>
<thead>
<tr>
<th>Zone I</th>
<th>Zone II</th>
<th>Zone III</th>
</tr>
</thead>
<tbody>
<tr>
<td>limits</td>
<td>(-h_1&lt;x&lt;h_1)</td>
<td>(x_1&lt;x&lt;x_2)</td>
</tr>
<tr>
<td>charge</td>
<td>(n_1(x) = \frac{n_0 e}{\ell} )</td>
<td>(n_2(x) = \frac{n_0 e}{\ell} )</td>
</tr>
<tr>
<td>electric field</td>
<td>(E_1(x) = \frac{n_0 e}{\varepsilon U_T} (x-h_1) E_0 )</td>
<td>(E_2(x) = 0 )</td>
</tr>
<tr>
<td>potential</td>
<td>(\Phi_1(x) = \frac{n_0 e}{2eU_T} (x-h_1)^2 )</td>
<td>(\Phi_2(x) = 0 )</td>
</tr>
</tbody>
</table>

| \(U_T \log \frac{2}{U_T} \) |

Table III

Charge concentration, electric field and potential distribution for a crystal of thickness \( 2h \) submitted to a potential difference \( \phi \) after the steady state is reached when \( \phi > 8e\ell^2 \) and \( \phi, n_0, \varepsilon, \ell \) (see Fig. 4)
steady state frequency shift

Because the electromechanical coupling factor is small in practice, one can consider that at least in first approximation, the repartition of potential does not depend on the modification of the strain due to diffusion. In such case equations (56), (57) and (58) with the notation of preceding section enable to express the frequency shift under the following form

\[ \Delta \omega(t) = \frac{\Delta \omega_i}{\omega_0} \int_0^L \frac{\partial \Phi(x,t)}{\partial x} \cos \frac{\omega_0 x}{V}\; dx \]

where \( \Delta \omega_i / \omega_0 \) would be the initial frequency shift when there is no diffusion and \( \partial \Phi(x,t)/\partial x \) is the potential gradient during diffusion process. Fig. 5 shows the observed quasi-exponential frequency shift.

The frequency shift can be obtained when the local electric field is known either numerically in the general case or analytically with the approximate steady state solution summarized in Table III from which the following result is obtained:

\[ \Delta \omega = \frac{\Delta \omega_i}{\omega_0} \frac{\Delta \omega_i}{\omega_0} \]

Fig. 6 presents the steady state frequency shift as a function of the impurity concentration \( n_0 \). This curve shows how the impurity concentration can be determined from the amplitude of the relaxation of the electroelastic effect.

\[ \Delta \omega = \frac{\Delta \omega_i}{\omega_0} \frac{\Delta \omega_i}{\omega_0} \]

The method will be most sensitive when the impurity content is in the range of \( 10^{15} \) to \( 10^{17} \) impurities/m². However values obtained by other methods typically indicate impurity concentration of the order of magnitude of one to ten ppm for cationic impurities and of the order of magnitude of one to ten ppm for anionic impurities. This fact is easily explained if it is remembered that only a small part of the impurities are ionized at room temperature, furthermore the ionized impurity concentration must increase with temperature following Arrhenius' law:

\[ n_0 = N_0 e^{-wE/kT} \]

where \( w_0 \) is the ionization energy and \( N_0 \) a constant depending on the concentration of Al substitutionals.

So the strong influence of temperature on the concentration appears when the frequency shift after steady state diffusion is plotted as a function of the temperature. Experiments performed between 30°C and 100°C indeed shows a variation (Fig. 7) with a shape very similar to the theoretical curve (Fig. 6).
Impurity relaxation at low temperature

The impurity atom can occupy two equilibrium positions in a double well potential, when trapped by the Al⁺⁺ ion. (In fact more than two positions can occur.) The ion can jump from one site to the other and cross over the potential barrier by thermal activation. Such a model was proposed by Stevels². Similar models of resonant absorption and relaxation absorption in amorphous solids were also built up. They are based on the assumption of an asymmetrical two-level system with a broad distribution of the energy splitting. A review can be found in ref. 22. The same model can be transposed to quartz crystal.

The origin of the relaxation of the impurity lies in its coupling to elastic strains through the deformation potential. The two states of the impurity are shifted in energy relative to each other, and therefore the equilibrium is disturbed. Then, a relaxation process takes place to restore equilibrium. There is a feedback to the elastic wave which induces dispersion (velocity shift) when the feedback is in phase and absorption (attenuation of the wave when the feedback is out of phase)². For a resonator they lead to frequency shift and finite v-factor. The last one can be written

\[
\Delta f = \frac{n \cdot D}{4 \pi v \sqrt{k_{\text{B}} T}} \times \frac{1}{v_{\text{th}}}
\]

where \( n \) is the number of impurities per unit volume, \( v \) the sound wave velocity, \( k_{\text{B}} \) the Boltzmann constant, \( T \) the absolute temperature, \( v_{\text{th}} \) the characteristic frequency and \( D \) the deformation potential introduced by the relation

\[
F' = E \cdot \ln n
\]

which shows how the elastic strain affects the energy difference \( E \) between the two states of the impurity. Indeed the main difficulty is in the determination of \( E \), which is not known.

In the relaxation time of the impurity system in the case of thermal activation, it can be shown that the relation is temperature by an Arrhenius type relation

\[
\frac{v_{\text{th}}}{v_{\text{th}}^0} = \frac{2}{\tau_0} \quad \frac{T}{T_0}
\]

where \( \tau_0 \) is the relaxation time of the pure material, corresponding to the pure quartz frequency limit. For the quartz, the relaxation time decreases with temperature.

Fig. 7: Double well potential
The double well is approximated by two parabolic curves with minima separated by a distance $2d$.

The calculation of the eigenfrequencies of the quantum mechanical harmonic oscillator gives

$$\nu = \sqrt{\frac{\mu V_0}{2A_0}}$$

(63)

where $\mu$ is the mass of the impurity.

As for $V$, the distance $2d$ between the two well bottoms is also unknown.

$V$ and $d$ depend on the characteristics of the lattice and of the defect (Al$^+$-alkaline ion). $V$ is related to the previous parameters but also to the wave structure, i.e., to the components of the sound wave amplitude, to the propagation direction and the velocity.

The acoustic losses $(1/Q)$ were measured on the $B$ and $C$ modes of three SC and FC doubly rotated cut resonators. The results are shown on Fig. 9a, b and c. Three peaks can be observed. The peak at 77K is due to the interaction of the sound wave phonons with the thermal phonons of the crystal lattice. The second peak, at 50K, is attributed to Na$^+$ impurities. It can be observed that the B mode exhibits a lower peak than the C mode; for each resonator this shows how in the same crystal with the same impurity content and the same propagation direction the peak intensity is modified when changing the wave polarization because this difference cannot be explained only by the ratio of the velocity. But the temperature $T_0$ of the peak maximum remains constant as expected from the relation

$$K_T = \frac{V}{c_0}$$

which does not include the deformation potential.

Reduction of these data enable to evaluate the relaxation time $\tau = 2.5 \times 10^{-12}$ s (which can be compared with Stevel's value $\tau_0 = 2.1 \times 10^{-12}$ s), the potential barrier height $V_0 = 0.040$ eV (0.055 eV by Stevel) and the distance between the two wells $2d = 0.7 \AA$.

Conclusion

The diffusion of impurities under an applied electric field could be used for characterizing the impurity content of quartz crystal, as shown by this analysis. However, the lack of knowledge of the lattice and defect characteristics, essentially the deformation potentials and potential wells, do not allow to obtain the absolute impurity concentration, but relative evaluations can be made with respect to a crystal with a known impurity content. On the other hand this method, combined with low temperature measurements, can lead to the determination of those lattice potentials, and therefore to a better knowledge of quartz crystal. This is not only interesting for the fundamental point of view, but also for the practical one of quartz resonator sensitivity to disturbing radiations.
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DC PLASMA ANODIZATION OF QUARTZ RESONATORS

C.W. SHANLEY AND L.N. DWORSKY
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ABSTRACT

A technique for final tuning AT-quartz resonators having aluminum electrodes by means of a low energy DC oxygen plasma is described. Compared to other techniques, this method is clean, dry, protective, selective, and does not significantly heat the crystal.

In this process a small volume of oxygen plasma is generated in a plasma "gun" by a DC potential. A positive bias on the crystal electrode placed near the plasma causes the electrode to be anodized. The oxide layer increases the mass of the electrode and thereby lowers its frequency. Unbiased electrodes are not affected by the process, so monolithic filters may be tuned.

INTRODUCTION

Aluminum is generally used to form electrodes on VHF quartz crystals, chiefly because of its low density. This permits the deposition of relatively thick electrodes having good electrical characteristics, but without excessive mass loading. Additional advantages include low cost, good adhesion to quartz and an acoustic impedance close to that of quartz.

One problem often associated with aluminum electrodes is the gradual growth of an oxide layer which can cause aging. This oxide growth begins immediately after the formation of the electrode and continues until a thickness of around 50Å is reached. The resulting mass increase of the electrode causes a frequency decrease of the resonator.

A solution to the aging problem is to induce oxide growth well beyond any which would occur under ordinary conditions. In 1976 Bottom
c described a method of adjusting the frequency of resonators with aluminum electrodes by anodizing them in a liquid bath. Later Ang
c showed how this technique has been applied in a manufacturing environment. One disadvantage of the described technique is the necessity of removing the crystal from the bath and carefully drying it before each frequency measurement.

Reche
c reported on the anodization of electrodes in an RF generated oxygen plasma. This eliminated the necessity of drying the crystal prior to measuring its frequency. One difficulty was that the crystal was heated to a high temperature (160°C) by the plasma, causing temperature induced frequency shifts.

When used for final frequency adjustment, both liquid and RF anodization techniques have the advantage over shadow masking techniques of providing uniform deposition of a protective oxide coating on the electrode.

DC PLASMA ANODIZATION

The primary mechanism of oxide formation during anodization appears to be the movement of positive aluminum ions through the oxide to the oxide-oxygen interface. There they combine with negative oxygen ions to form aluminum oxide. After the formation of the initial oxide, an electric field of proper polarity is required across the oxide to promote aluminum ion migration.

Figure 1 is a representation of the glow produced in a DC cold cathode discharge. The plasma density is greatest in the visible glow regions of the negative glow and the positive column.

Most plasma anodization experiments described in the literature do not use the simple geometry of Figure 1. Various anode and cathode geometries can expand, contract, or even eliminate some of the regions shown in Figure 1. Further complications arise from the fact that the operating pressure can also affect the
size and distribution of the different regions.

Miles and Smith observed the highest rates of anodization at two pressures near 50 microns and 1 torr, where the sample was believed to be in the negative glow and positive column, respectively. Most of the data in the literature has been taken at the lower pressure in the negative glow, In these cases the oxide growth rate follows a near logarithmic growth rate, where the oxide thickness increases with the logarithm of the time.

In many cases oxide growth has been observed to be limited by sputtering. Oxygen ions striking the anodized surface may sputter off the oxide at a rate close to the anodization rate, thereby limiting growth. Conversely, material may be sputtered from the anode or cathode and deposited on the crystal, thereby enhancing the apparent anodization rate.

**EXPERIMENTAL PROCEDURE**

For the experiments described here, a small plasma "gun" was constructed (Figure 2). The gun is approximately 1.4 cm in diameter and 2.3 cm in length, and made of aluminum. The exterior is hard coat anodized to prevent a glow from being established on the outside of the gun. The anode and cathode are separated by an aluminum oxide insulator. A stainless steel screen was inserted to provide a uniform, porous cathode surface. The back of the gun is ported to allow fresh neutral oxygen into the gun chamber.

The crystal to be anodized is placed approximately 5 mm from the end of the plasma gun. This crystal is then outside the region of the visible glow of the plasma, where heating of the crystal by the plasma is minimal. It is also far enough away from the gun that no sputtered anode material is deposited on the electrode.

When sufficient voltage is applied at the proper pressure, a glow discharge is established between the cathode screen and the anode ring. The various regions shown in Figure 1 are not discernable in the small anode-cathode gap, but the area around the anode ring glows in a characteristic of the positive column. The visible glow is contained within the gun.

A positive bias voltage is applied to the electrode to be anodized. This induces a field across the existing oxide which helps the transport of aluminum ions. In addition, negative oxygen ions are attracted from the plasma to the electrode surface. RF measurements are made by turning off the plasma and measuring the reflection coefficient ($S11$) of the electrode. The RF switching is performed by PIN diodes. The process is controlled by a Hewlett-Packard 9825 calculator, interfaced to a small Motorola 6800 microprocessor system which handles timing and switching functions. The process of turning off the plasma, making the frequency measurement, calculating the current rate, and re-establishing the plasma requires less than three seconds.

Experiments were conducted in two different vacuum chambers. The first had only a roughing pump. The chamber was rough pumped to 600-800 microns and backfilled to operating pressure (approximately 2 torr). Later experiments were done in a system with both a roughing pump and cryogenic pump (Cryotorr-8 from CTI Cryogenics). In these later experiments the system was rough pumped to around 1 torr and cryopumped to better than $10^{-4}$ torr before backfilling.

**RESULTS**

Crystals ranging from 3rd overtone 30 MHz crystals to 5th overtone 175 MHz crystals have been tuned using this technique. A typical anodization run is shown in Figure 3. Since the subject of interest is the frequency change as a function of time, it is not sufficient to monitor oxide growth. As the oxide grows, it consumes some of the aluminum in the electrode. The curve here expresses the anodization process by the equivalent frequency change for any crystal. For reference a scale showing the equivalent frequency change for a 5th overtone 100 MHz resonator is also shown.

The data shown in Figure 3 was taken at an oxygen pressure of 2.2 torr, and a bias voltage on the electrode of 30 VDC. The voltage applied to the plasma gun was -600 V, and the current observed was 0.5 mA. The power dissipation in the plasma was thus slightly less than a third of a watt. The curve resembles a simple exponential, but is in reality more complex. Figure 4 shows the same data plotted logarithmically. Region I has almost twice the slope of region II.

Such a change in slope indicates a change in the rate controlling step of a physical process. This is seen, for example, in diffusion experiments, where the rate change may indicate a change from
grain boundary diffusion to bulk diffusion. Both processes are simultaneously happening, but each dominates the net phenomena under different circumstances.

Possible limitations to the rate at which the oxide can form include aluminum availability, crystal cleanliness, oxygen availability, sputtering, and the kinetics of the reaction forming Al2O3. The oxygen reaches the crystal at a constant rate, which is determined by the pressure and is the same in regions I and II. Similarly, the reaction forming Al2O3 proceeds at the same rates in regions I and II, if both aluminum and oxygen are present. On the other hand, aluminum availability would be greater in region I, since in region II the oxide will have grown to a thickness sufficient to impede the aluminum flow.

The oxygen ions are attracted to the crystal electrodes by a low bias voltage. Unbiased electrodes do not change in frequency, indicating that no material is sputtered onto or off of the surface. It follows that sputtering is not likely to be the rate determining step in either region. The kinetics of Al2O3 formation are not likely to be slow enough to limit the rate. It is probable, therefore, that the arrival of oxygen at the electrode may be the slowest and hence the rate limiting step in region I. In region II, the oxide is thicker, causing the electric field across it to be reduced. In this case, the arrival of aluminum at the oxide/oxygen interface may be the rate limiting step.

Figure 5 shows the logarithmic anodization rate (equivalent angstroms of aluminum divided by the log of the time) as a function of bias voltage on the electrode. Data from the slopes in region I and region II are shown. The scatter in the data may be due to the different frequency crystals used or to small amounts of contamination. Pump oil, inadequate cleaning, or other contaminants will adversely affect the anodization rate by reducing the aluminum surface available for anodization.

Region I shows a variation in rate with different bias voltages, whereas region II remains relatively constant. If region I is oxygen limited, it might be expected that higher bias voltages would attract more oxygen ions and thereby increase the rate. Instead there is an apparent decrease in anodization rate with bias voltage. The bias voltage may be disturbing the distribution of the plasma and thereby affecting the observed rate.

In region II the oxide has increased in thickness, causing the electric field across it to be reduced. The higher the bias voltage, the later the breakpoint between regions I and II will occur. Region II behavior corresponds to a particular electric field level and is therefore independent of voltage, as observed.

EFFECT OF PRESSURE

As mentioned previously, the glow discharge is strongly affected by pressure and by the anode and cathode geometry. For the gun geometry described here, the highest rates were obtained for an oxygen pressure of 2.2 torr. At pressures greater than 2.4 torr, the plasma would not reliably ignite. At pressures lower than about 1.4 torr, the plasma was weak and would often be extinguished.

For pressures near 2.2 torr, however, the slope of region I should be influenced by the pressure. Figure 6 shows data from a resonator run at 1.8 torr and 15 volts bias. The oxygen concentration is less at this pressure than in the case of the previous curves, and the rate in region I has been reduced to the rate of region II. This is consistent with the hypothesis that near the normal operating conditions, oxygen availability is the rate controlling step in region I.

MONOLITHIC FILTERS

Several monolithic crystal filters have been tuned using this technique. A crystal is placed near the plasma gun as previously described. The frequency of each resonator is measured prior to anodization. The resonator not being measured must be tuned out by some convenient method so as not to affect the measurement. Each electrode may then be anodized for the appropriate amount of time. The tuning process continues in an iterative fashion until both electrodes are at the desired frequency. If one electrode finishes before the other, the bias potential is removed from it.

Experiments have shown that unbiased (floating) electrodes adjacent to biased electrodes do not change in frequency. Although they might be expected to suffer from some sputtering, none has been detected to within the experimental accuracy (±200 Hz), even after one hour of exposure to the plasma. A strong negative charge, measured to be around -60V, is induced by the plasma on the floating electrode and prevents anodization or sputtering.

The chief disadvantage to this technique of final tuning crystal filters is the limited tuning range available.
The electrodes must be well defined and have an accurate amount of plateback. However, the tuning range may be doubled if the ground electrodes of the filter are also anodized.

AGING

Crystals with aluminum electrodes often age downward in frequency due to long term growth of the aluminum oxide layer. The anodization process produces an oxide layer far in excess of normal oxidation. Anodized devices are more resistant to subsequent oxide growth than standard aluminum devices, and should therefore show less aging. This was confirmed by Bottom for the case of liquid anodization.

Figure 7 shows the average frequency shift for 19 crystals aged at 120°C for 500 hours. The crystals were 155 MHz, 5th overtone devices. At the end of 500 hours the crystals had an average frequency shift of -3.5 PPM, with a standard deviation of 2.1 PPM. Only 2 of the 19 devices failed to be within 5 parts per million of their initial frequency.

SUMMARY

A method of tuning aluminum resonators on quartz crystals has been described. The technique uses a low energy DC oxygen plasma to transform some of the aluminum forming the resonator into aluminum oxide, thereby increasing the resonator mass and lowering its frequency. Both oscillators and monolithic crystal filters may be tuned.

The technique is clean and dry, and does not significantly heat the crystal. Since the amount of oxide which can be produced in a reasonable amount of time is limited, the method is most useful for high overtone, high frequency devices where the frequency change with thickness is large.
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Figure 1. Typical DC Glow Discharge

Figure 2. Schematic Representation of Anodization "Gun" and Crystal
Figure 3. Anodization as a Function of Time. The Right Hand Axis Shows the Equivalent Frequency Change for a 100 MHz 5th Overtone Resonator.

Figure 4. Same Data as Figure 3, Plotted as a Function of the Log of the Time. Region I has the Higher Slope.
Figure 5. Anodization Rate as a Function of Bias Voltage. Data from Region I are shown as Triangles; Data from Region II as Circles.

Figure 6. Anodization as a Function of Time for a Pressure of 1.8 Torr.
Figure 7. Average Frequency Change as a Function of Time for 19 Devices Aged at 120°C.
CHARACTERIZATION OF ALKALI IMPURITIES IN QUARTZ

Ferdinand Euler, Herbert G. Lipson, Alfred Kahan and Alton F. Arrington

Solid State Sciences Division
Rome Air Development Center
Hanscom AFB, MA 01731

Summary

We report acoustic loss measurements from room temperature to above 500°C on resonator disks fabricated from high-grade as-grown and swept synthetic quartz, containing both Li⁺ and Na⁺ alkali impurities. As-grown quartz disks showed an exponential rise of acoustic loss $Q^{-1}$ with temperature $T$, starting above 200°C. Swept samples show the onset of a rise above 400°C and show high-temperature losses which increase irreversibly with time and are tentatively attributed to the presence of residual alkali. Loss peaks above 300°C were found in the swept disks. Some of these disappear after exposure to temperatures above 400°C.

The movement of alkali ions Na⁺ during air and vacuum sweeping has been characterized in terms of the strength of Al-OH⁻ and as-grown OH⁻ defect center infrared bands. We measured the strength of these bands after relatively short periods of sweeping, ranging from 3 to 24 hours, as well as their distribution between the anode and cathode. The alkali ion replacement with H⁺ proceeds from the anode to the cathode and is affected by the as-grown OH⁻ distribution. Depletion of as-grown OH⁻ was found after vacuum sweeping. The alkali ion movement is substantially slower for vacuum compared to air sweeping and also for Na⁺ vs Li⁺ impurities.

Key words. Quartz Material, Impurities, Sweeping, Infrared Spectroscopy, Resonators, Q-Measurements, Acoustic Losses.

Introduction

This paper reports improved methods for characterizing as-grown and swept quartz with low impurity and defect concentrations. Two characterization techniques are utilized in our laboratory, (1) high temperature Q-measurements of quartz resonators and resonator disks and (2) low temperature infrared spectroscopy of impurity bands. Both techniques deal with the detection of interstitial impurity ions that serve as charge compensators for substitutional aluminum ions Al³⁺ located in silicon sites.

The movement of alkali ions such as Na⁺ and Li⁺ give rise to exponentially increasing acoustic losses $Q^{-1}$ with temperature $T$. In as-grown quartz the details of the loss curves depend on the alkali ion activation energies, concentrations and the nature of the defect sites involved. In swept quartz, with most of the alkali ions removed and replaced by hydrogen, forming the Al-OH⁻ defect, the exponential $Q^{-1}(T)$ rise was reduced by a large factor. Our previous measurements, performed on enclosed resonators up to 350°C confirmed these results. We have extended these measurements to temperatures above 500°C using quartz disks placed in an evacuatable ceramic holder and report data for swept and unswept Premium-Q (grown with lithium additive) and High-Q quartz (grown without lithium).

In the sweeping process the replacement of alkali ions with hydrogen at silicon sites leads to intensity changes of the infrared impurity bands. It was previously found that in the initial stages of sweeping the growth of infrared bands associated with the Al-OH⁻ defect (measured with the bias along the sweeping axis) occurs immediately in air and after longer sweeping time in vacuum. The as-grown OH⁻ bands remain unchanged with air sweeping but decrease with vacuum sweeping. In order to find how the Al-OH⁻ formation proceeds along the sweeping axis, our measurements were modified and extended to determine the spatial distribution of Al-OH⁻ and as-grown OH⁻ defects between anode and
The controlling computer program calls after sweeping in vacuum, bands at 3610 and thermocouple is attached. This assembly is enclosed in a two-part ceramic gap holder to which a chromel-alumel thermocouple is attached. All disks are 5 MHz 5th order resonator disks.

Changes in the OH\(^-\) bands after sweeping have been the subject of many investigations\(^{5,6}\), but only limited data exist on the spatial distribution of band strength between anode and cathode. Krefft reported this type of variation in terms of room temperature spectra for natural quartz with high impurity content, swept at 700°C. A significant result of this investigation was that after sweeping in vacuum, OH\(^-\) bands at 3610 and 3484 cm\(^{-1}\), designated as thermally stable, were depleted, while those at 3311 and 3378 cm\(^{-1}\) became stronger, with the largest change occurring close to the anode. Assignment of these bands to specific defect centers is complicated by the a to g transition undergone by the crystal and the large line width of the room temperature bands.

We have utilized low temperature spectroscopy, with its inherent higher sensitivity for detecting small changes in absorption coefficient, to measure defect concentration changes in synthetic quartz with low impurity concentration after sweeping at temperatures below the a to g transition. We report infrared data on the distribution of Al-OH and as-grown OH\(^-\) defects between the anode and cathode for Premium-Q and High-Q synthetic quartz swept in air and vacuum. The effect of uniform and non-uniform initial OH\(^-\) distribution across the crystal, aluminum concentration, and differences between quartz containing lithium and sodium impurities on the sweeping process are discussed.

Acoustic Losses in Resonator Disks

Experimental Procedures

A block diagram of the experimental setup is shown in Fig. 1. The resonator disk, of plane-convex shape, is placed in a two-part ceramic gap holder\(^{10}\) and supported on a narrow rim on the bottom surface. The gap of the holder is wide enough to avoid contact with the crystal, at any temperature up to 550°C. The gap spacing can be varied by means of adjustable gold-plated Kovar electrodes. The two-part ceramic holder is mounted in a stainless steel enclosure to which a chromel-alumel thermocouple is attached. This assembly is enclosed in a Vycor vacuum chamber. The electrodes are connected to a network analyzer through a modified N network. A programmable synthesizer provides the stepwise variable frequency. A data bus connects these components to a desktop computer and printer for automatic data recording.

For the present study, all but one of the disks have been taken from enclosed resonators previously measured up to 350°C. The plated electrodes were removed from the disks by aqua regia, followed by washing with distilled water and drying in hot air. This procedure yields resonance resistance values less than twice those of the enclosed resonators. All disks are 5 MHz 5th overtone plane-convex or bi-convex AT-cut and are listed in Table 1.

A programmable temperature controller provides linear ramps with adjustable rates between 0.1 and 1.9 °C/min. Usually, the crystal was heated from room temperature to 250°C with 0.3 °C/min and above 250°C with 0.1 °C/min. The temperature interval between data points is generally less than 1°C.

The controlling computer program calls for repetitive frequency sweeping through the series resonance in 100 steps, with 1 or 100 msec per step. It selects appropriate starting frequencies and step widths, and determines series resonance frequency fo. The resonance resistance Rfo is calculate...
Table I. Identification of Disks and Resonators.

<table>
<thead>
<tr>
<th>Sweeping Status</th>
<th>Quartz Material</th>
<th>Autoclave* Number</th>
<th>Crystal Designations</th>
<th>Aluminum** Designations</th>
<th>Data Shown in Figure No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>unswpt</td>
<td>High-Q</td>
<td>E42-21</td>
<td>19</td>
<td>HQ (a) -</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Premium-Q</td>
<td>D14-45</td>
<td>39</td>
<td>PQ G-7</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Premium-Q</td>
<td>D14-45</td>
<td>10</td>
<td>PQ G-171</td>
<td>3</td>
</tr>
<tr>
<td>air swept*</td>
<td>High-Q</td>
<td>E42-21</td>
<td>18</td>
<td>shHQ3 U-1973</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Premium-Q</td>
<td>D14-45</td>
<td>20</td>
<td>shHQ5 U-1975</td>
<td>3</td>
</tr>
<tr>
<td>vacuum swept†</td>
<td>Premium-Q</td>
<td>D14-45</td>
<td>E</td>
<td>vs3 N-3</td>
<td>5,6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>vs5 N-5</td>
<td>5,6</td>
</tr>
</tbody>
</table>

* Sawyer Research Products, Inc.  ** ESR data from L.E. Halliburton, Oklahoma State University  † T.J. Young, Sandia Laboratories

Reference 1

...continued from previous page...

...from maximum amplitude $A_m$ with a calibration function $R(A)$ derived from replacing the crystal with a series of resistors. For high $R_1$ values, $A_m$ is associated with a complex impedance $Z_m$ and

$$Z_m = Z_m [1 - (Z_m/Z_0)^2]$$

with an off-resonance impedance

$$Z_0 = 1 / (2 \pi f_0 C_0)$$

$C_0$ is the parallel capacitance of the crystal equivalent circuit. For each data point the off-resonance amplitude $A_m$ is measured ± 10 kHz from the center frequency $f_0$, and $Z_0$ is calculated from the average $Z_m$. The positions of $f_0$ and $f_p$ are shown for a typical resonance curve in Fig. 2.

Results

Figure 1 shows $R(T)$ of unswpt and swept crystals. The curves were plotted as log($R(T)$) vs $1000/T$. This should result in straight lines if the exponentially rising loss function $R(T)$ is due to thermally activated motion of interstitial impurities, e.g. $Na^+$ in HQ and $Li^+$ in PQ.

The unswpt samples show an exponential rise between 200° and 300°C. Repeated temperature cycling showed that, up to at least 450°C, $R(T)$ is reversible with these 2 samples. Above 500°C, $R(T)$ rises very steeply and the crystals exhibit signs of permanent degradation. Subsequent temperature cycling of PQ shows $R(T)$ curves 30 to 100% above the previous values, and these exhibit narrow peaks at irregular intervals. This degradation is corroborated by the appearance of spurious modes in resonance curves at various temperatures. With $HQ$, the degradation was much more severe. After returning from 505°C, the 5th overtone resonance was undetectable while the 3rd overtone showed highly unstable $R_1$ values in excess of 0.5 MΩ.

After removal from the holder, the two disks showed scratches and chipping in the center region of the major surfaces.

Figure 3 shows $R(T)$ vs $1000/T$ for unswpt disks HQ and PQ and for swept disks shHQ3 and shHQ5. Arrows indicate the direction of temperature change.
The lower two curves in Fig. 3 and all curves in Figures 4 and 5 relate to swept disks. In the sweeping process, the alkali ions are removed from the material and the exponential rise of $R_1(T)$ should be absent. Up to approximately 400°C, this is indeed shown by our data. Above this temperature, however, all samples display substantial increases of resistance. This increase is temperature as well as time dependent. This phenomenon was extensively studied with crystal sPQ, shown in Figure 4. The levels of $R_1(T)$ increase with each successive run. The curves show two instances of vertical rise, occurring at 418°C in run 1 and at 515°C in run 4, implying that $R_1$ increases with time at constant temperatures. In both cases the temperature was maintained for 2 to 3 hours and $R_1$ as function of time followed a saturation curve with estimated time constants between 2 and 3 hours.

Fig. 5 shows that, for vacuum swept crystals, the rise of $R_1(T)$ above 400°C is more than twice as steep as with air swept quartz. With vacuum swept quartz this portion of $R_1(T)$ is unstable and the resonance splits into numerous interfering modes as shown in Fig. 6. After return to room temperature, crystals vs1 and vs5 showed $R_1$ values of 30,000 and 2200 Ω, respectively. Upon inspection, the two major surfaces showed a multitude of scratches in the center. Etching with diluted HF increased the depth of these scratches but did not reveal any macrotwins.

Peaks of $R_1(T)$ were observed in most swept crystals, near 130°C with the sPQ crystals and at the same temperature with sPQ, and near 400°C with vs1. The peaks of sPQ and vs1 disappeared after further heating above 400°C.

Discussion

Observation of the resonance linewidth at various temperatures indicates that the motional inductance and capacitance values of the crystals show only small changes with $T$. Thus, $R_1$ can, in first approximation, be considered proportional to the acoustic losses $Q^{-1}$. The latter, in turn, have been attributed to thermally activated ion motion$^{[7,8]}$ and may be considered proportional to the ionic conductivity $\sigma$. Recently, Jain and Nowick$^{[1]}$ showed that $\sigma$ is proportional either to $T^{1}[exp(-(E_A+E_m)/kT)]$ or to $T^{2}[exp(-(E_A+2E_m)/kT)]$, with the activation energies $E_A$ for dissociation of Al-M⁺ and $E_m$ for motion of M⁺ along the crystal channels (M⁺ stands for interstitial metal ions, e.g. Na⁺ or Li⁺). The higher exponent, involving $E_A+2E_m$, implies additional pairing sites (traps) for M⁺ besides Al-M⁺. Our unswept quartz data show some curvature in log($R_1T$) vs $1/T$. If interpreted as an intermediate case with comparable activated M⁺ and trap concentrations in the 300 to 500°C temperature range, comparison with calculated $\sigma$ T vs $1/T$ curves yields $E_A = 1.2 \pm 0.2$ eV, $E_m = 0.2 \pm 0.1$ eV. The concentrations of additional M⁺ traps are estimated to be $10^{-5}$ to $10^{-4}$ of total M⁺ content.

An alternate explanation for the observed curvatures is a peak between 350 and 400°C superimposed on the straight lines. Peaks near these temperatures have been observed on unswept as well as swept quartz and were attributed to dielectric relaxation of defect centers. Activation energies derived from the slope of the straight
lines are approximately 0.85 eV for PQ and 1 eV for HQ. These values are in line with literature data, e.g., the value 0.7 eV observed by King and Fraser, for natural quartz and 0.72, 0.77, and 0.92 eV found by Fraser for Li+, Na+, and K+ swept into natural quartz. Jain and Nowick's conductivity measurements yielded 0.82 eV for natural and 1.36 eV for synthetic quartz.

With our swept crystals, the observed permanent increase of the rising portion of $R_1(T)$ may relate to sweeping or any one of the procedures involved in the resonator fabrication. The curve pertaining to run 4 of PQ, in Fig. 4, is remarkably parallel to that of the unswept PQ, alluding to the presence of residual lithium impurity. Its location about one order of magnitude below PQ would then imply that as much as 10% of the original alkali content remained in the crystal after sweeping, possibly stuck in channels interrupted or clogged by defects. These alkali ions then diffused above 400°C into regular Al-H+ positions from which they can be activated.

In our vacuum swept crystals, this behavior is masked by permanent degradation. Degradation characterized by steeply rising unstable $R_1$ values, multimode resonance curves, high room temperature resistance and visible surface damage was found with our unswept and vacuum swept crystals but not with those swept in air, even after exposures to temperatures exceeding 500°C. Measurements on more samples are required before one can interpret this behavior.

Sweeping Monitored By Low Temperature Infrared Spectroscopy

Experimental Procedures

The Premium-Q and High-Q quartz samples used in these investigations were grown at Sawyer Research Products (SARP) by the same process, except that for Premium-Q lithium salt was added to the mineralizer. The aluminum impurity content as determined from electron spin resonance varied from 5 to 8 ppm for High-Q and from 0.6 to 1.3 ppm for Premium-Q. The materials were obtained as unswept bars which were cut and polished into rectangular sections, with parallel x, y, and z faces, approximately 1.5 x 1.8 x 2.0 cm in size. The experimental procedures for both air and vacuum sweeping are described in previous publications. For short-term sweeping experiments, the samples were clamped between platinum foils with the +Z face at the anode and the -Z face at the cathode.

The infrared transmissions of the samples were measured between 3100 - 3700 cm⁻¹ at 85K with a Digilab FTS-14 Fourier Spectrophotometer at a resolution of 2 cm⁻¹ using unpolarized radiation with $R_2$ or $R_3$. The full beam of the spectrometer was focused through the crystal for measurements in the direction of sweeping ($R_2$), In addition, the crystal was scanned normal to the
direction of sweeping \((XY)\) by moving a \(3.2 \times 10^{-2}\) mm aperture along the \(YZ\) face between the anode and cathode as shown in Figure 7.

**Experimental Results**

Figure 8 shows absorption coefficient values \(\kappa\) measured along the sweeping direction for the 3366 cm\(^{-1}\) Al-OH\(^+\) band and 3581 cm\(^{-1}\) as-grown OH\(^-\) band for Premium-Q quartz vacuum swept for periods of 3 to 24 hours. Unswept Pre- mium-Q and High-Q quartz has four bands associated with OH\(^-\) vibrations with peaks at 3348, 3396, 3438 and 3581 cm\(^{-1}\). The 3581 cm\(^{-1}\) band has a strong narrow peak with an easily determined background absorption while the others require subtraction of the Si-O lattice vibration contribution. For this reason we have chosen the 3581 cm\(^{-1}\) band to monitor changes in as-grown OH\(^-\). 3536 cm\(^{-1}\) and 3581 cm\(^{-1}\) absorption, not present in the unswept sample, appears after the first 3 hour sweeping period accompanied by a strong decrease in 3581 cm\(^{-1}\) absorption. After this initial sweeping period, 3566 cm\(^{-1}\) band strength increases and 3581 cm\(^{-1}\) band strength decreases more gradually with essentially no change observed after 12 hours.

Figure 9 shows absorption coefficient values \(\kappa\) measured normal to the sweeping direction for Premium-Q quartz before and after sweeping in air for 3 hours. These values were determined from the designated transmittances measured through the \(3.2 \times 10^{-2}\) mm aperture centered at seven axis positions between the anode and cathode.

An as indicated by the unswept data, this crystal has a very small increase in as-grown OH\(^-\) concentration between the anode and the center, and a much more pronounced increase between the center and the cathode. The only significant changes in the 3581 cm\(^{-1}\) absorption after 3 hours of sweeping are small increases close to the anode and the cathode. After sweeping, 3366 cm\(^{-1}\) absorption is strongest close to the anode, decreases toward the center of the crystal and then increases toward the cathode. The increase in Al-OH\(^+\) absorption tends to follow the as-grown OH\(^-\) distribution.

Figure 10 shows the 3366 cm\(^{-1}\) Al-OH\(^+\) and 3581 cm\(^{-1}\) as-grown OH\(^-\) band behavior for Premium-Q samples swept in air and vacuum for progressive short time periods. Both these samples and that of Figure 9 were adjacent crystals cut from the same bar and had approximately the same initial OH\(^-\) distribution. The 3 hour air sweeping produces an Al-OH\(^+\) distribution similar to that shown in Figure 9. An additional 3 hour air sweeping increases the overall Al-OH\(^+\), and the resulting curve follows the pattern of the as-grown OH\(^-\) distribution.

With vacuum sweeping, the Al-OH\(^+\) distribution is considerably different from that observed for air sweeping especially during the initial stages. A 3 hour sweeping produces Al-OH\(^+\) close to the anode with a sharp decrease toward the center of...
Figure 11. Absorption coefficient $a_f$ for 3581 and 3366 cm$^{-1}$ bands as function of position between anode and cathode after air or vacuum sweeping Premium-Q quartz for the indicated time periods.

The results of a similar study for High-Q quartz, containing Na$^+$, are shown in Figure 11. The high-$Q$ aluminum content was approximately seven times larger than that of the Premium-Q. The as-grown OH$^-$ absorption strength in an unswept sample is in the same general range as that of the Premium-Q, and shows a gradual variation across the crystal, $4000 - 3300$ cm$^{-1}$, between the anode and cathode.

After 3 hours of air sweeping, a strong Al-OH$^-$ band is observed with a band strength approximately six times larger than that of the Premium-Q, very close to the aluminum ratio of the samples. This band is concentrated close to the anode, decreasing to zero only 4 mm away. Sweeping times of 6 and 12 hours increase the total band strength and move the Al-OH$^-$ distribution further through the crystal toward the cathode, but at a much slower rate than with the Premium-Q crystal. After the 12 hour sweeping period the Al-OH$^-$ distribution approaches that of the as-grown OH$^-$. Similar to the Premium-Q, the High-Q shows little change in as-grown OH$^-$ distribution with increasing sweeping time.

Six hours of vacuum sweeping introduces a very small Al-OH$^-$ band and little change in the as-grown OH$^-$ band. Sweeping for an additional 6 hours produces a relatively strong Al-OH$^-$ band close to the anode which decreases sharply toward the crystal center. In contrast the as-grown OH$^-$ is depleted at the anode and rises sharply toward the center. These features observed for High-Q quartz are in general agreement with those found for Premium-Q. With both air and vacuum sweeping, the replacement of the alkali ions with OH$^-$ proceeds along the anode-cathode axis at a slower rate than in Premium-Q.

Discussion

These experimental results lead to the following conclusions about the sweeping process and the inherent differences between air and vacuum sweeping. The replacement of alkali ions with OH$^-$ begins at the anode and proceeds toward the cathode as sweeping progresses. Increased Al-OH$^-$ formation is found in regions of the crystal with stronger as-grown OH$^-$ concentration. This relationship
might be evidence that with air sweeping, hydrogen for the Al\(^{13+}\) defects may initially be supplied from the as-grown OH\(^-\) and subsequently replaced from electrolysis of water in the air ambient. A sharp rise in the Al\(^{13+}\)-OH\(^-\) band in a specific region of the crystal can also result from a localized increase in aluminum concentration. With vacuum sweeping, a strong depletion of as-grown OH\(^-\) occurs near the anode and advances toward the cathode, indicating that these OH\(^-\) ions are the source of hydrogen for the alkali replacement process. Owing to a more limited hydrogen supply, vacuum sweeping forms Al\(^{13+}\)-OH\(^-\) at slower rate than air sweeping. This means that longer time periods are required to sweep a sample in vacuum. The slower Al\(^{13+}\)-OH\(^-\) formation in High-Q as compared to Premium-Q is attributed to the difference in diffusion rates of Na and Li ions.\(^2)\) The progressive depletion of both Al\(^{13+}\)-OH\(^-\) and as-grown OH\(^-\) between the anode and crystal center observed in Premium-Q with increasing vacuum sweeping time may indicate re-diffusion of alkali to the Al\(^{13+}\) sites when the crystal is still at high temperature with no electric field, another possibility is the formation of aluminum-hydrogen centers.

**Conclusions**

1. The high-temperature acoustic loss spectrum shows that the effects of sweeping are partially reversed by heating above 1000°C. This reversal saturates and the exponential loss curve parallels that found in unswept quartz. The additional loss is contributed by residual alkali ions not removed by the sweeping process due to defective channels.

2. Alkali ion replacement with hydrogen depends on the initial OH\(^-\) concentration and distribution in the crystal both for air and vacuum sweeping.

3. Vacuum sweeping, where no hydrogen is supplied by the ambient, involves the dissociation of as-grown OH\(^-\) defects and proceeds at a slower rate than air sweeping.
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Summary

The elastic, piezoelectric and dielectric constants of berlinite (α-AlPO₄) are presented. The berlinite samples were obtained from the Allied Corporation and grown by one of the authors (BHTC). The elastic constants were measured using the pulse echo overlap method. The piezoelectric constants were obtained from the measurement of the resonance and antiresonance frequencies of stiffened shear modes for several Y and Z₄₅⁰ rotated Y-cut plates. The relative dielectric constants were measured using capacitive techniques from the X and Z-cut plates at 2 MHz. The measured elastic constants are in reasonable agreement with the results of Chang and Barsch. The results for the piezoelectric constants, e₁₁ and e₄₄, are found to be smaller in magnitude than the values reported by Chang and Barsch. The measured values of the relative dielectric constants, c₁₁ and c₃₃, are approximately equal to 2.8.

In order to further validate the experimentally determined material constants of berlinite, the surface acoustic wave (SAW) velocity and a measure of the SAW piezoelectric coupling, Δν/ν, were calculated and compared to experimental results for several crystallographic orientations. The values of the calculated SAW velocity and Δν/ν were found to be in good agreement with experimental results. The values of Δν/ν predicted using the material constants reported by Chang and Barsch were found to be significantly larger than the present theoretical and experimental results. It may therefore be concluded that the actual piezoelectric coupling in berlinite is not as high as that predicted using the Chang and Barsch data for e₁₁ and e₄₄.

Introduction

In the last decade several approaches have been proposed to achieve a combination of temperature stability and reasonable piezoelectric coupling in microwave acoustic devices superior to that obtained using quartz. One of the most promising approaches in terms of device simplicity involves the use of a single substrate which can include single crystals, ceramics and mixed crystals.

Several single crystals have been proposed as possible alternatives to quartz. These include lithium tantalate, berlinite, sulfosalt materials, paratellurite, ß-encryptite, lead potassium niobate, lithium tetraborate, tellurium vanadate and proustite. Over the last five years the material which has demonstrated the most promise is berlinite. Exciting preliminary theoretical and experimental results for surface acoustic wave (SAW) and bulk wave properties in berlinite in the late 1970's motivated several research groups to initiate berlinite crystal growing programs.

To date, the highest quality berlinite samples available have been grown at the Allied Corporation. Preliminary results on studies of bulk and SAW properties of Allied grown berlinite have been very encouraging. As a consequence, a study involving the experimental determination of the elastic, dielectric and piezoelectric constants at 25⁰C and a theoretical and experimental study of the SAW properties of berlinite have been performed. Using the experimentally determined material constants, the SAW velocity and piezoelectric coupling (Δν/ν) were theoretically predicted for a large number of orientations. Several berlinite devices were fabricated and the SAW properties were experimentally determined and compared to the theoretical results.

Material Constants of Berlinite

Berlinite exhibits trigonal symmetry (class 32) and has six independent elastic constants c₁₁, c₂₂, c₃₃, c₆₆, c₁₂, and c₁₃, two dielectric constants e₁₁ and e₃₃, and two piezoelectric constants, e₁₁ and e₄₄.

Elastic Constants

The zero-field elastic constants can be determined by measurements of the bulk acoustic wave velocities for a sufficient number of distinct propagation and polarization directions. For each of the particular directions, the acoustic wave velocity, v, can be expressed as:

\[ v = \frac{c}{ρ}, \]  

where

\[ c = \text{effective elastic constant for the particular direction} \]

and

\[ ρ = \text{mass density}. \]
Since there are six independent elastic constants in berlinite the effective elastic constant should be measured for at least six different bulk acoustic modes. The analytical expressions for the 14 elastic constants used in the present study are listed in Table I.

By relating the acoustic wave velocity to the crystal length, \( l \), and the corresponding propagation delay time, \( t \), one obtains from (1),

\[ v = \frac{c}{t} \tag{2} \]

The six elastic constants were deduced by measuring the bulk wave velocities of modes 2, 3, 7-10, 12 and 13 described in Table I. None of these eight modes contain piezoelectric or dielectric constants and are referred to as unstiffened modes.

The bulk wave velocities were measured using a Panametrics Ultrasonic Time Intervalometer system 3054. This system makes use of the pulse overlap method described by McElmurry.

The round trip bulk wave transit times for a number of crystal samples on each of the eight different orientations given in Table I were measured and the associated bulk wave velocities were obtained from equations 1 and 2. Since there are eight equations relating bulk wave velocities to \( c_{ij} \) and only six independent elastic constants, some of the equations were solved directly and the others were solved using a minimization technique. In particular this involved the minimization of the following function,

\[ S = \sum_{m,n=1}^{M} \left( \frac{1}{w_{mn}} \left( \frac{\text{exp} - \text{th}}{c_{nm}} \right)^2 \right) w_{mn}, \tag{3} \]

where

- \( c_{nm} \) = The measured effective elastic constant for mode, \( n \), and sample, \( m \).
- \( c_{nm} \) = The effective elastic constant for mode, \( n \), expressed in terms of the \( c_{ij} \)’s from Table I.
- \( w_{nm} \) = A weighting factor chosen by the user based on confidence in a particular mode and sample, as determined by crystal sample misalignment.
- \( M \) = Number of available samples of mode, \( n \), and
- \( n \) = The unstiffened mode number.

The function given in equation (3) was minimized using an n-dimensional search program.

**Dielectric Constants**

The two dielectric constants, \( \varepsilon_8 \) and \( \varepsilon_{33} \), can be evaluated from measurements of the capacitance of thin plates cut perpendicular to the X and Z axes, respectively. If the measurements are made at a frequency lower than the lowest resonance frequency, the dielectric constants at constant stress, \( \varepsilon_i \) and \( \varepsilon_{ij} \), are determined. If the measurements are made above the fundamental resonance frequency, then the dielectric constants at constant strain, \( \varepsilon_{ij} \) and \( \varepsilon_{ij} \), are determined. The relationship between the dielectric constants measured at the two above conditions is given for berlinite as follows,

\[ \varepsilon_{ij}^T = \varepsilon_{ij}^S + d_{ij} \varepsilon_{ij} \]

and

\[ \varepsilon_{ij}^T = \varepsilon_{ij} \]

The dielectric constant, \( \varepsilon_i^T \), can be measured with better accuracy than \( \varepsilon_{ij} \) primarily due to the lower frequency used in these measurements.

If the fringing capacitance at the edge of the electrodes is neglected, the capacitance of a parallel-plate capacitor below the fundamental resonance frequency is given by,

\[ C = \frac{\pi A}{T} \]

where

\( T \) = effective dielectric constant under constant stress,

\( A \) = electrode area

and

\( T \) = plate thickness.

The measured value of the capacitance per unit area, \( C/A \), is always greater than the value of capacitance per unit area of the plate with infinite electrodes, \( C/A \). This is due primarily to fringing capacitance.

Consider the parallel-plate capacitor shown in Figure 1. One electrode completely covers one side of the plate while the other side is covered with a circular spot of area less than that of the plate. It is reasonable to assume that the fringing capacitance is proportional to the circumference of the circular electrode. The measured capacitance, \( C_n \), is then given by,

\[ C_n = \frac{C}{N} - r^2 \pi r \]

where

\( r \) = radius of the circular electrode,

and

\( N \) = constant.

Dividing both sides of equation (6) by \( A = r^2 \) one obtains,
be evaluated as the reciprocal of the radius will be a straight line. If $(C/A)_r$ is measured for several different values of $r$, then $(C/A)_{=}$ can be evaluated by extrapolating to $r = \infty$. The dielectric constant will then be determined from the expression,

$$\varepsilon \equiv (C/A)_{=}.$$  \hspace{1cm} (7)

The effective unstiffened elastic, dielectric and piezoelectric constants for modes $1, 6, 11$ and $14$ are summarized in Table II. The two unknown piezoelectric constants, $e_{11}$ and $e_{14}$ can be determined from at least two modes presented in Table II. One of these modes must depend on the piezoelectric constant, $e_{11}$. For example, if modes 6 and 11 are chosen, then from equation (14) one obtains for modes 6 and 11 the following relations for the piezoelectric constants,

$$e_{11} = e_{14} = \sum \left[ \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right) \right]^{1/2},$$ \hspace{1cm} (15)

$$e_{14} = e_{11} = \sum \left[ \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right) \right]^{1/2},$$ \hspace{1cm} (16)

where the sign of $e_{11}$ must be positive. \hspace{1cm} (13)

From equations (10) and (12) the following expressions results for $e_{11}$ and $e_{14}$

$$e_{11} = e_{14} = \sum \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right),$$ \hspace{1cm} (14)

The effective unstiffened elastic, dielectric and piezoelectric constants for modes $1, 6, 11$ and $14$ are summarized in Table II. The two unknown piezoelectric constants, $e_{11}$ and $e_{14}$ can be determined from at least two modes presented in Table II. One of these modes must depend on the piezoelectric constant, $e_{11}$. For example, if modes 6 and 11 are chosen, then from equation (14) one obtains for modes 6 and 11 the following relations for the piezoelectric constants,

$$e_{11} = e_{14} = \sum \left[ \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right) \right]^{1/2},$$ \hspace{1cm} (15)

$$e_{14} = e_{11} = \sum \left[ \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right) \right]^{1/2},$$ \hspace{1cm} (16)

where the sign of $e_{11}$ must be positive. \hspace{1cm} (13)

Substituting $e_{11}$ from equation (15) into (16) one obtains,

$$e_{14} = \sum \frac{k^2}{1-k^2} \left( c_{44} + 2c_{14} \right) \left( \varepsilon_{11} + \varepsilon_{33} \right),$$ \hspace{1cm} (17)

Since $c_{11}, c_{33}, T$ for weakly coupling materials, the dielectric constants at constant stress rather than constant strain are used in the above expressions to a good approximation.

In order to experimentally determine $k$, $c$, $e_{11}$ and $e_{14}$, one must account for losses which occur in the actual vibrating plate or resonator. These losses exist due to internal losses such as dielectric, piezoelectric and elastic losses and external losses caused by metal electrodes, electrical contacts and mechanical mounting. These losses can be represented by a series resistance, $R$, in the electrical equivalent circuit for the resonator shown in Figure 3. When this circuit is connected as the bridging element of a pi network having a resistance, $R$, in each leg, the transfer function between the input voltages, $V_1$ and $V_2$, can be expressed as follows,
In performing the least squares fit for the unstiffened modes listed in Table I were performed at room temperature on a number of berlinite cubes using the procedure outlined earlier. Two types of cubes were supplied, those having face normals parallel to all three crystallographic axes (XYZ cubes) and those having one pair of face normals parallel to the crystal X-axis with the other two pairs rotated by 25° with respect to the Y and Z axis (±25° cubes). All crystal samples were normal to 0.3° on a side and had opposing faces which were extremely parallel as a result of a double-face polishing technique. Information on orientation accuracy supplied by X-ray data from Allied indicated that the X, Y and Z polished faces were generally aligned to within a few tenths of a degree. A few samples, however, had angular misalignments of nearly one degree. No information was supplied on the ±25° cubes; however, one such crystal was subsequently sent to Mann Laboratories in Cambridge, Massachusetts for X-ray measurements in order to determine the magnitude of the orientation misalignment of both the ±25° faces. It was determined to be only about 15 minutes in rotation about the X-crystallographic axis and slightly less than one degree out of the Y-Z crystal plane.

Suitability of any given sample face for measurement was determined by its orientation accuracy as well as the sensitivity of the effective elastic constant associated with this face to misalignment. It was found that, in general, a 1° angular misalignment in a face normal resulted in nominally a 1% error in effective elastic constant. One exception was found to be the X-face for which sensitivity to orientation error was more than an order of magnitude smaller.

Effective elastic constant values obtained for any sample, which were found to be widely scattered from values for other samples of the same mode, were omitted from the least square fit procedure.

In performing the least squares fit for the elastic constants, a unity weighting factor was chosen for all modes with the exception of the unstiffened X-face modes, m=1 and n=1. Because of the significantly lower sensitivity to crystal misalignment associated with these faces, a weighting factor of 10 was chosen. This, in effect, forces these two effective elastic constants to obey nearly exactly the functional relationship with respect to the elastic constants indicated in Table 1. In the limit of an infinite weighting factor, the functional relationship becomes an identity. One further modification to the fitting procedure was to fix the value of c_{11} as determined by measurements of the stiffened X-face longitudinal mode ν_{11} and measurements of c_{11} and c_{14}. This choice was also motivated by the insensitivity of the X-face modes to misalignment error.

In performing the fit, an initial guess for the elastic constants, c_{11}, was provided based upon experimental measurements of the effective elastic constants for six unstiffened modes.

The SAW Properties of Berlinite

In order to determine the validity of the measured elastic, dielectric, and piezoelectric constants, the SAW velocity, v, and coupling, v/ν, were theoretically predicted for several crystal orientations and compared to experiment. The delay line used in making the measurements was designed with a large aperture, to minimize the effects of non-zero power flow angle, and with few fingers and wide center to center separation in order to minimize the effects of transducer metallization. The devices consisted of 25 unsplit finger pair transducers having finger width of 10.5μm, an aperture of 3mm and roughly a unity stripe to gap ratio. Transducer center to center separation was 2mm and the aluminum electrodes were 1500Å thick.

The SAW velocity was obtained by measurement of the center frequency for the transducer passband and from knowledge of the finger periodicity. The coupling was measured using two techniques, standard conductance measurements using an R, C bridge and the phase change method. The latter technique measures the change in delay line phase and corresponding velocity shift when a metal layer is evaporated in situ on the crystal surface between the electrodes.

Results and Discussion

Elastic Constants
The values obtained for the effective elastic constant for each mode, \( n \), were averaged over all \( N \) samples. The resultant six equations were then solved for the six independent elastic constants which were then used as the initial guess for the fitting routine. Table III indicates the room temperature values of the elastic constants obtained as a result of the least squares fit as well as a comparison with measured values of Chang and Barsch. Also indicated is an estimate of the error associated with each constant. This estimate is based upon the spread between the initial guess for \( c_{ij} \) and the final fitted value. In the limit of no experimental error, initial and final values become identical.

A further check of the validity of the obtained room temperature data set is found by comparing the effective elastic constants for each mode, \( n \), generated by this set with average experimental values. Table IV shows this comparison and includes as an independent check of the data set a comparison for a number of stiffened modes as well. The effective elastic constants for these modes required, additionally, the inclusion of the measured room temperature piezoelectric and dielectric constants. All deviations are well within experimental error.

### Dielectric Constants

Four X and four Z-cut berlinite plates of a thickness \( T = (0.566 \pm 0.003) \text{mm} \) and an area of about \( 1 \text{cm}^2 \) were used for dielectric constant measurements. The well polished surfaces were plated with a 0.1-mm thick aluminum layer in a vacuum system equipped with an electron gun evaporator. Each of these samples was then attached to the stainless steel support by means of a silver paste.

The circular top electrodes were fabricated by standard photolithographic technology. The diameters of the top electrodes used were approximately equal to 8.9, 7.8, 5.8 and 4.3 millimeters respectively with an accuracy of about \( \pm 0.005 \text{mm} \).

The capacitance of each sample was measured by means of the HP250B RX meter at a frequency of 1 MHz. The uncertainty of the capacitance measurement was estimated to be about \( \pm 0.01 \text{ pF} \).

From extrapolation to infinite diameter, the value obtained for \((C/A)_o\) was 7.45 \( \text{pF/cm}^2 \) for the X and Z-cut samples. Data appropriate to a Z-cut sample is shown in Figure 4.

It is estimated from equation (7) and taking measurement errors into account that,

\[
\frac{1}{T_1} = \frac{1}{T_2} = 4.8 \pm 0.2.
\]

The X-cut samples were also measured at a frequency of 15 MHz. From these measurements it was estimated that

\[
\frac{1}{T_{1x}} = 4.7.
\]

The berlinite dielectric constant, \( \varepsilon_{11} \) and \( \varepsilon_{33} \), have been measured by many authors. In this case the measurement procedures were not well-defined and the results were sample dependent. The published values of the relative dielectric constant, \( \varepsilon_{11}/\varepsilon_{o} \), ranged from 6.05 to 4.55 and \( \varepsilon_{33}/\varepsilon_{o} \), ranged from 8.03 to 4.39. The differences in these results may be attributed to crystal defects, water and fringing capacitance. Crystal defects such as bubbles and inclusions have a strong influence on the dielectric constant. Water having a relatively large dielectric constant of 80 may have the most significant effect on the dielectric constant of berlinite. Due to defects and water, relaxation peaks were observed in the loss tangent and step-like kinks in the dielectric constant as a function of temperature. In these cases, the dielectric constant has a strong frequency dependence. Therefore, the larger measured values of the berlinite dielectric constant were probably received for samples with a significant water content.

In the present work, good reproducibility of the measured dielectric constant from sample to sample was obtained. Also changes in the dielectric constant with frequency were small. This indicates that the berlinite crystals studied in the present work were of high quality and with low water content.

Finally, if fringing capacitance is excluded, the dielectric constant will be larger than expected. As described earlier, the fringing capacitance has been accounted for in the present work.

### Piezoelectric Constants

The piezoelectric constants of both berlinite and quartz were determined. The reason for examining the latter, for which the piezoelectric constants are well known, was to insure that the experimental procedure was accurate. Three Y-cuts, three \( -45^\circ \) Y-rotated cuts and one \( +45^\circ \) Y-rotated cut of berlinite were studied. The resonance and antiresonance frequencies, \( f_r \) and \( f_a \), for the Y-cut and \( +45^\circ \) Y-rotated cuts were determined as discussed earlier. The results were averaged and the associated electromechanical coupling coefficients, \( k_{11} \) and \( k_{33} \), were then determined from equation (11).

Finally, equations (15) and (17) were used to obtain \( e_{11} \) and \( e_{14} \).

The values obtained for the piezoelectric constants for berlinite are summarized in Table V and compared to experimental results obtained by other workers. Also given in Table V is a comparison between the experimentally determined piezoelectric constants of quartz and values given by Buchmann. In the case of quartz, the agreement between the present results and those of Buchmann is excellent, thereby insuring the validity of the present experimental approach.

In the case of \( e_{11} \) and \( e_{14} \), for berlinite, the present results are much smaller than those reported by Chang and Barsch. This is not unexpected since the pulse measurement technique used in the Chang and Barsch work is very inaccurate when the electromechanical coupling is small. In this case the measurement error is comparable to the piezoelectric stiffening term.
From the known values of the $e_i$, $e_{ij}$, and $\epsilon_{ij}$ constants, $d_{ij}$ and $d_{ij}^\ast$ were evaluated. An examination of the values for $d_{ij}$ in Table V reveals that the values of the present study are, in all cases, lower than those obtained in previous studies. Since Mason's measurements were performed on old, poor quality berlinite crystals, the existing differences, therefore, might be justified. The berlinite crystals used by Kolb et al were also not of high quality since they received a large scattering in the $d_{ij}$, $c_{ij}$, and $c_{ij}^\ast$ constants. They also received too large a value for the $d_{ij}$ constant for quartz. Therefore, their results are suspect. Uchino and Cross received good agreement for the $d_3$ constant of quartz, but they studied old berlinite crystals. Finally, both Kolb et al and Uchino and Cross used methods which were not accepted by IEEE Standard of Piezoelectricity for piezoelectric constant determination.

SAW Velocity and $\Delta v/v$

The berlinite samples used for the SAW velocity determination were typically 1 cm long in the propagation direction with a thickness about 1 mm. Alignment accuracy in the propagation direction was estimated to be ±1°. The SAW velocity for several orientations was determined as described earlier. The results of the measurements are presented in Table VI and compared to a theoretical calculation based on the material constants given earlier.

An estimated error in SAW velocity measurements of 50 m/sec is based upon accuracy with which transducer finger periodicity and center frequency could be measured.

The agreement between theory and experiment is within ±2.5° for all cuts studied except the $d_{33}$ cut. The fact that the crystals may be misoriented by at least ±5° and that the transducer alignment is accurate within ±1° might explain in part the discrepancy of 25 m/sec in this cut.

The $\Delta v/v$ parameter was determined using the conductance and phase methods for several orientations. In the conductance method, the input conductance, $\sigma$, and capacitance, $C$, of the two interdigital transducers in each orientation were measured by means of the HP2390B network. From these measurements, the known center frequencies, $f_0$, the number of fingers, $N$, and the effective dielectric constant, $\epsilon_r$, and the $\Delta v/v$ parameters were estimated. The results presented in Table VII are the average of the measurements on each transducer. Due to the poor quality of the interdigital transducer fingers, partial fingers, narrow fingers, and due to the input conductance and capacitance measurement errors, the accuracy of the $\Delta v/v$ determination using the conductance method was about ±30%.

The $\Delta v/v$ parameter was also measured by means of the phase method in a vacuum system for three orientations listed in Table VII. The error in the $\Delta v/v$ measurement is estimated to be about ±50%. The agreement for the $\Delta v/v$ parameter received from the two methods is very good.

The measured $\Delta v/v$ parameters are also compared with values calculated using our material constants and the material constants of Chang and Barsch in Table VII. The values of $\Delta v/v$ determined using the material constants measured in the present study is in much better agreement with experiment than the $\Delta v/v$ values predicted using the material constants of Chang and Barsch. This seems to indicate that the present values of $e_i$ and $e_{ij}$ are more reliable than the values reported by Chang and Barsch. Possible discrepancies between the present theory and experiment may be attributed to sample orientation errors and small errors in $e_i$ and $e_{ij}$.

Summary and Conclusions

Berlinite crystals grown by the Allied Corporation have been evaluated both experimentally and theoretically to determine their potential for microwave acoustic applications. The room-temperature values of the elastic, dielectric and piezoelectric constants have been obtained and yield good predictions of SAW velocity and electromechanical coupling measured experimentally on a number of delay line orientations. The repeatability of the measured constants from sample to sample indicates the high quality and uniformity of the Allied grown material. The electromechanical coupling of berlinite was found to be significantly lower than that reported by Chang and Barsch but still almost three times that of Si-Cut quartz for temperature compensated orientations.
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Table I. Effective elastic constants, $\tilde{c}$, of berlinite.

<table>
<thead>
<tr>
<th>No.</th>
<th>Direction of Propagation</th>
<th>Mode</th>
<th>$c_{44} \cdot \tilde{c}<em>{11}/\tilde{c}</em>{11}$</th>
<th>$c_{44} \cdot \tilde{c}<em>{44}/\tilde{c}</em>{11}$</th>
<th>$c_{44} \cdot \tilde{c}<em>{12}/\tilde{c}</em>{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>L</td>
<td>$(c_{44} \cdot \tilde{c}<em>{44})/\tilde{c}</em>{11}$</td>
<td>$(c_{44} \cdot \tilde{c}<em>{12})/\tilde{c}</em>{11}$</td>
<td>$(c_{44} \cdot \tilde{c}<em>{11})/\tilde{c}</em>{11}$</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>FS</td>
<td>$(c_{44} \cdot \tilde{c}<em>{11})/2 + [c</em>{44} - c_{12}]/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>SS</td>
<td>$(c_{44} \cdot \tilde{c}_{44})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>4</td>
<td>y</td>
<td>QL</td>
<td>$(c_{44} \cdot \tilde{c}_{44})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>5</td>
<td>y</td>
<td>QS</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>6</td>
<td>y</td>
<td>S</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>7</td>
<td>z</td>
<td>L</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>8</td>
<td>z</td>
<td>S</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>9</td>
<td>y'/-45°</td>
<td>OL</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>10</td>
<td>y''/-45°</td>
<td>QS</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>11</td>
<td>y''/-45°</td>
<td>S</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>12</td>
<td>y''/-45°</td>
<td>OL</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>13</td>
<td>y''/-45°</td>
<td>QS</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>14</td>
<td>y''/-45°</td>
<td>S</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
</tbody>
</table>

Table II. Effective unstiffened elastic constants and effective dielectric and piezoelectric constants for modes 1, 6, 11, and 14 in berlinite.

<table>
<thead>
<tr>
<th>No.</th>
<th>Direction of Propagation</th>
<th>Mode</th>
<th>$c_{44}$</th>
<th>$c_{11}$</th>
<th>$c_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>L</td>
<td>$c_{11}$</td>
<td>$c_{12}$</td>
<td>$c_{11}$</td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>SS</td>
<td>$c_{66}$</td>
<td>$c_{11}$</td>
<td>$c_{11}$</td>
</tr>
<tr>
<td>3</td>
<td>y</td>
<td>OL</td>
<td>$(c_{44} \cdot \tilde{c}_{44})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>4</td>
<td>y</td>
<td>QS</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
<tr>
<td>5</td>
<td>y</td>
<td>S</td>
<td>$(c_{44} \cdot \tilde{c}_{11})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
<td>$(c_{44} \cdot \tilde{c}_{12})/2$</td>
</tr>
</tbody>
</table>

Table III. Comparison of present results for room temperature elastic constants (in $10^{10} \text{N/m}^2$) with corresponding data of Chang and Barsch

<table>
<thead>
<tr>
<th>$c_{ij}$</th>
<th>Present work</th>
<th>Chang and Barsch</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>6.693</td>
<td>6.693</td>
</tr>
<tr>
<td>12</td>
<td>1.051</td>
<td>1.051</td>
</tr>
<tr>
<td>13</td>
<td>1.629</td>
<td>1.629</td>
</tr>
<tr>
<td>14</td>
<td>2.006</td>
<td>2.006</td>
</tr>
<tr>
<td>15</td>
<td>2.424</td>
<td>2.424</td>
</tr>
<tr>
<td>16</td>
<td>2.845</td>
<td>2.845</td>
</tr>
</tbody>
</table>

Figure 1. Parallel-plate capacitor viewed from the top and the side.

Figure 2. Geometry of a vibrating berlinite plate.
Table IV. Comparison of average experimental and computed values for effective elastic resonator where $Z_r(f)$ is the impedance of the lossy piezoelectric plate and,

$$X_S = \frac{1}{\omega C_0} \left( 1 - \frac{f}{f_{th}} \right) \left( \frac{\pi}{k^2 \tan \frac{\pi}{2} \frac{f}{f_{th}} \right).$$

**A. Modes Used in Least Square Fit**

<table>
<thead>
<tr>
<th>n</th>
<th>Mode</th>
<th>$X_{\text{E}}^\text{Exp}$</th>
<th>$X_{\text{E}}^\text{Fit}$</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>XL</td>
<td>.6976 ± .0015</td>
<td>.6977</td>
<td>.01%</td>
</tr>
<tr>
<td>2</td>
<td>S55</td>
<td>.5085 ± .0035</td>
<td>.5088</td>
<td>.05%</td>
</tr>
<tr>
<td>3</td>
<td>S55</td>
<td>.2156 ± .0022</td>
<td>.2155</td>
<td>.05%</td>
</tr>
<tr>
<td>7</td>
<td>XL</td>
<td>.4664 ± .0033</td>
<td>.4662</td>
<td>.01%</td>
</tr>
<tr>
<td>8</td>
<td>45</td>
<td>.4324 ± .0033</td>
<td>.4322</td>
<td>.05%</td>
</tr>
<tr>
<td>9</td>
<td>+45 QL</td>
<td>.1267 ± .005</td>
<td>.1267</td>
<td>.00%</td>
</tr>
<tr>
<td>10</td>
<td>-45 OS</td>
<td>.3270 ± .003</td>
<td>.3270</td>
<td>.01%</td>
</tr>
<tr>
<td>12</td>
<td>-45 OQ</td>
<td>.7076 ± .004</td>
<td>.7076</td>
<td>.00%</td>
</tr>
<tr>
<td>13</td>
<td>+45 OS</td>
<td>.2997 ± .002</td>
<td>.2997</td>
<td>.01%</td>
</tr>
</tbody>
</table>

**B. Modes Used in an Independent Check**

<table>
<thead>
<tr>
<th>n</th>
<th>Mode</th>
<th>$X_{\text{E}}^\text{Exp}$</th>
<th>$X_{\text{E}}^\text{Fit}$</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>QD</td>
<td>.7412 ± .005</td>
<td>.7414</td>
<td>.02%</td>
</tr>
<tr>
<td>5</td>
<td>S75</td>
<td>.3904 ± .008</td>
<td>.3903</td>
<td>.02%</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>.2990 ± .001</td>
<td>.2990</td>
<td>.00%</td>
</tr>
<tr>
<td>11</td>
<td>+45 S</td>
<td>.2350 ± .002</td>
<td>.2350</td>
<td>.00%</td>
</tr>
<tr>
<td>14</td>
<td>-45 S</td>
<td>.4995 ± .002</td>
<td>.5000</td>
<td>.00%</td>
</tr>
</tbody>
</table>

Figure 3. Equivalent electrical circuit of a resonator where $Z_r(f)$ is the impedance of the lossy piezoelectric plate and,

$$X_S = \frac{1}{\omega C_0} \left( 1 - \frac{f}{f_{th}} \right) \left( \frac{\pi}{k^2 \tan \frac{\pi}{2} \frac{f}{f_{th}} \right).$$

Figure 4. Variation of $C/A$, for Z-cut berill- nit as a function of the inverse electrode radius. Dots - experimental data; solid line - curve fit to experimental data; dashed line - extrapolation to infinite radius.
Table V. Room temperature piezoelectric constants, $e_{ij}$ and $d_{ij}$ of berlinite and quartz.

<table>
<thead>
<tr>
<th></th>
<th>Berlinite</th>
<th>Quartz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e_{ij}$ (Coul/m²)</td>
<td>$d_{ij}$ (pC/N)</td>
</tr>
<tr>
<td>Present Study</td>
<td>$e_{11}$</td>
<td>$d_{11}$</td>
</tr>
<tr>
<td>Chang &amp; Barsch</td>
<td>0.14</td>
<td>-0.13</td>
</tr>
<tr>
<td>Present Study</td>
<td>$e_{11}$</td>
<td>$d_{11}$</td>
</tr>
<tr>
<td>Borch &amp; Mueller</td>
<td>0.14</td>
<td>-0.13</td>
</tr>
</tbody>
</table>

a) Calculated from the $e_{ij}$, $d_{ij}$ and $e_{ij}$ determined in the present study.

Table VI. Measured center frequency and associated SAW velocity for different orientations in berlinite.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Euler Angles</th>
<th>Center Frequency</th>
<th>SAW Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Boule</td>
<td>$-30.4^\circ$</td>
<td>69.92</td>
<td>2744</td>
</tr>
<tr>
<td>Y-Boule</td>
<td>$-46.6^\circ$</td>
<td>68.05</td>
<td>2749</td>
</tr>
<tr>
<td>Z-Cut</td>
<td>$90^\circ$</td>
<td>70.07</td>
<td>2777</td>
</tr>
<tr>
<td>Z-Cylinder</td>
<td>$90^\circ$</td>
<td>68.40</td>
<td>2781</td>
</tr>
<tr>
<td>Doubly Rotated A*</td>
<td>$38.5^\circ$</td>
<td>66.85</td>
<td>2788</td>
</tr>
<tr>
<td>Doubly Rotated B*</td>
<td>$38.5^\circ$</td>
<td>66.85</td>
<td>2788</td>
</tr>
</tbody>
</table>

Table VII. Comparison of the experimentally measured values of $\Delta v/v$ as determined by the conductance method and the phase method with theoretical values based on material constants determined by Chang and Barsch.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>$\Delta v/v \times 10^{-5}$</th>
<th>Conductance Method</th>
<th>Phase Method</th>
<th>Theory*</th>
<th>Theory**</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-Boule</td>
<td>0.10</td>
<td>0.10</td>
<td>0.105</td>
<td>0.230</td>
<td></td>
</tr>
<tr>
<td>Y-Boule</td>
<td>0.06</td>
<td>-</td>
<td>0.048</td>
<td>0.157</td>
<td></td>
</tr>
<tr>
<td>Z-Cut</td>
<td>0.13</td>
<td>0.13</td>
<td>0.100</td>
<td>0.271</td>
<td></td>
</tr>
<tr>
<td>Z-Cylinder</td>
<td>0.14</td>
<td>0.15</td>
<td>0.116</td>
<td>0.266</td>
<td></td>
</tr>
<tr>
<td>Doubly Rotated A*</td>
<td>0.13</td>
<td>-</td>
<td>0.111</td>
<td>0.269</td>
<td></td>
</tr>
<tr>
<td>Doubly Rotated B*</td>
<td>0.13</td>
<td>-</td>
<td>0.113</td>
<td>0.252</td>
<td></td>
</tr>
</tbody>
</table>

*Theory utilizing material constants determined in the present study.
**Theory utilizing material constants determined by Chang and Barsch.
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Summary
The oscillation frequency behavior of the quartz crystal plates is observed, while a laser beam as a kind of probe is irradiating different points of their principal surfaces. Such frequency behavior is characteristic to the respective angle of cut and is independent of the geometry and type of the electrode or support.

Experimental
1. Frequency transient measuring system
The measuring system is shown in Fig.1, in which a quartz resonator and an active circuit compose an oscillator under test. A specimen plate is directly irradiated by a laser beam of He-Ne laser with 3.1 mW, whose beam diameter is 1.2 mm. The specimen plates were operated at room temperature. The exciting current was less than 1.0 mA. The output frequencies from both oscillators, the reference and the oscillator under test, are mixed. The lower sideband frequency is outputted on a printer and/or a recorder.

Introduction
The oscillating frequency of an oven-controlled crystal oscillator shows an excursion not anticipated from the static temperature-frequency characteristics of the crystal units, when the oven-temperature was subjected to a small change. This phenomenon is known as the thermal-shock. The cause of the thermal shock is mainly stress due to nonuniform temperature distribution in the quartz crystal plate with a temperature change. To obtain a resonator immune to a temperature change, a new cut of quartz crystal was devised.

We utilized a laser beam as a kind of probe to cause the thermal frequency behavior of the plate as well as the electrical probe method in the study of vibrational modes. We irradiated different points of the principal surfaces of AT-cut, IT-cut and SC-cut plates excited by a gap-type holder or evaporated electrodes.

2. Thermal frequency behavior of AT-cut plate
The specimens used are 5th overtone 5-MHz plano-convex AT-cut plates with maximum thickness of 1.68 mm, diameter of 15 mm, radius of curvature of 120 mm, and Q of 2.3 x 10^5 in vacuum. The specimens with positive or negative frequency temperature coefficient were prepared. A gap-type holder was also used to eliminate the effect of the evaporated electrodes and the supporting on the frequency behavior.

As shown in Fig.2, the holder is composed of an upper electrode and lower electrode made of brass, and a glass spacer. On the lower electrode, three small paper shims of 30 μm, on which the specimen plate is placed, are set. Holes of 1 mm in diameter are drilled in the upper electrode, through which a laser beam irradiates the specimen. Two kinds of the upper electrode were made as shown in Fig.3. The gap between the upper electrode and the specimen is about 50 μm. The polar coordinates as shown in Fig.4 is used to indicate the points on the specimen surface on which the beam is irradiated.
When the specimen is irradiated directly, a frequency change of the order of 0.01 Hz at 5-MHz took place, as shown in Fig.5. As is seen from the figure, the signal to noise ratio is inferior. Therefore, a black line is drawn on the surface along the irradiating points for the higher absorption of the beam. As shown in Fig.6, about 50 times frequency excursion was obtained for the same irradiation power without any substantial change in the frequency behavior.

The types of the frequency behavior are divided into three types, (a), (b), and (c) as shown in the right-hand side of Fig.7. Type (a) shows a positive frequency excursion at the time when laser beam is irradiated. Type (b) shows a negative frequency excursion and type (c) shows spikes at the beginning and the end of the irradiation. A region on the plate, which shows type (a) frequency behavior, is named region I, the region showing type (b) is named region II, and the region showing type (c) is named region III.

The region I has the shape of an ellipse, whose major axis is 0.70 and minor axis, 0.50, where D is a diameter of the specimen. The shape of the region I roughly corresponds to that of the dominant displacement region of the thickness-shear fundamental vibrational mode. The types of the frequency behavior do not depend on the frequency-temperature coefficient of the specimen, that is, whether it is positive or negative. The maximum frequency excursions along diameters are shown in Fig.8. In this case, only the frequency excursion in the region III is estimated as the excursion settled down after the spikes. The crossovers on the axis of abscissa compose the borderline between the region I and II.

The frequency behavior of specimens excited with evaporated electrodes are shown in Figs.9 and 10. Upon measuring the frequency excursion on the point D, the specimen is dotted with black ink. The types of the behavior is similar to that in Fig.6. This result means that the behavior is characteristic to plano-convex AT-cut plate and independent of the type and configuration of electrode and supporting.

The values of the frequency excursion to the radiation power were measured by attenuating the intensity of the beam with neutral density filters. As shown in Fig.11, the frequency excursions are proportional to the irradiated power (P < 3.5 mW) and the proportionality holds independent of the regions.

3. Thermal frequency behavior of IT-cut plate and SC-cut plate

The IT-cut specimen used is ; 5th overtone 8 MHz plano-convex plate, 14.019 mm in diameter, maximum thickness of 0.684 mm, radius of curvature of 178 mm, and Q of 1.12 x 10^5 in vacuum with Cr-Au evaporated electrodes. The frequency excursions of the specimen are shown in Fig.14. Note that excursion C and D are measured with black dot on the surface. The distinct frequency behavior such as in AT-cut and IT-cut plate was not found.

4. Time constants of the frequency excursion

To measure the time constants of the frequency transient, the frequency excursion of the AT-cut specimen was recorded on a strip chart shown in Fig.15 by increasing the driving speed of the chart. After a few seconds of irradiation, the frequency excursion settled down. The frequency excursion in the region I and II is assumed to be exponential. Therefore, both two excursions may be written as Eq.(1).

\[ \Delta f = \Delta f_1(1 - \exp(-t/t_1)) + \Delta f_2(1 - \exp(-t/t_2)) \]

where \( \Delta f \) is the stationary frequency excursion, \( t \) is elapsed time, and \( \tau \) is time constant. By trial computation, it turned out that the excursion in the region I has one time constant, while the excursion in the region II has two constants.

The excursion in the region II may be expressed by

\[ \Delta f = \Delta f_1(1 - \exp(-t/t_1)) + \Delta f_2(1 - \exp(-t/t_2)) \]

The excursions expressed by Eqs.(1) and (2) are shown in Fig.16. The excursion in the region III is assumed to be expressed by superposition of Eqs.(1) and (2) as follows.

\[ \Delta f = \Delta f_1(1 - \exp(-t/t_1)) + \Delta f_2(1 - \exp(-t/t_2)) \]

Since the temperature coefficient of the specimen at room temperature is 5 x 10^-7/°C and the frequency excursion of IT-cut plate due to thermal stress is smaller than that of AT-cut, the static frequency temperature characteristics are dominant in comparison with the dynamic ones. Figure 12 shows the frequency excursions of the IT-cut plate.

The steep negative excursion with irradiation at the wave front in Fig.12 is due to the thermal shock. The positive slope following the thermal shock is due to the static characteristics. The amount of the excursion due to the thermal shock is about 1/5 times that of the AT-cut plate. A two-dimensional map of the frequency behavior type of IT-cut plate induced by thermal stress is shown in Fig.13. The shape of the region I is a circle with a radius of 0.50, where D is a diameter of the specimen. The region III, which was observed in AT-cut plate, was not able to be found.

The SC-cut specimen is; 3rd overtone 8 MHz plano-convex plate, 14.019 mm in diameter, maximum thickness of 0.684 mm, radius of curvature of 178 mm, and Q of 1.12 x 10^5 in vacuum with Cr-Au evaporated electrodes. The frequency excursions of the specimen are shown in Fig.14. Note that excursion C and D are measured with black dot on the surface. The distinct frequency behavior such as in AT-cut and IT-cut plate was not found.
where $\Delta F_2$ is 10 to 20 % of $\Delta F_3$ and $\tau_2$ is larger than $\tau_3$. $\tau_1$ has little influence on the excursion and was neglected. A result is shown in Fig.17. A good agreement is obtained between the calculated and the experimental.

**Discussion**

Noguchi showed that the thermal shock is caused mainly by thermal radiation onto the crystal plate rather than the thermal conduction from the supporting to the plate. Therefore, the overall frequency excursion of a crystal plate, that is, thermal shock is considered due to integration of excursions on every point on the principal surfaces.

Warner showed that a circular plano-convex AT-cut plate excited with parallel field gives rise to a positive frequency excursion, when the plate is subjected an abrupt increase in temperature. On the other hand, as is well known, the plate with key-hole electrodes shows a negative excursion.

These exclusive phenomena in AT-cut plate can be explained from our study; When the plate is irradiated by the infrared rays with a wavelength greater than 3 $\mu$m, the evaporated electrode, for example Au or Ag, reflects almost all of the rays and the naked part of the plate absorbs almost all the rays. In Warner's experiment, the central part of the plate is a naked circle, which absorbs the infrared rays, whereas the peripheral part of the plate, which is evaporated, reflects the rays. Therefore when the plate is irradiated, a positive frequency excursion occurs as a whole. In the case of a plate with key-hole electrodes, the central part of the plate is not evaporated. Therefore the temperature increase in the peripheral part causes a negative frequency excursion.

These facts suggest that the thermal shock of AT-cut plate can be compensated to a certain extent by optimizing the configuration of the exciting electrodes.

There must be an optimum electrode configuration for every cut and mode of crystal plate from the viewpoint of thermal shock. Some proposals for electrode configuration with less thermal shock are shown in Fig.16. Annular electrode was proposed by Lanouchevsky to improve the frequency aging. Yakawa and others measured the frequency transient of an AT-cut plate with annular electrodes. They could not compensate the thermal shock, since the map of frequency behavior of the plate was not yet known. We will recommend annular electrodes from the viewpoint of thermal shock. A point of the design is to make the integration of frequency excursions over naked part of the plate vanish.

The proportionality relation between the laser power and the frequency excursion is available for fast response laser powermeter. Because the frequency excursion is not due to the static frequency temperature characteristics but due to thermal stress in the plate.

**Conclusion**

The thermal frequency behavior of AT-, IT-, and SC-cut plano-convex plates was observed by irradiation of a He-Ne laser beam on the plates. There exist on AT-cut plate three kinds of region, each of which shows different type of frequency excursion, when the plate is irradiated. The frequency excursion is proportional to the irradiating beam power ($P < 3.5 \text{ mW}$) on the plate. The results suggest a possibility of compensation for thermal shock of a crystal unit by optimizing the configuration and material of electrodes.
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Fig. 1 Block diagram of the frequency-transient measuring system.

Fig. 2 Gap-type holder.

Fig. 3 Two kinds of the upper electrode having different arrangement of irradiating holes.

Fig. 4 The polar coordinates indicating the point on the specimen surface on which the beam is irradiated.

Fig. 5 The frequency excursion of a 5-MHz AT-cut plate. A, B, C, and D are the irradiating points. The marks show the irradiating periods.

Fig. 6 The frequency excursion of the 5-MHz AT-cut plate having a black line on the surface for the higher absorption of the beam.
Fig. 7 Two-dimensional map of the frequency behavior type of AT-cut plate.

Fig. 8 The maximum frequency excursions along diameters with black line.

Fig. 9 The frequency behavior of a 5-MHz AT-cut plate excited with evaporated Ag electrode.

Fig. 10 The frequency behavior of a 5-MHz AT-cut plate excited with evaporated Cr-Au electrode.

Fig. 11 The frequency excursion vs. irradiating power.
Fig. 12 The frequency excursion of a 5-MHz IT-cut plate.

Fig. 13 Two dimensional map of the frequency behavior type of IT-cut plate.

Fig. 14 The frequency excursion of an 8-MHz SC-cut plate.

Fig. 15 The frequency transient behavior of an AT-cut plate at the earlier time of the irradiation.
Fig. 16 Simulations of the frequency transient behavior of an AT-cut plate on the region I (point A) and the region II (point B).

Fig. 17 Simulations of the frequency transient behavior of an AT-cut plate on the region III.

Fig. 18 Preliminary electrode configurations with less thermal shock.
It is the intention of this paper to demonstrate the temperature compensation limits of precision quartz crystal resonators mounted in a traditional H2C-shielded glass enclosure. A computer-controlled hysteresis measurement station was set up to measure the thermal hysteresis (thermal chatter) of the resonator, which restricts attainable compensation accuracy. The station was used to take measurements of various crystals from three manufacturers. When compared with the AT-cut specimens, the SC-cut crystals displayed no real advantages.

The frequency stability attainable with digitally temperature-compensated quartz crystal oscillators is limited. A

\[ | \Delta f / f | = \pm 1 \times 10^{-10} \]

soil by the thermal hysteresis of the crystal resonators. If the inaccuracy of the temperature sensor used for compensation, together with the resolution error in the digitalisation are taken into account, an attainable frequency stability of

\[ | \Delta f / f | = \pm 2 \times 10^{-10} \]

can be achieved for series production without a high rejection rate. This value is practically independent of the operating temperature range.

Introduction

Digital temperature compensation of quartz crystal resonators offers the following significant advantages:

1. Extremely low power consumption through the use of CMOS technology.
2. Inexhaustible operational readiness after switch-on.
3. Higher accuracy than with analog temperature compensation.
4. Simple, computer-controlled adjustment in a single temperature cycle.

The frequency stability attainable is however principally limited by the hysteresis phenomenon of the crystal resonator to be compensated. For this reason it is essential that the retention of digitally compensated quartz oscillators is within the retention limits of the thermal temperature range.

A computer-controlled measuring station was set up for the purpose of measuring the specimens both economically and in a reproducible manner. Once the desired temperature limits, set with a step width of 1 °C, number of loops have been entered manually, all measurements are made fully automatically.

Test System

The versatile temperature test system is shown in Fig. 1.

The measuring station is made up primarily of standard, commercially available interface-bus compatible devices in accordance with the IEEE 488 standard (Hewlett-Packard interface bus). For any devices which are not directly HP-IB compatible, interface converters must be used, e.g. from the HP-IB to the V24 serial interface. The controller used is an HP-9021 desk-top computer. Programming language is HPL (Hewlett-Packard language).

The temperature test chamber can be equipped with several measurement fixtures. Measurements are made using computer-controlled check switches. The data logger can scan up to 20 temperature check points. The two VAF switches enable up to 14 frequency check points to be switched to the frequency measuring system. The data logger has an integrated timer which can take over time control of the measuring station.

Fig. 2 shows the basic construction of the measurement fixture.

The measurement chamber takes the form of a thick-walled aluminum chamber containing both the oscillator and resonator, the latter also having excellent thermal contact with the temperature precision resistor. Measurements are taken using an "original oscillator", in other words, with an oscillating circuit which is also used later on in the oscillator to be compensated. To keep the influence of the circuit on the crystal frequency to a minimum, the switching device (capacitive switch) is part-ethued while the hysteresis is being measured.

Measurements were carried out using two different oscillator circuits which are depicted in Figs. 3 and 4.
The oscillator stage with transistor T1 in common-collector connection is a colpitts circuit in which the crystal takes the place of the circuit inductor. Capacitances C1 and C2 can be seen relatively large even without using a transistor with a particularly strong characteristic. The effective capacitance of the quartz plate is given in the first approximation by \( \alpha \approx 2 \), and \( \beta \approx 2 \).

The circuit connected in shunt with capacitance \( C \) prevents the harmonic-mode crystal from starting to oscillate at the fundamental, because the circuit impedance the inductor \( L1 \) and the capacitance \( C1 \) is capacitively only for the internal harmonic.

A colpitts circuit is a self-limiting oscillator. An additional stage has an additional AGC. At the start of oscillation, transistor T2 is initially fully turned on, i.e., transistor T1 operates at its peak output-current and therefore at maximum transconductance. Once the voltage at the collector of transistor T2 reaches a certain value, 
\[
Ic \text{ becomes conductive and draws control current from transistor T1},
\]
causing the transconductance of transistor T2 to be reduced. The circuit is ideally suited for setting different crystal frequencies.

### Accuracy of Measurement and Reproducibility

The accuracy of the frequency measurement is 1 x 10^-9 for a measuring time of one second. The counter and the synthesizer used for frequency generation are fed by an atomic standard frequency generator.

The main problem is the reproducibility of the temperature measurement. Absolute accuracy is uninteresting. The temperature measuring device, which worked with Pt 100 platinum precision resistors, showed a change of only \( \pm 1 \) °C. Since the temperature of the room in which the measuring station is located is maintained at the correct level by an air-conditioning unit, reproducibility of the temperature measurement in the order of \( \pm 0.1 \) °C within the maximum measurement period of one week can be assumed.

With stabilized 432-cut crystals, the maximum change of the frequency temperature curve is about \( 1 x 10^{-6} /°C \). This gives a reproducibility of the temperature setup for hysteresis measurement in excess of \( 2 x 10^{-9} /°C \).

### Measurement Error Caused by Temperature Ripple of the Environmental Chamber

The temperature of the test chamber is regulated not by continuous but by two-position discontinuous control. The highest ripple occurs at a temperature setting of \( +5 \) °C. The maximum ripple is \( 0.1 \) °C peak to peak for a period duration of about 1 minute. The maximum transconductance is of this type \( 0.1 \times 10^{-6} /°C \).

If the value of \( 1 x 10^{-6} /°C \) is set for the dynamic temperature coefficient \( k \) (see 2 and 3), a worst-case error of approx. \( \pm 5 \times 10^{-9} /°C \) is obtained at an oven temperature of \( 25 \) °C. If the time between frequency and temperature measurement is short (several seconds), the worst measurement error attributable to the temperature ripple of the test chamber will be in the region of

\[
(1,2) x 10^{-7} /°C.
\]

### Test Technique

To eliminate measurement errors caused by the dynamic temperature coefficient, measurements are made statically. In this case the difference between the check points is about \( 10 \) °C. The presence of the next point is not affected until sufficient thermal balance has been restored. This leads to pauses of 15 to 45 minutes between each measurement. Around 2 weeks is needed to measure 5 temperature loops between, say, \( -40 \) and \( +50 \) °C.

It is practically impossible to achieve exactly the same reference temperature for the frequency comparison, given the increased and decreased in temperature. The use of the desk-top computer, however, together with the spline interpolation, makes it relatively easy to switch over to standardized temperatures for frequency comparison. Spline interpolation is used whenever given points for a graphic representation have to be interconnected by as smooth a curve as possible. The term "spline function" is so called because, in its third degree, it describes the behaviour of a flexible curved rule (spline) of the kind used by draughtsmen to draw smooth curves. Each section of the curve between the check points is therefore part of a third degree polynomial. Given \( n \) check points, four coefficients have to be determined for each of \( n \) polynomials. To ensure the curves flow smoothly, the coefficients are selected in such a way that the first and second derivatives to the edges agree. The curve is then visually "kink-free".

With the separation of the temperature check points at \( 5 \) °C, interpolation accuracy is about \( 5 x 10^{-7} /°C \).

### Measurement Results

Measurements were taken of many quartz crystals from three German manufacturers. Only 'K' type crystals working in third overtone mode and with enclosure type B2/7/3 were tested. The following figures show several chosen typical measurement results. Three temperature cycles were made for each type, each cycle consisting of an up run and a down run, with nearly all the test specimens it is striking that quite large hysteresis values are obtained in the first cycle. The reproducibility of the second and third cycles is in general excellent. Up to the first up run, the difference between the individual up runs and down runs is extremely small, namely \( \pm 2 x 10^{-10} /°C \). In the first up run a "calming phase" evidently sets in.

It is striking that the quartz crystals of each manufacturer demonstrate a somewhat typical hysteresis curve which could be described in the manufacturer's "temperature". The logical conclusion...
of this is that it should therefore be possible
to realize the systematically taking certain action,
It cannot, nor is it the purpose of this
paper to outline guidelines for the manufacture
of low-hysteresis quartz crystals. Only the
measurement results of precision quartz crystals
from standard production are presented.

It should also be noted that the quartz crystals
examined were intended for use in temperature
stabilized quartz oscillators where the systematics
behavior plays only a subordinate role.

Since the hysteretic curves cannot provide an
exact information about possible changes in
frequency between individual temperature cycles, a
further type of representation was chosen which
shows the recurrent accuracy of the frequency for
given reference temperatures after each run. Here
the turnover temperatures are especially suitable,
since in these cases the hysteresis measurement
errors are extremely small.

Results With AT-Cut Crystals From Company "1"

Fig. 9 shows the typical frequency tempera-
ture curve of the quartz crystals examined, as
well as the typical values of the equivalent
electrical circuit diagram and details of the techni-
cal design.

With an effective oscillator-circuit load
capacity of 120 pf the separation to the series
resonance frequency of the crystal is still only
12 x 10^15, i.e. the influence of the circuit on
the crystal frequency is comparatively small.

The thermal hysteresis of quartz crystal 1
(Fig. 6) is at some hundred-millionths (10^-8) also
relatively low. Fig. 7 illustrates the good repro-
ducibility between individual up and down runs,
with the first up run already mentioned being the
exception. The recurrent accuracy of the frequency
(Fig. 9) can also be considered as good.

Quartz crystal 2 (Fig. 7) exhibits hyster-
ese values of up to 2 x 10^-7. The recurrent
accuracy of the reference temperatures, i.e. lower
turnover temperature, inflection temperature and
upper turnover temperature is however excellent
(Fig. 12).

The hysteresis values of quartz crystal 3 shown
in Fig. 11 are similar to those of crystal 2 with
Crystals 5. However, the hysteresis is particularly
high at the turnover temperatures. The recurrent
accuracy after three temperature cycles is good
(Fig. 12).

As has already been mentioned, two different
oscillator circuits were used for the measure-
ments. Fig. 13 shows the results of crystal 1 with
circuit A and B. The differences in the results
can be attributed to variations in the current in the
temperature range measured. Circuit B allows different temperature-stabilized crystal
currents to be achieved. The results with crystal
1 with crystal currents of 1.2 - 4 mA can be seen
in Fig. 12. It can be seen, albeit not distinctly,
that the hysteresis tends to increase with small
crystal currents.

Fig. 15 provides an interesting result, besides showing the good recurrent accuracy
of frequency of crystal 1 at the reference
temperature of 20°C, it also reveals that the
hysteresis is even greater for cycles between 0°C
and 40°C, than that between 10°C and 40°C,

Results With AT-Cut Crystals From Company "2"

The typical electrical and technical charac-
teristics are shown in Fig. 15. The overall
characteristic is somewhat higher than it was in the
crystals of company "1", with the result that the
influence of the circuit on the crystal frequency
is even smaller. In this case silver electrodes
were used instead of gold electrodes.

Fig. 17 shows the typical hysteresis curve of
crystals 2. The results obtained with other
samples from company "2" were equally as bad. It
was however surprising to note the good compliance
between the individual up runs (apart from the
first up run) and the individual down runs. No
further measurements or evaluations were made with
these crystals and they were not given further
consideration.

Results With AT-Cut Crystals From Company "3"

The electrical characteristics are similar to
those of crystals from company "2". Here, as with
company "1", gold electrodes were also used (see
Fig. 16). The hysteresis of crystal 1 reaches a
value up to 1.1 x 10^-8 and the recurrent accuracy
of the frequency for the turnover temperature
and the inflection temperature is also very good
(Figs. 19 and 20). The values of other crystals
from company "3" were of the same standard.

Crystal 2 is mounted inside a nitrogen-filled
cold-welded metal enclosure. Compared with crystal
1, which was mounted in a glass vacuum package,
temperature cycles 2 and 3 reveal relatively good
hysteresis values and good reproducibility. Only
the first cycle showed fairly large deviations.
The recurrent accuracy of the frequency is not
very good (Figs. 21 and 22).

Crystal 3 is mounted inside a helium-filled
cold-welded metal enclosure. Its behavior is simi-
lar to that of crystal 2 in the nitrogen-filled
enclosure with the exception of cycle 1 which in
this case has particularly bad values (Figs. 23
and 24).

Results with AT-Cut Crystals From Company "3"

Fig. 25 shows the typical frequency tempera-
ture curve of the crystals in a 70-3 cold-welded
enclosure, as well as the typical values of the
equivalent electrical circuit diagram and details of
the technical design. With an effective
oscillator-circuit load capacitance of 120 pf the
crystal in the series resonant frequency of the
crystal is still only 1.1 x 10^-11, i.e. the in-
fluence of the circuit on the crystal frequency
values of only a few hundred-millions (10-8)were obtained above 21°C. The recurrent accuracy of the frequency at 20°C is shown in Fig. 31. The values are no better than those of the AT-cut crystals.

We were also able to examine SC-cut crystals from company "A" in the HC-27/U all-glass enclosure. The typical characteristics are given in Fig. 30. The frequency temperature curve in the upper temperature range (Figs. 29 and 30) is not as flat as that of the TO-3 samples. The results of the hysteresis measurements reveal no real advantages over those of the AT-cut crystals. The recurrent accuracy of the frequency (Fig. 31) is also no better.

Conclusion

The values of the SC-cut crystals measured were not vastly superior to those of the AT-cut specimens. Compared with the AT-cut specimens, the SC-cut crystals have a lower pulling sensitivity thanks to their relatively high motional inductance and the correspondingly high compensation requirement (synthesizer instead of capacitative diode) which, when taken into account, would tend to suggest that these expensive crystals, which were originally designed for high stability (10-14...10-17) temperature-stabilized quartz crystal oscillators, are not particularly suitable for digital temperature compensation.

The frequency stability attainable with digitally temperature-compensated quartz crystal oscillators is limited to around

\[ \Delta f/\Delta f = \times 1.10^{-7} \]

solely by the thermal hysteresis of the crystal resonators. If the inaccuracy of the temperature sensor used for compensation together with the resolution error in the digitalization are taken into account, an attainable frequency stability of

\[ \Delta f/\Delta f = \times 2.10^{-7} \]

can be assumed for series production without a high rejection rate. This value is practically independent of the operating temperature range.
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Summary

The frequency and temperature dependencies of singly and doubly rotated crystal cuts are determined by the elastic, piezoelectric, and dielectric constants of the material and their temperature coefficients. We have subjected the data set from which the currently derived accepted values of these constants are derived to a least square analysis. We find extensive differences between currently listed constants and the least square derived values. The major differences occur in the elastic constants $c_{13}$ and $c_{33}$. We derive a new set of temperature coefficients of elastic constants based on a data set of 100-120 experimental data points. These computations point out the need to redefine these constants on a geometrically consistent sample set, and on a statistically significant number of doubly rotated disks and resonators.

Key Words: Quartz, Material Properties, Elastic Constants, Crystal Resonators, Frequency Standards

Introduction

The critical performance characteristics of a crystal resonator device, frequency, electromechanical coupling, and temperature sensitivity, are determined by the elastic, piezoelectric, and dielectric constants of the material and their temperature coefficients. In this investigation we consider the influence of the material coefficients on the thickness vibrations of crystallographically doubly rotated quartz. The simplest mathematical formalism, a vibrating infinite plate with appropriate boundary conditions, relates the measured frequencies, and their temperature dependencies, to the material constants and their temperature coefficients. The set of four coupled differential equations yields a set of linear equations for the displacement and results in three eigenvalues for the phase velocities. The general formulation of this approach is outlined, for example, in Tiersten.\(^1\)

For an arbitrary doubly rotated quartz cut, the vibration frequencies are determined by ten independent fundamental material constants: six elastic, two piezoelectric, and two dielectric. In turn, the vibration frequencies can be used, in conjunction with the mathematical formalism, to derive numerical values for the material properties. The derived material values are mathematical formalism dependent, and they may differ from the intrinsic constants.

For highly symmetric crystal orientations, the cubic equation for the frequency eigenvalues can be factored, and the number of material constants involved in determining the vibration frequencies are drastically reduced. In some cases the resulting frequency depends on a single elastic constant. These directions, designated as the uncoupled mode orientations, are the ones utilized most often for the experimental determination of the elastic constants.

The experimental determination of the elastic constants of quartz and their temperature coefficients has occupied many investigators over long periods of time. Cady\(^2\) reviews several approaches and lists corresponding numerical values. This work is a corrected reprint of the classic treatise published on the subject of piezoelectricity in 1946, and the listed values are the ones accepted in 1946. Currently, the most widely accepted elastic constant values are the ones determined by Yekkim\(^3\), and independently by Bechmann, Ballato, and Lukaszek\(^4\) [This reference is hereafter abbreviated as BBL(1962)]. The most widely accepted values for the temperature coefficients of the elastic constants are again given by BBL(1962). The elastic constants are in general agreement with previous investigations, but the BBL(1962) derived temperature coefficients contain several novel determinations.

We have applied a least square analysis to the BRL(1962) data set and we find major discrepancies between the listed values and the least square fit derived constants. This raises serious questions with respect to the validity of the material values, and their applicability to crystallographically doubly rotated piezoelectrically excited resonators.

Thickness Vibrations of Quartz

Figure 1 depicts the plate geometry and crystallographic coordinate system used in this investigation. $x_1$ and $x_3$ are in the plane of the plate, and the phase velocity propagates along $x_3$, normal to the plate. The position of the plate is described by angles $(\alpha, \phi)$, where $\alpha$ and $\phi$ are rotations around the $z$ and W-axis, respectively.

---

\(^1\) Tiersten.

\(^2\) Cady, reviews several approaches and lists corresponding numerical values.

\(^3\) Yekkim.

\(^4\) Bechmann, Ballato, and Lukaszek.
Hierstein has formulated the general mathematical equations for anisotropic, piezoelectric, infinite plate vibrating in the thickness mode, with a forcing alternating voltage and vanishing mechanical stresses at the plate surfaces. The solution of the linear differential equations yields a cubic algebraic equation for the three eigenvalues $\lambda$.

\[ \lambda^3 + A_2 \lambda^2 + A_1 \lambda + A_0 = 0 \quad (1) \]

The solution of this equation can be expressed in terms of the "stiffened" elastic constants $C_{pq}$:

\[ A_2 = -(C_{12} + C_{44} + C_{66}) \]
\[ A_1 = (C_{22} C_{44} - C_{24}^2) + (C_{12} C_{66} - C_{26}^2) \]
\[ A_0 = C_{22} C_{44} + C_{46}^2 + C_{66} C_{24} - 2 C_{24} C_{26} \quad (5) \]

The coefficients of the cubic equation are defined in terms of the eigenvalues and density $\rho$ by:

\[ \lambda = \sqrt{\rho A_0 \lambda^3} \]

The calculation of the electromechanical coupling factor includes both the eigenvalues and the eigenvectors. Each eigenvector dependent field quantities include, stress, strain, electric displacement, and power density. Explicit formulas for the field quantities in terms of the six fundamental elastic constants $C_{pq}$, two piezoelectric constants $e_{ipq}$, and two dielectric constants $e_{iP}$, the angular range extends over $0 < \phi < 60^\circ$ and $0 < \theta < 90^\circ$.

Table 1 lists for any arbitrary rotation angles $\phi$ and $\theta$, the appropriate "stiffened" elastic constants in terms of the fundamental elastic constants $C_{pq}$, two piezoelectric constants $e_{ipq}$, and two dielectric constants $e_{iP}$. The angular range extends over $0 < \phi < 60^\circ$ and $0 < \theta < 90^\circ$.

\[ A_3^1 = \left( C_{66} C_{46} - C_{26}^2 \right) \left( C_{12} - C_{24} C_{26} \right) \]
\[ - \left( C_{26} C_{46} \right) \left( C_{12} - C_{24} C_{26} \right) \quad (9) \]

and the normalization length is

\[ A^2 = (A_3^1)^2 + (A_3^2)^2 + (A_3^3)^2 \]

For a particular eigenvalue $\lambda$, the electromechanical coupling factor becomes

\[ k^2 = (e_{26} A_3^1 + e_{24} A_3^2 + e_{24} A_3^3) (C_{12} - 2 A_3^2) \quad (11) \]

Explicit expressions for the rotated piezoelectric and dielectric constants are also listed in Table 1.
We note that even for single mode excitation and linear approximation, the overtone frequencies are not harmonic integral multiples of the fundamental, but are modified by the electromechanical coupling factor.

For quartz, the maximum value of $k$ is approximately 0.15, and the $(1-4k^2/m^3)$ term becomes $0.992$. Consequently, for all practical purposes we can neglect this correction and introduce a zeroth order approximation for the $l$th mode frequency, as

$$2f_m = \frac{m}{n}(1/2)(1/2)^{1/2}$$

where $2f_m$ is the frequency-thickness constant. This frequency relationship, usually designated as term of $C_{1,992}$. 

We note that even for single mode excitation and Table 1, the antiresonance frequency, is the one used to develop expressions for the temperature coefficients.

**Static Frequency-Temperature Characteristics**

In a series of experiments, Bechmann, Ballato, and Lukaszek have evaluated the static frequency as a function of temperature characteristics of quartz resonators in the temperature range of -200 to +200 $^\circ$C. They have shown that the behavior can be modeled well by a cubic equation in the form

$$\Delta f/f_o = (f-f_o)/f_o = \sum_{n=1}^3 T_n(f)(T-T_o)^n$$

where $T_n(f)$ is the temperature coefficient of frequency, $T$ the variable temperature, and $f_o$ the frequency at reference temperature $T_o$. In most applications, the series is expanded around reference temperature $T_o = 25^\circ$C.

The task is to develop equations relating the 1st, 2nd, and 3rd order temperature coefficients of frequency to the fundamental material constants and their temperature coefficients. The resulting equations are lengthy, but straightforward. The detailed derivations, and explicit algebraic expressions for these quantities, are given in Reference 4. For given $(\theta, \phi)$, $c_{pq}$ and $T_n(c_{pq})$, one successively calculates $T_n(c_{pq})$, $T_n(c_{pq})$, $T_n(c_{pq})$, $T_n(c_{pq})$, $T_n(c_{pq})$, and $T_n(c_{pq})$. Alternately, using the same mathematical formalism and a data fitting program, one can derive the temperature coefficients of the elastic constants, $T_n(c_{pq})$, from sets of $T_n(f)$.

**Uncoupled Mode Vibrations**

The eigenvalue equation, Eq. (1), can also be written as

$$\begin{align*}
\gamma_1 &= (f_{14} - f_{14} - f_{14} - f_{14}) \\
\gamma_2 &= (f_{14} - f_{14} - f_{14} - f_{14}) \\
\gamma_3 &= (f_{14} - f_{14} - f_{14} - f_{14}) \\
\gamma_4 &= (f_{14} - f_{14} - f_{14} - f_{14}) \\
\gamma_5 &= (f_{14} - f_{14} - f_{14} - f_{14}) \\
\gamma_6 &= (f_{14} - f_{14} - f_{14} - f_{14})
\end{align*}$$

When any two of the three off-diagonal matrix elements $\gamma_1$, $\gamma_2$, and $\gamma_3$, vanish, the equation factors into a linear and quadratic term in $\gamma$. The $(\theta, \phi)$ combinations that satisfy $\gamma_4 = 0$, can be evaluated from the expressions given in Table I. Figure 2 is a plot of these solutions using the material constants given in RBL(1962).

We note that $f_{14} = 0$ is satisfied by $(\theta, \phi)$, that is for any $\phi$ at $\theta = 90^\circ$. It is also satisfied by a continuous function between $\theta = 0$ and $60^\circ$, with end points $(0, 0)$, and $(0, 90)^\circ$, and $(60, 0)^\circ$, and $(90, 0)^\circ$. In addition, the bracketed term of $f_{12}$ yields a slowly varying function, symmetric around $(30, 0)^\circ$ and increasing to $\phi = 0.8^\circ$ at $\theta = 0$ and $60^\circ$. The deviation from $(\theta, \phi)$ is due to small contribution of the piezoelectric constants.

$f_{14} = 0$ has solutions $(0, 0)^\circ$, $(60, 0)^\circ$, and $(90, 0)^\circ$. The bracketed term yields a continuous function between $(0, 0)^\circ$ and $(60, 1, 0)^\circ$. The small variations in $\theta$ are again due to piezoelectric effects. If we neglect piezoelectric effects we obtain $(\theta, 35, 26)^\circ$, which is exactly the AT-cut angle. It is uncertain whether this is a pure coincidence, or if a contributing factor in determining the position of the AT-cut.

The overlap, or intersection, of two or more solutions of $f_{14} = 0$ gives the uncoupled modes of vibration. From the diagram depicted in Figure 2, these directions are given by $(0, 0)^\circ$, $(0, 90)^\circ$, $(60, 0)^\circ$, and $(90, 0)^\circ$. One of the problems associated with the preferred directions is that the piezoelectrically "stiffened" ceramic no longer be "stiffened", has no piezoelectric coupling, and it can not be excited by piezoelectric means. An inspection of Table I shows that for $f_{12}$, $f_{14}$, and $f_{16}$, the piezoelectric constant is multiplied by a single factor, which vanishes both at $\theta = 0$ and $60^\circ$. Thus at $(0, 0)^\circ$ and $(60, 0)^\circ$ two of the modes are piezoelectrically inactive, and at $(45, 29)^\circ$ none of the modes can be excited by an alternating voltage applied to the electrodes.

McSkimin has evaluated the elastic constants from ultrasonic excitations. He selected $(\theta, \phi)$, $(0, 0)^\circ$, $(0, 90)^\circ$, and $(30, 0)^\circ$. At these points, the three modes of vibrations reduce to the values listed in Table II. The choice of $(0, 90)^\circ$ is not unique, $f_{12} = (\theta, 0)^\circ$ will give a doubly degenerate $T_n(f_{12}) = c_{11}, c_{22}$, and $\gamma_4 = 0$. Similarly, $(0, 0)^\circ$ and $(60, 0)^\circ$ yield identical values. From the in-plane orientation chosen by McSkimin one can evaluate $c_{11}$, $c_{12}$, and all elastic constants except $c_{13}$. The determination of $c_{13}$ involves four other elastic constants, and, depending on accumulation or cancellation of experimental errors, may be the least accurate. By the same token, $c_{13}$ and $c_{23}$ should be very accurate. For $c_{13}$ McSkimin chose $(0, 45)^\circ$, at which point

$$c_{13} = (c_{13} - c_{12})$$

\begin{align*}
&+ \text{identical} \quad (c_{13} - c_{12}) \\
&+ \text{identical} \quad (c_{13} - c_{12})
\end{align*}
The variances of the BBL data set, using the rigorous definition
\[ \gamma_{pq} = c_{pq} + e_2 p e_{2q} / (e_2^2) \]

McSkimin et al. have applied a least square minimization fit to the experimental data, and the derived \( c_{pq} \) values in Table IV are the result of this analysis. They minimized the variance
\[ \sigma^2 = \left( 1 / m \right) \sum_{i=1}^{m} \left( Z_{ex} - Z_{cal} / c_{pq} \right)^2 \]

where \( \sigma \) stands either for the elastic constants or the respective temperature coefficients, and the summation is over the number of experimental points \( m \). The weighting factor \( c_{pq} \) can be taken either as \( c_{pq} = 1 \) or \( c_{pq} = 1 / e_2^2 \). If the experimental points are equally reliable on an absolute basis, then \( c_{pq} = 1 \) is the appropriate choice. In case the experimental points are equally valid on a percentage basis, then one chooses \( c_{pq} = 1 / e_2^2 \). For this data set, the differences between the two approaches are insignificant, but for consistency with the least square fit for the temperature coefficients, where one is forced to choose \( c_{pq} = 1 \), we also select \( c_{pq} = 1 \) for the elastic constants.

The variances for the various calculations are listed at the bottom of Table III. The experimental and calculated velocity values listed in Table III are rounded off to the nearest integer, whereas the computations were carried out to the appropriate number of decimal places. Hence, there are small differences between the listed variances, and ones computed based on listed velocities. The close agreement between experimental and calculated velocities for the McSkimin data, as reflected in \( \sigma^2 = 0.5 \), is not surprising. McSkimin used 10 of the 11 test points to derive \( c_{pq} \) values and \( e_{11} / c_{11} \), and one does expect a close fit. It is more questionable whether 7 fitting parameters and 10 data points constitute a statistically significant set, especially, if these points are chosen along the uncoupled directions.

The variances of the BBL data set, using the BBL(1962) derived material constants, is listed in Table III as \( \sigma^2 = 7186 \). BBL(1962) have not performed a least square analysis to their 14 point data set, and from their publication it is unclear how the listed \( c_{pq} \) values were derived. We have subjected the BBL data set to a least square minimization routine, and the results of the best fit to the experimental data, are listed in Table III under "This Work II" and in Table IV under "This Work". We note that the least square fit analysis reduces the initial \( \sigma^2 = 7186 \) to \( \sigma^2 = 2198 \), with corresponding differences in \( c_{pq} \). The major changes occur in \( c_{33} \) and \( c_{13} \). The two constants not accessible to uncoupled mode piezoelectric excitation.

Table II. Eigenvalues \( \gamma(1) \) for Highly Symmetric (4, 9) Orientations

<table>
<thead>
<tr>
<th>((\omega, \theta))</th>
<th>(\gamma(1))</th>
<th>(\gamma(2))</th>
<th>(\gamma(3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((30, 0))</td>
<td>((1/2)[c_{11} + c_{44}])</td>
<td>(c_{66} + c_{11}/2)</td>
<td>(c_{11}/2)</td>
</tr>
<tr>
<td>((60, 0))</td>
<td>((1/2)[c_{44} - c_{66}])</td>
<td>(c_{33})</td>
<td>(c_{11}/2)</td>
</tr>
</tbody>
</table>

where
\[ \sin \theta + e_{44} / c_{44} \cos \theta = 0 \]

is the plus sign applies to \( \theta = 0 \), and the minus sign to \( \theta = 60^\circ \). The proper selection of \( \theta \) at \( \theta = 0 \) and \( 60^\circ \) will yield \( c_{11}, c_{44}, c_{66} \), the piezoelectric, and the dielectric constants. It is especially important to have identical \( \theta \)-angle cuts for both \( \theta = 0 \) and \( 60^\circ \). This allows simplification in terms of \( \gamma(3)(0, 0) \) and \( \gamma(3)(60, 0) \). As before, \( c_{11} \) is determined from the \( \gamma(3)(30, 0) \), but neither \( c_{33} \) nor \( c_{13} \) are accessible to uncoupled mode piezoelectric excitation.

Experimental Values of Elastic Constants

The most widely accepted \( c_{pq} \) values are the ones derived by McSkimin, and independently by BBL (1962), and these are in general agreement with previous investigations. McSkimin applied ultrasonic excitation to bulk crystals along the uncoupled directions, whereas BBL(1962) utilized piezoelectric excitation and doubly rotated crystal disks in a resonator configuration. Both investigators used the same mathematical description to relate experimental wave velocities to \( c_{pq} \). Table III, under the heading "Observed," lists the experimental data set of both investigations, and Table IV lists the derived elastic coefficients. The differences between the McSkimin and BBL derived values are small, and either set can be used equally well to calculate appropriate quantities of interest.

Table III, under the heading "BBL(1962)", lists three sets of calculated values. The first column is taken from BBL(1962) and the second column, listed under "This Work I", is calculated in this investigation, using the BBL(1962) derived constants. The slight differences in values are due to the fact that the BBL calculations use a "semi-stiffened" elastic constant,
\[ \gamma_{pq} = (c_{pq} + e_2 p e_{2q} / (e_2^2)) \]

rather than the rigorous definition
\[ \gamma_{pq} = c_{pq} + e_2 p e_{2q} / (e_2^2) \]
There were some Iriprovs, but none of technique from At the same time, Yet, from,,as lest to determine by non-piezoelectric means tical, and some are included the assumption that one of the 14 test points. Some test points of the two sets are idez-...
and (2) that the number of points, 14, used to derive the least square fit $c_{pq}$ set in this investigation, are still statistically insignificant. Consequently, despite the reduced variance, there is no assurance that this $c_{pq}$ set gives a more realistic prediction of the frequencies of doubly rotated cuts. The BBL(1962) $c_{pq}$ values, confirmed by independent measurements by McSkimin, are in general agreement with previous data accumulated by many investigators over the last 50-70 years. However, all previous investigations utilized uncoupled mode orientations, and, to the best of our knowledge, BBL(1962) was the first group trying to derive $c_{pq}$ from widely rotated ($p, q$) cuts.

Thus, despite all the reservations, one is forced, at the present time, to retain and accept BBL(1962), or McSkimin, $c_{pq}$ values. In this context, the least square-fit derived $c_{pq}$, listed in Table IV, can be regarded as an indication that despite all previous work on this subject, it is essential that new experimental investigations be conducted to determine the intrinsic elastic constants of quartz.

**Temperature Coefficients of the Elastic Constants: BBL(1962)**

BBL(1962) derived the temperature coefficients of the elastic constants, $T_n(c_{pq})$, from a set of 23-24 crystallographically doubly rotated resonators. The coefficients were obtained by fitting the frequency-temperature curves in the $-200$ to $+200 \, ^\circ\text{C}$ range by the cubic $T_n(f)(T-T_0)^n$ relationship. The values derived from this data set is listed in Table V as BBL(1962). The mathematical formalism used by BBL to relate $T_n(c_{pq})$ to $T_n(f)$, with the exception of a slight variation in the $T_n(\phi)$ term, is the same as used in this investigation. The differences involve small contributions of cross terms in $T_2(\phi)$ and $T_3(\phi)$, and are discussed in Reference 9. However, the methodology used by BBL(1962) to derive the six $T_n(c_{pq})$ from the 23 experimental points is unclear. It seems, that rather than using all 23 points to compute the six values, they have utilized selected data points to derive specific values and have neglected the statistical influence of the other data points.

We have applied a least square fit analysis to the BBL(1962) data set, and the results are listed in Table V under the heading "BBL(1962) L.S.F.`. The corresponding variances, Eq. (18), are listed in Table VI. We note that the largest variances in $T_2(c_{pq})$ occur in $T_2(\phi)$, and $T_1(c_{pq})$, and that the variances are reduced from $8.9 \times 10^{-12} \, ^\circ\text{C}^2$ to $2.4 \times 10^{-12} \, ^\circ\text{C}^2$. Similar order of magnitude variance reductions occur for the higher order temperature coefficients.

<table>
<thead>
<tr>
<th>$pq$</th>
<th>$T_1(c_{pq})$</th>
<th>$T_2(c_{pq})$</th>
<th>$T_3(c_{pq})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>-48.5</td>
<td>-107</td>
<td>-70</td>
</tr>
<tr>
<td>12</td>
<td>-43.0</td>
<td>-109</td>
<td>-64.8</td>
</tr>
<tr>
<td>13</td>
<td>-35.6</td>
<td>-117</td>
<td>-100</td>
</tr>
<tr>
<td>14</td>
<td>-49.8</td>
<td>-107</td>
<td>-74</td>
</tr>
<tr>
<td>15</td>
<td>-550</td>
<td>-1150</td>
<td>-750</td>
</tr>
<tr>
<td>16</td>
<td>-669</td>
<td>-971</td>
<td>393</td>
</tr>
<tr>
<td>17</td>
<td>-612</td>
<td>-900</td>
<td>45.4</td>
</tr>
<tr>
<td>18</td>
<td>-651</td>
<td>-1021</td>
<td>-240</td>
</tr>
<tr>
<td>19</td>
<td>101</td>
<td>-48</td>
<td>-590</td>
</tr>
<tr>
<td>20</td>
<td>94.8</td>
<td>0.56</td>
<td>-400</td>
</tr>
<tr>
<td>21</td>
<td>93.2</td>
<td>-46.6</td>
<td>-612</td>
</tr>
<tr>
<td>22</td>
<td>89</td>
<td>-19</td>
<td>-521</td>
</tr>
<tr>
<td>23</td>
<td>-160</td>
<td>-275</td>
<td>-250</td>
</tr>
<tr>
<td>24</td>
<td>-218</td>
<td>-147</td>
<td>283</td>
</tr>
<tr>
<td>25</td>
<td>-205</td>
<td>-100</td>
<td>254</td>
</tr>
<tr>
<td>26</td>
<td>-192</td>
<td>-162</td>
<td>67</td>
</tr>
<tr>
<td>27</td>
<td>-177</td>
<td>-216</td>
<td>-216</td>
</tr>
<tr>
<td>28</td>
<td>-179</td>
<td>-303</td>
<td>-480</td>
</tr>
<tr>
<td>29</td>
<td>-184</td>
<td>-273</td>
<td>-247</td>
</tr>
<tr>
<td>30</td>
<td>-172</td>
<td>-261</td>
<td>-194</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$pq$</th>
<th>$T_4(c_{pq})$</th>
<th>$T_5(c_{pq})$</th>
<th>$T_6(c_{pq})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>178</td>
<td>118</td>
<td>21</td>
</tr>
<tr>
<td>32</td>
<td>176</td>
<td>219</td>
<td>324</td>
</tr>
<tr>
<td>33</td>
<td>180</td>
<td>172</td>
<td>25.4</td>
</tr>
<tr>
<td>34</td>
<td>167</td>
<td>164</td>
<td>29</td>
</tr>
</tbody>
</table>

**Table V. Temperature Coefficients of Elastic Constants**

**Table VI. Least Square Fit Variances For $T_n(f)$ Data Sets**

<table>
<thead>
<tr>
<th>$T_1(f)$</th>
<th>$T_2(f)$</th>
<th>$T_3(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-12}/\text{C}^2$</td>
<td>$10^{-18}/\text{C}^4$</td>
<td>$10^{-24}/\text{C}^6$</td>
</tr>
<tr>
<td>BBL(1962) Data Set</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>BBL(1962) $T_n(c_{pq})$</td>
<td>8.9</td>
<td>37</td>
</tr>
<tr>
<td>BBL(1962) L.S.F. $T_n(c_{pq})$</td>
<td>2.4</td>
<td>11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BBL(1963) Data Set</th>
<th>Number of test points</th>
<th>$T_n(c_{pq})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBL(1963) $T_n(c_{pq})$</td>
<td>113</td>
<td>106</td>
</tr>
<tr>
<td>BBL(1963) L.S.F. $T_n(c_{pq})$</td>
<td>20.7</td>
<td>75</td>
</tr>
<tr>
<td>BBL(1963) L.S.F. $T_n(c_{pq})$</td>
<td>9.2</td>
<td>33</td>
</tr>
</tbody>
</table>
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set of data points. For consistency, the BBL(1962) T\textsubscript{c}(c\textsubscript{pq}) values are based on BBL(1962) T\textsubscript{c}(c\textsubscript{pq}), and BBL(1962) Least Square Fit T\textsubscript{c}(c\textsubscript{pq}) are based on BBL(1962) Least Square Fit T\textsubscript{c}(c\textsubscript{pq}). Similar considerations apply to T\textsubscript{c}(c\textsubscript{pq}).

Our major concern regarding T\textsubscript{c}(c\textsubscript{pq}) based on this data set relates to the fact that the computation of that first, second, and third order temperature coefficients involve a knowledge of the elastic constants, and that the higher order coefficients also depend on the values of the lower order coefficients. Errors are accumulative, and c\textsubscript{pq} inaccuracies are reflected in all temperature coefficients. Similarly, T\textsubscript{c}(c\textsubscript{pq}) errors invalidate T\textsubscript{c}(c\textsubscript{pq}) results, and these in turn affect T\textsubscript{c}(c\textsubscript{pq}). The BBL(1962) derived temperature coefficients are claimed to be more accurate than ones determined by previous investigators, and are often in sharp disagreement with previous results. The problems associated with the BBL(1962) data set regarding agreement with accepted c\textsubscript{pq} values, raises more serious questions with respect to the BBL(1962) derived temperature coefficients.

RBL (1963)

Subsequent to BBL(1962), Bechmann, Ballato, and Lukassek have published a report\textsuperscript{8}, hereafter abbreviated as BBL(1963), with extensive T\textsubscript{c}(f) data. They have measured the frequency-temperature characteristics of 100-120 doubly rotated cuts, and have tabulated the corresponding T\textsubscript{c}(f) coefficients. This set consists of a wide range of (4,9) and data on all three vibration modes. BBL(1962) data is a subset of BBL(1963). An unfortunate omission is frequency-thickness constants for this data set. A knowledge of this data would enable one to calculate c\textsubscript{pq} values from a statistically significant number of doubly rotated crystal resonators.

In BBL(1963), the authors use their BBL(1962) derived T\textsubscript{c}(c\textsubscript{pq}) values and calculate T\textsubscript{c}(f) for each data point. However, they have not used this new data set as a check on the original values, or to derive a new set of T\textsubscript{c}(c\textsubscript{pq}). We have performed a least square analysis fit to BBL(1963), and the results of these computations, a new set of T\textsubscript{c}(c\textsubscript{pq}), are listed in Table V as "BBL(1963) L.S.F.". The corresponding variances are listed in Table VI. We also list the variances for this data set based on the original BBL(1962) parameters. Increasing the number of experimental points from 23-24 to 100-111 increases the variances by a factor of two. This is expected, as the BBL(1962) data is a subset of BBL(1963). A judicious choice of 20-25 points from this data set may indeed give very low variances, and in the limit, a choice of six points would give zero deviation. The least square fit to the smaller data set reduced the variances by factors of 3 to 4, but for the larger data set the errors were reduced by factors of 2 only.

We are confronted with two data sets, and three T\textsubscript{c}(c\textsubscript{pq}) sets. Is there a rational choice, and from a fundamental point of view, does it really make any difference which set is selected? The purpose of the data analysis is to obtain in a concise form, in conjunction with a mathematical formalism, the parameters required to calculate and predict the frequency as a function of temperature characteristics of a resonator. The intention is not to provide a vehicle for a virtuoso performance in curve fitting or least square analysis. It does not make too much sense to select "BBL(1962) Least Square Fit" as the working set. BBL(1962) is a subset of BBL(1963) points, selected by some unknown methodology, or simply by the availability data at that time period. There is no indication whatsoever that T\textsubscript{c}(f) values of the reduced data set are more accurate or are better defined in terms of (4,9). Similarly, the BBL(1962) set was derived by BBL from a minimum number of individual experimental points, for example, T\textsubscript{c}(c\textsubscript{pq}) from (30,0), T\textsubscript{c}(c\textsubscript{pq}) from (0,0), and the statistical evidence of the remaining points was ignored. Parameters based on such a narrow data base may not give realistic predictions for arbitrary doubly rotated crystal cuts.

The resonators tested for the BBL(1963) report contained different crystal configurations, square, rectangular, and circular, were supplied by several manufacturers using different geometries and fabrication processes, and were tested at different overtones and operating procedures. It then represents a broad realistic cross-section of a large variety of resonators, and their numbers and angular distributions were large enough to qualify them as a statistically significant set. All three BBL T\textsubscript{c}(c\textsubscript{pq}) sets give similar results, but among these sets the preferred selection is "BBL(1963) Least Square Fit."

Adams et al. Data Set

Adams, Enslow, Kusters, and Ward\textsuperscript{1} also published a set of temperature coefficients, and for reference purposes these are also listed in Table V. It is claimed that this set is superior to BBL(1962). However, in their paper Adams et. al. do not state the number of points in the data set, the angular distribution (4,9) of the cuts, or the least square fit variances of T\textsubscript{c}(f). In addition, they have used the BBL(1962) c\textsubscript{pq} values to calculate T\textsubscript{c}(c\textsubscript{pq}). The only experimental comparison shown is variation around the AT-cut. The authors' contention, that their data set has smaller variances with their T\textsubscript{c}(c\textsubscript{pq}) than with BBL(1962) is obvious and self-evident. Indeed, the Adams et al. T\textsubscript{c}(c\textsubscript{pq}) may be far superior to BBL(1963) Least Square Fit in predicting the general behavior of doubly rotated cuts.

\textbf{Least of T\textsubscript{c}(f) = 0.}

Most (4,9) orientations of practical interest for high stability oscillator applications lie along the least of the zeros of the first order temperature coefficients of frequency, T\textsubscript{c}(f) = 0. These orientations include the temperature compensated cuts, for example, AT, IT, FC, SC, RT, or BT. The temperature sensitivity of frequency is greatly reduced by minimizing the linear contributions of
Similarly, the linear coefficient cut, the LC-cut, is given by the intersection of $T_1(f) = T_2(f) = 0$. For the LC-cut, the only variation is due to $T_3(f)$, and this cut has been extensively applied as a thermometer.2.

The loci of $T_1(f) = 0$ for the $b$- and $c$-modes of vibrations were initially published in RBL(1963) and have been reproduced by Ballato and his coworkers during the last 20 years in many of their publications. Figure 3 shows the corrected version of these curves. The correction applies to the $b$- and $c$-modes, whereas calculations carried out with smaller $\phi$-angle intervals also detects the intersection between $\phi = 49-50^\circ$.

Figure 4 shows the loci of $T_1(f) = 0$ based on the newly determined RBL(1963) L.S.F. parameters. There is close agreement with BBL(1962) for the major $b$-mode, and for the major $c$-mode at $\phi < 45^\circ$. The major $c$-mode shows a continuous $6\leq \phi \leq 35^\circ$ for $0^\circ \leq \phi \leq 60^\circ$, rather than the drop in $b$-values above $\phi > 45^\circ$. The shape of the major $b$-mode is essentially unchanged, and the $b$- and $c$-mode cross over close to the BBL(1962) based calculations. $T_1(f) = 0$ also shows an additional minor $c$-mode branch between $\phi = 50-60^\circ$. Figure 5 shows the corresponding electromechanical coupling factor along $T_1(f) = 0$. Accurate experimental data in this region would be very helpful in clarifying the proper values for $c_{33}$ and $T_3(c_{33})$.

The LC-cut can also serve as a good example in comparing the BBL(1962) and RBL(1963) L.S.F. parameters. Figure 6 shows $T_2(f) = T_3(f) = 0$ as a function of $(\phi, \theta)$ calculated for both sets. We note that these quantities are sensitive functions of the material constants. The intersection based on RBL(1962) is at $(7.97, 12.02)^*\text{ and for }$ RBL(1963) L.S.F. at $(13.69, 8.75)^*$. Calculations carried out by Hammond et. al. place the LC-cut at $(8.44, 13.0)^*$. The experimentally determined value is $(11.17, 9.39)^*$, and in Figure 6 it is plotted as the LC experimental point. The reasons for the discrepancy for BBL(1962) based computations are unclear. Figure 6 also shows the Adams et. al. based calculations locating the LC-cut at $(12.64, 9.72)^*$, the closest agreement with the experimental point.

**Discussion**

The knowledge of the elastic constants of quartz and their temperature coefficients are imperative in describing the frequency and the temperature response of the resonator device. We find serious discrepancies in the original analysis of the RNL(1962) data set, and this raises issues regarding the applicability of currently accepted $c_{33}$ and $T_3(c_{33})$ values to crystallographically doubly rotated cuts. There are several possibilities which may account for this configurations. Strictly speaking, the derived material constants are not necessarily the intrinsic values and their applicability to other situations need to be established. Geometrical factors may influence results, and sets of values derived from one configuration and experimental procedures may not automatically be applied to other modes of operation. Adams et. al.1 also caution that their $T_3(c_{33})$ data is "exactly applicable to crystals having the same physical characteristics as the one in this study; i.e. same diameter, thickness, contour, etc." RBL(1963) also lists a collection of factors which influence the temperature-frequency behavior of the resonator.

Necktie experiments were carried out on 0.5 cubic inch quartz samples, whereas BBL obtained the material from several sources, had large thickness to diameter ratio variations, and included plano-convex geometries. Sample set divergencies extended to support structure, electrode size, air gap holder, and resonator enclosure, drivel level, and operations at different overtones, all of which affect the measured frequencies. In addition, BBL samples may also reflect differences in fabrication processes rather than intrinsic properties of the material.

Another possibility relates to the fact that we are trying to apply the theoretical formulation of an infinite plate to a finite electroded disk. This is a very simplistic approach, it works well when symmetries cancel a large number of terms, but it does not describe the realities of doubly rotated disks.

Recent discussions with A. Ballato tend to support the argument that for the BBL sample set they lacked an accurate knowledge of $(\phi, \theta)$. The oriented plates and finished resonators were acquired from outside sources, and there was no independent check on $(\phi, \theta)$. It is then too surprising that this mixture of geometrical configurations and experimental procedures yield large variances, and deviation with predicted results are always attributed to these factors.

This investigation points out the need for the experimental re-determination of the elastic constants of quartz and their temperature coefficients on a geometrically consistent sample sets, on a statistically significant population of doubly rotated crystals, bulk and disk configurations, air gap and resonator enclosures, and piezoelectric and other means of excitation. It also calls for detailed documentation of sample and experimental procedures. A new experimental investigation will also aid the opportunity to evaluate novel factors, discovered during the last twenty years, which influence resonator behavior.
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Figure 6. Loci of $T_2(f) = T_3(f) = 0$ in the Vicinity of the LC Cut
The turnover temperatures, T_{to}, of quartz plates vibrating in the thickness mode are calculated for doubly rotated orientations in the temperature range of -200 to +200 °C. In addition to the standard cuts of interest situated along the loci of zero values of the first order temperature coefficients of frequency, we find another family of doubly rotated quartz orientations, vibrating in c-mode resonance, with T_{to} values 70 °C and above. The significance of these orientations are that for the same T_{to} they are considerably less sensitive to crystallographic orientation than currently utilized singly or doubly rotated cuts. For T_{to} = 90 °C, the static frequency as a function of temperature coefficients of these orientations are between the AT-cut and BT-cuts, and they become less sensitive to temperature with increasing T_{to}.

**Summary**

The turnover temperatures, T_{to}, of quartz plates vibrating in the thickness mode are calculated for doubly rotated orientations in the temperature range of -200 to +200 °C. In addition to the standard cuts of interest situated along the loci of zero values of the first order temperature coefficients of frequency, we find another family of doubly rotated quartz orientations, vibrating in c-mode resonance, with T_{to} values 70 °C and above. The significance of these orientations are that for the same T_{to} they are considerably less sensitive to crystallographic orientation than currently utilized singly or doubly rotated cuts. For T_{to} = 90 °C, the static frequency as a function of temperature coefficients of these orientations are between the AT-cut and BT-cuts, and they become less sensitive to temperature with increasing T_{to}.
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**Introduction**

The most important performance parameter of a crystal oscillator is the static frequency as a function of temperature, f(T), characteristic of the device. In the temperature range of interest to this investigation, -200 to +200 °C, f(T) is described by a cubic equation with coefficients T_{1}(f), T_{2}(f), and T_{3}(f). The frequency coefficients T_{1}(f), are determined by the temperature coefficients of the elastic, piezoelectric, and dielectric constants, and by the expansion coefficients of the material used in fabricating the resonator element. Single crystal a - quartz is the most commonly used material for piezoelectric resonators, owing to its superior mechanical, physical, and chemical properties. Quartz belongs to the trigonal crystal system, and material properties are crystallographic orientation dependent. Certain orientations exist which have considerably smaller temperature coefficients of similar magnitudes. Typical crystal orientations for the standard AT- and BT-cuts.

The normalized frequency offsets as a function of temperature may exhibit a maximum and a minimum. These positions are designated as the turnover temperatures, T_{to}. For high stability applications, the resonator device is enclosed in a precisely controlled oven and maintained at T_{to} °C. Most military applications specify upper environmental temperatures in the 60 to 100 °C range. The crystal oscillator is selected to locate T_{to} several degrees above the highest anticipated environmental temperature. Owing to T_{to} sensitivity to crystallographic orientation, narrow angular tolerances, in order of minutes or seconds or arc, have to be maintained throughout the resonator fabrication process. Both requirements, precise oven control and crystal orientation, affect considerably oscillator costs. The singly rotated AT- and BT-cut crystals are the most widely used orientations for high stability applications. The novel doubly rotated SO-cut orientation has considerably smaller temperature coefficient of frequency than the AT-cut. However, this order of magnitude improvement in performance is at the expense of an order of magnitude reduction in allowable crystal orientation tolerances.

Quartz plates support three modes of transverse vibrations, usually designated as the a-, b-, and c-modes. The AT- and SO-cuts are c-mode vibrations, whereas the BT-cut belongs to the h-mode branch. Technically, all three cuts are defined by orientations which yield zero values for the first order temperature coefficients of frequency, T_{1}(f) = 0. Other cuts situated along the T_{1}(f) = 0 locus include the IT- and RT-cuts. This topic has been reviewed extensively by Bassler. 2 The attraction of cuts along T_{1}(f) = 0 is due to the fact that, compared to other modes or orientations, the normalized frequency offsets are slowly varying functions of temperature. For these cuts only 2nd and 3rd order coefficients, T_{2}(f) and T_{3}(f), contribute to frequency offsets.

Resonator performance parameters of interest include the position of T_{to}, and the magnitude of the frequency variation around T_{to}. These parameters are determined by all three temperature coefficients of frequency, and not only by T_{1}(f) alone. A judicious selection of angular orientations which properly balance T_{1}(f), T_{2}(f), and T_{3}(f), may result, compared to currently preferred cuts, in improved performance or trade-offs, for example, relaxation of crystallographic angular tolerances. Consequently, for the three transverse vibrations of quartz, we have computed T_{to} for all angular orientations. The results of these calculations are the subject of this investigation.

**Summary**

The turnover temperatures, T_{to}, of quartz plates vibrating in the thickness mode are calculated for doubly rotated orientations in the temperature range of -200 to +200 °C. In addition to the standard cuts of interest situated along the loci of zero values of the first order temperature coefficients of frequency, we find another family of doubly rotated quartz orientations, vibrating in c-mode resonance, with T_{to} values 70 °C and above. The significance of these orientations are that for the same T_{to} they are considerably less sensitive to crystallographic orientation than currently utilized singly or doubly rotated cuts. For T_{to} = 90 °C, the static frequency as a function of temperature coefficients of these orientations are between the AT-cut and BT-cuts, and they become less sensitive to temperature with increasing T_{to}.
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The most important performance parameter of a crystal oscillator is the static frequency as a function of temperature, f(T), characteristic of the device. In the temperature range of interest to this investigation, -200 to +200 °C, f(T) is described by a cubic equation with coefficients T_{1}(f), T_{2}(f), and T_{3}(f). The frequency coefficients T_{1}(f), are determined by the temperature coefficients of the elastic, piezoelectric, and dielectric constants, and by the expansion coefficients of the material used in fabricating the resonator element. Single crystal a - quartz is the most commonly used material for piezoelectric resonators, owing to its superior mechanical, physical, and chemical properties. Quartz belongs to the trigonal crystal system, and material properties are crystallographic orientation dependent. Certain orientations exist which have considerably smaller temperature coefficients of similar magnitudes. Typical crystal orientations for the standard AT- and BT-cuts.

The normalized frequency offsets as a function of temperature may exhibit a maximum and a minimum. These positions are designated as the turnover temperatures, T_{to}. For high stability applications, the resonator device is enclosed in a precisely controlled oven and maintained at T_{to} °C. Most military applications specify upper environmental temperatures in the 60 to 100 °C range. The crystal oscillator is selected to locate T_{to} several degrees above the highest anticipated environmental temperature. Owing to T_{to} sensitivity to crystallographic orientation, narrow angular tolerances, in order of minutes or seconds or arc, have to be maintained throughout the resonator fabrication process. Both requirements, precise oven control and crystal orientation, affect considerably oscillator costs. The singly rotated AT- and BT-cut crystals are the most widely used orientations for high stability applications. The novel doubly rotated SO-cut orientation has considerably smaller temperature coefficient of frequency than the AT-cut. However, this order of magnitude improvement in performance is at the expense of an order of magnitude reduction in allowable crystal orientation tolerances.

Quartz plates support three modes of transverse vibrations, usually designated as the a-, b-, and c-modes. The AT- and SO-cuts are c-mode vibrations, whereas the BT-cut belongs to the h-mode branch. Technically, all three cuts are defined by orientations which yield zero values for the first order temperature coefficients of frequency, T_{1}(f) = 0. Other cuts situated along the T_{1}(f) = 0 locus include the IT-, FC-, and RT-cuts. This topic has been reviewed extensively by Bassler. 2 The attraction of cuts along T_{1}(f) = 0 is due to the fact that, compared to other modes or orientations, the normalized frequency offsets are slowly varying functions of temperature. For these cuts only 2nd and 3rd order coefficients, T_{2}(f) and T_{3}(f), contribute to frequency offsets.

Resonator performance parameters of interest include the position of T_{to}, and the magnitude of the frequency variation around T_{to}. These parameters are determined by all three temperature coefficients of frequency, and not only by T_{1}(f) alone. A judicious selection of angular orientations which properly balance T_{1}(f), T_{2}(f), and T_{3}(f), may result, compared to currently preferred cuts, in improved performance or trade-offs, for example, relaxation of crystallographic angular tolerances. Consequently, for the three transverse vibrations of quartz, we have computed T_{to} for all angular orientations. The results of these calculations are the subject of this investigation.
Coordinate System

Quartz orientations of interest to transverse mode piezoelectric resonator applications are rotations around the crystallographic $x$-axis and/or $y$-axis. Figure 1 illustrates the coordinate system used to describe the various crystal orientations and cuts. The initial position of the plate is that of a $Y$-cut, thickness direction normal to the $y$-axis. The position of the rotated plate is described by $(\phi, \theta)$, where $\phi$ and $\theta$ are rotations around the $x$-and $y$-axis, respectively.

Owing to crystal symmetries applicable to quartz, all rotations can be mapped into any orientation to the $x$-axis. Figure 1 illustrates the coordinate systems.

$0 \leq \phi \leq 60^\circ$ and $0 \leq \theta \leq 90^\circ$

In this nomenclature, the approximate values of the AT-, BT-, and ST-cuts are $(0, 35^\circ)$, $(22, 34^\circ)$, and $(60, 48^\circ)$, respectively. Another commonly used mapping region is

$0 \leq \phi \leq 30^\circ$ and $-90 \leq \theta \leq 90^\circ$

The two descriptions are related by the transformations

$\phi = 60 - \theta$ and $\theta = \theta$

In this nomenclature, the BT-cut becomes $(0, -49)^\circ$, and for example, the combination $(40^\circ54', 16^\circ34')$ transforms to $(19^\circ06', -16^\circ34')$.

Static Frequency - Temperature Characteristics

In a series of experiments, Buffham, Ballato, and Lukashek have evaluated the static frequency as a function of temperature behavior of quartz resonators in the temperature range of $-200$ to $+200 ^\circ$C. They have shown that the normalized frequency offset is described well by a cubic equation.

$$|\Delta f/f_0| = \left| f-f_0 \right| = \Sigma T(f)|T-T_0|^{n}$$

where $T(f)$ are the temperature coefficients of frequency, $T$ the variable temperature, and $f_0$ the frequency at reference temperature $T_0$. In most applications, the series is expanded around reference temperature $T_0 = 25 ^\circ$C.

$T_0(f)$ are calculated from the six fundamental elastic, two dielectric, and two piezoelectric constants, and their temperature coefficients. The most commonly used mathematical formalism relating $T_0(f)$ to the material coefficients, an infinite plate with the proper boundary conditions, is discussed and reviewed by many investigators, for example, Buffham. Reference 9 discusses the validity of currently accepted material constant values, and lists four alternate sets of temperature coefficients. For our purposes, the specific set used to calculate $T_0(f)$ is not critical. All sets give similar results, but specific values will depend on the particular choice for the material constants. The exception is the crystal region between $\phi = 50-60^\circ$, where results are highly sensitive to assumed temperature coefficients.

The general shape of the normalized frequency offsets as a function of temperature are described in many publications. Figure 2 shows the characteristics for $\phi = 0^\circ$, for $\phi$-angles near the AT-cut. This figure is included for illustration purposes only. We note that Eq. (1) defines one real root at $T = T_0 = 25 ^\circ$C. The frequency-temperature curves may have two additional real roots, and a maximum and a minimum. This will occur if $\Delta f_0^2 > 4T_0^2|T|^3$. The maximum and minimum positions, designated as the turnover temperatures, are located at

$$T_{TO} - T_0 = [-T_0k(f)]$$

$$\pm [((T_0k(f))^2 - T_0k(f)|T|)]^{1/2}/T_0k(f)$$

At these positions, as illustrated in Figure 1, the normalized frequency offset is a slowly varying function of temperature, and, in a controlled environment, one is able to obtain high stability operation. $T_{TO}$ shifts to higher temperatures with increasing $\theta$ and for any $T_{TO}$ $\theta$ is uniquely defined. Figures 3 and 4 show, for $T_{TO} = 90 ^\circ$C, the sensitivities of $|\Delta f/f_0|$ to small changes in $\theta$, for the AT- and BT-cuts, respectively. BT-cut sensitivities are approximately one-half that of the AT-cut.

Most resonators of practical interest for high stability operation are situated along the loci of the zeros of the last order temperature coefficients of frequency, $T_1(f) = 0$. These include the AT-cut $(\phi = 0^\circ)$, BT-cut, ST-cut, and SC-cut, $(\phi = 23^\circ)$, AT-cut, and BT-cut $(\phi = 60^\circ)$. The specific parameters for these cuts are reviewed by Ballato. A corrected curve of the $T_1(f) = 0$ locus is given in Reference 5. The steepness of the frequency-temperature curve near $T_{TO}$ will depend on both $\phi$ and $\theta$, and on the proximity to the inflection temperature $T_I$, given by $T_I - T_0 = -T_0k(f)/T_0k(f)$.

Turnover Temperatures

Figures 5a, 5b, and 5c show the turnover temperatures as a function of $\phi$ in the temperature range of $-200$ to $+200 ^\circ$C. The horizontal lines through these curves indicate the position of the inflection temperature, at $\phi = 0^\circ$ only the $\phi$-mode has turnover temperatures, and $T_{TO}$ shifts drastically with $\theta$. The steep $T_0$ slope for the $\phi$-mode branch is maintained at all $\phi$ angles. This branch is usually referred to as the family of AT-cut crystals. Figure 6 shows more detailed curves of $T_{TO}$ along the $T_1(f) = 0$ locus. The inflection temperature increases with $\phi$, at $\phi = 22^\circ$, $T_{TO} = 90 ^\circ$C. For optimum frequency-temperature operations, i.e., very small normalized frequency offsets as a function of temperature, one ideally selects a doubly rotated cut with $T_{TO} = T_I$. However, by definition, the curves are steepest at $T_I$, and the slightest deviation in angular orientation results in drastic $T_{TO}$ variations. This is also illustrate
For the AK-cut crystals, we have approximately a 10° wide φ angle and a 6° wide θ angle region where \( T_{\text{co}} \) values are between 75 and 80 °C. This angular range allows complete relaxation of tolerances in fabrication, with corresponding cost reduction. The wide choice of (φ, θ) for the same \( T_{\text{co}} \) also allows optimization in terms of mode-φ separation, selection of strong electronic-coupling factors, and design for slow varying (f(T)).

Figure 11 shows the normalized frequency offset, \( T_{\text{co}} = 90^\circ \), the sensitivity of \( f(T) \) to changes in the φ angle. This is to be compared with the AT- and BT-cut, shown in Figures 3 and 4, respectively. Instead of minutes of arc deviations characteristic of AT- and BT-cuts, for the AK-cut \( T_{\text{co}} \) are given in terms of degrees. The curves indicate that AK-cut in- sensitivities to angular orientations are, approximately, a factor of 50 greater than for the AT-cut.

Figure 12 shows the normalized frequency offsets, \( T_{\text{co}} = 90^\circ \), for the AT-, BT-, and AK-cuts. The AK-cut has a positive curvature, similar to the BT-cut, and its frequency coefficient is approximately twice that of the AT-cut, but is smaller than the BT-cut. The particular (φ, θ) combination chosen for this illustration is not critical; all \( T_{\text{co}} = 90^\circ \) (φ, θ) combinations have very similar f(T) curves. For the AT- and BT-cuts, the curvatures of f(T) increase with \( T_{\text{co}} \). Figure 13 shows \( f(T) \) for the three cuts at \( T_{\text{co}} = 200^\circ \). We show two representative AK-cuts, and both have considerably smaller curvatures than comparable AT- or BT-cuts. For high temperature applications, the AK-cut is preferable, even from a performance point of view.

Other Doubly Rotated Cuts

Figures 5b, 5b, and 5c indicate that in addition to the AK-cut, there are other (φ, θ) combinations which show plateaus or small slopes for particular \( T_{\text{co}} \). For example, the m-mode, between φ = 35-60°, exhibits flat \( T_{\text{co}} \) between -120 and -80 °C, and it is useful for high stability low temperature applications.

For φ between 50 and 60°, the m-mode also exhibits another branch, with \( T_{\text{co}} \) plateaus between 60 and 100 °C. We have not investigated this region in detail. Results are very sensitive to small changes in assumed material constants, and are also affected by the closeness of the b- and c-mode crossovers. This limitation is also manifested at φ = 50-55° and θ = 20-25°, where \( T_{\text{co}} \) undergoes wild gyrations. For this crystal region, one can not have any confidence that computations predict realistically \( T_{\text{co}} \) values or f(T).

Experimental Verification

The existence of the AK-cut family has been verified experimentally. Several (φ, θ) orientations were fabricated in 10 MHz, 3rd overtone, resonator configuration. Figure 14 shows four experimental crossover temperatures. For ease of fabrication, the initial (φ, θ) combinations were selected for...
their proximity to x-ray planes. We find that at 
(30, 24, 44)°, T20 = 173 °C; for (36.0, 24.44)°,
T20 = 87 °C; for (36.58, 24.44)°, T20 = 77 °C; and
for (46.1, 23.58)°, T20 = 112 °C. Q-values are 
1.5 x 10^5, in line with 10 MHz, 3rd overtone, reso-
nators. f(T) values also agree well with computa-
tions. Considering the uncertainties in the mate-
rial constants, and the simplified mathematical for-
malism of these computations, the general agreement
with predicted results are indeed very surprising.

References

1. J.A. Kusters, C.A. Adams, H. Yoshida, and
J.G. Leach, "TIC's - Further Developmental Results",
31st Annual Frequency Control Symposium, 3-7(1977).

2. A. Ballato, "Doubly Rotated Thickness Node
Plate Vibrators", Physical Acoustics, vol. XII,
W. P. Mason, and R. N. Thurston, editors, Academic

3. R. Rechmann, A.D. Ballato, and T.J. Lukaszek,
"Higher-Order Temperature Coefficients of the Elas-
tic Stiffnesses and Compliances of Alpha-Quartz",

4. R. Rechmann, A.D. Ballato, and T.J. Lukaszek,
"Higher-Order Temperature Coefficients of the Elas-
tic Stiffnesses and Compliances of Alpha-Quartz",

5. A. Kahan, "Elastic Constants of Quartz and
Their Temperature Coefficients", 36th Annual
Frequency Control Symposium, 1982.

6. C.A. Adams, G.M. Enslow, J.A. Kusters, and
R.W. Ward, "Selected Topics in Quartz Crystal
Research", 24th Annual Frequency Control Symposium,

7. The resonators were fabricated to our specifi-
cations at, and purchased from, Frequency Electro-
\(\text{nicls, Inc. We would like to thank J. Taeclas for}
orienting and cutting the plates, and B. Goldfrank
for fabrication and for initial measurements. We
would also like to express appreciation to Ferdinand
Euler for performing the experimental evaluations.
Figure 3. Sensitivity of Normalized Frequency Offset to Small Angular Variations for an AT-Cut Plate, (0, -35°), Oriented for 90°C Turnover Temperature.

Figure 4. Sensitivity of Normalized Frequency Offset to Small Angular Variations for a BT-Cut Plate, (80, -49°), Oriented for 90°C Turnover Temperature.
Figure 5a. Turnover Temperatures for Crystallographically Doubly Rotated Quartz, $\phi = 0, 25, \text{ and } 30^\circ$.

Figure 5b. Turnover Temperatures for Crystallographically Doubly Rotated Quartz, $\phi = 35, 40, \text{ and } 45^\circ$. 
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Figure 5c: Turnover Temperatures for Crystallographically Doubly Rotated Quartz, $\phi = 50$, 55, and 60°.

Figure 6: Turnover Temperatures Along $T_y(1) = 0$ locus, $\phi = 0$, 20°. The Horizontal Lines Indicate the Position of the Inflection Temperatures.
Figure 7. Constant Turnover Temperatures, $T_{10} = 60 - 100^\circ C$, as a Function of $(\phi, \theta)$ for AT-Cut Family

Figure 8. Turnover Temperatures for AK Cut Crystals, $\theta = 30 - 44^\circ$. Calculations Based on BBL(1963) L.S.F. Coefficients
CALCULATED C-MODE $T_{10}$ FOR DOUBLY-ROTATED CRYSTAL CUTS

Figure 9. Turnover Temperatures for AK-Cut Crystal, $\phi = 28^\circ-44^\circ$. Calculations based on Adams et al. coefficients, Ref. 6. Curves for $\theta > 32^\circ$ are part of the AT-Cut Family.

CALCULATED TURNOVER TEMPERATURES FOR AK-CUT CRYSTALS

Figure 10. Constant Turnover Temperatures, $T_{10} = 75-120^\circ$, for AK-Cut Plates, BBL(1963) L.S.F. coefficients.
Figure 11. Sensitivity of Normalized Frequency Offsets to Angular Variations for AK-Cut Plate, Oriented for \( T_{10} = 90^\circ \text{C} \).

Figure 12. Comparison of Normalized Frequency Offsets as a Function of Temperature for AT-, BT-, and AK Cut Plates Oriented for \( T_{10} = 90^\circ \text{C} \).
Figure 13. Comparison of Normalized Frequency Offsets as a Function of Temperature for AT-, BT-, and AK-Cut Plates Oriented for $T_{0} = 200^\circ C$.

Figure 14. Comparison of Calculated and Experimental Data Measured on 10 MHz, 3rd Overtone AK-Cut Crystal Resonators. $T_{0}$ Values are indicated Next to the Experimental Points, Plotted as Dots.
Abstract

The frequency - temperature vs. angle-of-cut characteristics have been determined for SC-cut TCXO resonators. The α-values were such that the lower turnover temperatures ranged from +10°C to -70°C. From the frequency vs. temperature (f vs T) characteristics of these resonators, the optimum angles of cut, minimum frequency deviations and maximum f vs. T slopes have been determined for various temperature ranges (i.e., -40°C to +75°C, -54°C to +85°C and 0°C to +60°C). It has been found that the angle-of-cut tolerances are easy to achieve with conventional cutting equipment.

The initial hysteresis results indicate that SC-cut resonators may permit a significant improvement in the stabilities achievable with TCXO’s.

Key Words: Quartz, quartz crystal, quartz resonator, AT-cut, SC-cut, quartz oscillator, crystal oscillator, hysteresis, thermal hysteresis, frequency vs. temperature, activity dip, thermal shock.

Introduction

In the introduction to a Frequency Control Symposium paper in 1973, the authors stated that temperature compensated crystal oscillators (TCXO’s) with...stabilities of ±.5 pp 10 THz from -40°C to +75°C have been a commercial realization for about a decade.” A recent survey of TCXO manufacturers has indicated that, over the same temperature range, the state-of-the-art in commercially available TCXO’s is still ± 5 pp 10 THz i.e., the state-of-the-art of TCXO’s has been on a plateau for the past 20 years.

The main reason for this lack of progress is thermal hysteresis in the normally used AT-cut crystal units, and the small circuit component tolerances that are required in order to compensate to better than ±.5 pp 10 THz.

The motivations for the studies reported in this paper are: 1. there is a need for better than ±.5 pp 10 THz TCXO’s and clocks, 2. SC-cut resonators operated in dual mode oscillators have been shown to have the potential for ±.1 pp 10 THz compensation, 3. lower hysteresis may possibly be achievable with SC-cut resonators because some stress relief effects that can lead to hysteresis are absent in such resonators, 4. rapid calibration runs are possible due to the thermal transient compensated nature of SC-cut resonators, 5. SC-cut resonators exhibit a very low incidence of activity dips in the c-mode, 6. as is shown below, ±.5 angle of cut tolerances are relatively easy to achieve in SC-cut TCXO resonators, and 7. the availability of low cost, low power microcomputers promises the realization of high stability SC-cut TCXO’s and clocks at a reasonable cost.

Frequency vs. Temperature vs. Angle-of-Cut Characteristics

In order to define the optimum angles of cut for SC-cut TCXO resonators, groups of 5 MHz fundamental mode and 5 MHz 3rd overtone SC-cut resonators, with widely varying α-angles, were fabricated and evaluated. All of the resonators were plano-convex. The fundamental mode blanks were made with a 1.5 diopter contour, and the 3rd overtone blanks with a 4.0 diopter contour. The blank diameters were 14 mm.

The blanks used in these experiments were cut to the nominal angles specified by the authors and were X-ray sorted into one minute ±-angle groupings by the vendor. The ±-angles were held constant at ±10° and ±1°, the angle from the reference α-angle, was varied in 20 minute increments up to 120 minutes. The reference ±-angles are the α-angles for which the slope of the frequency vs. temperature curves are zero at the inflection temperature; e.g., this angle is 33° for 5 MHz fundamental mode resonators and is 34° for 5 MHz 3rd overtone resonators. The angles of cut given below are believed to be accurate to better than ±.1° in ± and ±.2° in 90°. While such loose tolerances would be unacceptable for oven controlled SC-cut oscillator applications, as will be shown below, such tolerances should be adequate for most SC-cut TCXO applications.

The frequency vs. temperature characteristics of a typical SC-cut TCXO resonator is shown in Figure 1. In a typical temperature range of interest, such as -40°C to +75°C, the characteristic is as shown in Figure 2.

To optimize resonators for conventional TCXO applications, a primary goal is often to minimize
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Table 1 shows a summary of the optimized properties of SC-cut TCXO resonators for three temperature ranges: 1. -40°C to +75°C, 2. -54°C to +85°C and 3. 0°C to 60°C. For each temperature range, the first lines show the minimized slopes at the temperature range limits and the corresponding lower turnover temperatures. The second lines show the minimized frequency excursions between the turnover temperature and the temperature range limits (i.e., differences between the minimum and maximum frequencies), and both the corresponding lower turnover temperature and the frequency excursion for an AT-cut resonator that is optimized for the same temperature range. The approximate angles for the optimum resonators are also shown.

Figure 3 - Lower Turnover Temperature vs.  \( \Delta \theta \)

Figure 3 shows the relationship between the lower turnover temperature and \( \Delta \theta \) for \( \Delta \theta \) up to 120°. A section of this curve for the -10°C to +20°C turnover temperature range that is of interest for many TCXO applications is shown magnified in Figure 4. Since the slope of this curve is about 1.4°C per minute change in \( \theta \), it is clear that SC-cut TCXO resonators are relatively insensitive to cutting errors.

Further evidence for the relative insensitivity to cutting errors is presented in Figure 5 in which the sensitivities of the maximum frequency excursion (left scale) and of the maximum slope of the frequency vs. temperature curve

The frequency vs. temperature data for over 200 resonators ranging from \( \Delta \theta = 0° \) to \( \Delta \theta = 120° \) were analyzed to determine: 1. the minimum frequency excursions over various temperature ranges, 2. the minimum frequency vs. temperature slopes at the temperature range extremes, 3. the lower turnover temperature vs. \( \Delta \theta \) characteristics, and 4. the "angle sensitivities" of the frequency excursions and of the frequency vs. temperature slopes.
after thermal equilibrium had been reached, rapidly transferring the resonator into boiling water.

**Figure 4 - Lower Turnover Temperature vs. \( \Delta \theta \)**

(right scale) is shown as a function of \( \Delta \theta \) (top scale) and as a function of the lower turnover temperature (bottom scale) for the -40°C to +75°C temperature range. From these curves one can see that, for example, if one makes a three minute cutting error in \( \theta \), the maximum slope increases from 1.9 ppm per °C to 2.1 ppm per °C and the frequency excursion increases from 56 ppm to about 66 ppm; i.e., both quantities increase by less than 20%. Since cutting to ±3° in \( \theta \) (and ±10° in \( \phi \)) is within the state-of-the-art, for many potential applications, SC-cut TCXO resonator blanks should be as easy or easier to cut to the proper angles as AT-cut blanks that are made to comparable frequency vs. temperature characteristic tolerances.

**Figure 5 - Sensitivities to Cutting Errors**

**Thermal Transient Characteristic**

The warmup characteristics of four-point-mounted ceramic flatpack enclosed SC-cut resonators with turnover temperatures near 100°C have been reported previously. The measurements had been made by monitoring the resonator frequency while immersing the resonator in ice water, and after thermal equilibrium had been reached, rapidly transferring the resonator into boiling water.

**Figure 6 - Thermal Shock Response of SC-Cut TCXO Resonator**

This experiment was repeated with a group of ten SC-cut TCXO resonators with turnover temperatures near 0°C. The resonators were immersed into boiling water first, then into ice water. The result for a typical test is shown in Figure 6. As expected, the thermal transient compensation was not affected by the fact that the \( \theta \)-angles were approximately 40° higher for these resonators than for the resonators that had the turnover temperatures near 100°C. For all ten TCXO resonators, the frequency overshoot during the thermal shock was less than 1 ppm. The average overshoot was less than 5 x 10^-5, and the average thermal time constant was 10 seconds.

**Activity Dip Incidence**

Nearly all designs of SC-cut resonators that have been investigated have exhibited an extremely low incidence of activity dips in the c-mode. However, the initial frequency vs. temperature results for the b-modes of the same overtone as the c-modes have indicated a high incidence of activity dips. When the b-modes' frequency vs. temperature characteristics were measured at the same 1.5 ma drive current as was used to measure the c-modes, each of ten resonators measured exhibited more than one large activity dip. When some of the measurements were repeated with drive currents as low as 0.1 ma, the activity dips diminished but did not disappear. The b-mode’s frequency vs. temperature characteristics need to be studied further.

**Thermal Hysteresis**

A major limitation on the frequency accuracies achievable with TCXO's is the non-repeatability of the resonator's frequency vs. temperature characteristic, i.e., thermal hysteresis. Figure 7 shows an example of a resonator that exhibits a relatively poor 1 ppm thermal hysteresis at the lower turnover temperature.
Figure 7 - Hysteresis Example

The mechanisms that can produce thermal hysteresis include stress relief in the electrodes, and contamination transfer within the resonator enclosure. Since the ceramic flatpack enclosed resonators used in these experiments were fabricated under ultraclean conditions and were baked at high temperatures in ultrahigh vacuum immediately before sealing, and since SC-cut resonators are known to be compensated for electrode stress relief effects, it was hoped that these resonators would exhibit superior thermal hysteresis characteristics.

Hysteresis Measurement Method

The initial hysteresis measurements were made by placing the resonators into semi-isolated Colpitts oscillator circuits and measuring the hysteresis of the resonator-oscillator combinations. The oscillator circuit components were carefully selected to minimize the circuits' contribution to hysteresis. A schematic of the semi-isolated Colpitts oscillator is shown in Figure 8. (Such oscillators are discussed thoroughly in a forthcoming book.)

The measurement system consisted of an HP9825 controller, a Sigma Systems Model 170CC temperature chamber, a Frequency Electronics Inc rf switching system, an HP5335A counter, an HP436A power meter and an HP2804A quartz thermometer. All of the components were IEEE 488 bus compatible.

The initial measurements were made by cooling the oscillators from room temperature to \(-45^\circ C\) then heating up to \(+35^\circ C\), then cooling to \(-45^\circ C\) then heating to \(+75^\circ C\) then cooling to \(-45^\circ C\), then heating to room temperature. No data was collected during the initial cooldown and the final warmup. Thus during each run, data was collected during two complete cycles from \(-45^\circ C\) to \(+75^\circ C\) and back. In order to eliminate thermometry-caused apparent hysteresis, for purposes of these measurements, "hysteresis" during a run was defined as the maximum fractional frequency difference between any two of the four lower turnover frequencies measured. This definition is necessary because, for example, in the region where the frequency vs. temperature curve's slope is 1 ppm per \(^\circ C\), a thermometry error of 10 mdeg produces an error of \(1 \times 10^{-9}\), which is comparable to the hysteresis measured for the better units. In order to uncover any systematic variations of hysteresis with temperature, measurements on groups of "identically" fabricated resonators, with turnovers ranging from \(+75^\circ C\) to \(-40^\circ C\), are in progress.

The temperature was varied in one degree increments in the vicinity of the lower turnover temperatures and in \(10^\circ C\) increments away from the lower turnover temperatures. During each step change in temperature, the oven reached thermal equilibrium, to within 20 mdeg of the equilibrium temperature, within ten minutes. Measurements were made 15 minutes after the step change was initiated. At each temperature, ten readings of both the frequency and the temperature were taken. The data was least squares fit to a cubic expression.

Frequency measurements were made with a resolution of \(2 \times 10^{-9}\); temperature measurements were made with a resolution of 1 mdeg. The standard deviations in the temperature measurements ranged from about 20 mdeg at \(-45^\circ C\) to less than 1 mdeg at the points above room temperature. The standard deviations in the frequency measurements ranged from \(1 \times 10^{-7}\) at \(-45^\circ C\) to less than \(1 \times 10^{-9}\) at the points above room temperature. Since the lower turnover frequencies were determined by least squares fits to the data points in the vicinity of the turnover, and since the slope of the \(f\) vs. \(T\) is zero at the turnover, the uncertainty in the measurement of the lower turnover frequencies is less than \(1 \times 10^{-9}\). A run took about 36 hours to complete.
Initial Hysteresis Results

Each resonator was measured in a minimum of two "good" oscillators. Only the largest of the hysteresis values measured for each resonator-oscillator combination is reported. (The results obtained with one of the oscillators is omitted since this oscillator consistently produced poor results. An example of the data obtained with this unit is plotted in Figure 9. It is obviously a defective circuit; it was evidently contributing significantly to the hysteresis.)

Figure 9 - "Thermal Hysteresis" with Defective Oscillator

Figure 10 - Hysteresis Result for "Good" SC-Cut Unit

The results plotted for a typical SC-cut hysteresis run is shown in Figure 10. For the SC-cut units especially, there was not enough separation among the four curves of a run for one to be able to determine hysteresis from the plotted data. The numbers reported below were calculated from the least-squares fit to the data.

The results for the initial units evaluated are shown in Table II. The "worst hysteresis" column shows the worst result for the worst unit.

Table II - Initial Hysteresis Results

In each group. For each run the values of the lower turnover frequencies obtained during the second, third and fourth passes through the lower turnover point were compared with the value obtained during the initial "calibration" pass, and the average of the absolute values of the deviations was calculated. The "average deviation" column of Table II shows the average of all average deviations, for each resonator type.

The worst of the nine SC-cut units exhibited a hysteresis of $8.5 \times 10^{-6}$. The worst of the two similarly fabricated ceramic flatpack enclosed AT-cut units were about an order of magnitude worse than the worst SC-cut units.

Figure 11 - Hysteresis in Oscillator Power Output

The use of oscillators for the initial measurements of hysteresis was chosen due to availability, not because it is the best method. During each hysteresis run, in addition to measuring frequency and temperature, the oscillator power outputs were also monitored. Invariably, the power output vs. temperature exhibited hysteresis. A typical power vs. temperature hysteresis curve is shown in Figure 11. Since the oscillator circuitry contributed to the measurement results a finite but unknown amount,
the results in Table II represent upper limits on the resonators' contributions to the measured hysteresis. These preliminary hysteresis results for SC-cut resonators are therefore encouraging.

Summary and Conclusions

The frequency - temperature characteristics vs. angle-of-cut have been determined for SC-cut TCXO resonators. For many potential applications, the angle-of-cut tolerances are easy to achieve with conventional cutting equipment.

The minimum frequency excursion over a given temperature range is significantly higher for SC-cut resonators than for AT-cut resonators. Since SC-cut resonators' motional capacitance is approximately one third that of AT-cut resonators of the same overtone, it is significantly more difficult to compensate SC-cut resonators with conventional analog compensation techniques. However, overtone SC-cut TCXO resonators in dual mode oscillators (using a b-mode or some other temperature sensitive mode for thermometry) promise to provide very high accuracy clock oscillators through "external" compensation techniques.

The preliminary hysteresis results are encouraging. The results indicate that SC-cut resonators may permit a significant improvement in the stabilities achievable with TCXO's. This is especially true for clock applications. Before a substantial improvement in TCXO stabilities can be realized, the following will need to be resolved:

1. The term hysteresis will have to be defined in such a manner that its measured value will be indicative of the worst case frequency vs. temperature non-repeatability in actual use. The resonators' cyclics, dwell times, rates of change of temperatures, etc. will need to be included in the definition.

2. Measurement methods will need to be established that can measure a resonator's hysteresis without having the measurement equipment contribute significantly to the results. (The reflectometer technique described by Stone and Balzer is a promising alternative.)

3. Oscillator circuits and circuit components will need to be carefully selected in order to minimize the oscillator circuits' contribution to hysteresis.

4. To minimize thermometry related frequency errors, dual mode oscillators which utilize modes that are not subject to significant activity dips or hysteresis effects will need to be developed.
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PHOTOLUMINESCENCE FROM WORKED SURFACE LAYERS AND FREQUENCY INSTABILITY OF QUARTZ RESONATORS
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Israel

Summary

The disturbed surface layers produced by polishing and lapping affect considerably the frequency stability of quartz resonators. The present work describes the use of photoluminescence (PL) emitted from these layers for understanding the nature of the frequency instability. Experiments included measurements after successive etchings, thermal treatments and ultrasonic cleaning. The effects on the PL were compared to those on the resonator frequency. Our results support strongly the contamination mechanism for the frequency instability due to the worked layer in quartz resonators. It seems that vapors (including water) adsorbed in the cracks and grooves of the disturbed layers play an important role in the frequency instability due to the worked layers.

Key words: Quartz, Resonators, Worked Layers, Photoluminescence, Frequency Instability, Adsorption, Etching, Thermal Release.

Introduction

The disturbed surface layers produced by lapping and polishing in the process of preparation of quartz resonators are known to affect considerably the quality and the frequency stability of the resonators. The thickness of the worked layers and with it the frequency instability are known to go up with the coarseness of the polishing powders and with the polishing pressure. Two mechanisms were suggested to explain the frequency drift due to the worked layers. The first assumes that the drift is due to the strain in the surface layers produced during the polishing. The frequency instability then results from the gradual release of the stress produced by the processing. The second mechanism the frequency instability is attributed to the release of embedded abrasives or contaminants from the cracks in the worked surface layers.

In the present work we have observed under certain conditions photoluminescence (PL) excited by UV light. This PL was found to originate from the worked surface layers and depend on the coarseness of the grinding in a way similar to that of the frequency instability. Similarities in behavior between the two effects were observed also in other treatments, e.g. in the elimination of the effects by thermal annealing. The PL produced in the worked layers served thus as a tool helping to clarify the nature of the mechanism causing the frequency instability due to the disturbed layers. The results will be shown to support strongly the contamination mechanism as the main cause for the frequency instability due to the worked layers in quartz resonators.

Experimental

The crystals used in the present work were natural and synthetic quartz in AT and BT cuts. They were lapped with carborundum powders of various meshes (220-3000). Diamond powder pastes were used for polishing to nearly optical flatness. The crystals were etched by a 48% hydrofluoric acid solution. PL and excitation spectra were recorded using a Cary 14 spectrophotometer. For the excitation spectra the crystals were placed in the sample holder cell of the Cary. A combination of mica and perspex filters placed between the crystal and the photomultiplier of the Cary blocked almost completely the UV exciting light from reaching the detector.

For measuring the emission spectra the sample replaced the visible light source of the Cary and was excited by light from a high pressure Xenon arc lamp or a Mercury arc lamp through a double monochromator (0.25 meter Jarrell-Ash Double Monochromator). The emission spectrum was then dispersed and recorded by the Cary 14 spectrophotometer.

The resonator frequencies were measured in a transmission method set-up which included a XUD Rohde and Schwarz Decade Frequency Synthesizer and Exciter, a RQ2 Crystal Measuring Head and a USVH Selective Microvoltmeter. The resonators were placed in a home-built holder with a variable air gap between electrodes set by accurate micrometer screws and kept at a constant temperature (+ 0.1°) during the measurements. The resonator frequencies were also recorded using a crystal controlled oscillator and a 5245L Hewlett-Packard Electronic Counter connected to a 581A Hewlett-Packard Digital-Analog Converter and a chart recorder. The later set-up was used especially for long term frequency measurements. Thermal treatments were...
performed by keeping the crystals in a test tube placed in a furnace for about 15 minutes at every stabilized temperature.

Results

Figure 1 shows the excitation spectrum and Figure 2 gives the emission spectrum of the PL excited by UV light. The excitation maxima appear near 230nm and 260nm. The emission shows a maximum near 420nm and a tail towards longer wavelengths. The intensity of the PL as well as the ratio of the emissions excited in the two bands at 230 and 260nm varied with the conditions of lapping and polishing of the crystal surfaces. The PL could be eliminated almost completely by ultrasonic cleaning in distilled water or in acetone. It is shown below that the PL is not intrinsic to the quartz and seems to be associated with contaminants. It is shown below that the PL is limited to the worked layers and thus measurement of the PL can provide information on these layers.

In the first series of experiments we have measured the PL after successive short etching periods. Figure 3 gives the intensity of the PL as function of etching time for crystals lapped with various grinding powders. Curve a of Figure 3 was obtained after grinding with coarse (220#) carborundum. Curve b was obtained after grinding with a finer powder (1400#) and Curve c gives the result obtained with nearly optically polished surfaces. It is evident that the intensity of the PL and the total etching time needed for its elimination go down with the fineness of the grinding. In all the curves there is a rise in the PL at comparatively short etching times. The PL then decreases sharply to a lower value from which a further gradual decrease in it takes place. The PL disappears completely when the worked layer is entirely etched away. While the total etching time needed for full elimination of the PL was many hours with the very rough surfaces (Curve a), it is much shorter in Curve b and very short in Curve c (nearly optical polishing). The results thus show clearly that the PL is limited to the worked layers.

Figure 4a shows again the effect of the etching on the PL for a crystal with rough surfaces (220#). This time the etching was stopped several times and the crystal was left standing in ambient room atmosphere, each time for nearly 20 hours. The standing time for itself affected only slightly the PL (usually there was a small increase). However, when resuming the etching there was a considerable increase in the PL, similar to that obtained in the beginning but weaker. This effect of standing could be repeated many times with the intensities going down in successive sets of experiments until the worked layer was completely etched. Curve b of Figure 4 shows the reduction in crystal thickness by the etching. The PL versus etching time shown in Figure 3 can be in a way related to the curves of frequency shift versus etching time reported by Fukuyu and Oura" a matter which will be discussed below.

Figure 5a shows the effect of annealing at various temperatures upon the PL of the worked layer. The PL was measured each time after cooling back to room temperature. It is seen to decrease strongly below 200°C. The cancellation of the PL by annealing can be analyzed by thermo-analytical methods. Curve b in Figure 5 gives the temperature derivative of the PL (-dA/dT). It peaks at about 160°C. Keeping the thermally treated crystal for some time (e.g. one day) in ambient atmosphere at room temperature caused some re-appearance of the PL, which indicated that vapors from the atmosphere play a role in the centers causing the PL. This was also supported by the following experiment: Two quartz crystals were lapped (with 220# carborundum). One of the crystals was left at room temperature and the other was kept at about 20°C above room temperature. The PL intensity of both crystals was measured every day during a week. The results are shown in Figure 6, in which Curve a gives the PL of the crystal kept at 20°C above room temperature and Curve b gives that of the one kept at room temperature. It can be seen that while the PL of the first crystal decreased with standing time, that of the latter one increased with time. This fits the hypothesis of vapors from the atmosphere participating in the process.

Some measurements were also performed on the effects of grinding processes and thermal treatment on the quartz resonator frequency. Figure 7a shows the frequency drift versus time for a crystal lapped with 600# carborundum. Soon after lapping the crystal was dried for one minute at 100°C, polished surfaces. It is evident that the in-...
frequency drift is now much smaller as expected. Curve Bc gives the temperature derivative of Curve 8a (\(d\alpha/dT\)). It exhibits a peak at about 280°C and a long tail towards lower temperatures. In spite of the analogous behavior between the PL and the frequency during the thermal treatment (compare Figures 5 and 8), there is a distinct difference between the two effects. While the peak of \(-\Delta\Lambda/dT\) occurs below 200°C that for \(\Delta\alpha/dT\) appears near 300°C.

Discussion

The PL was shown to decrease gradually with etching time and it came down to zero intensity when the disturbed layer was completely etched away. This proves that it originates in the disturbed layer. It was also shown in the present work that the PL depended strongly on the roughness of the worked layer and was affected by etching. At short etching times the luminescence increased and gave a complex maximum. The exact nature causing this increase in PL is not clear. It seems, however, that it involves the adsorption of some components from the hydrofluoric acid solution at the rough surfaces of the worked layers. Fukuyo and Oura\(^2\) have observed an abrupt decrease in frequency of quartz resonators after short etching times, an effect which could be eliminated by preheating to 520°C. This is in a way similar to the effect of the increase in PL in our experiments and so it may also be related with adsorption at the crystal surfaces. Quantitatively the two effects differed from each other. While the frequency decrease observed in Ref. 2 was limited to the removal of very thin layers (of the order of a small fraction of a micron) the increase in PL in our experiments lasted (in roughly polished crystals) until more than one micron was removed from each face by etching (see Figure 4). This behavior should be attributed partly to differences in the roughness of the polished crystal faces and partly to the characteristics of the two effects: while the PL depends on the availability of the rough worked layer, the frequency will turn to go up with the removal of material from the surfaces, which starts after very short etching times. Thus only in the very initial stage of etching it may be possible to observe a decrease in frequency due to adsorption.

Our thermal shift experiments both on the PL (Figure 5) and frequency shift (Figure 8) support strongly the contamination model. Both the effects fit well the shape of thermogravimetric curves in which the reduction in mass is plotted as function of temperature. For the analysis of such curves it is convenient to take the temperature derivatives when conventional methods common in thermally stimulated processes, e.g. thermoluminescence, can be used\(^1\). The derivatives are given in Figures 5b and 8c for the PL and the frequency shift respectively. For the PL we obtained an activation energy of 0.72 eV using the initial rise method\(^6\) and a value of 0.8 eV assuming first order kinetics and using the peak shape method\(^6\). The results obtained from the frequency shift were different. We note that Curve Bc shows a long tail on its low temperature side down to about 100°C. The initial rise method gave for this tail an activation energy of about 0.4 eV, while from the shape of the main peak at 280°C we obtained values near to 2 eV. In spite of the relatively high inaccuracy in the derivative curves resulting from the frequency increase was under certain conditions by more than one percent of the resonator frequency. This can be accounted for by assuming that during the polishing the grooves and cracks in the worked layer are filled up with the ground quartz powder mixed with some abrasive and probably also other contaminants. It is known\(^7\) that quartz powder adsorbs strongly water vapor. More than that, the release of the adsorbed water from the quartz powder was shown\(^8\) to take place over a wide temperature range up to about 600°C. The exact thermal behavior will depend on the roughness of the powder particles and on the depth of the layers. We suggest that the thermal elimination of the PL and the frequency drift with temperature result from the release of vapors from the power filled cracks of the worked layer. The temperature at which the main release of the vapors occurs will then depend on the roughness and depth of the worked layers.
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**Figure 1.** Excitation Spectrum for the PL Originating in the Worked Layer of Quartz Plates

**Figure 2.** Emission Spectrum of the PL Excited by UV Light

**Figure 3.** The Effect of Etching Time on the PL for Crystals Lapped with Various Grinding Powders
Figure 4. The Effect of Standing in Ambient Atmosphere on the PL of a Roughly Polished (220 Ρ) Quartz Crystal (Curve a). Curve b gives the Thickness Etched Away.

Figure 5. The Effect of Heating to Various Temperatures on the PL of the Worked Layer (Curve a). Curve b gives the Temperature Derivative of the PL Intensity (ΔL/ΔT).

Figure 6. The Dependence on Standing Time of the PL of a Crystal Kept at 20° Above Room Temperature (Curve a) and that of One Kept at Room Temperature (Curve b).
Figure 7. The Frequency Drift Versus Standing Time for a Crystal Lapped with 600 #Carborundum (Curve a) and for One Lapped as for Curve a But Preheated at 350°C (Curve b).

Figure 8. The Frequency Drift of an AT-Cut Quartz Resonator. a: After Lapping with 600 #Carborundum, b: The Same Crystal as in a But After Fine Polishing Which Removed Most of the Worked Layer. Curve c Gives the Temperature Derivative of Curve a ($\Delta f / \Delta T$).
GROWTH TUNNELS IN QUARTZ CRYSTALS

S. Katz and A. Halperin
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Summary

Tunnels observed in unetched quartz crystals showing a multitude of orientations in the crystal are described. They varied from a fraction of a micron up to about 2 microns in their diameters, and penetrated a few millimeters into the crystal. The diameter was constant along the whole length of a given tunnel.

It is suggested that these tunnels as well as tunnels in quartz in general, were formed during the growth of the crystal. By this assumption etching only broadens existing tunnels, and so makes them observable optically. It shows many tunnels which vary widely in crystals that have not been etched showing a multitude of orientations in the crystal.

Defects having the shape of tunnels affect considerably the quality and frequency stability of quartz resonators. It is therefore important to understand their origin. Tunnels have been observed in natural and synthetic quartz by several investigators. Nielsen and Foster have observed deep etch tubes, ribbon-like in shape, in synthetic and natural quartz. They hesitated to state that the structure and characteristics of the tunnels can be described to a dislocation lines and concluded that the defects are described. They varied from a fraction of a micron up to about 2 microns in their diameters, and penetrated a few millimeters into the crystal. The diameter was constant along the whole length of a given tunnel.

Because of the potential importance of microtunnels in crystal growth, the present work was carried out on tunnels observed in crystals that have not been etched. This is clearer in Fig. 3. Tunnels observed in unetched quartz crystals were narrow tunnels not observable optically. In the present work we report on tunnels observed optically in crystals that have not been etched chemically. We suggest that tunnels in general may have been formed during the growth process, and not by chemical etching which only broadens the existing tunnels in crystals to dimensions which make them observable optically.

Experimental

The experiments were carried out on commercial synthetic AT-cut crystals. The sawn crystal plates were polished using various meshes of silicon carbide powders (1000-3000). The crystals were studied using an optical projection microscope (Vickern). The tunnels were observed either by transmission or by edge illumination of the crystal. In the latter case the crystal had to be rotated and at a given orientation the reflection from the tunnels became brilliant.

Results

Figure 1 is an optical micrograph (x 110) obtained by light transmitted through the crystal. It shows many tunnels which vary widely in crystal orientation. About a dozen of different orientations can be seen in the plane of the crystal plate and additional orientations are obtained from the different angles of penetration into the crystal plate. The diameter of a given tunnel was constant along its whole length. Some of the tunnels are barely visible and they seem to be only a fraction of a micron in diameter. Those giving the strongest contrast are 1-2 microns in diameter. Practically all the tunnels penetrate through the whole thickness of the plates which was 300-500 microns. In Fig. 1 the density of the pipes is of the order of 10^4 cm^-2. The tunnels generally had the shape of straight lines. Figure 2 (also x 110) was obtained by edge illumination. The tunnels are well focused at the crystal surface under examination and get out of focus on penetration into the bulk of the crystal, which gives them an appearance of comets. One notices that the angle of penetration in relation to the crystal surface is not the same for all the tunnels. This is clearer in Fig. 3 taken at a higher magnification (x 340), which also shows bundles of tunnels. It is interesting that...
locations or along impurity decorated ones, that they were formed. It is difficult to accept that the acid or even its vapors can etch the crystal a few millimeters deep along a dislocation line of atomic dimensions in cross section. In quartz crystals (see Figures 1-3) all advancing in straight lines. Etching along dislocation lines should necessarily start near the crystal surfaces. It should take advantage more into the bulk of the crystal near the surface compared to that deeper along the tunnel. The cross-section should then come down with the depth of penetration. Our observations, however, showed that the cross-section of the tunnels was constant along their whole length.

To overcome the latter difficulty it has been proposed that the strain energy associated with the presence of impurities at a dislocation line results in faster etching along the dislocation compared to that in the rest of the crystal. Even so, one should still expect the cross-section to narrow with the depth of penetration, at least for comparatively short etching times.

In the present work we have observed tunnels in crystals soon after slicing, without chemical etching. These tunnels were certainly formed during the growth of the crystal. In order to remove the difficulties stated above we suggest that tunnels in general are formed during the growth of the crystal. In order to remove the difficulties stated above we suggest that tunnels in general are formed during the growth of the crystal. It seems that the "growth-tunnels" are likely to mark a to be observed optically. Also, it would be desirable to observe these tunnels in unetched crystals, which makes the growth hypothesis more preferable.

A growth hypothesis has been suggested by Xue and especially vacuum-swept crystals produce far fewer tunnels by etching. These observations show that sweeping increases the resistance to etching in the tunnels. In connection with this it is worth noting that the rate of sweeping in quartz is believed to depend strongly on the number of tetrahedral coordination sites at the etched surface. This model has been used to explain the differences by more than a factor of one hundred in the etching rate of quartz, depending on the orientation of the attacked surface. If so, the sweeping may affect internal surfaces in the tunnels in a way that the tetrahedral coordination sites enabling an easy attack are eliminated.
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Figure 1. A Transmission Micrograph (x 110) of an Unetched AT-Cut Synthetic Quartz Plate

Figure 2. A Micrograph (x 110) Showing the Tunnels as Observed by Edge Illumination. The Same Crystal as in Figure 1.
Figure 3. The Same as Figure 2 but at a Higher Magnification (x 330)

Figure 4. A Transmission Micrograph (x 110) of an AT-Cut Synthetic Quartz Plate Etched During the Process of Manufacture as a Resonator
Summary

In the past, atomic oscillators have not been designed to operate in the presence of severe vibration. In recent years some have been designed to allow some vibration but now they are being called on to accommodate sinusoidal vibration up to 14 "g's" peak and random vibration spectra up to 0.5g^2/Hz or more. These levels perhaps required only survival a few years ago, but are now the operating environment of atomic oscillators.

Efforts to improve the acceleration-susceptibility of the rubidium oscillator have been successful in the rubidium portion, but vibration-induced sidebands in the quartz-crystal oscillator cause a great deal of difficulty when multiplied to 6.8 GHz to interrogate the rubidium. Of course, the quartz oscillator frequency is also the output available to the user who has similar difficulties in multiplying to UHF or microwave.

Approaches to alleviate the difficulty include (a) "non-crystal" oscillator, (b) less sensitive quartz crystals, (c) accelerometer compensation schemes and (d) combinations of these. This paper concentrates on accelerometer compensation of the vibration and acceleration sensitivity of the crystal. Considerable reference is made to the research done by Dr. R. L. Filler\textsuperscript{1,2} and V. R. Rosati\textsuperscript{2}. It is our plan to combine the government research effort with Efratom's developmental capability to produce a miniature rubidium oscillator suitable for operation as a precise atomic oscillator in the severe Seektalk vibration environment.

Introduction

The Seektalk Oscillator vibration requirements can be translated to a phase-noise plot\textsuperscript{1} as shown in Figure 1. It is evident that a 20 to 30 dB reduction is required in order to keep the phase-noise spectrum to a reasonable level when crystals having a 1 to 3 ppb/g sensitivity are used. The reduction scheme is shown in block diagram form in Figure 2\textsuperscript{2}. It should be emphasized that for the compensation to be correct, the accelerometer and amplifier must subtract the acceleration effects by supplying the proper magnitude and phase, there perhaps being a tendency to overlook phase at first. To appreciate the part phase plays, one may assign a single pole within the compensation bandwidth of the accelerometer and see that the phase lag causes lack of compensation even more rapidly than does decrease in gain. Also, mechanical alignment of the sensitive axes of the crystal and accelerometer (Figure 3) is critical if an order of magnitude or more compensation in all axes is to be achieved. The sensitive-axis error is related to the cosine of the mismatch angle, but the cross axis sensitivity to the sine. This means that for instance a 6° misalignment alone would cause a cross axis response of one-tenth the uncompensated on-axis response.

Requirements

Crystal

The crystal should be an SC-Cut for high sensitivity to applied voltage. It appears that a fundamental resonator has a high sensitivity (7 ppb/v)\textsuperscript{2} with third and fifth overtones having progressively less voltage sensitivity (3 and 1.8 ppb/v respectively). We would assume from this that voltage sensitivity is dependent on electric field strength rather than applied voltage. The "lesser" doubly-rotated cuts (FC, IT) are less voltage sensitive, as to be expected if the voltage sensitivity is caused by applying the electric field along a particular crystal axis. The crystal should have a low acceleration sensitivity for two reasons: the correction will only be an order of magnitude or so, and the correcting voltage should be within limits that are reasonable such as ±10 volts rather than say ±100 volts. In the example of Figure 2, with an acceleration sensitivity of 3 ppb/g and a voltage sensitivity of 3 ppb/v, a ±10g correction requires ±10V.

Oscillator

The oscillator itself should obviously be designed to accommodate the large low-frequency voltage swings at the crystal terminals. The oscillating stage input should certainly see no more than a few millivolts at its input. The tuning diode should certainly not cause even a
fraction of a part per billion frequency change in response to the compensating voltages. For instance, if the tuning diode had an average sensitivity of $5 \times 10^{-9}/\text{V}$, it should have a few millivolts or less impressed across it as a result of the compensation voltage. Otherwise, both of these would create sidebands of their own at the vibration frequency.

**Accelerometer**

Suitable accelerometers fall into two major categories; piezoelectric and piezoresistive. Relative merits of the two are tabulated in Table 1. In general, the piezoelectric accelerometer with a charge amplifier has been used in precise instrumentation for many years and is well-developed. The piezoresistive type is more attractive for circuit simplicity, size, weight, price and dc response. With dc response, the compensation may be accomplished in the earth's field without the capital equipment and man hours involved in alignment by vibrating in all axes. Accurate response below about 5 Hz is not operationally required with the rubidium oscillator since the servo loop has a bandwidth exceeding this. Substantial effort is being directed toward choosing the optimum piezoresistive accelerometer, but an excellent sub miniature piezoelectric device is still very much in contention.

**Amplifier**

In general the amplifier signal must bring the accelerometer signal up to about 1 V/g with a minimum bandwidth of about 30 times the highest frequency to be compensated. This could mean a gain of perhaps 250 with a bandwidth of more than 40 kHz, so an amplifier with a gain bandwidth product of 10 MHz or more would be in order. The operational gain adjusts of course to match the g-sensitivity of the crystal.

A bridge amplifier for a piezoresistive accelerometer must be adjustable over a wide range, since a dc offset of several "g's" is common in accelerometers having a suitable resonant frequency.

A charge amplifier has minimum offset adjustment considerations, but in order to have a low frequency corner of a few tenths a hertz, it requires very high resistances. The same is true if the accelerometer is operated as a voltage source. For instance the sensitivity of small accelerometers runs about 1 pC/g. For 1 mV/g sensitivity, the capacitance would be 3 nF and then for a 0.5 hertz corner frequency the resistor would be 100 megohms.

**Results**

Tests so far have been quite general to identify surprises such as oscillator circuit sensitivity to compensating voltage, behaviour of accelerometers, practicality of aligning the accelerometer axis with the g-sensitive vector of the crystal etc.

The reduction in sensitivity has been 15 dB in most cases (3 ppb/g to 0.5 ppb/g), that is, most axes and most frequencies up to about 500 Hz.

The g-sensitive vector of the crystal seems to shift a bit (several degrees) as the unit is vibrated in two or three axes. Crystals tested so far have been in HC-40 holders with three point epoxy mounts. We will be interested to see if this was an isolated case or if the vector stabilizes after being vibrated several times.
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Figure 3: Procedure for aligning sensitive axes of crystal and accelerometer.

Table 1
Comparison of Piezoelectric and Piezoresistive Accelerometers.
In order of supposed importance for this application.

<table>
<thead>
<tr>
<th></th>
<th>Piezoelectric</th>
<th>Piezoresistive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Impedance</td>
<td>High (hundreds of picofarads)</td>
<td>Low (hundreds of ohms)</td>
</tr>
<tr>
<td>Resonant Frequency Sensitivity</td>
<td>Tens of Kilohertz 1-5 mv/g</td>
<td>Few Kilohertz .5-4 mv/g</td>
</tr>
<tr>
<td>RF Field Susceptibility</td>
<td>Sensitive</td>
<td>Less sensitive</td>
</tr>
<tr>
<td>Transverse sensitivity</td>
<td>&lt; 3°</td>
<td>&lt; 3°</td>
</tr>
<tr>
<td>DC Response</td>
<td>None, 1-10 Hz minimum depending on charge amplifier</td>
<td>Yes</td>
</tr>
<tr>
<td>Cost</td>
<td>High - $400.</td>
<td>Less High - $300.</td>
</tr>
<tr>
<td>Complexity in use</td>
<td>Charge amplifier</td>
<td>Zero adjustment</td>
</tr>
<tr>
<td>Size, Weight</td>
<td>$10 \times 10^{-3}$ in$^3$, 2.5 gram</td>
<td>$2 \times 10^{-3}$ in$^3$, 1 gram</td>
</tr>
<tr>
<td>Accuracy</td>
<td>$\pm .5$ dB over frequency</td>
<td>$\pm .5$ dB over frequency</td>
</tr>
<tr>
<td>Temperature Sensitivity</td>
<td>Negligible when mounted on crystal oven</td>
<td></td>
</tr>
</tbody>
</table>
Abstract

In this paper, only the case of the C-mode of resonance will be considered. An approximation will be made by considering that the resonator thickness is slowly changed with the coordinates of the surface. Their mechanical displacement keeps a direction very close to that one of SC-cut propagation direction in infinite medium. Then, a simplified analysis enables to obtain two coupled equations to calculate \( u_1 \) and \( u_2 \), components of the displacement. A third equation couples together three displacement components.

If we consider that \( u_1 \) and \( u_2 \) are as external force terms acting on \( u_3 \), it is possible to receive the third equation and to obtain \( u_3 \) which is decomposed along its eigenvectors.

Amplitude-Frequency (A.F.) effect due to non linearmeties of the crystal is calculated with results of previous analysis by using perturbation technique. A relation of A.F. effect is given as a function of the applied power and the curvature radius.

Comparison between theoretical and experimental values of resonance frequencies of SC-cut quartz resonators vibrating in the vicinity of overtones and anharmonic modes of C-mode is made at 5 MHz (3\(^{rd}\) and 5\(^{th}\) overtone). Numerical value of fourth order coefficients is obtained from experimental results of A.F. effect.

1. Introduction

Presently, analytical calculation of Amplitude-Frequency effect (A.F. effect) in thickness shear mode resonator has been made only in the case of non-linear resonance in rotated Y-Cut Quartz plate. However, presented experimental results about A-F behaviour of planocut energy trapped resonators built from doublarotted quartz crystal cuts. Analytical model of energy trapped resonators are presented, but only in the case of single rotated cuts. A SC-Cut Quartz crystal resonator has some advantages compared to AT-Cut resonator as a weak stress sensitivity. For this cut, the three modes \( A, P, C \) are piezoelectrically excited.
The figure 1 above the axis reference system used. System \(X^x, X^y, X^z\) is the usual axis system obtained from crystallographic axes after two rotations \(\phi = 22^\circ+2^\circ\) and \(\theta = 34^\circ+6^\circ\) which defined the SC-cut where \(X^z\) axis is the normal to the plate surface. Every mechanical displacement vectors which are eigen-vectors for plane waves propagating in \(X^z\) direction, have defined components. In the case of the SC-cut, the \(C\)-mode which present a zero temperature coefficient of the first order of the resonant frequency, is corresponding to a displacement vector \(u^x\). Its components are \(u_1^x = (0.956, -0.241, 0.156)\). Because we are considering just the thin thickness shear mode in \(u^x\) direction, the \(X^x, X^y, X^z\) axis system obtained from the previous axis by rotation \(V^x\) around \(X^x\) can be used advantageous. The angle \(\theta^x\) is given by the relation

\[
\theta^x = \tan^{-1}(\frac{u_2^x}{u_1^x}) = 9^\circ53' \tag{2.1}
\]

Therefore, \(\theta^x\) is not equal to \(\theta\) as we suppose. In this new axis system, displacement vectors of the three modes have the following components:

\[
\begin{align*}
\mathbf{u}_1^x &= (0.2402, 0.9663, 0.0989) \\
\mathbf{u}_2^x &= (-0.0167, -0.0867, -0.992) \\
\mathbf{u}_3^x &= (0.9704, -0.2415, 0)
\end{align*}
\]

we can see that the \(B\)-mode corresponds practically to the displacement in the \(X^z\) direction.

**Infinite thin plate vibrating in the \(C\)-mode**

If we considered a thin plate vibrating in the \(C\)-mode which has infinite dimensions following \(X\), and \(X^z\) axis and a thickness equal to \(2h\), the mechanical displacement \(u^x\) and the electrical potential \(s\) are only depending on \(x^z\) coordinate. Moreover the component \(u^x\) is null for the \(C\)-mode in the selected axis system. Equilibrium equations are written following the form

\[
\begin{align*}
\Delta u_1^x &= -\frac{\partial^2 s}{\partial x^z} - \frac{\partial}{\partial x^z}\left(\frac{\partial s}{\partial x^z}\right) \\
\Delta u_2^x &= -\frac{\partial^2 s}{\partial x^z} - \frac{\partial}{\partial x^z}\left(\frac{\partial s}{\partial x^z}\right) \\
\Delta u_3^x &= -\frac{\partial^2 s}{\partial x^z} - \frac{\partial}{\partial x^z}\left(\frac{\partial s}{\partial x^z}\right) \tag{2.4}
\end{align*}
\]

The relation \(2.4\) is the Poisson's equation. Elastic, dielectric and piezoelectric constants are calculated in the new axis system \(X^x, X^y, X^z\), \(u^x\) and \(s\) which are the displacement and potential of the \(C\)-mode can be written:

\[
\begin{align*}
\mathbf{u}^x &= \mathbf{a}^x, \quad s = \mathbf{b}^x \\
\end{align*}
\]

with

\[
\begin{align*}
\mathbf{a}^x &= \begin{pmatrix} a_1^x \\ a_2^x \\ a_3^x \end{pmatrix} \quad \mathbf{b}^x = \begin{pmatrix} b_1^x \\ b_2^x \end{pmatrix}
\end{align*}
\]

and we put

\[
\begin{align*}
x^y &= x \\
x^z &= y \tag{2.5}
\end{align*}
\]

By using the relation \(2.5\) in equation \(2.2\) - \(2.4\), a new relation is found

\[
\begin{align*}
\mathbf{u}^x &= \mathbf{a}^x, \quad s = \mathbf{b}^x \\
\end{align*}
\]

\[
\begin{align*}
\mathbf{a}^x &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.8}
\end{align*}
\]

where the effective mechanical coefficient is equal to

\[
\begin{align*}
\mathbf{a}^x &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x \\
\end{align*}
\]

\[
\begin{align*}
\mathbf{a}^y &= \mathbf{a}^y, \quad \mathbf{b}^y = \mathbf{b}^y \tag{2.9}
\end{align*}
\]

\[
\begin{align*}
\mathbf{a}^z &= \mathbf{a}^z, \quad \mathbf{b}^z = \mathbf{b}^z \tag{2.10}
\end{align*}
\]

The boundary conditions associated to the equations \(2.2\) - \(2.4\) are given by:

\[
\begin{align*}
\mathbf{u}^x &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.11}
\end{align*}
\]

\[
\begin{align*}
\mathbf{u}^x &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.12}
\end{align*}
\]

\[
\begin{align*}
\mathbf{u}^x &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.13}
\end{align*}
\]

If we suppose a sinusoidal dependence of the potential and the mechanical displacement as \(\exp(\omega t)\), the solutions of the equations systems \(2.8, 2.11, 2.12, 2.13\) taking into account the values of \(u^x\) and \(u^y\), \(2.5\), leads to the displacement vector \(u^z\) and the resonance frequencies \(w_n\)

\[
\begin{align*}
\mathbf{u} &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.14}
\end{align*}
\]

and

\[
\begin{align*}
\mathbf{u} &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.15}
\end{align*}
\]

**Plane-convex resonator vibrating in the \(C\)-mode**

**Calculation of the displacement components \(u^x\) and \(u^y\).** The resonator is represented on the figure 7. The curvature radius \(R\) is large enough in order that the thickness \(2h\) and \(x^z\) can be considered as slowly variable between the center and the edge of the disk. Then the mechanical displacement is mainly function of the thickness \(2h\) and only at the second order of the coordinates \(x^z, x^y\) in the plate.

Because the small value of the electromechanical coupling in Quartz-crystal, the potential \(s\) and the electrical displacement \(P\) are only depending on \(x^z\). By taking into account the amplitude of magnitude of the elastic coefficients, equilibrium equation are written for \(u^x\) and \(u^y\) following the form:

\[
\begin{align*}
\Delta u &= \mathbf{a}^x, \quad \mathbf{b}^x = \mathbf{b}^x, \quad \mathbf{b}^x = \mathbf{b}^x \tag{2.16}
\end{align*}
\]
\[
\begin{align*}
\alpha_n &= \frac{n \pi}{(8h_0^3 R)^{1/2}} (1/C_{11})^{1/2} \\
\beta_n &= \frac{n \pi}{(8h_0^3 R)^{1/2}} (1/C_{55})^{1/2}
\end{align*}
\]  

Resonance frequencies for overtones \((m = p = 0)\) and for aharmonics \((n \neq 0)\) of \(C\)-mode are given by

\[
\omega_{mp} = \frac{n \pi}{2h_0} \left[ 1 + \frac{1}{n^2} \right] \left[ \left( \frac{2m+1}{2n} \right)^{1/2} \right] \left( \frac{C_{55}}{C_{11}} \right)^{1/2} \\
+ \left( 2p+1 \right) \left( \frac{C_{55}}{C_{11}} \right)^{1/2}
\]

Calculated and experimental values of resonance frequencies of a SC-Cut resonator at 5 MHz on fifth overtone are summarized and compared in the table I. The curvature radius is equal to 140 mm and the thickness at the center is 1.821 mm. Table II shows the results corresponding to a SC-Cut resonator at 5 MHz on the third overtone having a curvature radius of 300 mm and a thickness of 1.092 mm. Both resonators have a diameter of 15 mm. The first one has metallized electrodes on its faces and the second one is a R.V.A. electrodeless resonator. The approximate solution found shows a good agreement between theoretical and measured values, mainly for the smallest index \(n\), \(m\) and \(p\). For large index, approximations made to obtain the relation (2.27) are less and less realistic because the vibration is localized at the resonator center and it depends stronger on the coordinates \(x_1\) and \(x_2\) when \(m\) and \(p\) are increasing.

The amplitude \(A_{mp}\) can be calculated as a function of the excitation power \(P\) applied to the resonator. For quasi thickness shear vibration, only the dependence of \(u_1\) and \(u_2\) versus \(x_3\) has to be considered and by introducing the viscosity coefficients \(\zeta\) of \(C_{11}\), \(C_{22}\) and \(C_{16}\), the dissipated power can be written

\[
P = \frac{1}{2} \omega_{mp} \left[ \left( \frac{C_{55}}{C_{11}} \right)^{1/2} \left( u_{1,2} \right)^2 \right]
\]

where \(V_0\) is the total resonator volume.

In the case of an energy trapped resonator, the amplitude of the mechanical displacement is very weak at its edge and the integration can be performed on \(x_1\) and \(x_2\), varying from \(-a\) to \(+a\). By using (2.24), (2.5) and (2.7) the vibration amplitude is deduced from (2.28) for the overtones (non-...
where the effective viscosity coefficients \( \eta_c \) of the C-mode are given by

\[
\eta_c = (C_{55}^{yy} C_{33}^{yy} + C_{44}^{yy} C_{22}^{yy} + C_{33}^{yy} C_{22}^{yy}) / (C_{55}^{yy} C_{33}^{yy} + C_{44}^{yy} C_{22}^{yy})
\]  

(2.29)

u_3 displacement: As stated above, the mechanical displacement of the C-mode for the SC-Cut is quite along the X_3 axis of the used coordinate system. Thus the components u_3 must be obtained from the third equation of motion. In account of the orders of magnitude for the elastic coefficients and since the partial derivatives of u_1 and u_2 with respect to the thickness X_3, are one order of magnitude higher than those ones calculated with respect to x_1 and x_2, u_3 is governed by the following equation, which couples together u_3 with u_1 and u_2

\[
\begin{align*}
\partial^2 u_3 / \partial X_3^2 & = C_{55}^{yy} u_{3,11} + C_{44}^{yy} u_{2,22} + C_{33}^{yy} u_{1,13} + C_{46}^{yy} u_{1,22} \\
& + C_{24}^{yy} u_{2,22} + (C_{13}^{yy} C_{55}^{yy}) u_{1,13} + 2 \eta_c u_2
\end{align*}
\]

(2.31)

If the driving frequency is very near a resonant frequency of the C-mode, u_1 is smaller than u_2 and we can use in (2.31) the expression of the partial derivatives of u_1 and u_2 calculated from (2.24) (2.25), which was obtained in the case of pure C-mode. The solution of this equation is written following the form

\[
u_3 = g(x_1, x_2) \sin \omega t \exp(j\omega t)
\]

(2.32)

By substituting in (2.31), employing (2.24), (2.5), (2.4) and (2.22) (the thickness is still slowly varying) the unknown function g must satisfy the equation

\[
\begin{align*}
C_{55}^{yy} u_{3,11} & + C_{33}^{yy} u_{1,13} \left[ -2 \eta_c \frac{2 \eta_c (2 \eta_c + 1) X_3^2}{4 \eta_c + 1} \right] \\
& - \frac{\partial^2 u_3}{\partial X_3^2} \left[ C_{24}^{yy} \right]^{-1} \left[ C_{46}^{yy} + C_{22}^{yy} \right] L^2 + (C_{13}^{yy} C_{55}^{yy}) u_{1,13} \right] \times \exp(-\frac{X_3^2 + \eta_c X_3^2}{2})
\end{align*}
\]

(2.33)

which is valid only for the noo modes and where C_{55} and C_{33} are stifftened elastic coefficients. To resolve the equation (2.33) we expand the function g(x_1, x_2) on the set of eigenfunctions of the homogeneous equation associated with (2.33), which are

\[
g_{n_0} = \frac{1}{\sqrt{\pi \cdot r_l \cdot k_x \cdot k_y}} H_{n_0}^{(1)} \left( x_1 \cdot \sqrt{\eta_0} \cdot \xi \right) H_{n_0}^{(2)} \left( x_2 \cdot \sqrt{\eta_0} \cdot \xi \right)
\]

\[
\times \exp \left(-\frac{\eta_c X_3^2}{2} \right)
\]

(2.34)

and the corresponding eigenfrequencies are

\[
u_{n_0} = \frac{n_0}{2 \eta_0} \left\{ \begin{array}{c}
1 + 2 \eta_0 \left( 2 \eta_0 - 1 \right) (C_{46}^{yy} + C_{22}^{yy}) \\
+ (2 \eta_1 + 1) \left( \frac{C_{33}^{yy}}{44} \right)^2 \end{array} \right\}^{1/2}
\]

(2.35)

where

\[
\xi_0 = \frac{n_0}{(2 \eta_0 - 1) ^{1/2} (2 \eta_0 - 1)}
\]

(2.36)

and by using Green's function, we obtain

\[
g(x_1, x_2) = \frac{A_{n_0}}{(1 + \eta_0)^{1/2}} \left( \frac{\xi_0}{(1 + \eta_0)^{1/2}} \right) \times \left[ C_{46}^{yy} + C_{22}^{yy} \right] L^2 \frac{\eta_c}{\eta_0} \exp(-\frac{X_3^2}{2}) \times \left[ C_{13}^{yy} C_{55}^{yy} \right] \eta_0 \pi \frac{\eta_0}{\eta_0} \exp(-\frac{X_3^2}{2})
\]

(2.37)

where

\[
C_{r_1} = \int_{-\infty}^{\infty} H_{n_0} \left( x_1 \cdot \sqrt{\xi_0} \cdot \xi \right) \exp(-\frac{3n_0 \cdot \xi}{2} x_2) \, dx_2
\]

(2.38)

\[
C_{q_1} = \int_{-\infty}^{\infty} H_{n_0} \left( x_1 \cdot \sqrt{\xi_0} \cdot \xi \right) \exp(-\frac{3n_0 \cdot \xi}{2} x_2) \, dx_2
\]

(2.39)

\[
C_{r_3} = \int_{-\infty}^{\infty} U_9 \left( x_1 \cdot \sqrt{\xi_0} \cdot \xi \right) \exp(-\frac{3n_0 \cdot \xi}{2} x_2) \, dx_2
\]

\[
C_{q_3} = \int_{-\infty}^{\infty} U_9 \left( x_1 \cdot \sqrt{\xi_0} \cdot \xi \right) \exp(-\frac{3n_0 \cdot \xi}{2} x_2) \, dx_2
\]
In these expressions, as in (2.28), the integration is performed for \( x \) and \( y \) varying from \(-\infty\) to \( +\infty \). \( \omega_{r,g} \) are the frequency given by (2.35). The driving frequency is very close to the no-node's eigenfrequency (eq. 2.27). According to the parity of the Hermite's polynomials, every integrals \( C_r \) and \( C^3 \) are null for odd values of \( r \) and \( q \). For the same reason \( Q_r^0 \) and \( Q_q^0 \) are null alike if \( r \) and \( q \) are even. By using expressions of the Hermite’s polynomials, we can now write (2.37) as an expansion with respect to \( x \) and \( y 
\)

\[ g(x_1, x_3) = \frac{\hbar}{2\pi} \left( \frac{1}{2} x_1^2 + x_3^2 \right) \exp(-x_1^2 - x_3^2) \]

(2.40)

\[ g_0 = \frac{\hbar c}{4 \pi} \left( \frac{1}{2} x_1^2 + x_3^2 \right) \exp(-x_1^2 - x_3^2) \]

(2.41)

in which the following notation is introduced

\[ \lambda_{r,q} = \frac{\omega_{r,q}^2 - \omega^2}{\omega_{r,g}^2} \]

(2.43)

The two first terms was calculated for a third overtone; 5 MHz resonator with the sizes of the B.V.A. resonator and maximal values found are \(-1.5 \times 10^7 A_{\text{no}} \) at \( x_1 = x_3 = 0 \), for the first and \(-0.015 A_{\text{no}} \) at \( x_1 = x_3 = 0 \) for the second one. Thus the first term is negligible compare to the second one and the \( u_3 \) displacement can be accurately given by

\[ u_3 = \frac{2 \hbar c}{\pi (1 + k^2)} \left( \frac{1}{2} x_1^2 + x_3^2 \right) \sin L x_2 \exp(j w t) \]

(2.44)

which is analogous to the \( u_3 \) displacement for the case of single-rotated AT-Cu,

**Amplitude-Frequency effect in SC-Cut Quartz**

If nonlinear terms are taken into account in Maxwell-Piola's stress tensor and material electric displacement vector, the equilibrium state equations could be written in general forms

\[ P_{LM,L} + P_{LM,L} + \rho_0 V_{LM,L} \]

\[ \pm \]

\[ L + L = 0 \]

(3.1)

\[ d_0 = 0 \]

(3.2)

\[ P_{LM,L} + P_{LM,L} + \rho_0 V_{LM,L} \]

(3.3)

where \( P_{LM,L} \) and \( P_{LM,L} \) are respectively the linear and nonlinear parts of the total Piola's tensor (mechanical and electrical terms), \( D_{LM}^0 \) and \( D_{LM}^0 \) the linear and nonlinear parts of material electric displacement. These quantities are expressed in material coordinates system and \( \rho_0 \) is the specific mass. The corresponding boundary conditions are

\[ N_L(P_{LM,L} - P_{LM,L}) = T_M \]

(3.4)

where \( N_L \) represent the components of the unitary vector normal to the surface and \( T_M \) the applied force per unit reference area. By using the perturbation theory, the difference between the eigenfrequency \( \omega_{LM} \) of the system solution can be obtained in the case of linear problem and the actual resonant frequency \( \omega_{LM} \) determined by the equations (3.1)-(3.3). By introducing the normalized eigenfunctions

\[ N_L^*(P_{LM,L} - P_{LM,L}) = T_M \]

(3.5)

The integration is performed on the volume \( V_{LM} \) of the resonator. With the above defined notations, the frequency variation is equal to

\[ \omega_{LM} - \omega = \frac{2}{M} \sum (N_L)^2 (N_L)^2 \]

(3.6)

with

\[ R \]

(3.7)

In this expression, the integral on the surface \( S \) of the resonator given the frequency shift due to nonhomogeneous boundary conditions. If only linear terms \( \pm \) occur, i.e. if \( T_M \) is a linear function of \( \omega_0 \) variables, the frequency perturbation is not depending on the vibration amplitude. Then, the amplitude-frequency effect is described only by the \( \lambda_{r,q} \) on the volume in which nonlinear terms \( \pm \) appear. The relative variation between the integral
near and nonlinear resonance frequencies is given by

\[
\frac{\omega - \omega_{n}}{\omega_{n}} = -\frac{\mathcal{V}_{n}^{\infty} \left( \mathcal{V}_{n} \hat{g}_{n} + D_{n}^{I} \hat{f}_{n} \right)}{2N(\gamma) \omega_{n}}
\]  

(3.8)

For the SC-Cut resonator vibrating in noo-mode, we shown previously that the displacement \( u_{y} \) is smaller than \( u_{x} \) and \( u_{z} \). Furthermore, the derivatives of \( u_{y} \) and \( u_{z} \) with respect to \( x_{1} \) or \( x_{2} \) and the electrical potential \( \phi \) is assumed to have a thickness dependence. Thus, only \( \mathcal{P}_{n}^{2} = \mathcal{P}_{n}^{0}, \mathcal{P}_{n}^{6} = \mathcal{P}_{n}^{0} \) and \( \mathcal{D}_{n}^{I} \) occur in (3.8). These quantities may be written as functions of \( u_{x} \), \( u_{y} \) and \( \phi_{n} \). Since the ratio \( k \) between \( u_{y} \) and \( u_{x} \)'s smaller than unity-in practice case, we can neglect terms of power order for \( k \) greater than unity. In the coordinates system used here, all material coefficients are none zero. From the published values\(^{12}\) of the third and fourth order coefficients, we have only retained mechanical terms as cubic terms in \( \mathcal{P}_{n}^{2} \) and \( \mathcal{P}_{n}^{6} \).

\[
p_{n}^{2} = \left[ \frac{1}{2} C_{22} + \frac{1}{2} C_{266} + k (C_{22} + C_{266}) \right] (u_{1,2}^{2})^2
\]
\[
+ \frac{1}{2} (C_{26} - e_{22} - k e_{22}) (u_{1,2}^{2})^{2}
\]
\[
+ \left[ e_{22} - k e_{22} - k e_{22} \right] u_{1,2} \phi_{n}
\]
\[
+ \left[ \frac{1}{2} C_{22} + \frac{1}{2} C_{266} + \frac{1}{2} k (C_{22} + C_{266}) \right] (u_{1,2}^{3})^3
\]

(3.9)

\[
p_{n}^{6} = \left[ \frac{3}{2} C_{26} + \frac{1}{2} C_{666} + k (C_{22} + C_{266}) \right] (u_{1,2}^{2})^2
\]
\[
+ \frac{1}{2} e_{22} \phi_{n} (u_{1,2}^{2})^{2}
\]
\[
+ \left[ e_{22} - k e_{22} - k e_{22} \right] u_{1,2} \phi_{n}
\]
\[
+ \left[ \frac{1}{2} C_{22} + \frac{1}{2} C_{266} + \frac{1}{2} k (C_{22} + C_{266}) \right] (u_{1,2}^{3})^3
\]

(3.10)

\[
p_{n}^{0} = \frac{1}{2} (e_{22} - e_{266}) (u_{1,2})^{2}
\]
\[
- \left[ e_{22} - k e_{22} - k e_{22} \right] u_{1,2} \phi_{n}
\]
\[
+ \frac{1}{2} k_{222} (u_{1,2})^{2}
\]

(3.11)

where we used (2.6) and (2.7). In piezoelectric coefficients the dot shares the part of electrical (first) and the part of mechanical subscripts. Since for the unperturbed problem we consider homogeneous boundary conditions, the electrical potential which appears in the above expressions is, from relation (2.4), such as

\[
\varphi_{n} = \lambda u_{1,2}
\]

(3.12)

\[
\lambda = \frac{e_{22} + k e_{22}}{e_{22}}
\]

(3.13)

The mechanical displacement is obtained from (2.24) for noo-modes

\[
u_{n}^{0} = A_{n} \sin Lx_{2} \exp(-\frac{3n_{1}^{2} + 3n_{2}^{2}}{2})
\]

(3.14)

By using (3.8), (3.4) and (3.5), the relative frequency shift corresponding to the A-F effect is found

\[
\frac{\delta f}{f_{n}^{00}} = \frac{\frac{3}{2} n_{1}^{2} + \frac{1}{2}}{36 \pi^{2} n_{0}^{2}} \frac{\gamma^{3}}{f_{n}^{00}} \frac{C_{11}C_{666}^{2}}{C_{11}C_{55}^{2} - \frac{1}{2} C_{22}^{2}} \left[ \frac{3}{2} C_{26} + \frac{1}{2} C_{22}
\]
\[
- \frac{1}{2} \frac{C_{266} + \frac{1}{2} k (C_{22} + C_{266})}{C_{222} + C_{266} + C_{226}} \right]
\]
\[
+ \frac{3}{2} \left[ e_{22} - e_{266} - \frac{3}{2} k e_{22} \right] \frac{1}{2}
\]
\[
- \frac{3}{2} \left[ e_{22} - e_{266} - \frac{3}{2} k e_{22} \right] \frac{1}{2}
\]
\[
+ \frac{1}{2} \left[ e_{22} - e_{266} - \frac{3}{2} k e_{22} \right] \frac{1}{2}
\]
\[
+ \frac{1}{2} \left[ e_{22} - e_{266} - \frac{3}{2} k e_{22} \right] \frac{1}{2}
\]
\[
+ \frac{1}{2} \left[ e_{22} - e_{266} - \frac{3}{2} k e_{22} \right] \frac{1}{2}
\]

(3.15)

In this expression, we can see that piezoelectricity for SC-Cut is the sum of a term proportional to the square root of the applied power and of a term proportional to the power. In the case of single rotated cut Quartz resonator the first term is null because the coefficients which appear in this one are null. Moreover, every coefficient of the third order are not known and actually, it is not possible to calculate them which are used in our reference oligo-system. Values of constants are the following.
C_{22} = 11.533 \times 10^{10} \text{ N/m}^2 \\
C_{26} = 2.026 \times 10^{10} \text{ N/m}^2 \\
C_{226} = 1.10 \times 10^{10} \text{ N/m}^2 \\
C_{266} = 7.9 \times 10^{10} \text{ N/m}^2 \\
\varepsilon_{11} = 3.2 \times 10^{10} \text{ N/C} \\
\varepsilon_{22} = 0.089 \text{ C/m}^2 \\
\varepsilon_{26} = -0.037 \text{ C/m}^2 \\
\gamma_{22} = 39.779 \times 10^{-12} \text{ F/m}

In the case of B.V.A. resonator, attenuation constants are respectively \\
\gamma_n = 3.1 \times 10^5 \text{ m}^{-2} \text{ and } \gamma_n = 3.62 \times 10^5 \text{ m}^{-2}

Numerically, the part of the relation (3.15) proportional to the applied power P has a preponderant value for power greater than 100 \mu W.

For measurements performed with such resonators having a Q factor equal to 2.3 \times 10^5 and an A-F effect of 3.3 Hz/mW, elastic constants of the fourth order are calculated in an axis system and are equal to

\begin{equation}
\frac{1}{6} \varepsilon_{566}^2 + \frac{2}{3} k \varepsilon_{2566} = 2.17 \times 10^{11} \text{ N/m}^2 \tag{3.16}
\end{equation}

By taking into account just elastic constants in the term proportional to P^2 in the relation (3.15), the frequency shift due to the A-F effect can be written for a B.V.A. resonator

\begin{equation}
\delta f = 65 P^{1/2} + 3300 P \tag{3.17}
\end{equation}

where \( \delta f \) is in Hertz and P in Watts.

For a weak power, smaller than 100 \mu W, a SC-Cut quartz resonator can present an A-F effect nonlinear in power (Fig. 3), but as every coefficients appearing in the relation (3.15) are not known, the first term of (3.17) is only an estimation.

The analytical treatment used here in the case of the C-mode can be extend to the other modes A and B. The increase of the A-F effect when the radius of curvature decrease is due to the augmentation of the local density energy. The fourth order elastic coefficients of Quartz crystal can be reach be measuring the A-F effects for resonators having different crystallographic orientations and by using the theoretical model presented here.
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This is probably our last paper in a series of papers on the development of a vibration resistant crystal unit. In particular, an 80 cut crystal unit with a 2 minus magnitude of the acceleration sensitivity was tested. In previous talks, in addition to design data, we have discussed the photo-elastic measurement of doubly oriented and tri-axial oriented 8C blanks with special emphasis on the use of X-ray to measure directly the orientation angles and test methods to determine the reasonable amount of time, the acceleration sensitivity.

It may be well to review briefly those developments that have proved to be most helpful. The first figure shows the angular tolerances necessary to maintain a reasonable spread in turnover temperature, both for the 8C angle of $T = 22.5^\circ$ and 8C's modified angle on $T = 23.7^\circ$, comparing the two, at a normal operating temperature of 95°F, we go from an impossible 40 seconds of arc to a difficult 500 seconds. Even at 79°F operating temperature, the tolerances are 30 seconds and 45 minutes. In addition to requiring a very stiff surface, some sophisticated X-ray orientation measurements are called for. I believe we have developed an X-ray photometer using the 313 plane, whose normal lies in the Y-2 plane at 34° to the X plane. (The Y cut uses a similar plane whose normal is in the Y-2 plane.) The second figure shows the big advantage in using the 313 plane, that is, only one angle measurement is needed to determine turnover temperature. The cracked line gives the combinations of $T$ and $T'$ angles which will produce the same turnover temperature. The line marked $T_{313}$ is the X-ray reading, which corresponds to the same turnover temperature for various $T$ angles. In the area of interest, $T = 22.5^\circ$ to $23.7^\circ$, it is nearly invariant. Figure 3 is a blow-up of this region. If $T = 23.7^\circ$, it lies on an $T'$ of $T = 19^\circ$; a blow-up of $T$ angles for various turnover temperatures up to 12 minutes. The general pattern occurs, of course, shifting the pattern slightly up or down.

This is the major area of critical improvements. The sensitivity of the acceleration sensitivity measurements, to acceleration coefficients, as shown in figure 4, has been reduced in a reasonably short time because of the difficulty. At first we used a vibration table and was able to obtain a spectrum of up to 4000 Hz. The units were measured represented not only the acceleration sensitivity but also resonance effects, nonlinear effects, noise isolation from the source, and drift. The equipment was expensive and the test time was about 4 hours. The alternative is the 2g turnover test, i.e., 1 g up or down. With the crystal mounted in this manner and stabilized for one hour, five successive frequencies are measured at 3 second intervals, re-oriented by $T'$, and five more readings taken. By repeating this procedure three times, the true acceleration sensitivity for this one orientation can usually be obtained, even in the presence of drift and noise. Both easy and difficult measurements are shown in Figure 5. It is noted that three mutually perpendicular directions, the worst case vector can be calculated.

A third useful development is the use of a triangular shaped gold strip for the compression bonding method licensed by General Electric. The ribbon is shown in Figure 6. The use of a gold to gold bond on both sides with the pressure and temperature necessary to weld, a smaller, better defined spot can readily be obtained. The triangle of shape provides a cleaning action as the solder flows it from the apex during compression. Both parallel and vertical strips in Figure 7 show the completed bond. Figure 8 shows the typical pull-off pattern when tested in destruction.

Crystal units using both the gold strip and ribbons, and the more conventional aluminum foil ribbons have been made using both the 8C cut and the 8C cut, we have observed that the magnitude of the acceleration sensitivity vector for the successful designs were somewhat better when the 8C cut angle was used. The reasons for this are not clear, but we feel an experiment using even larger cut angle groups of such cut units would show a difference, with more success using the 8C cut. The unit was less sensitive to mounting stresses than the previous groups.
The group of 14 crystal units is too small to be significant, but nevertheless, tests were made to assess the penalty of using a $\phi$ angle of $3^\circ$ from optimum for stress compensation. Figure 9 shows the effect of a thermal gradient of 0.75$^\circ$C per minute, on frequency at the three $\phi$ angles used. There is definitely a penalty in using the $25^\circ$ angle. Figure 10 shows frequency vs. amplitude of vibration (crystal current). Figure 11 shows the inflection temperature, where the advantage lies with the larger angle. The impedance of a $25^\circ$ $\phi$ is 20% higher than for a $21.95^\circ$ $\phi$, making adjustment to frequency more difficult.

We have performed cutting experiments on pre-angled bars, where the $\phi$ angle is built in. This permits AT type cutting of blanks. The spread of angles was only $\pm 1.5^\circ$. Cutting at a double angle is 3 times worse where the saw blade enters at an angle.

In conclusion, I would like to point out that with single angle X-ray techniques, pre-angled bars, and if frequency adjustment is done at a temperature near turn-over temperature, then the manufacture of the vastly superior $SC$ cut is really comparable to that of the AT cut.

Figure 1. Angular Target Window
Figure 2. Theta (θ) vs. Phi (ψ)

Figure 3. Blow Up of Figure 2
Figure 4. $\theta'$ vs. $\phi_{XY}$ for Constant Turnover Temperatures

Figure 5. Typical Measurement Data
99.99% PURE GOLD

210 NICKEL, DEAD SOFT

NICKEL-GOLD RIBBON FOR THERMAL-COMPRESSION BONDING

Figure 6. Gold Stripe
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THE EFFECT OF BLANK GEOMETRY ON THE ACCELERATION SENSITIVITY OF AT & SC-CUT QUARTZ RESONATORS
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Abstract

The acceleration-sensitivity of AT-cut resonators has a marked dependence on blank curvature. As the plate contour becomes flatter, the acceleration sensitivity coefficient decreases approximately linearly with dioptrz value. Four types of AT-cut resonators were studied: 5 MHz fundamental mode, 5 MHz third-overtone, 10 MHz third-overtone, and 20 MHz fundamental mode. The experiments were performed on resonators enclosed in ceramic flatpacks. The enclosures are available in two sizes. The larger of the two is used to house the 5 MHz and 10 MHz resonators described below. The smaller package is used for the 20 MHz fundamental mode devices.

The 5 MHz and 10 MHz quartz blanks were 14 mm diameter, and were bonded to four 1.5 mm wide molybdenum ribbon "Y" clips with silver filled polyimide adhesive. Two clip heights, 0.7 mm and 1.1 mm, and two clip thicknesses, 25 mm and 18 mm, were investigated. The clips were spaced 90° apart on the perimeter of the blank, two on the XX' axis and two on the ZZ' axis.

The 20 MHz quartz blanks were 6.4 mm diameter. The dimensions of the clips were 0.75 mm wide x 0.7 mm high x 25 mm thick. The clips were spaced 90° apart, 45° from the ZZ' axis.

Introduction

As evidenced by the large number of papers presented in recent years on the acceleration sensitivity of frequency standards, there is considerable interest in this subject. The state of the art is such that currently available devices cannot provide the degree of spectral purity required by some modern communications, navigation and radar systems. Some precision timing applications also require immunity from the frequency offset effects of acceleration.

As part of a development program on high precision ceramic flatpack enclosed quartz crystal resonators, both SC-cut and AT-cut, the effects of blank curvature were investigated. The effects of blank contour on some resonator parameters have been reported previously. In this paper, the effect of blank curvature on the acceleration sensitivity is reported.

Key words: Quartz, quartz crystal, quartz resonator, quartz oscillator, crystal oscillator, SC-cut, AT-cut, acceleration, vibration, phase noise, frequency control.

Resonator Configuration

The experiments were performed on resonators enclosed in ceramic flatpacks. The details of the fabrication of such resonators have been reported previously. The enclosures are available in two sizes. The larger of the two is used to house the 5 MHz and 10 MHz resonators described below. The smaller package is used for the 20 MHz fundamental mode devices.

The 5 MHz and 10 MHz quartz blanks were 14 mm diameter, and were bonded to four 1.5 mm wide molybdenum ribbon "Y" clips with silver filled polyimide adhesive. Two clip heights, 0.7 mm and 1.1 mm, and two clip thicknesses, 25 mm and 18 mm, were investigated. The clips were spaced 90° apart on the perimeter of the blank, two on the XX' axis and two on the ZZ' axis.

The 20 MHz quartz blanks were 6.4 mm diameter. The dimensions of the clips were 0.75 mm wide x 0.7 mm high x 25 mm thick. The clips were spaced 90° apart, 45° from the ZZ' axis.

Acceleration Sensitivity Measurement System

The resonators were connected to appropriate oscillator circuits and the acceleration sensitivities were determined from the response of the oscillators to sinusoidal vibration. The use of this technique minimizes temperature stability requirements and allows a search for mechanical resonances in the resonator mounting structure. The oscillators were potted in beeswax to eliminate contributions to the acceleration sensitivity from relative motions of oscillator components. The sidebands which appear are caused by frequency modulation of the resonator operating frequency (known as the carrier). The relative magnitude of the power in the first sideband to the power in the carrier is denoted by . is related to the acceleration sensitivity, , of the resonator by

\[ \gamma = \frac{2f_v}{F_0} \cdot 10^{\delta/20} \]  

where: \( f_v \) = vibration frequency in Hz  
\( F_0 \) = resonator operating frequency in Hz  
\( \gamma \) = acceleration level in g's  
\( \delta \) = sideband/carrier ratio in decibels

The value of \( \gamma \) was determined for several vibration frequencies in order to be certain that...
The acceleration sensitivity vector has been shown to have the properties of a vector, i.e., it has magnitude and direction. The magnitude is obtained by measuring the acceleration sensitivity in three mutually perpendicular directions, and taking the square root of the sum of the squares of the measured values. The unit for the frequency deviation per g, in which is the magnitude of the earth’s gravitational acceleration at sea level.

The fact that the magnitude of the vector, , is reported below is very important, especially when comparisons are made with previously reported results. Some have, in the past, reported along one arbitrary direction, for example, along a major axis of the enclosure. The selected axis is usually, but not always, the worst of the three major axes of the enclosure. Such an arbitrarily selected axis is not, in general, the worst case condition for a given resonator. The worst case condition reported by us is the worst case acceleration sensitivity for each unit.

Results

Acceleration sensitivity as a function of contour has been investigated for: 1. 5 MHz fundamental mode AT-cut resonators, 2. 5 MHz 3rd overtone AT-cut resonators, 3. 10 MHz 3rd overtone AT-cut resonators, and 4. 5 MHz fundamental mode SC-cut resonators. For the 20 MHz AT-cut units, only plano-plano blank geometry was studied.

5 MHz Fundamental Mode AT-cut Resonators

The results for the 5 MHz, fundamental mode AT-cut resonators are shown in Figure 1. These results are an extension of the data presented last year.15 The resonators were mounted on 0.7 mm x 25 μm x 1.5 mm clips. The horizontal axis in Figure 1 is the contour in units of diopter. Biconvex geometry was chosen for all of the low contour units to ensure that the Q’s would be sufficient for proper oscillator operation. The minimum value of the acceleration sensitivity measured was 5.7 x 10⁻¹⁰/g for a 1.37 diopter, biconvex design. This is a factor of 22 improvement over the 2.87 diopter, plano-convex design. As a reference point, the commonly quoted value for the acceleration sensitivity of AT-cut quartz resonators and the specification for the best commercially available ‘off-the-shelf’ oscillator is 2 x 10⁻⁹/g.

5 MHz 3rd Overtone AT-cut Resonators

The 5 MHz 3rd overtone AT-cut units displayed a similar dependence on contour. Several dozen of these devices were fabricated, some with plano-convex designs and some with biconvex designs. The results for these units are given in Figure 2. In spite of the large scatter at each contour value, it appears that there is a dependence of the acceleration sensitivity on contour. The minimum sensitivity measured was 3.4 x 10⁻¹⁰/g for a 2.0 diopter, biconvex unit. The solid line is a least-squares fit to a quadratic function of the average acceleration sensitivity at each contour. No physical significance is attributed to the function selected. The fact that the curve crosses zero at some contour is a mathematical statement of the data trend. The equation of the curve is:

\[ y = 3.4 x 10^{-10} \times g + 3.3 x 10^{-8} \times g^2 + 11.0 \]  

3.6 x 10⁻¹⁰/g = 3.3 x 10⁻⁸ x g + 11.0  

Acceleration Sensitivity Vector Direction

The behavior of the direction of the acceleration sensitivity vector as a function of contour for AT-cut resonators shows that the magnitude of the component in the plane of the blank does not vary systematically with contour. All of the systematic variation is in the component normal to the crystal blank.

20 MHz Fundamental Mode AT-cut Resonators

The only plano-plano devices available for comparison, to date, were nominally plano-plano, 20 MHz fundamental mode units. These were of the high shock resistant type which have been described previously.16 The minimum acceleration sensitivity for this group of devices was 2.4 x 10⁻¹⁰/g although 80% of the units tested had an acceleration sensitivity of 8 to 10 x 10⁻¹⁰/g. The blanks used in these units had been lapped "flat" with a 1 µm aluminum oxide abrasive, then etched to frequency. Such a surface finishing process generally results in blanks that are slightly biconvex, however, the blank curvatures were not measured. These resonators were intended.
The contour dependence experiment was repeated for 5 MHz fundamental mode SC-cut resonators. Two clip sizes were used, "normal" and "short". In addition, since an SC-cut blank is inherently asymmetrical in the thickness direction, the effect of the side that is contoured was also investigated. (One face of an SC-blank develops a positive charge upon compression, the other face develops a negative charge. In contrast, a true AT-cut blank does not develop a charge on either face upon compression.) For some of the units the positive on compression side was contoured, and for some of the units the negative on compression side was contoured. The results are shown in Fig 4. There was no observable dependence of $Q$ on either the contour or the side that was contoured.

Q and Activity Dip Incidence vs. Contour

The process of using a large radius of curvature contour for reducing the acceleration sensitivity of AT-cut resonators is useful only if it does not degrade other important resonator parameters. Two important parameters are the $Q$ and the incidence of activity dips. For 10 MHz 3rd overtone units, for example, maximum $Q's$ in excess of 1 million were measured for all diopter values between 0.5 diopter (biconvex) and 2.0 diopter (plano-convex), with the spread of values being comparable over the entire range. No systematic dependence of activity dip incidence on contour was observed.

Conclusions

Previous discussions on improving acceleration sensitivity were based upon the symmetry of the mounting structure, $10^\circ$ and on precise location of the mounting points.[1] The mounting structure used for the above experiments, being only on one side of the blank, is quite asymmetrical. Even so, an acceleration sensitivity of $3.2 \times 10^{-10}/g$ has been observed, which is comparable to the best SC-cut performance reported previously. The mounting orientation's average deviation from XX'/ZZ' for the 10 MHz resonators was $1^\circ$. The deviations ranged from $0^\circ$ to $15^\circ$. No correlation was observed between acceleration sensitivity and the actual mounting orientations even at the lower diopters, where the normal-to-the-blank component of the acceleration sensitivity vector was not dominant.

According to the above described results, a substantial improvement in the acceleration sensitivity of AT-cut resonators can be achieved by selecting the blank contour to be as flat as possible.

Although blank contour has now been identified as a significant parameter that can be used to reduce the acceleration sensitivity of AT-cut resonators, the parameter(s) that cause the scatter among otherwise "identical" units is yet to be identified.
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**Figure 1 - Acceleration Sensitivity vs. Contour for SMHz, Fundamental Mode, AT-Cut Resonators.**
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**Figure 2 - Acceleration Sensitivity vs. Contour for SMHz, Third Overtone, AT-Cut Resonators.**
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**Figure 3 - Acceleration Sensitivity vs. Contour for 10MHz, Third Overtone, AT-Cut Resonators.**
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**Figure 4 - Acceleration Sensitivity vs. Contour for SMHz, Fundamental Mode, SC-Cut Resonators.**
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A few direct approaches led to the invention of the ammonia absorption line of ammonia. Early in 1946 the NBS announced success. But with a stability of only $10^{-8}$ the ammonia absorption clock was a disappoinment.

5. Atomic Beams: The Most Accurate Clock

The clock is fed a microwave to drive the inversion transition absorption lines of the ammonia molecule. The clock would have a stability of about $10^{-12}$. But with the addition of a precision spectrometer, the stability could be increased by another order of magnitude. The clock is based on the theory of the atomic beam method of atomic beam interferometry.
Dunoyer's demonstration of sodium beams in 1911, to Stern and Gerlach's experiment in the early 1920s, and then to the "Molecular Beam Resonance Method" of Rabi & Co. in the late 1930s. The final step, Ramsey's "New Molecular Beam Resonance Method," is represented also by a pair of separated field coils, circa 1949, among the earliest used by Ramsey.

It was another former member of Rabi's pre-war group who put together the first atomic-beam clock, and—what was of considerably greater significance—put it together as a prototype for a manufactured device. Jerrold Zacharias first persuaded his graduate students at MIT to the project, and then, when at the end of 1954 their device began to work, persuaded the National Company in Malden, Mass. to undertake engineering development and marketing. The exhibit includes the MIT prototype, the National prototype (1955), and the National Company's "Atomichron," NC 1001, serial number 101 (i.e., nr 1), the first atomic clock to come off a "production line." The Atomichron's specified stability was 10^{-12}, but under laboratory conditions 10^{-10}. Its price tag read 50k, which, as they were 1956 dollars, is ten times what, say, an HP-5061A costs today.

Needless to say, the latter sum is still significant. We are therefore much indebted to the Hewlett-Packard Foundation for contributing an operable 5061A to our exhibit. We look to the Naval Observatory to set it accurately for us.

Having distinguished atomic-beam clocks as the most accurate, we conclude the section of the exhibit devoted to them with a photographic review of cesium-beam atomic clocks as national and international time standards. We range from NPL Cs I flanked by Essen and Parry in the Teddington Laboratory (1955), through the several NBS cesium clocks, to the PTB Cs I and the NRC Cs VI standards.


The "Atomichron" did not persuade everyone that cesium beams were the wave of the future. Although it worked impressively well, it was frightfully expensive, and seemed to hold little promise of being made compact, light, sturdy, and simple to operate. By contrast, the approach represented by the original NBS ammonia clock—the absorption of microwaves in a gas or vapor cell—promised all these characteristics, and relative cheapness as well, if only it could be made to work well. But to get an absorption line out of a vapor cell that was strong enough and narrow enough to lock onto, new ideas were needed: optical pumping, collision narrowing, and optical detection of microwave resonance. Once again we resort to original publications (of Kastler, Dicke, Bitter, Dehmelt), photographs and illustrations to introduce these ideas.

In 1954 Robert Dicke, well aware of these ideas and their bearing on this problem, launched a program to develop an atomic frequency standard based upon microwave absorption in an alkali-vapor cell—but now, with optical pumping, detecting microwave emission. This work, in collaboration with Thomas Carver, is represented by the heart of their apparatus, a silver-plated micro-wave cavity, slotted to admit the pumping light.

The last trick needed to make the vapor cell work was discovered by Hans Dehmelt late in 1956. We display the pretty little bulb in which he found that microwave resonance caused a marked drop in atomic clock, the maser. First conceived by Charles Townes on a park bench in Washington on a spring morning in 1951, it was three years before he and his students had one working, and nearly four before Columbia called a news conference. By then—January 1955—a second maser had been constructed and with it their relative stability determined (10^{-10}). We exhibit a composite apparatus, including ammonia source, state-selector, and microwave cavity, assembled from relics donated by Townes in years past to the Smithsonian and to the Franklin Institute.

The ammonia maser demonstrated brilliantly the principle of amplification by stimulated emission. But it had its problems—practical ones, such as pumping all that ammonia, and theoretical ones, such as the doppler shift and short residence time of the ammonia molecules in the microwave cavity. Both Ramsey and Zacharias, anticipating that an atomic-beam maser would give a 10^3 improvement, spent years on the problem before Ramsey and Kleppner found the answer in 1960, hydrogen and a paraffin-lined storage bulb.

Although Ramsey et al claimed far too much in ascribing a stability of 10^{-12} to their first H-maser, they were certainly right about the potential of the device. Their publication immediately drew the attention of Varian's East Coast research
arm, Bomac Laboratories in nearby Beverly. Soon they were actively involved in the design of a commercial model. We exhibit the earliest surviving of those H-10 masers, as Varian called them. It was the last of their preproduction prototypes, delivered to the Naval Research Laboratory in the spring of 1964, and donated to the Smithsonian last year.

The exhibit will include one further section on the uses to which atomic clocks are currently and increasingly put. We omit to describe it here, however, because our work is not yet complete, and because when we leave the ground of history there is nothing we could say that would be new to you.

Fig.1 Original atomic hydrogen maser in N. F. Ramsey's laboratory, November 1960

Fig.2 Remains of H-maser, November 1979

Fig.3 H-maser restored, 1980

This paper is a condensation of the oral presentation illustrated by circa 120 slides of objects, photographs and drawings to be included in the exhibition.
A SQUAREWAVE F.M. SERVO SYSTEM WITH A DIGITAL SIGNAL PROCESSING FOR CESIUM FREQUENCY STANDARDS

Y. Nakadan and Y. Koga
National Research Laboratory of Metrology
Tsukuba Science City, Ibaraki, Japan

Summary

This paper describes a servo system with a digital signal processing which has been applied to a cesium frequency standard recently.

In contrast to the former servo system which adopted an analogue lock-in system with 2 Hz frequency modulation, the new system has various advantages such as a good linearity of modulation and demodulation, little dc offset of signal processing and easy compensations for optimum control. Some experiments at other laboratories show that the linear dc drift of output signal can be removed by a signal processing with the second order differences.

In this paper, the experimental results and its theoretical analyses on the servo system which takes higher order differences into the calculation for processing, are presented.

The results show that it seems to be quite effective for the improvement of the frequency stability.

Introduction

The cesium beam frequency standard NRLM-II of the National Research Laboratory of Metrology of Japan was constructed in 1975. During 1977 and 1978, the preliminary evaluation of accuracy was made\(^1\), and the work has been directed toward improvement of its accuracy.

One of the factor of the largest errors in the accuracy evaluation was the uncertainty of frequency shifts due to known changes in the modulation width. The amount of error was estimated as \(4.5 \times 10^{-11}\). The system used for the excitation of the cesium resonance in the NRLM-II is a single control loop system which consists of two voltage controlled crystal oscillators (5 MHz VCXO1 and 5.00688 MHz VCXO2) and a commercial frequency synthesizer (12.63 MHz). The microwave signal for excitation is produced by multiplying the output of VCXO2. The VCXO2 is continuously phase locked to the VCXO1.

The uncertainty of the frequency shift was caused by switching transients in the beam signal due to the square wave modulation and by nonlinearity on frequency characteristics phase lock loop of the VCXO2. So, in order to remove the effect of the transients in the beam signal and to get the error signal of the servo system by taking difference of averaged beam signals which correspond to frequencies separated from the vicinity of the center of the Ramsey line by 50 Hz, a digital signal processing system using a personal computer, a voltage to frequency converter and an electronic counter is introduced instead of a conventional lock-in amplifier.

There have been some experiments on digital servo systems\(^1\). One is a system which utilized the calculation of the first difference by using a time interval counter and others use an up and down counter with counting sequence in order to eliminate the linear dc drift of the background noise.

This paper describes a digital filtering system which calculates higher order differences in software to remove higher order disturbances of the background noise.

Principle of the Servo System

A square wave frequency modulation servo system with a digital processing for cesium frequency standard is shown in Figure 1. The time sequence diagram and waveforms of the designation index are shown in Figure 2. Square wave frequency modulation is operated by the remote switching apparatus attached to the synthesizer with 4s in the modulation period and 100 Hz in the modulation width. The synthesizer output signal is fed to a phase sensitive detector (P.S.D.). The error signal is applied to VCXO2 in such a way that phase difference is reduced to zero. Therefore, 9192 MHz is also modulated with 4s in the modulation after an in Figure 2. The detector output
This is equivalent to computing the first order difference, and it is insufficient to the rejection of the higher order drift of background beam intensity or operational amplifier. In order to remove such a drift, it is necessary to take the difference of higher order.

Now, as VCXO1 is controlled to Ramsey resonance line, \( E_A \) is nearly equal to \( E_B \).

The first order difference, \( 2n \), is

\[
2n = x_{2n} - x_{2n-1} = K_2(E_{An} - E_{Bn}) \quad \text{(3)}
\]

where \( x_{2n-1} \) and \( x_{2n} \) are the \( 2n-1 \)-th and \( 2n \)-th input data from the electronic counter.

We extend this idea to the difference of higher order, the second order difference is

\[
2n = x_{2n} - x_{2n-2} = 2x_{2n-1} + x_{2n} \quad \text{(4)}
\]

and the \( m \)-th order difference is

\[
2n = (2m-1)x_{2n} = \frac{m}{r!} (-1)^r x_{2n-m+r} \quad \text{(5)}
\]

where \( r! \) is the binomial coefficient.

Now, if we apply the signal of any frequency \( e^{j\omega t} \) to \( x_{2n} \), of the first difference of (3),

\[
e^{-j\omega T} = e^{-(j\omega - j\omega)T} = e^{-j\omega T/2} (2\sin\omega T/2) e^{j\omegaT/2} \quad \text{(7)}
\]

This equation shows a band pass filter of center frequency,

\[
f = \frac{1}{2T} (0 \leq T \leq T_s) \quad \text{(8)}
\]

The difference of \( m \)-th order is

\[
\left(2m\right) e^{j\omega t} = (j^m) e^{-j\omega T/2} (2\sin\omega T/2)^m e^{j\omega T/2} \quad \text{(9)}
\]

An indicial response of this formula is obtained by a step frequency change of VCXO1. The error signal of \( n \)-th period, \( y(nT) \), is

\[
y(nT) = x_{2n-1} - x_{2n} = K_2(E_{An} - E_{Bn}) \quad \text{(10)}
\]

From the equation (4) of the second difference

\[
y(nT) = y(nT-T) + y(nT) = (1 + e^{-sT})y(nT) \quad \text{(11)}
\]

and then the \( i \)-th order difference (5) can
be written
\[ G(z) = \frac{1-z^{-1}}{1-(1-z^{-1})z} \tag{21} \]

**Experimental Result and Analyses**

The values of the parameters of the actual instruments are as follows: \( K_2 = 4.0 \times 10^5 \) V/Hz, \( K_3 = 1.0 \times 10^5 \) V/Hz, \( K_4 = 50 \) (2nd difference), \( K_5 = 25 \) (1st difference), and including ATT. \( 10^5 \) V/K_5 = K_6.17°F. At a rate of 1808.7 Hz, then \( K = 4.0 \times 10^5 \) V/Hz.

The detector consists of a modulator, a counter and an operational amplifier. A 10^5 ohm input impedance, current transfer conversion resistor. This VRH is still more amplified 30 dB which is converted to frequency by a voltage frequency converter of 10 volts to 1 MHz.

The electronic counter has a display of 8 digits in decade step for digit time of 1 s. Measuring frequencies are adjusted at about 500 kHz by shifting the output level of the operational amplifier, because of removing the noise of quantization.

Two voltage controlled crystal oscillators generate the 2.5 kHz and 2.5 kHz carrier. In free running, the temperature coefficients are \( \pm 10^{-5} \) \%/°C. The third term of the system is less than \( 5 \times 10^{-4} \) \%/°C, and for the short term temperature coefficients are characterized by \( 2 \times 10^{-5} \)/°C. The final term called “filter” is \( 2.5 \times 10^{-4} \) \%/°C in average value over that a second.

Integration

Simple first order difference equation acts as an integrator,
\[
\frac{u(nT)}{u(nT) - u(nT-T)} = \frac{1-e^{-ST}}{s} \tag{18}\]

where \( u(nT) \) and \( y(nT) \) are the n-th input and output data of stored resistors. The z transform of this equation is
\[
U(z) = (1-z^{-1})^{-1} |y(z)| \tag{18}\]

This is one of the recursive digital filter \( 1 \), shown in Figure 5.

The Laplace transform of (18) is
\[
U(s) = \frac{1}{Ts} \tag{(19)} \]

Therefore, from equations (1), (16) and (19), the Laplace transforms of all transfer function is written by
\[
G(s) = \frac{(1-e^{-ST})}{s} \cdot \frac{1-e^{-ST}}{s} \tag{20}\]

Taking the z transform, this equation is written as
The influence caused by switching transients of square wave frequency modulation was simply removed by means of the digital processing of resonance signal as shown in Figure 7.

Analysis in the Frequency Domain

From the form of the transfer function as given by Equation (20), the magnitude and phase angle becomes to

\[ G(z) = \frac{\sin^2\frac{T}{2} \cdot \left| 2 \cos\frac{T}{2} \right|^m}{(2^m) \cdot \frac{\sin^2\left(\frac{T}{2} \cdot 2^m\right)}{2^m}} \]

\[ m = \frac{1}{2^m} \]

\[ (2^m) \cdot \frac{\sin^2\left(\frac{T}{2} \cdot 2^m\right)}{2^m} \]

(22)

(23)

The normalized logarithm of magnitude and phase diagrams without an integrator are shown in Figure 8. As the log magnitude and phase diagrams are obtained, the stability characteristics can be simply determined from the point on plot of the transfer function at which the magnitude is unity \([G(1)] = 0\) and the phase angle is 90°. The stability characteristics is then given by \(-2(2^m) \cdot \frac{T}{2} / 2 = -\frac{T}{2}\) which is obtained from (23) letting in (22).

\[ \frac{1}{2^m} \]

(24)

(25)

Analysis in the z Transform Domain

The source of disturbance signals in the digital servo loop are signal detection noise, such as atomic beam noise, offset and drift of the operational amplifier, the quantization noise of digital signal processing, \(q\), and offset and drift of the VCXO1, \(d\).

The function of changes of the VCXO1 output frequency \(f_1\), \(\delta f_1\), is given by

\[ f_1 = \frac{1}{1 + KG(z)} \cdot \delta f_0 \]

(26)

where \(KG(z) = K(1 - z^{-1})^{-1}(1 + z^{-1})^{m}\). Now, we consider the effect of disturbance signals \(d\), \(q\), and \(0\) separately.

The Effect of \(d\)

In general, the z transform of disturbance can be written

\[ d(z) = (1 - z^{-1})^{-p} \]

(27)

Then, if the transfer function \(G(z)\) to disturbance \(d(z)\) has \((1 - z^{-1})^{m}\) as the basic element, \(m = p\), the effect of disturbance \(d(z)\) is negligible. Taking the z transform of Equation (5),

\[ \lambda^m x_n = (1 - z^{-1})^m \]

(28)

We explained at Equation (9) the action of the filter as previously stated. For the disturbance of the actual instrument, it would be effective enough to take 3 or 4 for \(m\).

The Effect of the Quantization Error \(q\)

The quantization error depends on mainly the digital to analog converter which produces an error of \(1.3 \cdot 10^{-11}\) in terms of normalized frequency error for a sampling time of 4s. On the other hand, errors from the voltage to frequency converter and the electronic counter are less than \(2 \cdot 10^{-10}\).

The Effect of oscillator disturbance \(g\)

For the offset input, \(g(0)\) is zero.

But, if the \(g(t)\) is drift input,

\[ g(T) = \frac{T}{(z-1)^{2}} \cdot f_0 \]

(30)

the error transform \(f_1\) is as

\[ f_1 = \text{lim}_{z \rightarrow 1} \frac{z}{z-1} \cdot \frac{1}{1 + KG(z)} \cdot \frac{T}{(z-1)^{2}} \cdot f_0 \]

(31)

where \(K' = \frac{T}{z} \cdot f_0\).

The final value of \(f_1\) has the residual error \(f_2\) \(2 \cdot 5 f_0\). As K' includes \(1/T\), steady-state error increases in proportion to \(T\).

The offset of the controlled actual instruments becomes \(1.3 \cdot 10^{-11}\) from that the aging rates of the VCXO1 are less than \(5 \cdot 10^{-11}/\text{day}\).

Analysis of this system shows that the influence of drift or aging of electrometer is removed by taking the higher order difference into the calculation.

If we use longer \(T\) in period, noise can be more decreased by averaging. However, steady-state error caused by drift of the VCXO1 increases in proportion to \(T\), then it is necessary to chose the optimum \(T\).

Conclusion

Analyses of this system show that the calculation of \(m\)-th order difference
behaves as a band pass filter, \((2 \sin \omega t/2)^m\), to the random noise irrelevant to the modulation period, and behaves as a low pass filter, \((2 \cos \omega t/2)^m\), to the resonance signal with the modulation period.

Then, it is effective to the rejection of

1. the higher order disturbances including the drift of background noise,
2. the white noise and sudden large noise,
3. the influence caused by switching transients of square wave frequency modulation.

Features of our system compared with the up down counting system are that

1. our system can take higher order difference in calculation against the second order difference of another systems,
2. control signals are able to obtained from D/A converter respond to every new period.
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Figure 2  Time sequence diagram and waveforms.

Figure 3  The block diagram of the digital servo system.

Figure 4  Non-recursive filter of i-th order difference.

Figure 5  Digital integrator.
Figure 6  Relative frequency stability measured with respect to the HP cesium clock and crystal oscillator.

Figure 7  Frequency shift due to modulation width.

Figure 8  Normalized magnitude and phase angle diagrams without an integrator.
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PERFORMANCE CHARACTERISTICS OF CESIUM BEAM TUBE ELECTRON MULTIPLIERS

Emil R. Straka

Hewlett-Packard
Santa Clara Instrument Division
Santa Clara, California

Summary

A demountable test system is used to determine operating characteristics of electron multipliers which will be used in cesium beam tubes. Tests are performed using an electron input signal. Multiplier gain and dynode secondary electron emission coefficients are calculated from these test data.

Environmental effects of air exposure and vacuum bake are also determined.

Objective

This work was undertaken as part of a continuing program to develop improved methods for assuring quality in the manufacture of cesium beam tubes.

Background

Device Description

The electron multiplier is used as a linear signal amplifier and is located within the vacuum envelope of the CBT. The multiplier design uses a "box and grid" type of dynode (Figure 1). Each dynode consists of a grid and a "using which is lined with a silver-magnesium alloy. The grid is at the input aperture of each dynode. The output aperture is totally open. The alloy is processed in a manner similar to that described by Wargo, Haxby and Shepherd (1) in order to establish a surface with proper secondary emitting characteristics.

Theory of Operation

The input signal consists of a cesium ion beam which is accelerated to the first dynode by some potential difference (-V1) measured with respect to the ionizer. The secondary electrons which are produced at the first dynode are then accelerated to dynode 2 by a potential difference (+V1) measured with respect to dynode 1. The electron current continues to be amplified as it proceeds on to subsequent dynodes until the fully amplified signal is collected at the anode. The inter-dynode potential differences are very nearly the same in our multiplier design to that V2 = V1 = Vn .... etc. However, V2 = V1. Since each dynode acts as an amplifier, the net gain Gn of a multiplier with N dynodes may be described in terms of the emission coefficients (C) of the dynodes and the ion-electron conversion efficiency (ηN) of the first dynode. Then

\[ G_n(V) = \eta_n C_1 C_2 \ldots C_n \]

where

\[ \eta_n = \eta_1 (-V_1) \]

\[ C_n = C_n (V_n) \]

The subscripts refer to each dynode number. If we arrange that all inter-dynode voltages are equal and that secondary electron emission coefficients are equal, equation (1) becomes

\[ G_n(V) = \left[ \eta_1 (-V_1) \right] \left[ C_1 (V_1) \right]^{n-1} \]

Input Signal 1 4 5
2 3 6 Anode

Electrostatic focusing grid Ag-Mg alloy lining, inside dynode housing

Figure 1. Schematic arrangement of the box and grid multiplier and a single dynode.
Electron Multiplier Operating Characteristics

Test Apparatus

Figure 2. Schematic representation of the electron multiplier test setup. The voltage applied to the multiplier and anode is $E_{em}$. Output current measurements are obtained with this configuration.

The test apparatus employs an electron input signal rather than cesium ions for reasons that are quite obvious:

1) Once a multiplier is cesiated it cannot be opened to atmosphere without destroying the secondary emitting properties of at least the first dynode. Consequently, the performance would be badly degraded and the multiplier would no longer be useful.

2) Cesium source isolation is needed when the system is open to atmosphere. This requires a more complex arrangement.

3) Cesiation of the test chamber can lead to system maintenance problems over long time periods.

And finally,

4) Since we are really interested in getting a measure of $\lambda$, an electron source is quite appropriate, reliable and easy to maintain.

$R_1$ is chosen so that the cathode to first dynode voltage is the same as the inter-dynode voltage. $R_2$ is chosen to match the circuitry of the frequency standard. $100\Omega$ is used at the electrometer input only for protection of the electrometer from inadvertent current spikes. The proximity focused transmission photocathode is an aluminum film on a disk of fused silica. The sapphire view port transmits U.V. radiation to the cathode which, in turn, ejects photoelectrons. U.V. filters are used to vary the input signal level. Signal levels of up to $10^{-18}$A. can be achieved. Input signals down to about $5\times10^{-12}$A. can be achieved albeit the measurements may be somewhat tedious.

Figure 2 shows the arrangement for making output current measurements. Input current measurements are performed after removing $R_1$ and $R_2$ and relocating the electrometer input lead from feedthrough 4 to feedthrough 2.

Experimental Results

General. The determination of multiplier gain characteristics is accomplished solely by means of input current - output current - multiplier voltage ($E_{em}$) relationships.
Figure 3 is an example of a set of current transfer characteristics curves for a 6 dynode multiplier. Multiplier voltage ($E_{em}$) is expressed as 1st dynode potential relative to the multiplier anode.

For all values of $E_{em}$ shown in Figure 3, each output current curve has at least one region of linear response over some input signal range. However as we would expect, as the multiplier becomes saturated, we see that linearity degrades. We may safely say that this specific multiplier will operate in an unsaturated mode for all $E_{em} = -2400$V if the output current does not exceed 1 A.

Another way of looking at the multiplier characteristics is to plot log multiplier gain as a function of $E_{em}$ for various input levels. Figure 4 shows such a curve. Multiplier gain at a given $E_{em}$ is defined as the output current at that voltage divided by the input current. Since we have said that this multiplier will be unsaturated if the output current lies below the upper limit of about 1 A, then the following relationships between gain and saturation can be used for this particular multiplier:

- If the input signal level is 1. Then gain saturation occurs at and above gains of:
  - 1. $7.1 \times 10^{-12}$ A
  - 2. $2.0 \times 10^{-11}$ A
  - 3. $5.0 \times 10^{-11}$ A

Hence in the range $E_{em} = 0$ to $-2400$V where the input signal is $7.1 \times 10^{-12}$ A, or less, an unsaturated curve is shown in Figure 4 as the 3.0X10-11 A input curve. For higher input levels, saturation begins as the respective curve begins to break away from the unsaturated curve as $E_{em}$ increases. Figure 4 shows that saturation begins at about $2.3 \times 10^{9}$ gain when the input is $5.0 \times 10^{-11}$ A and at about $5.0 \times 10^{9}$ gain when the input is $2.0 \times 10^{-11}$ A.

These data can be useful in monitoring process consistency if one measures gain of multipliers which always have the same number of dynodes. However when comparing multipliers which have different numbers of dynodes, it is more convenient to get a measure of single dynode performance. We begin by arranging that all
Dynodes in the multiplier have very nearly the same secondary electron yield. We also choose an input signal level which assures us that we avoid gain saturation for the entire range of Eem. Then if the ion-electron conversion efficiency \( \eta_i \) is replaced by the secondary electron emission coefficient \( \phi(V) \), equation (2), becomes

\[
\eta_i = \phi(V) G(V) \]

where \( \phi(V) \) is the calculated mean secondary electron emission ratio,
\( G(V) \) is the gain calculated from output and input current measurements,
\( V \) is the inter-dynode voltage,
\( N \) is the number of dynodes in the multiplier.

Figure 5 shows the calculated mean secondary electron ratio as a function of inter-dynode voltage. This curve is based upon test results from 26 separate dynode lots processed in the Hewlett-Packard cesium beam production line. We prefer to use the single dynode performance to monitor process uniformity since the number of dynodes in the multiplier does not complicate comparisons of several multiplier types.

### Environmental: Air Exposure
This topic seems to take on renewed interest every so often since low levels of CBT beam signal have frequently been blamed on multiplier processing and handling during fabrication. Since we qualify batches of multipliers prior to installing them in tubes, it was appropriate to seek a more complete picture by determining the effect on multipliers when exposed to air for a variety of time intervals.

This work was accomplished by exposing the test multiplier to room air which was typically at 70°F and had a nominal relative humidity of 40%. 45 minutes elapsed between the time the dynodes left the dynode processor and the assembled multiplier was first pumped down in the test chamber. Consequently, the exposure interval range is .75 hours to 33.8 hours.

#### Air exposure effect on electron multiplier gain.

**Figure 6.** Gain degradation caused by exposure to room air, 77°F, 40% nominal relative humidity. \( G_0 \) is original gain, \( t \) is time of exposure.

\[
G = G_0 e^{-t/500} 
\]

**Figure 5.** Secondary electron emission ratio as a function of inter-dynode voltage; evaluation of 26 process lots. The width of the band is two standard deviations.

**Figure 6.** Shows that the gain has \( t^{-1} \) dependence where \( t \) is exposure time. Note that multiplier gain could be expected to degrade 50% after 3 hours exposure to room air. Proper storage and handling conditions obviously play a major role in maintaining multiplier quality.
Environmental: Tube Exhaust Bake. Also of considerable interest is the effect that tube bake has upon multiplier gain.

Effect of tube bake on multiplier gain

<table>
<thead>
<tr>
<th>Multiplier Gain</th>
<th>After Exhaust Bake</th>
<th>Before Exhaust Bake</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^5$</td>
<td>$1 \times 10^6$</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>$1 \times 10^7$</td>
<td>$1 \times 10^8$</td>
<td>$2 \times 10^8$</td>
</tr>
</tbody>
</table>

Electron Multiplier Voltage

Figure 7. Calculated gain curves before and after tube bake. The unsaturated portions of the curves show excellent agreement thus indicating no gain degradation.

Figure 7 shows the vacuum bake did not degrade the performance of this multiplier. The difference in the two curves is due only to the fact that this 9-dynode multiplier saturates easily and too high an input signal level was used in the first test. The unsaturated section of the before-bake curve perfectly matches the same portion of the after-bake curve. Our conclusion is that the multiplier is very compatible with the tube exhaust bake.

Development Process Results. Having established a reliable method for evaluating dynode performance and then gathering statistics on the production process we have undertaken efforts to develop improved dynodes. Dynodes which exhibit higher gain and greater long term stability will allow us to operate multipliers at lower voltages thereby extending first dynode lifetime. Figure 8 shows the improved performance of recent development dynodes. The comparison is made against the mean of 26 production process runs, presented earlier in Figure 5 and against one of the higher quality production runs. At 8.5 volts we observe $= 5.0$ for the better production run and $= 4.4$ for the mean of the production runs. If we were to use these improved dynodes in 6 dynode multipliers and operate at -1500V, the effective electron current gains would be $4 \times 10^3$, $5 \times 10^3$, and $7 \times 10^3$. We have neglected the fact that in the cesium tube we must consider the first dynode conversion efficiency for the cesium ion. Still, the development process shows nearly a six fold gain improvement at this voltage.

Conclusion

The equipment and methods used to evaluate electron multiplier performance and process consistency have proven worthwhile since they provide a means to qualify electron multipliers prior to installing the multipliers in tubes. Test results continue to provide us with a high confidence level in dynode process reliability and in multiplier fabrication standards as well as handling and storage methods.

The production data are useful in establishing meaningful reference points for determining environmental effects and for determining the effects of process variations.
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ABSTRACT

The use of microprocessor based instrumentation in support of a cesium beam frequency standard is explored. Specific advantages and approaches are examined with the design goals of improved performance, enhanced system flexibility and increased reliability.

Introduction

The use of computers in the evolution of time and frequency technology has evolved primarily from their use in the laboratory for data acquisition and reduction. More recently computers have found application in timing receivers depending upon LORAN, TRANSIT, GPS and similar systems for their operation. A host of microprocessor and computer based instrumentation now supports the scientist and engineer in the laboratory; the power of this technology can be applied to the cesium frequency standard. A more sophisticated system of interrogation of the atomic system, a more accurate servo process combine with other techniques to provide the capability for more accurate, stable and flexible clocks and clock systems.

Timing Receivers

As the capabilities of time transfers advanced beyond the limitations of VLF transmissions, the requirement for increased receiver sophistication became apparent. Satellite receivers have the task to extract precise information in real time from a complex message format under varying conditions of signal-to-noise. Realization of such an instrument would not be practical without computer assistance.

The T-200 satellite timing receiver, manufactured by Frequency & Time Systems, Inc., is such a system, depending upon the Navy Navigational Satellite System (NAVSTAR) or TRANSIT for its operation. TRANSIT consists of a system of five satellites and associated ground support stations. The satellites are in nearly circular polar orbits of approximately 7500 km radius.

The satellite message contains orbital parameter data and time marks from which the satellite ephemeris may be computed. The T-200 microprocessor decodes the incoming satellite data and enables the recording of the time marks which occur at two minute intervals. During a single satellite pass, up to nine messages and time marks may be recorded. Satellite range is calculated for each message and propagation delay corrections made to each time mark reading. Subsequent data reduction involves rejection of noisy data or of low angle data (to eliminate multipath effects). At the choice of the user, single satellite corrections are implemented as received or an average correction over a number of satellites is executed. An optional version of the T-200 uses measured satellite doppler frequency changes during a pass to provide an accurate measure of receiver location in addition to precise time.

The microprocessor implementation of the T-200 points up several general advantages of this technology. The feasibility of extended data manipulation and reduction becomes apparent: the data size and task complexity would be impractical in any system without the computational power afforded by use of a microprocessor. The overall instrument performance is enhanced through increased reliability resulting from self-diagnostic features; reliability is also increased from the lower parts count which may be achieved in microprocessor based systems. Instrument operational flexibility is increased in the sense that manufacturer updates or custom user modifications become easily implemented as software changes. A specific example in the case of the T-200 is the Position Determination Option.

Additionally, the user mode or environment may be more easily accommodated by an adaptive instrument operating system. The T-200 receiver may be user programmed to selectively ignore specific satellites or to implement filters and corrections, allowing the user to tailor system operation to the stability characteristics of the available local clock.
Cesium Standards

Background

The performance of any atomic frequency reference is limited fundamentally by spectral line $Q$ and by the available signal-to-noise ratio. From the designer's point of view, servo performance and the sophistication of the atomic interrogation are equally relevant. The user values ease of operation and reliability.

Non-ideal atomic interrogation and inadequate servo performance result in sensitivity to environmental perturbation such as temperature changes. In principle, the cesium atomic system contains adequate information to compensate for even more subtle perturbations such as vibration and changes in ambient magnetic field. Ageing effects either in components or indirectly in changing signal characteristics can produce long term frequency instabilities as well. Techniques for reducing the above deficiencies in performance are discussed below, particularly using microprocessor technology to implement system level solutions.

Microprocessor Applications

Digital implementation of the frequency control servo is an obvious starting point. Digital demodulation and integration of error signal form the basis for a servo with zero offset which is not limited by finite gain. Scaling of the demodulated signal allows the possibility of variable loop bandwidth. In addition to running the frequency lock servo, it becomes possible to time-multiplex other system functions. If the implementation of such a servo does not perturb the atomic interrogation, the tasks may be executed by the microprocessor on a time available basis. Within the constraints of desired system unity gain frequency and stable loop behavior, it is possible to briefly disable the main frequency lock servo while performing other tasks. In this way, measurement of $C$-field through interrogation of the $F = 1$ transitions could be used to stabilize or otherwise compensate for changes in ambient magnetic field. Disabling the main frequency lock servo eliminates the possibility of introducing a frequency offset through the $C$-field measurement. The requisite data rate for such a magnetic field servo is adequately low so as to produce minimal perturbation. A similar servo could be implemented for control of the interrogating power level.

Examination of system parameters via analog voltage monitors may be straightforwardly implemented in a background routine. The routine provides a quasi-continuous evaluation of system performance, alerting the user of potential malfunction or failure. Addition of environmental sensors creates the potential for realization of adaptive servos. The quartz oscillator performance under design conditions determines an optimum loop bandwidth which yields optimum overall system performance. Under conditions of changing ambient temperature, mechanical perturbations, or short-term device frequency performance is quite different, resulting in a different optimum loop bandwidth. User interaction or alternatively interaction with user systems becomes an attractive feature of flexibility available with microprocessor technology.

More sophisticated frequency lock servos may be implemented if control of loop gain is possible. Figure 1 illustrates two servo responses to linear oscillator drift; note the permanent residual offset in the type I servo. To ensure overall loop stability, type II servos may be implemented only if loop gain can be maintained adequately high. Ageing phenomena can result in decay of cesium beam tube signal amplitude which, if not otherwise compensated for, can lead to instabilities in type II servos.

Use of a time-multiplexed servo to measure and control loop gain allows implementation of the type I servo. Control of loop gain has other benefits as well. Loop time constant and dynamic behavior remain constant. Although loop offsets cannot be eliminated by this technique, frequency changes induced by changing loop gain are nullified, resulting in improved long term frequency stability.

Figure 2 shows a conceptual block diagram of a microprocessor based cesium frequency standard. Control of the frequency and amplitude of the interrogating signal applied to the cesium beam tube are achieved by use of a programmable synthesizer and attenuator. Measurement of the $f_0 = 1$ transitions permit correction of $C$-field current; alternatively, with adequately high synthesizer resolution, $C$-field changes can be compensated for in the frequency servo loop.

System analog monitors are also shown in Figure 2. These signals may be multiplexed and read by the same analog-to-digital converter which digitizes the error signal from the cesium interrogation. This use of electronic hardware to perform multiple tasks is an example of how system capabilities may be increased with little increase in parts count.

The desirability for long term uninterrupted operation in clock applications guides the designer in the choice of hardware implementation of the concepts discussed above. Low power dissipation and low parts count are two general features required.
Conclusion

The application of microprocessor technology to the cesium frequency standard offers the opportunity to realize improved clock performance through better servos, better control of the atomic interrogation process and through increased reliability. Increased flexibility of instrument operation becomes realizable. Instrument upgrades, modifications and repair become more practical. Fast warm-up and responsiveness to environmental changes are possible.
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Figure 1: Open Loop Servo Response to Linear Frequency Drift
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Figure 2: MICROPROCESSOR CONTROLLED CESIUM FREQUENCY STANDARD BLOCK DIAGRAM
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SUMMARY

A research and development program undertaken by Sigma Tau Standards Corporation with the support of the United States Air Force entitled "Light-Weight Hydrogen Maser" has been completed. Starting from new concepts for a compact cavity maser, the work has progressed from experimental optimization of the bulb and cavity through testing of a breadboard maser to design, construction, and testing of a first operational prototype named the "Small Hydrogen Maser."

To achieve the program goals, several new developments or improvements in past practice were required. Some of these were: improved hydrogen supply, better beam optics, new state selectors, new techniques of cavity frequency control and Q enhancement, and more compact and efficient electronic systems. Recent experimental results with the Small Hydrogen Maser are presented in this paper, and the meaning of the improved technology in terms of further miniaturization of hydrogen masers and also in terms of improvements in large bulb masers will be discussed.
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INTRODUCTION

The light-weight hydrogen maser program was a three year project which involved development of a new compact hydrogen maser based upon design principles illustrated in the paper "Small, Very Small, and Extremely Small Hydrogen Masers," which was presented at the 32nd Annual Symposium on Frequency Control in 1978.2

During the first six months of the program experiments with cavities and storage bulbs with various electrode configurations were performed to determine the most promising configurations, and a breadboard test maser and associated electronics systems was designed. The next twelve months was spent constructing the breadboard maser and the associated subsystems and making the first operational tests of the maser.

At this point the design of a "deliverable prototype" hydrogen standard, which we have named the "Small Hydrogen Maser" was finalized and the next twelve month period was occupied with construction and first operational test of this unit. Two papers,3,4 presented at the 34th and 35th Annual Symposium on Frequency Control described, in part, the work up to this point.

During the next six month period, which ended in March 1982, further measurements and evaluations of the maser were made, and additional work towards developing a means to stabilize the maser cavity with an automatic servo system was undertaken.

In order to achieve the size, weight, power consumption, and performance goals of the light-weight hydrogen maser program it has been necessary to develop several new or improved maser subsystems, several of which are listed below.

- New Cavity and Bulb Configuration
- Miniature State Selectors
- Efficient Beam Optics
- Miniature, Low Pressure, Hydrogen Supply
- Hydrogen Purifier and Controls
- Active Cavity Gain Circuit
- Efficient, Compact, Electronics
- Convenient Instrumentation and Packaging
- A New Cavity Tuning Servo

The work on the light-weight hydrogen maser program has a significant impact on hydrogen maser technology in general. For example, the new cavity tuning servo is applicable to both large and small hydrogen masers, and its use can remove the requirement for a separate stable tuning reference which is needed to tune the maser by the usual spin-exchange auto-tuning method. In addition, new levels of long term cavity stability may be achieved without compromising the excellent short term frequency stability of the maser. Since this is the first
known publication of the new maser cavity tuning method, the system principles will be described in detail later in this paper.

The most important result of the program is the knowledge which has been obtained. Thus we have the design guide lines and practical skills which may make it possible to achieve much smaller hydrogen maser devices such as the "Extremely Small Hydrogen Maser" (which may be the ultimate portable clock) and in addition we know how to proceed and how to construct masers of extremely small structures. The required mode low noise transistor connected to two small measurements have more recently been made of environment. The present circuit uses a single electrode configurations were tested. Further pass filters located external to the cavity and surrounding the quartz bulb which stores the state selected atom of the hydrogen beam. In a cavity so loaded there are typically a great many resonant modes, some of which may be degenerate, and exact computational methods are impossible due to the complexity of the geometry. Thus, after first approximations are made as in reference (2), it is necessary to set up promising test configurations and make laboratory measurements of frequency, mode geometry, and coupling by the use of RF magnetic and electric field probes and swept frequency techniques.

During the first six months of the program a large range of cavity sizes, bulb sizes, and electrode configurations were tested. Further measurements have more recently been made of extremely small structures. The required mode (analogous to the TEO1 mode in an unloaded cavity) has been identified and the parameters measured in cavity assemblies as small as 2.5 inches in diameter by 4.4 inches long up to 6.6 inches diameter by 11.0 inches long. It is clear that one may select most any cavity size up to that of the unloaded cavity and with appropriate bulb size and placement of electrodes surrounding the bulb one may achieve the required resonant conditions for maser action. However, the measured quality factor for smaller size cavities falls a factor of two or more below the value required in an active maser oscillator. Thus to achieve oscillation conditions in a compact maser it is required that active cavity Q enhancement be used. As discussed later a new method of active cavity Q enhancement has been developed and is presently being used on the Small Hydrogen Maser.

From 13 experimental configurations using different combinations of cavity and bulb size and 1, 2, 3, 4, and 8 electrodes of various lengths, the most promising configurations were as follows. Dimensions are in inches.

<table>
<thead>
<tr>
<th>CAVITY SIZE</th>
<th>BULB SIZE</th>
<th>ELECTRODES</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>L</td>
<td>D</td>
<td>L</td>
</tr>
<tr>
<td>6.6</td>
<td>11.0</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>6.0</td>
<td>10.0</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>5.0</td>
<td>8.5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>2.5</td>
<td>4.4</td>
<td>1.5</td>
<td>3</td>
</tr>
</tbody>
</table>

The configuration chosen for the Small Hydrogen Maser used a 2 inch diameter by 7 inch long bulb with hemispherical ends. The cavity inside dimensions are 6.0 inches diameter and 9.0 inches long. Four copper foil electrodes 5.0 inches long with .14 inch gaps are cemented to the bulb with a thermosetting metal to glass adhesive (Palmr Products P-752) with heat, pressure, and vacuum. The bulb is coated internally with TEF-120 Teflon prior to attachment of the electrodes. The cavity Q measured for the completed assembly was 10,200. Tests of cavity frequency versus temperature under vacuum gave a temperature sensitivity of approximately 5 Khz per OC (3.5 X 10^-5 / OC fractionally.)

CAVITY Q ENHANCEMENT

To achieve oscillation an active cavity Q enhancement method was developed which could be located directly within the cavity and controlled by DC bias voltages. This system avoids the instabilities inherent in past attempts to use active gain to enhance the cavity Q, wherein two RF coupling loops are used to connect through coaxial cable to amplifiers, phase shifters, and band pass filters located external to the cavity environment. The present circuit uses a single low noise transistor connected to two small coupling loops inside the cavity top. One capacitor tunes one of the loops to limit the amplifier bandwidth and gain to be near the maser frequency and reject unwanted mode frequencies. The circuit Q is low in comparison to the cavity unenhanced Q and the frequency of the cavity with Q enhancement follows to the extent presently determined, the frequency of the unenhanced cavity.

With the active Q enhancement circuit it has been possible to realize Q values from 10,000 (unenhanced) up to approximately 100,000. With two bias connections, it has also been found possible to smoothly vary the frequency over a range of approximately 300 Khz while simultaneously maintaining the Q at the desired value. The ability to change the frequency of the cavity, while maintaining constant cavity Q, is the basis for a new automatic cavity tuning method which was conceived and first applied to the Small Hydrogen Maser.
NEW CAVALTY TUNING SERVO

Since the hydrogen maser was invented it has been a tantalizing dream to lock the cavity to the maser frequency in a simple way and so eliminate cavity pulling. Cavity pulling has been the most serious limitation to the stability of the maser for measuring times greater than approximately 1,000 seconds, and elimination of this effect would result in quite unprecedented frequency stability. Spin-exchange tuning has been used very successfully in the past, but this requires a separate stable tuning reference, large variation in beam intensity, and long integration times. People working with both passive and active masers have used another cavity tuning scheme wherein a separate search signal is injected into the cavity with the frequency alternating between two values approximately at the half power points of the cavity resonance. The signal transmitted by the cavity is sampled, and amplitude variations are detected as a signal source for a servo system. This system has the serious disadvantage of having relatively high power RF signals near the maser frequency which perturb the radiating hydrogen atoms, and additionally requires external RF components and at least two coaxial connections to the cavity; the problem of environmental isolation is severe and this system is extremely difficult to apply in a manner which does not in itself disturb the cavity frequency.

To describe the physical basis of the present approach to cavity tuning, the interaction of the radiated beam power with the cavity impedance is illustrated in Figure 1. The signal output V appears as though it were coupled through a resonant impedance Z and fed by a constant current source. The constant current source derives from the oscillating magnetic moment of the assemblage of atoms within the maser storage bulb and it is effective-constantly for times short compared to the relaxation time of the atoms.

In the new method of tuning, the cavity frequency is square wave modulated and a non-tuned condition is evidenced by a corresponding modulation of maser signal amplitude as observed at the maser receiver. This is illustrated in Figure 2. The cavity frequency is switched between \( f_1 \) and \( f_2 \) at a typical rate of a few hundred Hertz. If the average cavity frequency is not equal to the maser frequency, there is a modulation \( V_o \) produced on the output amplitude. By synchronously detecting variations in the received signal amplitude and feeding them back, after appropriate amplification and integration, as frequency corrections to the cavity, the average cavity frequency, \( f_c \), is made equal to the maser frequency.

Since cavity pulling of the maser is linear with cavity offset frequency, the average pulling effect is that of a cavity maintained at the average of the two modulation frequencies. The cavity pulling coefficient is therefore the usual relationship for an active hydrogen maser as given in Figure 2; when the cavity is tuned the average cavity frequency equals the maser frequency.

Figure 3 is a block diagram of the overall servo system. There is a modulation generator which modulates the cavity frequency; the maser receiver IF amplitude is synchronously detected, amplified, averaged in a digital integrator, and fed back as a DC cavity correction voltage.

This somewhat simplified description requires elucidation well beyond the scope of the present paper to take into account second order effects such as possible inequality of cavity Q's, differences in the modulation periods, spin-exchange pulling and the means to cancel it, random noise processes, systematic disturbances, and other potential problems or benefits. A brief discussion of the most important factors is contained in the next section. It should be emphasized that there is only one RF coupling to the cavity in this system; the usual receiver output coupling, and the tuning system itself requires only a few low frequency solid state circuits besides the means for varying the cavity frequency.

The above system is working at present on the Small Hydrogen Masers. While the servo system is not yet likely optimum, the statistical variations in the cavity correction voltage indicate that cavity drift is being effectively canceled with an attack time short enough to eliminate systematic environmental disturbances.

It should be pointed out that the cavity servo described herein is essentially applicable to conventional large bulb hydrogen masers as well as compact masers. Two critical conditions are required for its successful application: one is that the maser be operated well above threshold so that a good signal to noise ratio of the maser output signal is obtained, the second is that a convenient means for rapidly modulating the cavity resonant frequency while maintaining constant quality factor is available. In the Small Hydrogen Masers the active gain circuit bias-voltages provide the proper cavity control, in a large maser without active cavity gain, a reactive element such as a varactor diode could also be used. It should be pointed out that the ability to modulate the cavity frequency in a reproducible manner facilitates other approaches, in addition to the one described above, to tuning the cavity so as to stabilize or eliminate cavity frequency offset. Thus, if the cavity Q is modulated with the frequency held constant there is a phase modulation of the output signal when untuned which when pulsed produces a null cavity frequency offset. This scheme has also been successfully tried on the Small Hydrogen Masers, but with the present receiver configuration it produces larger than probable errors.

CAVITY SERVO NOISE PROCESS:

There are several potential noise sources of
The cavity servo instability process of most concern is the effect of maser output random amplitude variations as seen at the receiver. The most prominent source of amplitude noise is the thermal noise power as increased by the noise factor of the cavity circuit and the maser receiver input stage. Letting $N$ be the total noise factor and $B$ the bandwidth of the servo system, the noise to signal ratio is given by

$$\frac{V_n}{V_s} = \sqrt{\frac{2N}{\pi} B}$$

where $P$ is the signal power coupled out of the cavity and $G$ is the power gain of the cavity $Q$. The bandwidth of the servo system is given by $B = 1/(2\pi\tau)$, where $\tau$ is the time constant of the servo system.

For a voltage signal of amplitude $V_n$, analysis of the cavity impedance function gives a corresponding offset in cavity frequency of

$$\delta f = \frac{1 + \frac{f_0}{f_0}}{2Q} f_{cw} V_n$$

where $A = (f_0 - f_1)/f_{cw}$ and $f_{cw}$ is the cavity width at the half power points.

If the cavity is offset by an amount $\delta f_c$, the maser is pulsed by an amount

$$\frac{\delta f}{f} = \frac{Q_c \cdot \delta f_c}{f_1}$$

From the above equations the maser fractional frequency instability induced by the servo is

$$\delta f_{in} = \frac{K_c f_{cw}}{Q_1} \sqrt{\frac{G}{Q_T} N}$$

where

$$K_c = \frac{1 + \frac{f_0}{f_0}}{2}\frac{f_{cw}}{f_1}$$

The minimum value of $K_c$ occurs when $A = 1/2$, which gives $f_2 - f_1 = f_{cw}/2$. However, in practice, it is better to operate with slightly smaller modulation since the received maser average power is also a function of the frequency modulation amplitude. Typical values used in the Small Hydrogen Maser are $f_2 - f_1 = 6$ KHz, $f_{cw} = 20$ KHz and $K_c = 0.95$ (the minimum value of $K_c$ would be 0.65).

The servo time constant, or integration time, should be chosen so that corrections occur fast enough to remove systematic maser cavity perturbations. The largest effects which require correction in active hydrogen masers are temperature transients or long term creep or other dimensional changes in the cavity materials. A servo time constant of 1000 seconds provides fast enough response to remove these effects. Using the foregoing information and typical parameters for 3 different maser designs (LHM = "Large Hydrogen Maser," SHM = "Small Hydrogen Maser," ESHM = "Extremely Small Hydrogen Maser") the following chart has been assembled.

<table>
<thead>
<tr>
<th></th>
<th>LHM</th>
<th>SHM</th>
<th>ESHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>1000s</td>
<td>1000s</td>
<td>1000s</td>
</tr>
<tr>
<td>$P_0$</td>
<td>$10^{-12}$</td>
<td>$7 \times 10^{-13}$</td>
<td>$5 \times 10^{-13}$</td>
</tr>
<tr>
<td>$T_{0K}$</td>
<td>320</td>
<td>320</td>
<td>320</td>
</tr>
<tr>
<td>$G$</td>
<td>1</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>$N$</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>$2 \times 10^9$</td>
<td>$7 \times 10^8$</td>
<td>$3 \times 10^8$</td>
</tr>
<tr>
<td>$\sigma_n(t)$</td>
<td>$4 \times 10^{-16}$</td>
<td>$5 \times 10^{-15}$</td>
<td>$2 \times 10^{-14}$</td>
</tr>
</tbody>
</table>

From the above it is clear that the random cavity thermal noise perturbations of the servo system should be adequately small. There are, of course, potential error sources in the synchronous detector and amplifier and in the DC amplifier used subsequently in the servo system. Measurements on the presently operating system indicate that these error sources are small in a properly designed circuit, but careful signal processing considerations are required.

**SMALL HYDROGEN MASER PHYSICAL ASSEMBLY**

Figure 4 is an assembly drawing of the physics unit of the SHM which identifies the main parts and gives the basic dimensions. Figure 5 is a picture of the physical parts prior to final assembly. Figure 6 is a bottom view which shows the source bulb, RF dissociator components, pressure gauge and hydrogen supply. Figure 7 is a picture of the vacuum enclosure, source assembly and Ion Pump.

The weight of the assembled physics unit is approximately 50 pounds. One aspect of this assembly which will be changed in future designs is the use of two state selectors. A single state
selector with tapered pole tips will be used in future designs and this will reduce the maser weight and height and increase the hydrogen utilization efficiency. The reasons for the present configuration and the reasons for changing it in the future are discussed in the next section.

SIM STATE SELECTION

The original concept for the SHM design did not anticipate use of the active cavity Q enhancement circuit. Thus, to achieve oscillation conditions it was essential that spin-exchange broadening of the atomic resonance line be avoided. To do this it was planned to use a novel system, using two state selectors, which focussed only the $F = 1, m = 0$ state into the storage bulb. A shielded region with magnetic coils was provided between the two state selectors wherein the $F = 1, m = -1$ state was changed to an $F = 1, m = 0$ state and was subsequently defocussed, while the $F = 1, m = 0$ state remained unchanged. In tests with the broad-band hydrogen maser it appeared that this state selection system worked. However the overall efficiency was not very good and a very high source flux was required to get a reasonable signal. The beam was only detected by pulse stimulation and the maser did not oscillate. A contributing factor was that the achieved cavity Q was lower than anticipated.

With the realization of a practical circuit for cavity Q enhancement, two state selectors are not required. The SHM at present still uses the two state selectors as it was too late to change the spacings, however the coils and shielded region between the state selectors have been removed, and the second state selector has an aperture which is twice as large as the first one. Thus the effect is almost the same as use of a single unit.

The most efficient state selection system is one which uses a small tapered quadrupole configuration. An example of a one inch long unit is shown in Figure 8. This unit is the same overall size as one of the state selectors used in the SHM, but the magnetic circuit has been designed so that the pole tip aperture, taper, and gaps may be adjusted after the state selector is assembled. While hydrogen flux utilization is not too large in the present SHM, typically 0.05 moles H atom per hour, this should be improved by a factor of about 4 with the use of the new state selector.

HYDROGEN STORAGE AND SUPPLY

Hydrogen storage in a pressure vessel has been used very successfully in the past to contain an adequate supply for many years of hydrogen maser operation. Typically a one liter bottle with 1,000 PSI of hydrogen is used. The bottle contains about 3 moles (8.5) and would last 60 years in the small maser. However, such a large size bottle at high pressure is not desirable in a compact maser, nor should it be required, since recent metal hydride research has resulted in the availability of many alloy combinations which store high densities of hydrogen at relatively low pressure.

The hydrogen supply system of the small hydrogen maser uses a small stainless steel bottle with a volume of 36 cc which contains 1.25 moles of hydrogen absorbed in 189, cm of an alloy of cerium free mischmetal and nickel. The hydrogen is valved to the source by a palladium-silver purifier and the source pressure is controlled by a thermistor pirani gauge. The entire system is designed, constructed and assembled in house, and requires only about 5 watts of total D-C power to operate.

SIM PACKAGING, ELECTRONICS, AND CONTROLS

Figure 9 is a picture of the Small Hydrogen Masers within the mounting framework illustrating the electronics subsystems placement and controls arrangement.

The electronics subsystems have been packaged in functionally separate modules, each of which may be uncovered for operational testing without disconnection of power. They may also be removed, repaired, or replaced as units in case of malfunction. The modules on the front panel are: 1. Vac-U-Lon Pump supply; this is a DC-DC converter which provides 3,000 volts for the pump, 2. The source pressure control module which automatically regulates hydrogen flow, 3. The receiver synthesizer; this supplies the 405 KHz reference frequency for the receiver phase lock loop - the most critical 11 decades of control which give a resolution of $\pm 5 \times 10^{-15}$ for the output frequency, 4. The receiver VCO and output buffer amplifiers, 5. The receiver local oscillator multiplier and IF amplifier module, 6. The module containing the magnetic field and cavity frequency controls, 7. The instrumentation read-out module. There are 16 read-out channels which are selected by 4 binary coded switches to provide visual indication of variables on a 4 1/2 decade digital panel meter.

The power supply has been placed in a module mounted at the rear of the frame. The cover may be removed for changing connections or trouble shooting without disconnecting the power. Batteries for uninterruptable standby operation are placed in a separate external battery pack. For long term operation without A-C power, a 45 Ah capacity battery is used which will last for 20,000 hours.

FUTURE WORK

There are two main goals which Sigma Tau Standards Corporation plans to pursue as a continuation of the present work. One is to undertake research and development of an "Extremely Small Hydrogen Maser" with the goal of providing the ultimate "portable clock." The goals for the "ESHM" are as follows:

EXTREMELY SMALL HYDROGEN MASER GOALS

CONFIGURATION: Active hydrogen maser with automatic cavity servo.
STABILITY: Better than $1 \times 10^{-14}$ for $\tau = 10^5$ to $10^6$ seconds and active hydrogen maser performance for $\tau < 10^2$ seconds.

SETTABILITY: $\pm 5 \times 10^{-15}$ resolution.

SIZE: Physics Unit 5" diameter by 12" long plus 8 Liter/second Ion Pump.

WEIGHT: Physics unit and pump, 30 pounds.

POWER: 35 watts nominal, 45 watts maximum total main DC input.

The second goal is to produce the best ground based standard for fixed stations or basic time and frequency standards laboratories. To do this it is planned to construct hydrogen masers with a large storage bulb configuration. The goals for the "Large Hydrogen Maser" are as follows:

**LARGE HYDROGEN MASER GOALS**

**CONFIGURATION:** Active hydrogen maser with automatic cavity servo.

**BULB SIZE:** 5 liter atom storage bulb with total wall shift of $3 \times 10^{-11}$.

**STABILITY:**

- Additive Noise: $\langle \Delta f \rangle = 2 \times 10^{-13} / \sqrt{\tau}$ ($\tau > 1$ sec)
- Perturbing Noise: $\langle \Delta f \rangle = 2 \times 10^{-12} / \tau$ ($\tau < 10^3$)
- Systematic Instability: $\langle \Delta f \rangle < 5 \times 10^{-15}$ ($\tau > 10^6$)

**ACCURACY:** (Reproducibility) Better than $1 \times 10^{-13}$.

**SETTABILITY:** $\pm 5 \times 10^{-15}$ resolution.

**POWER:** 80 watts nominal, 100 watts maximum total main DC input.

**CONCLUSION**

The present work illustrates that significant size, weight, and power reductions can be made in hydrogen masers and that stability, reproducibility, and operating life can be improved significantly, resulting in new levels of performance for future time and frequency applications.
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Figure 1. Interaction of Radiated Beam Power with Cavity Impedance

Figure 2. Signal Modulation Induced by Cavity Frequency Switching
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CHARACTERISTICS OF OSCILLATING COMPACT HYDROGEN MASERS
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Summary

Oscillating compact hydrogen masers CHYMNS-I and II and their stability performance are described. Both masers have the same principle of operation, but are quite different in size and weight. This is made possible by the versatile compact cavity design. The expected sacrifice in performance as the size of the maser is reduced can be seen in the stability data. CHYMNS-I employs a cavity of 15 cm O.D. x 15 cm long and has a measured root Allan variance of \( \sigma_v(\tau) = 6.6 \times 10^{-14} \) for \( \tau = 100 \) sec. For the smaller maser, CHYMNS-II, the corresponding values are: cavity, 11 cm O.D. x 15 cm long, and \( \sigma_v(\tau) = 1.3 \times 10^{-13} \) for \( \tau = 100 \) sec. Of greater interest in considering device applications in the excellent long term stability of \( \sigma_v(\tau) = 4 \times 10^{-15} \) for \( \tau = 10^5 \) sec that had been measured during a direct comparison between the two compact masers. This result illustrates the effectiveness of the electronic cavity stabilization technique used in overcoming environmental perturbations and, consequently, assuring a long term stable maser frequency output.

Introduction

The design, fabrication and test of the oscillating compact maser, CHYMNS-I, has been previously described. The objective of CHYMNS-I was to demonstrate that a cavity Q-enhancement technique can be used to obtain sustained maser oscillation in a compact cavity. The superior signal-to-noise ratio of an oscillator and the simplified electronics would facilitate the development of a frequency standard of excellent performance. Obviously, an effective electronic cavity stabilization servo system would be essential to overcome the susceptibility of an external feedback system to environmental perturbations. On the other hand, such a system would provide improved long term maser performance compared to conventional masers where cavity stabilization is based on thermal/
A desirable feature. We have therefore not spent much effort on packaging. On the other hand, we believe that there is general interest, especially among system planners, in the size and weight of the device. The dimensions for a packaged physics unit shown in Table I represent our estimate of the capabilities of current technology based on a choice of the indicated cavity geometry.

As indicated in Reference 1, we suspected that a poor storage bulb coating in CHYMNS-I was responsible for the relatively poor line $Q$ of $6 \times 10^9$ obtained during earlier tests. Indeed, by recoating the bulb, an improved line $Q$ of $1 \times 10^{10}$ was obtained. In view of the measured line $Q$ of $9 \times 10^8$ obtained in CHYMNS-II in a storage bulb with a diameter almost a factor of two smaller, there is probably more room for improvement.

In addition to the smaller cavity and the resultant more compact size, the most significant difference between CHYMNS-I and II is in the hydrogen flow system. CHYMNS-II employs a quadrupole state selector magnet instead of the conventional hexapole. The quadrupole magnet with a geometry of $3.8 \text{ cm diam} \times 3.2 \text{ cm long} \times 0.025 \text{ cm bore radius}$, and weighing $362 \text{ gn}$, is considerably smaller and lighter than the hexapole magnet used in CHYMNS-I. Furthermore, the small bore radius produces a higher field gradient, and consequently, a greater deflection force. This property permits the use of a shorter beam drift space, leading to a shorter overall maser length.

A new quartz dissociator design making use of the excellent thermal mechanical property of a moly-quartz transition also contributes to maser length reduction. Compared to the pyrex dissociator used on CHYMNS-I, the new design is about 3 cm shorter. The low rf loss property of fused quartz allows easy electrical tuning for self-ignition and efficient hydrogen atom production at low rf drive power levels. The single channel, $0.013 \text{ cm diam} \times 0.1 \text{ cm long}$, collimated output reduced considerably the hydrogen throughput of the system, relaxing the vacuum pump speed and capacity requirements.

In view of the problems past maser designs have had with ion pumps, concerted efforts are being made, both in our laboratory and elsewhere, to minimize reliance on ion pumps for maser vacuum maintenance. Both CHYMNS-I and II employ a combination getter and ion pump system. The idea is to let the getter pump handle most of the hydrogen gas load. A small ion pump is used to pump residual gases that are not gettered. Size and weight considerations lead us to select molded zirconium graphite (SI-71) as the getter material. Ion pumps of $8/\text{sec}$ and $2/\text{sec}$ pumping speed are installed on CHYMNS-I and II, respectively. The $2/\text{sec}$ ion pump has operated continuously and adequately for several months. But a gradual rise in ion pump current indicating an increase in system pressure with time was observed. This is probably due to a drop in getter pumping speed, since the hydrogen flow rate was held fairly constant. We also believe that the elastomer seals in the maser are detrimental to getter pump operation. Separate experimental results have indicated that the getter hydrogen pumping speed degrades faster in the

---

**Table I. Parameters of CHYMNS Oscillating Compact Hydrogen Maser**

<table>
<thead>
<tr>
<th></th>
<th>CHYMNS-I</th>
<th>CHYMNS-II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cavity:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dimensions, cm</td>
<td>$15 \text{ O.D. x 15 L}$</td>
<td>$11 \text{ O.D. x 15 L}$</td>
</tr>
<tr>
<td>Coupling Coeff. (2 ports)</td>
<td>$9000$</td>
<td>$7000$</td>
</tr>
<tr>
<td>Coupling Coeff.</td>
<td>$0.2$</td>
<td>$0.2$</td>
</tr>
<tr>
<td>Temp Coeff.</td>
<td>$40000$</td>
<td>$49000$</td>
</tr>
<tr>
<td>Enhanced $Q$</td>
<td>$22$</td>
<td>$22$</td>
</tr>
<tr>
<td>Tuning Sensitivity, kHz/\text{V}</td>
<td>$0.88$</td>
<td>$1.1$</td>
</tr>
<tr>
<td><strong>Storage Bulb</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dimensions, cm</td>
<td>$10 \text{ O.D. x 11.4 L}$</td>
<td>$5.7 \text{ O.D. x 11 L}$</td>
</tr>
<tr>
<td>Atomic Line $Q$</td>
<td>$1 \times 10^9$</td>
<td>$9 \times 10^8$</td>
</tr>
<tr>
<td>Stability ($10^9$ to $10^{13}$ sec)</td>
<td>$6.6 \times 10^{-11}/\text{t}$</td>
<td>$1.3 \times 10^{-12}/\text{t}$</td>
</tr>
<tr>
<td><strong>Packaged Physics Unit (Ent.)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dimensions, cm</td>
<td>$28 \text{ O.D. x 60 L}$</td>
<td>$22 \text{ O.D. x 40 L}$</td>
</tr>
<tr>
<td>Weight, kg</td>
<td>$14$</td>
<td>$14$</td>
</tr>
</tbody>
</table>

---

**Figure 1.** A photograph of the physics unit of the oscillating compact hydrogen maser, CHYMNS-II.
presence of elastomer materials. The problem can be alleviated by eliminating elastomers from the maser vacuum system. If size and weight are not critical considerations, a different getter, sintered aluminum (ST-101), may be a superior getter material. The powdered getter is coated on pleated mechanical supports, resulting in a large gathering surface area, with a corresponding increase in size and weight. In addition to the high pumping speed, it seems to be more resistant to poisoning by residual gases. Much developmental effort remains to make getter pumps a reliable component of the maser. However, it looks much more promising than the ion pumps in contributing to significantly improved reliability of the maser.

**Stability Performance**

A schematic diagram of the set-up used to determine maser stability performance is shown in Figure 2. The system employs a dual-mixer-time-difference (DMTD),\(^6\) technique, and the data provide both phase and frequency information. Timing reference for the system is provided by the reference maser. The common oscillator for the DMTD is a frequency synthesizer which can be set to give a convenient beat frequency. The measurement interval is given by the product of the beat period and the number of time interval counter readings to be averaged to give one data point. The computer controlled data acquisition, analysis and plotting programs greatly facilitate the measurement process.

![Figure 2. Schematic of stability measurement set-up.](image)

Notice that the functions of the reference maser and the maser under test are easily interchanged. This flexibility is very useful since a conventional maser, the VLG-11,\(^2\) is also available. The three masers make possible simultaneous comparison of more than one pair of masers. However, the interconnections of the three masers to the measurement system require care to prevent accidental interference. The addition of external isolation amplifiers to the already buffered outputs of the masers is such a precaution. There is also concern about possible frequency lock-up between masers operating at the same frequency and physically located close together. However, the probability for this occurring in the three masers in our laboratory is small since the masers are very different in size, with correspondingly different storage bulbs. The different wall collision rates and the resultant proportional frequency shifts mean that the masers actually operate at three different frequencies. Although we have not made a systematic wall shift determination, the maser oscillating frequencies are easily deduced from the receiver synthesizer settings required to synchronize the 5 MHz standard outputs. Taking into account the Zeeman effect and making sure that the maser is spin exchange tuned so that there is no cavity induced frequency shift, the oscillating frequencies of CHYMNS-I and II are, respectively, -1.26 \times 10^{-11} and -2.63 \times 10^{-11}, offset from that of the VLG-11. It is not unreasonable to assume that these shifts are due to wall collisions. With such relatively large offsets and proper precautions exercised, the probability for frequency lock-up between the masers is greatly diminished.

Samples of stability data are shown in Figures 3 and 4. For each run, the phase data and the computed root Allan variance are plotted. The plot label indicates the masers used in the comparison and the date of the run. Near the bottom of the plot, other pertinent information, such as the computed average phase and frequency, their standard deviations, the number of data points, and the interval between measurements are also listed. In addition to the raw data plot an expanded display of the phase variations is obtained by plotting the residue of a linear least square fit of the phase data, \(X_i\), to an equation of the form

\[
X_i = A + Bt + C + DT_i, \quad (1)
\]

The fitted coefficients, \(A\) and \(B\), give, respectively, the phase at time \(T = 0\) and the average beat frequency between the masers.

The analysis program also contains a drift removal routine. This consists of linear least square fitting of the phase and the derived frequency data to equations of the form,

\[
Y_i = C + DT_i \quad \text{and} \quad X_i = X_0 + YT_i \quad \text{or} \quad (2)
\]

Here the beat frequency is assumed to be a linear function of time, with a value \(C\) at time \(T = 0\). The fitted drift coefficient, \(D\), is another measure of the stability of the masers under comparison. It is rather sensitive to the data base, especially for runs of relatively short duration. From the fitted coefficients, the drift rate of the compact masers ranges from several parts in \(10^{15}\) per day or less.

From available stability data we see that the root Allan variance, \(\alpha(T)\), for the oscillating compact masers can be expressed approximately by the expressions:

\[
al = \frac{1}{2}
\]

\[
\alpha(T) = \frac{1}{2}
\]

\[
\alpha(T) = \frac{1}{2}
\]

\[
\alpha(T) = \frac{1}{2}
\]

\[
\alpha(T) = \frac{1}{2}
\]

\[
\alpha(T) = \frac{1}{2}
\]
For CHYMN5-I: \[ \gamma_s = \frac{6.6 \times 10^{-13}}{\sqrt{T}} \quad 10^2 \text{sec} < 10^5 \text{ sec} \] (3)

For CHYMN5-II: \[ \gamma_s = \frac{1.3 \times 10^{-12}}{\sqrt{T}} \] (4)

From the known performance of the VLS-cr, which relies on thermal mechanical design for cavity stability, we see that beyond about 5 x 10^5 sec, the compact maser begins to outperform it. This result demonstrates the effectiveness of the electronic cavity stabilization system employed in CHYMN5-I and II. Further evidence of the servo performance is shown in Figure 3 where CHYMN5-I cavity resonance tuner bias is plotted as a function of time. The tuner is, of course, the feedback part of the cavity stabilization servo system. The variations in the tuner bias reflect cavity frequency fluctuations due to whatever cause. Using the values of electronic cavity tuning sensitivity (1.1 kHz/volt), the atomic transition line width, \( q \) (9 x 10^5), and the enhanced cavity, \( W \) (100,000), for the maser, the cavity fluctuations which also rise to the variations in the tuner bias would have produced maser frequency fluctuations of several parts in 10^11 if the cavity had not been servo controlled. This is to be compared with the actual stability data taken at the same time and shown in Figure 3. During the 9-day run, with data taken at 500 sec intervals, the average frequency offset was only -2.04 x 10^{-15}, with a standard deviation of 7.32 x 10^{-14}. This is several orders of magnitude improvement compared to a similar cavity, but without a servo control system. More significantly, since the servo uses a frequency derived from the atomic transition frequency as reference, it assures a stable long term maser output. We would like to point out that the servo system can be easily adapted for use in conventional maser oscillators, such as the VLS-cr, to improve their long term performance.

An interesting question is how well do we expect the oscillating compact masers to perform. Lesage and Audoin\(^5\) have given an analysis of the Q-enhanced maser oscillator where the stability of the cavity and other environmental factors were assumed to be ideal. Under these assumptions, the long term stability would be limited by noise over the atomic transition linewidth. The degree of Q-enhancement has a significant impact on the noise power density, and consequently the stability performance. Without going into details here, we have calculated, using the expression for white noise frequency contribution to the maser stability derived by Lesage and Audoin, the following expected root Allan variances:

Figure 3. Stability data of CHYMN5-I measured against CHYMN5-I.
We see that the experimental data are within a factor of two of theoretical expectations. This is rather remarkable for a pair of developmental masers. We expect that the performance will improve when the physical and electronic units are integrated and packaged.

**Conclusions**

We have shown the effectiveness of the cavity stabilization servo system in assuring long term cavity stability. The excellent performance of the oscillating compact masers should have dramatic impact on systems with critical dependence on frequency standard/clock performance. The drastically reduced size and weight will make it attractive even for spaceborne applications.
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THE DEVELOPMENT OF A MAGNETICALLY ENHANCED HYDROGEN GAS DISSOCIATOR
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Abstract

A study of the processes which influence the efficiency of the rf hydrogen gas dissociator is made. Based on this study, a dissociator is developed by applying a dc magnetic field on the rf plasma. The influence of the magnetic field on the plasma is then evaluated. It is found that in this configuration the power consumption of the dissociator is decreased appreciably. Also, the application of the dc magnetic field allows the efficiency to be held at a constant level while the hydrogen gas pressure is reduced. Based on these findings, some approaches for the development of a dissociator low in gas and rf power consumption are presented.

I. Introduction

The development of an efficient hydrogen gas-dissociator is part of an effort at JPL to develop techniques and components that enhance the performance and operational reliability of hydrogen masers. Since the operation of the hydrogen maser is based on the stimulated emission of radiation of hydrogen atoms in a particular hyperfine state, the source of these atoms is naturally an important component of the maser. Specifically, the efficiency of the atom source directly determines the flux of the hydrogen beam, which in turn influences the power output and the stability performance of the maser.

The rf dissociator, as the source of the hydrogen atoms, has significant influence on the reliability of the maser operation, as well. Experience has shown that the degradation of the efficiency of atom production of the dissociator may directly cause maser breakdown. Furthermore, the dissociator efficiency influences the gas load of the vacion pumps which generate the required high vacuum in the maser physics package. Since vacuum pump failures are the predominant mode of maser failures, the efficiency of the dissociator also indirectly influences the particular mode of maser breakdown.

In an effort to improve the performance of the dissociator, we have studied the processes that take place within the rf plasma. Based on this study, we have developed a magnetically enhanced rf dissociator with improved atom production and lowered power consumption. Depending on the particular mode of operation, the magnetically enhanced dissociator may also reduce the gas load of the vacion pumps, thereby extending the operational life of the maser.

In this paper, we will briefly review some of the plasma processes, on the basis of which the development of the magnetically enhanced dissociator was motivated. We will then present the result of our investigation for the development of this source of hydrogen atoms.

II. Processes Influencing the Dissociator Efficiency

Figure 1 presents the picture of an rf dissociator (source) on the test assembly. The dissociator consists of a glass bulb with a stem through which hydrogen gas is introduced. The gas outlet consists of a glass multichannel array which causes the formation of a narrow beam of hydrogen out of this source. The rf power is coupled externally to the source by two probes or a coil, depending on whether a capacitive or an inductive coupling scheme is employed. In JPL masers, rf power is coupled by an inductive coil, and so for the remainder of this discussion we will assume this coupling scheme; the major portion of the considerations presented here apply equally well to capacitance coupling.

When hydrogen gas is introduced in the dissociator glass bulb, and rf power turned on, electrons already present in the source (or generated by a high voltage pulse) oscillate in the rf field. During the course of oscillations, electrons collide with hydrogen molecules, resulting in the production of atoms, ions, and other electrons. The new electrons in turn participate in collisions, thereby producing a sustained plasma discharge.

The significance of any collisional process (between the electrons and other particles) in production of atoms is determined by the rate coefficient of the particular process \( \sigma V \). The rate coefficient for atom production by electron-impact collision is given by \( \sigma V \) where \( \sigma \) is the cross section for the reaction and \( V \) is the relative velocity of the colliding electron and the particle (neutral or ion). In the case of the rf plasma in the dissociator, with typical average electron energy equivalent to 35,000 degrees Kelvin, the reaction which contributes most to atom production is simple electron-impact dissociation

\[ e + H_2 \rightarrow H + H + \gamma \]

Dissociative excitation
production of macroscopic “pits” in the glass which amount to an increase of surface area. The extent of the degradation is a function of the number of impacts (and therefore time) as well as energy of the ions. Figure 21 compares the scanning electron microscope picture of a fresh glass surface with the surface of a used dissociator bulb. The extent of the pitting in the dissociator glass is clearly visible.

It is clear then that the increase in the rf power input for the purpose of increasing electron energies to an optimal level will have a detriental effect on the condition of the dissociator bulb, and therefore on the loss of atoms to the recombination processes. It would, however, be highly desirable to increase electron energies, and their collision frequency, without a corresponding increase in the energy of ions. As for the increase in the collision frequency of electrons with molecules, it should be pointed out that increase of the gas density in the bulb has the undesirable effect of increasing gas load to the vacuum pumps. With these considerations, we now evaluate the influence of an applied dc magnetic field on the efficiency of the dissociator.

III. The Influence of an Applied dc Magnetic Field

Consider the motion of an electron in an rf plasma superimposed by a dc magnetic field. The electron will experience a force \( \vec{F} = e\vec{v} \times \vec{B} \), where \( e \) is the charge and \( \vec{v} \) the velocity of the electron, and \( \vec{B} \) is the magnetic induction. According to this relation the path of the electron will be modified so that it will exhibit a helical path along the magnetic field line. The frequency of the circulating electron is given by the Larmor relation

\[
\nu = \frac{eH}{2\pi \hbar c}
\]

where \( H \) is the magnetic field, \( \hbar \) the mass of an electron, and \( c \) the speed of light. This helical motion of the electron corresponds to an increase of its path length in the plasma, and therefore, an increase in its frequency of collision with particles in the plasma. Furthermore, the circulating electron in the magnetic field can now absorb energy in resonance with the rf field as it moves in the direction of the field. The condition for this resonance absorption of energy is that the cyclotron frequency of the electron, \( \nu = \frac{eH}{2\pi \hbar c} \), be equal to the oscillation frequency of the rf field.

In this manner, the effect of the applied magnetic field on the dissociation efficiency of the source is through the increase of the collision frequency of electrons with molecules, as well as the increase of electron energies. This may be accomplished without increasing the rf power and the gas pressure of the source.

It should be mentioned that a dc magnetic field of a 100 Gauss or less has negligible effect on the ejection of the ions in the plasma, because of the relatively large mass of the ions. In this way the ion energies will remain essentially unchanged, while electron energies are modified.
There are a number of examples of dc magnetic fields applied to rf ion sources used for generation of atomic and molecular ions. The considerations for the influence of the magnetic field for ion generation, however, is quite different from those related to atom generation. Basically, magnetic fields influence the drift of ions in the plasma, which in turn enhances ion extraction from the ion source. Furthermore, ion sources require relatively large electron energies because of the dependence of the cross section for ionization on electron energies. This latter effect is in fact undesirable for the case of hydrogen gas dissociator, and will be discussed further in the following section.

IV. The Magnetically Enhanced Source and Its Operation

Because the hydrogen gas dissociator assembly of JPL masers is inside the vacuum package and therefore not accessible without breaking of vacuum, a dissociator test bed was constructed. The test bed consists of a vacuum canister for connecting an ion pump to a source mating flange. A pyrex glass bulb was designed and constructed with dimensions identical to those of conventional sources used in JPL masers, but suitable modified for use in the test bed. The modification consists of a glass ring with an O-ring groove externally attached to the wall of the source containing the exit collimating holes. The source may then be positioned on the flange with the O-ring providing the necessary vacuum seal. The rf exciter coil assembly and hydrogen gas feed lines provide the necessary support for the glass bulb (see figure 1).

For the generation of the dc magnetic field a solenoid was constructed from an insulated copper wire wound on a copper cylinder with an inside diameter one inch larger than the diameter of the dissociator bulb. The solenoid was placed on the mating flange in a coaxial configuration with the source. This particular solenoid provided a maximum field of 145 gauss on its axis with a 2.0-A current input. The solenoid produced a field which was linearly dependent on current within the range of zero to 2.0-A, the maximum current which the power supply produced.

The dissociation efficiency of the source was determined by measuring the changes in the pressure observed when the plasma was on or off. The variation of the pressure was obtained by noting the current in the ion pump power supply. While method of efficiency determination for the dissociation lacks a high absolute accuracy, it does provide a satisfactory means for a relative determination of the dissociator efficiency.

The source was initially operated under the condition of power and pressure to those employed in the maser. A back pressure of hydrogen gas produced a pressure of 200 mtorr in the dissociator; an rf power input of 3 W produced an efficiency measured to be 5%. As the input power was decreased, the efficiency of the source deteriorated, and the plasma was not sustained if the power was reduced below 2 W. The source was left

Figure 2. Scanning Electron Microscope photos of the fresh and used surfaces of the glass wall. The fresh surface was acid washed and prepared through a procedure identical to that of dissociators used in JPL masers. The used surface belongs to a dissociator which was used continuously for about 6 months.
to operate under normal operating conditions for a period of a few days to allow its performance to stabilize. After this period, the solenoid power supply was turned on and the solenoid current was varied between zero and 2 A. As the magnetic field was increased, the light intensity of the plasma increased significantly. Furthermore, for specific values of the field a change in the plasma mode was observed. A measurement of the efficiency of the source at this level of pressure and power was performed with the dc magnet on. The source exhibited an increase and a decrease in efficiency depending on the magnitude of the applied magnetic field. The amount of variation in the efficiency ranged from a 10% increase to a 10% decrease of the efficiency measured without the applied magnetic field.

The efficiency measurements were continued as the input rf power was decreased. First it was observed that the application of the magnetic field decreased the value of the minimum power required for maintaining a plasma, depending on the current in the solenoid. For a current of 0.4 A corresponding to a field of approximately 40 gauss, it was possible to reduce the power to about 0.3 W. With these parameters, the efficiency of the source was determined to be 52%, the same value as the efficiency of a conventional source operating with 3 W of input rf power. The dc magnetic field then resulted in a tenfold decrease in the power consumption.

The results obtained in our investigation are easily understood in the following way. For a given set of dissociator parameters such as size and gas pressure, a certain level of rf power yields maximum dissociation. A decrease in the rf power level decreases the efficiency of atom production through decreased electron energies. However, an increase in the rf power from the optimized level does not lead to increased dissociation efficiency. This is because electron impact dissociation of hydrogen molecules (with a threshold energy of 4.8 eV) is a competing process with electron impact ionization of molecules (with threshold energy of 15.8 eV). But the increase in the average electron energies, which have a Maxwellian distribution in the plasma, preferentially contributes to the ionization process; this is due to the dependence of the corresponding cross sections on the electron energies. Finally, when the rf power is decreased from an optimal level, a dc magnetic field of suitable strength can compensate for the decreased electron energies by allowing the circulating electrons to absorb energy in resonance with the field. This analysis then clearly explains our findings with the application of the dc magnetic field on the rf dissociator.

As a final step in our investigation we tried to determine the effect of an asymmetric field on the dissociator efficiency. This was based on the observation of the differences between the threshold energies for the competing dissociation and ionization processes. We reasoned that if energetic electrons in the tail of the Maxwellian distribution could be swept away from the plasma region close to the source exit, the ionization process would be suppressed. A test of this reasoning was concluded through positioning of the axis of the solenoid away from the source exit. When the solenoid axis was displaced by 1/2 inch, an increase in the dissociation efficiency was observed for a 200 m Torr pressure of hydrogen. With a decrease of pressure to 80 m Torr, the measured dissociation efficiency of the source increased from a 70% level to 12.8%, when a current of 0.75 A was applied to the solenoid; this is a 70% increase of the dissociation efficiency. The power level in both cases was 2.5 W.

While the configuration of this latter experiment with the dc magnetic field was somewhat arbitrary, and determined by the constraint of the existing setup, it clearly demonstrated the potential value of this approach in designing an efficient source. It is expected that a carefully designed inhomogeneous field would allow an appreciable suppression of the ionization process near the exit regions of the source, resulting in an increase in the production of the atoms.

V. Summary and Conclusions

We have studied the processes that influence the performance of the rf hydrogen gas dissociator. Based on this study we have developed a magnetically enhanced dissociator through the application of a dc magnetic field on the rf plasma. With this configuration of the dissociator the following results were obtained:

1. For a specific value of the magnetic field, it is possible to maintain the efficiency of the source and yet decrease the rf power input by an order of magnitude. This conclusion is of significance both for spaceborne maser development and improved reliability of ground-based masers through the expected improvement in the source life.

2. It is possible to obtain good efficiency for the source and, at the same time, reduce the hydrogen pressure with an applied dc magnetic field. This finding implies a means for the reduction of the gas load to the maser vacuum pumps, thereby increasing their operational life, and reducing the frequency of maser breakdowns resulting from pump failures.

3. The results with the inhomogeneous field indicate that it is possible to design a magnetic field configuration to sweep energetic electrons away from the region near the source exit. This would increase the source efficiency by preferential dissociation of the molecules, as compared to the competing process of molecular ionization.

4. The application of a magnetic field on the rf plasma results in a significant increase of the light output from the plasma. While this effect is not of interest to maser application (except for
reaffirming that there is no direct relationship between the efficiency of the source and the intensity of the emitted plasma light) it may be of significance in other applications. In particular, certain light sources such as mercury ion light source, and rubidium light source, employ rf power for excitation. An application of a dc magnetic field can improve the performance of those sources and extend their operational life.

The investigation of the performance of the source was determined in a test bed and by obtaining the dissociation efficiency through the measurement of pressure variations. It is obvious that it would be highly desirable, and necessary, to perform the tests using a hydrogen maser. In this way, the extent of improvement obtained with the new source in relation to the maser vacuum system, power output, and line Q may be directly determined. Efforts are presently underway to design and construct a source unit which may be mounted externally to our existing maser test assembly. We intend to optimize the configuration and the strength of the magnetic field for a desirable mode of source and maser operation. Once this is accomplished, we will substitute equivalent permanent magnets for the solenoid, thereby eliminating the need for a solenoid power source. Finally, we intend to test the influence of the magnetic field on the light output of mercury lamps, which will be utilized in a trapped mercury ion frequency source. The results of this investigation will be reported in a later paper.
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Abstract

This paper is a progress report on the development work of a full-size active H maser (EFOS I) presently in progress at ASULAB, Neuchâtel, in view of an industrial production. The maser design philosophy, the physical package, the receiver and the measurement system are described and preliminary results on the frequency stability, measured by comparison with the prototype masers H1 and H2, are presented.

Introduction

The EFOS 1 Mascon has been conceived in order to obtain optimum frequency stability for averaging times between 100 and 10,000 sec., i.e. for the averaging times of interest to V.L.B.I. In addition to the stability requirement, the EFOS main design goals are those typical of an industrial product i.e.: reliability, easy maintenance and cost effectiveness. In view of these goals the option of high line Q, as opposed to the alternative option of high output power, has been adopted. In fact the fundamental limitation of the maser (1,2,3), which dominates the frequency stability for averaging times $t > 10^2$ sec., is proportional to the parameter $(PQ)^{1/2}$. From this point of view line Q is a more important than the maser power. A high line Q has several advantages: it reduces cavity pulling effects and allows a smaller hydrogen flux to be used, with a corresponding decrease in spin exchange effects and increase in the pump life. Finally, an aluminum maser cavity has been preferred to the quartz cavity with the assumption that the higher temperature coefficient of the aluminum cavity $(10^{-6}/$° C) compared to the quartz cavity $(5 	imes 10^{-7}/$° C) could be balanced by a better ventilation of the Al cavity and the better thermal stability, the absence of thermal instabilities due to the high thermal conductivity of the Al and finally easy tunability by temperature changes. Furthermore the temperature sensitivity of the Al cavity can be effectively overcome by good thermal design using a vacuum envelope for thermal isolation.

Physical package

The physical package is inspired by the classical design of the full-size Al cavity maser like for example the NASA NX (4) or the A.P.L. N.R. (3) Masers. Table 1 lists the most important characteristics of EFOS 1. A mechanical schematic diagram is shown in Fig. 1. All the elements of the physical package are well known; we focus the discussion on particular points of the EFOS 1 design.

Dissociator

The dissociator uses a pyrex bulb of approximately 1/4 of a liter, in order to minimize wall effects on the H plasma, and a single hole collimator. The H pressure is in the range of 0.1 to 0.2 torr. The R.F. oscillator has been studied in detail in order to present the best matching conditions to the plasma in the expected range of physical situations. It requires no more than 7 watts of total D.C. power for achieving the maximum molecular H dissociation efficiency. The discharge is self-starting and no regulation is needed after start-up for optimizing the dissociation efficiency.

Quartz bulb

The quartz storage bulb is cylindrical in shape with hemispherical end caps and has 4.5 liters volume. It is coated with Teflon PTFE 10% with the usual technique and the exit hole is adjusted for a theoretical line Q, limited by the escape rate of $5 	imes 10^9$. In practice, we have measured line Q up to $10^10$ by cavity pulling measurements on an oscillating maser. This means that the Teflon coating is good enough to ensure that the line Q...
is not limited by wall relaxation. For normal operation the maser line $Q$ ranges from $2 \times 10^9$ to $3 \times 10^9$ for an output power in the range of $-104 \text{ to } -107 \text{ dbm}$. 

**Vacuum system**

All the parts in contact with the $H$ atoms are pumped by an independent $20 \text{ l/sec}$ ion pump which produces a good vacuum ($<10^{-7}$ torr) essential for the proper maser operation. This "internal" vacuum system is completely separated from the "external" vacuum system which provides a thermal insulation for the Al microwave cavity and furthermore contains several parts like the $C$ field solenoid, 3 thermal shields and 2 magnetic shields. The external vacuum system reduces, in addition, any barometric effect on the cavity frequency. Normal ion current in both pumps are of the order of $300 \text{ lA}$ for a voltage of $5 \text{ Kv}$. This ensures low power consumption and high pump life-time and reliability. A system of valves allows the replacement of the ion pumps without disrupting the vacuum in the maser.

**The microwave cavity**

The microwave cavity, operating on the TE$_{15}$ mode, has an elongated design. The cavity temperature coefficient $(\frac{d\nu}{dT})$ depends mostly on the diameter dimensional variations and is typically $\pm 0.6 \times 10^{-14}/\text{C}$. The cavity loaded $Q$ ($Q_L$) with a coupling factor $(K)$ of 0.14 is approximately $1.0 \times 10^9$. From the cavity pulling equation:

$$
\Delta \nu_m = \frac{Q_m}{Q_L} \Delta \nu_c
$$

and actual measurements we obtained a typical $Q_L$ value of $2 \times 10^6$ and a master temperature coefficient of $<5 \times 10^{-15}$ for the cavity temperature range. Using the thermal tension control in addition to the thermal insulation around the cavity, a thermal half of the order of $10^{-3}$ is obtained resulting in a master temperature coefficient due to the cavity, of $<1 \times 10^{-14}$ for the external temperature variation. The initial cavity tuning is made by temperature. For total ambient temperature $-20 \text{ to } +10^\circ \text{C}$, a fine thermal tuning is made by a variable magnetic field inside the cavity. The variable allows a fast cavity tuning with a very small value for the starting procedure and the phase-temperature cavity tuning.

**Magnetic field**

The magnetic field inside the cavity is not uniform so that the cavity loaded $Q$ varies with the position in the cavity. The magnetic field value is the same of the Quartz bulb is good enough to allow operation at a $1^\circ \text{C}$ field value of $100 \text{ Gauss}$. Crampton effects of a magnetic inhomogeneity across the storage bulb practically do not contribute to the linewidth at the nominal operating magnetic field and that these effects are negligible. Finally, the measured maser magnetic coefficient is $<3 \times 10^{-15}$, gauss at a magnetic field of $300 \text{ Gauss}$.

**The Receiver**

The block diagram of the receiver is shown in fig. 2. It is a conventional superheterodyne converter having 3 intermediate frequencies respectively at $19.6 \text{ MHz}$, $40.9 \text{ KHz}$ and $5.7 \text{ KHz}$. A synthesizer at $5.7 \text{ KHz}$ allows to extract the phase of the maser signal which is used, after filtering to phase-lock the $5 \text{ MHz}$ VCXO to the maser signal. The noise figure of the receiver is practically that of the first RF amplifier i.e. $2.6 \text{ db}$. The most critical parts, like the isolation amplifier and the multiplier, are housed in the maser head which is temperature stabilised with a minimum thermal gain of $10^3$. Measurements of the receiver characteristics have been made. The phase noise of the multiplier, measured at $1.1 \text{ GHz}$ and referred to $5 \text{ MHz}$ is $Q = 10^{-14} \times 10^{-14}$. The phase-temperature coefficient is $<1 \text{ deg/C}$ at $1.4 \text{ GHz}$. The noise isolation amplifier phase-temperature coefficient referred to $1.4 \text{ GHz}$ is $<0.1 \text{ rad/C}$. The previous figures need an improvement since the receiver is housed in the temperature stabilised maser head. The limitations on the maser frequency stability as imposed by the receiver noise has been measured directly in the time domain. The noise figure of the receiver is practically 2.6 dbm in a 20 Hz bandwidth.

**Conclusion**

From the receiver noise spectrum, the receiver is not limited by wall relaxation. For normal operation the maser line $Q$ ranges from $2 \times 10^9$ to $3 \times 10^9$ for an output power in the range of $-104 \text{ to } -107 \text{ dbm}$. 

**Fig. 2**
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The theoretical equation for the maser frequency
stability is given by:

\[ \sigma_f^2 = \left[ \frac{4}{2\pi} \frac{2\pi T}{P_{\text{in}}} \left( \frac{1}{\sigma} \right)^2 \frac{T}{Q^2} \right] ^2 \]  

(2)

Where:

- \( \sigma_f \) : The sample Allan Variance corrected for
  load time of the measuring system

**FFOS I**

**Parameters**

**Size**

- 500 x 500 x 1150 mm

**Weight**

- 70 kg

**Power Supply**

- 22-30 Volt FROM EXTERNAL BATTERIES

**Power Consumption**

- < 100 Watts

**Construction details**

- Dual chamber vacuum system
- Quatruple state selector
- Quartz bulb for H storage: 4.5 liters
- Aluminum cavity
- 3 thermal shields
- 4 magnetic shields
- 5 thermal controls

**Receiver in the maser head**

**Physical characteristics**

- Line Q: \( \geq 10^7 \)
- Output power: \( \geq 10^5 \) dB
- Loaded cavity Q: \( \geq 10^6 \)
- Cavity tuning: by temperature

**Masor magnetic coefficient**

- \( 1 \times 10^{-12} \) KG/G

---
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Figure 3. Frequency Stability Measuring System

Figure 4. Hydrogen Maser Frequency Stability

Prototype H1 vs H2
H1 300 μeinstein, -106 dbm
H2 ~1 meiersted, -105 dbm
Lines Q ~$2 \times 10^5$
BW=1Hz Beal=1.2s
for device and dead time corrected
A resonant temperature sensor has been developed using a torsionally vibrating quartz tuning fork. The unit has a linear-temperature coefficient of 35 ppm /°C, operates at 162 kHz and is packaged in wrist watch tuning fork capsules of 1.5 mm diameter and 5.3 mm overall length.

R.J. Dinger
ASULAB S.A., Neuchâtel, Switzerland

Summary

A resonant temperature sensor has been developed using a torsionally vibrating quartz tuning fork. The unit has a linear-temperature coefficient of 35 ppm /°C, operates at 162 kHz and is packaged in wrist watch tuning fork capsules of 1.5 mm diameter and 5.3 mm overall length.

Key words: Quartz crystal resonator, temperature sensor.

Introduction

Torsionally vibrating quartz crystals have been used for a long time as transducers or sensors for physical parameters. Main [1] already in 1979, described a paper proposing the use of a torsionable crystal to measure the viscosity of liquids and his idea has been improved recently [2]. Torsionally vibrating tuning forks were investigated in 1975 by D. Fernald of the Bell Labs and independently by R.C. Chambers of Oak Ridge Corp. in 1977 [4]. The latter were looked for a medium of low-frequency crystal with a better frequency-temperature characteristic than the usual x-y (long) tuning fork. The project was dropped mainly due to the fact that the vibrations of a torsion crystal were difficult to excite at low temperatures.

Further work has been continued at ASULAB [5] in order to develop the frequency-temperature characteristics of a quartz resonator in order to attain interest for the semiconductor temperature measurements.

As shown earlier [3], linear frequency-temperature orientations exist for torsionally vibrating quartz crystals and a small tuning fork encapsulated in wrist-watch resonator cases of 1.5 mm diameter seems to be a good answer to the above mentioned market requirements.

Thermal parameters of the sensor

In order to calculate the frequency-temperature behaviour of a torsionally vibrating tuning fork a three-dimensional finite element method is equivalent to the use. It has been found experimentally however that the differences between the calculated values and the experimental results are mainly due to the errors of the fundamental constants used. Therefore the experimental results were fitted and calculated a frequency behaviour. In addition, the investigation was limited to crystal thicknesses, their lengths parallel to the crystallographic axis and to a second cut oriented in the direction of the relatively large piezoelectric coupling. This can be obtained if the crystal is cut parallel to the quartz crystal axis, thus yielding a high piezoelectric constant.
where $t$, $w$ and $l$ are the crystal thickness, width and length, and $s$ is the density and the parameter $K$ is defined as

$$K = \frac{s}{\lambda}.$$

$a$ and $b$ are the related compliance moduli of quartz.

The frequency-temperature behaviour of a quartz tuning fork has been calculated according to eq. 1 using Schramm's constants [1]. As usual, the frequency has been fitted to a third order polynomial

$$f(T) = f(T_0) \left[ 1 + \frac{(T-T_0) + (T-T_0)^2}{(T-T_0) + (T-T_0)^2} \right].$$

using $T_0 = 25^\circ C$ as the reference temperature $T$. The loss of the thickness to width ratio $t/w$ with vanishing second order temperature coefficient $a$ are plotted in fig. 1 as a function of cut angle $\theta$, defined as shown in the inset.

![Inset diagram showing cut angle θ](image)

Fig. 1: Loss of vanishing second order coefficient as a function of cut angle $\theta$.

The figure also shows the first and second order temperature coefficient associated with vanishing strain. It may be seen that a linear frequency-temperature characteristic will be obtained if $a$ is between $50^\circ$ and $350^\circ$ and that the measured linear temperature coefficients are found to be -1 and $50^\circ$. The large slope of the linear curve in this range requires that $a$-cut angle controls the final thickness to width ratio well yield small $\alpha$ values (cf. fig. 2). For these reasons cut angles around $50^\circ$ ("front") have been preferred and this paper describes tuning forks made from $50^\circ$ material, which is the usual cut for xyxy flexure tuning forks for wrist-watch applications. The thermal parameters for a cut-angle of $90^\circ$ have been investigated experimentally and the result is plotted in fig. 2.

![Second order temperature coefficient as a function of thickness to width ratio t/w](image)

Fig. 2: First and second order temperature coefficient as a function of the thickness to width ratio $t/w$. Broken line: calculated. Solid line: experimental results.

The broken line are calculated curves and the solid lines give the experimental results. The calculated curves show that the coefficients $a$ and $b$ vary linearly with the thickness to width ratio, justifying the straight lines through the measured values. There is a considerable difference between the experimental and theoretical curves. The experimental results have been measured with a large number of tuning forks made in different crystals from different crystals. The results agree well with parameters measured on samples made more recently in the production line. For those reasons the experimental curves are considered reliable and the error is thought to be in the calculated curve. In fact it has been found that the theoretical results is very sensitive to the elastic parameters and their temperature coefficients.

Fig. 2 shows that it is possible to make a linear device (in the sense of a device with vanishing second order temperature coefficient $a$) by using a cut-angle of $90^\circ$. This would be the case for a thickness to width ratio of about 0.74. The cor-
responding linear temperature coefficient $\alpha$ is about 20 ppm/°C.

For most of the applications of this temperature sensor it is preferable to have a larger linear coefficient $\alpha$ even if this means that a second-order coefficient $\beta$ is present. An analysis of the overall error of the device quickly shows that within the limited temperature range (e.g., -55°C to +125°C) where applications are found, the absolute calibration error and the deviation of the linear temperature coefficient from its nominal value are sufficiently large to allow for a small $\beta$ without a significant increase of the overall error. For these reasons the first product developed uses a thickness to width ratio of 0.57. This ratio gives the following thermal parameters

$$\alpha = 34 \text{ ppm/°C}$$
$$\beta = 20 \text{ ppm/°C}^2$$

The third-order coefficient $\gamma$ cannot be predicted by the calculation mentioned above due again mainly to the errors in the basic constants of quartz. Experimentally it has been found that the coefficient $\gamma$ does not contribute to the overall error of the device. A fit according to eq. 2 of the experimental results yields values of the coefficient $\gamma$ of the order of $10^{-11}/\text{°C}^3$.

Since the experimental accuracy influences the value of $\gamma$ very much it is difficult to measure its value accurately. The probable best value is obtained by measuring the sensors at cryogenic temperatures (liquid nitrogen) thus enabling a fit from -200°C to +150°C. Doing this we obtain for the third-order temperature coefficient $\gamma$:

$$\gamma = 9 \times 10^{-11}/\text{°C}^3$$

Fig. 3 shows the frequency vs. temperature diagram of a typical unit made from $92^\circ$ cut material and having a thickness to width ratio of 0.57.

**Electrode pattern**

The electrode arrangement used for a torsionally vibrating bar or tuning fork uses the $x - y$ shear stress produced by an electric field parallel to the $y$-axis, originally proposed by Giebe and Scheibe [10]. Depending on the cut-angle the actual electrode pattern is different. Fig. 4 shows the cross section through one arm of the tuning fork with the metallization.

![Diagram](image)

**Fig. 4:** Cross section through one arm of the tuning fork with electrodes. The arrows give the electric field used for driving the crystal.

For cut-angles close to the "z-cut" the electrode arrangement at is used while for cut-angles around $45^\circ$ (135°) the pattern shown in fig. 4b is more favourable. The latter is identical to the metallization pattern of an $x - y$ flexure tuning fork (but the $x - y$ flexure tuning fork has its length parallel to the $y$-axis). For the $92^\circ$ cut-angle considered in this paper - almost a true "z-cut" - the arrangement according to fig. 4a was chosen and fig. 5 shows the piezoelectric coupling obtained with this electrode system. The figure gives the measured motional capacitance $C_1$ per unit length of the electrodes for both types of a tuning fork.
With an electrode length of 1.5 to 2 mm a state of the art device gives a motional capacitance of 0.2 to 0.4 pF, one order of magnitude less than the usual x-y flexure tuning forks. This low motional capacitance seems to be a serious disadvantage of the sensor mainly because the frequency adjustment using a trimmer-capacitor is practically impossible, if the problem associated with the design of a trimmer-capacitor in a thermometer probe (that may be immersed in a liquid) is considered. One concludes immediately that a trimmer-capacitor should not be used even if the resonators $C_1$ would allow it.

**Fig. 6** The torsional tuning fork with electrodes.

Fig. 6 shown an overall view of the torsional tuning fork with the electrode pattern. Comparison with the metallization pattern of x-y flexure tuning forks [11] shows that the metallization pattern for the torsional tuning fork is much simpler and easier for a production technique based on photolithographic methods and chemical milling. In particular there are no parallel electrodes of opposite sign that are close together and the side metallization only serves to contact the upper and lower main surfaces.

**Parameters of the unit**

As shown in Fig. 7, the frequency is given by the length of the arms of the tuning fork once the damping parameters and the thickness to width ratio are fixed. For this development an overall length of the arm of 1.5 mm diameter and a length of about 6 mm were required together with the thermal parameters mentioned above and a binary frequency. Analysis of the problem leads to the following dimensions and parameters.

Aging

A temperature sensor must be able to operate constantly at the upper limit of its specified temperature range. Therefore, the aging characteristic of the crystal is a very important parameter and can strongly influence the overall accuracy.

Accelerated aging experiments have been performed in order to estimate the long term frequency stability. Fig. 7 shows the result of a low-temperature test at 150°C. The curves show the frequency drift of the best sample (curve 1) and the worst sample (curve 3) from a lot of 10 pieces. The aging curves of the other samples are between curve 1 and curve 3. No preaging of these devices has been made prior to this test.

**Fig. 7** Aging characteristics of the temperature sensor (for explanation see text).

The almost parallel behaviour of curves 1 and 3 suggests that the temperature control of the measurement fixture was not sufficient. In fact, for the measurement, the resonators were taken out of the 150°C oven, cooled down to room temperature and placed in a small measurement fixture, temperature stabilized by a Peltier element to 20°C. The influence of the ambient temperature on the fixture temperature was found to be 0.1°C per degree Celsius of room temperature change. With a linear temperature coefficient of 35 ppm/°C this means that an apparent frequency drift of 1.5 ppm is observed for every degree Celsius of variation of
INERTIAL GUIDANCE AND UNDERWATER SOUND DETECTION USING SAW SENSORS
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Summary

This paper examines the use of SAW sensors for inertial guidance and underwater sound detection. In the detection of underwater sound, dynamic rather than static loading of the SAW crystal takes place resulting in information carrying sidebands in the SAW oscillator spectrum. Studies have shown that the sensitivity of prototype sensors in terms of signal-to-noise is at least equal to that of conventional hydrophones.

As an accelerometer, the SAW sensor provides high accuracy, a large dynamic range (10^6), and a digital output without using analog-to-digital conversion. Using relatively simple digital processing techniques, the accelerometer output can provide inertial information such as velocity and displacement. Studies of the integrated error rates for SAW accelerometers have shown that they can consistently provide error rates less than a nautical mile per hour. The SAW oscillator sensor is a promising candidate for high performance, moderate cost sensor applications.

Introduction

The application of SAW sensors to underwater sound detection and inertial guidance is described in this paper. Several previous papers have described the performance of SAW crystal oscillators when used to detect stress or strain as experienced in sensing the pressure applied to a quartz crystal. In the detection of underwater sound the pressure is dynamic rather than static and this results in information carrying sidebands in the SAW oscillator output spectrum. Studies have shown that the sensitivity of SAW sensors is at least equal to conventional hydrophones with respect to signal-to-noise ratios in the low audio spectrum (0-1000 Hz).

Another useful application of SAW sensors is the detection of acceleration. In this application the SAW crystal has the advantage that it can be tailored to any shape without affecting the resonant frequency of the resonators because the SAW frequency is independent of the bulk crystal shape. Likewise the attachment of the proof mass for fixing the scale factor of the sensor does not affect the resonant frequency of the sensor crystal.

SAW accelerometer sensors can also provide inertial information. This is accomplished by integrating the sensor output twice, once to generate velocity information, and a second time to generate displacement information. Because the SAW sensor output is a frequency proportional to acceleration, it can easily interface with digital processors without using A-to-D conversion circuitry.

SAW Sensor Fabrication

SAW resonators were photolithographically produced on polished ST-cut quartz blanks the size of which had been determined by the particular application. For underwater sound sensors the blanks were disks 0.020 x 0.550 in. in diameter and for accelerometers, bars 0.010 x 0.200 x 1.050 in. were used. The resonator electrode pattern consisted of two reflective gratings symmetrically placed on either side of a 40-finger-pair, cosine weighted interdigital transducer. The reflective gratings were fabricated using a reactive ion etch technique in a freon plasma.

SAW resonator crystals for underwater sound detection operated at a frequency of 62 MHz, had a Q of nominally 25,000 and a series resistance of 30 ohms. SAW accelerometer sensor crystals operated at a frequency of 400 MHz, nominally had a Q of 15,000 and a series resistance of 49 ohms. Oscillator circuitry was fabricated using all hybrid chip components. Because a single-port/single-pole resonator crystal design was used, oscillator circuitry typically required only a one transistor amplifier with nominally 3 dB gain. This resulted in a minimum number of components, high stability, and low cost.

Static Loading Characteristics

SAW crystals operate as sensors by converting an applied strain to a frequency deviation. Application of strain by loading the crystal mechanically results in a static frequency change which is a function of the geometry of the loading fixture and the direction of applied force with
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the room temperature. This easily explains the form of these curves. In order to overcome this effect the difference between curve A and C was plotted (curve labeled B).

This curve ( B ) is considered reliable enough to allow an estimate of the aging. A logarithmic aging according to

$$\frac{f_1}{f_0} = \log \frac{t_1}{t_0}$$

fits the data well and leads to a constant a of -3 ppm if t = 1 hour.

From similar experiments with series showing a stronger aging, permitting tests at different temperatures it has been found that the constant a doubles for every 10°C of temperature increase. Extrapolating this behavior to resonators with typical aging performance one finds that the absolute value of the constant a is certainly below 1 ppm at the maximum specified operating and storage temperature of +125°C.

Conclusions

A torsional tuning fork with its length parallel to the axis has been developed for temperature stabilization. Depending on the arrangement and design of the fork used a linear or the square root of the junction point and the ambient temperature coefficient of the fork can be made having a tenth order temperature coefficient of about 0.1 ppm/°C.

In order to estimate parts temperature behavior the fork was treated for the advantage of a quartz crystal and the next device. The main advantage of using such a glass is the fact that the temperature coefficient no longer depends on the external environment and the mechanical stress as well time leading to a temperature in the ambient areas of ±1°C for a 1°C change of ambient temperature. The graph is almost linear from -3 ppm/°C with respect to a certain temperature amount of compatible prices which makes the resonator fork quite a better linearity and linearity.
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respect to the crystal axes. A test fixture to measure the stress sensitivity about any axis of a SAW resonator was fabricated and used to measure frequency deviation vs loading characteristics. Three types of loading, depicted in Fig. 1, were performed, (a) cantilever bending, (b) simple tension and (c) uniform diaphragm loading. The results are shown in Table I as coefficients obtained from least-squares fitting experimental data. Bending the Y'-axis of a SAW crystal produces a positive frequency shift as opposed to a negative frequency shift for bending about the X-axis. Both effects occur during uniform diaphragm loading.

### Table I

<table>
<thead>
<tr>
<th>Test</th>
<th>Measured Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Cantilever, x-axis</td>
<td>-112 Hz/gram</td>
</tr>
<tr>
<td>2. X-axis tension</td>
<td>-14.8 Hz/gram</td>
</tr>
<tr>
<td>3. Cantilever, Y'-axis</td>
<td>+34.9 Hz/gram</td>
</tr>
<tr>
<td>4. Y'-axis tension</td>
<td>+0.3 Hz/gram</td>
</tr>
<tr>
<td>5. Pressure Diaphragm (compression)</td>
<td>+13.4 Hz/mm Hg</td>
</tr>
</tbody>
</table>

Fig. 1 Static loads applied to SAW sensor crystals; (a) cantilever bending, (b) tension, and (c) uniformly loaded diaphragm.

**Bias Stability**

Because SAW sensors operate by converting applied strain to frequency, frequency stability becomes equivalent to what is commonly termed bias stability. Bias stability, together with the full scale frequency deviation, determines the noise floor and dynamic range. Frequency stability in SAW oscillators can be expressed as a fractional frequency distribution vs observation time (Allan variance) or as a spectral distribution (phase noise) as a function of frequency offset from the carrier. Previous studies on many types of SAW oscillator crystals have shown that the best stability is achieved by high Q SAW resonators as opposed to SAW delay line controlled oscillators which have lower Q than resonators. Typically these oscillators have an Allan variance of $1 \times 10^{-10}$ over measurement times 0.01 to 10 sec. Alternatively, the phase noise for a 400 MHz resonator controlled SAW oscillator is -70 dB/Hz at 10 Hz from the carrier and less than -120 dB/Hz at 1000 Hz from the carrier. For a SAW sensor with a full scale frequency deviation of 200 ppm, and a noise floor of $1 \times 10^{-10}$, the instantaneous dynamic range is $2 \times 10^6$.

In SAW sensors, bias stability is predominately controlled by long term aging and temperature stability. In practically all SAW sensor designs dual resonator crystals are used. The sensor output is the difference frequency of the two SAW oscillators which is invariant to aging and temperature to first order. Shown in Fig. 2 is the long term aging of two SAW resonators fabricated as a dual crystal. Shown in Fig. 3 is the differential aging of the two resonators. Although the absolute aging amounts to several ppm, the differential aging is practically zero because the two resonators age together with time. In order to achieve good long term bias stability in SAW sensors, crystal processing and packaging must be closely controlled.

![Fig. 2 Long term aging (absolute) of two SAW resonators fabricated as a dual resonator sensor crystal.](image)

![Fig. 3 Differential aging for dual resonator sensing crystal showing long term bias stability.](image)
Sensor bias instability due to temperature can also be reduced by using dual resonator crystals. In the sensor described in this paper dual resonators fabricated on the same quartz substrate were used to control two oscillator circuits. To first order any temperature variations influenced both oscillators identically making the difference frequency invariant to temperature. Shown in Fig. 4 are histograms obtained when the temperature was varied at a constant rate from 25°C to 85°C. Because the frequency scale is in ppm both oscillators start out equal at 0 ppm, however, as the temperature rises the frequency change is not equal. The primary cause of this bias instability was found to be variations in the metallisation thickness of the resonators. This in turn caused the resonators to have slightly different parabolic turning points. The same data plotted as a differential frequency is shown in Fig. 5 and shows the bias stability to be linear over the 60°C range. These results show that to compensate against temperature perfectly, closely matched pairs of resonators must be fabricated.

![Graph](image)

**Fig. 4** Histograms showing (a) dual crystal oscillator frequencies and (b) temperature as a function of time.

**Underwater Sound Detection**

A prototype underwater sound wave detector was constructed using a cantilever beam SAW sensor. Each hydrophone contained two independent crystal oscillators and difference frequencies of 10 kHz and 12 kHz were used. Sound waves in the water were transmitted from a thin sensing diaphragm to the SAW crystal by means of a steel shaft and the sensing crystal was mounted as a cantilever beam with the bending axis perpendicular to the magnetic plane.

![Graph](image)

**Fig. 5** Differential frequency stability as a function of temperature, 25°C to 85°C.

Frequency modulation of the SAW oscillator produces an instantaneous frequency which is proportional to the modulating signal at frequency, ωm:

\[ \omega(t) = \omega_c + \Delta \omega \cos(\omega_m t) \]

where \( \Delta \omega \) is the amplitude of the frequency deviation. Since the instantaneous frequency is defined to be the derivative of the phase, the output waveform will be given by,

\[ V_o(t) = A_c \cos \left( \omega_c t + \frac{\Delta \omega}{\omega_m} \sin \omega_m t \right) \]

The peak frequency deviation \( \Delta \omega \) is independent of \( \omega_m \), while the peak phase deviation, \( \Delta \phi = \Delta \omega \omega_m \), is inversely proportional to the modulation frequency. \( \Delta \phi \) is commonly referred to as the modulation index.

The amplitude of the M sidebands relative to the carrier can be represented by a Bessel function expansion of the signal waveform

\[ V_o(t) = A_c \sum_{n=0}^{M} J_n(\Delta \phi) \cos(\omega_c t + n \omega_m t) \]

SAW hydrophones were fabricated and tested by comparing with a calibrated Naval G-19 hydrophone which had a sensitivity of -205.5 dB re 1 V/μPa. In these tests the frequency spectrum or sidebands of the SAW oscillator were measured under differing conditions of irradiation by ultrasound in a water column.

An example of the data taken is shown in Fig. 6 and consists of two spectrum plots. Figure 6a is a baseband spectrum of the calibrated Navy hydrophone indicating the presence of a 100 Hz tone with an intensity level of -58.873 dB (7 pascals). The corresponding SAW hydrophone output spectrum is shown in Fig. 6b. The SAW sensor IF was set to 10 kHz and the spectrum analysis performed about this frequency as shown.
Fig. 6 SAW hydrophone output (a) compared with conventional baseband hydrophone response (b).

Fig. 7 Experimentally measured frequency deviation vs modulation frequency.

Table II

<table>
<thead>
<tr>
<th>Frequency to Carrier Modulation Index Modulation Deviation (Hz)</th>
<th>Sideband Signal Level (dB)</th>
<th>Frequency (Hz)</th>
<th>Frequency Deviation (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-25.3</td>
<td>0.1089</td>
<td>5.45</td>
</tr>
<tr>
<td>100</td>
<td>-39.0</td>
<td>0.0224</td>
<td>2.24</td>
</tr>
<tr>
<td>200</td>
<td>-46.0</td>
<td>0.0100</td>
<td>2.00</td>
</tr>
<tr>
<td>300</td>
<td>-44.0</td>
<td>0.0125</td>
<td>3.75</td>
</tr>
<tr>
<td>400</td>
<td>-45.0</td>
<td>0.0112</td>
<td>4.48</td>
</tr>
<tr>
<td>500</td>
<td>-37.5</td>
<td>0.0267</td>
<td>13.35</td>
</tr>
<tr>
<td>600</td>
<td>-41.1</td>
<td>0.0175</td>
<td>10.50</td>
</tr>
<tr>
<td>700</td>
<td>-50.3</td>
<td>0.0061</td>
<td>4.27</td>
</tr>
<tr>
<td>800</td>
<td>-58.2</td>
<td>0.0025</td>
<td>2.00</td>
</tr>
<tr>
<td>900</td>
<td>-61.1</td>
<td>0.00175</td>
<td>1.57</td>
</tr>
<tr>
<td>1000</td>
<td>-63.8</td>
<td>0.00129</td>
<td>1.29</td>
</tr>
</tbody>
</table>

SAW Accelerometer - Inertial Guidance

Accelerometers are an important sensor element in many guidance systems. Modern signal processing methods dictate that the sensor be capable of interfacing with digital circuitry such as microprocessors. The SAW sensor output frequency is inherently a digital bit stream. The dual crystal SAW sensor provides a low frequency output with good bias stability. Digital interfacing in this case can be implemented with a high degree of accuracy using simple counting circuitry. For example, a 60 kHz SAW sensor output tone can be measured with 16 bit precision using two simple 8 bit counter chips in series.

A dual crystal SAW accelerometer was built and tested using quartz cantilever beams and SAW resonators operating at 400 MHz. One end was rigidly clamped and the other free with a proof mass attached. The proof mass was varied to achieve the full scale output sensitivity of 20 ppm/°. Each resonator of the dual resonator crystal was used to control the frequency of oscillator circuitry with ample shielding to prevent lock-up of the oscillators to a common frequency.
puts were then mixed and the difference frequency input to an HP-9825 calculator.

In SAW accelerometer system applications the ability to use signal processing techniques without resort to A/D-D/A conversion is unique. For SAW accelerometer crystals operating at 400 MHz with a 20 ppm/s sensitivity, the digital output quantization is approximately 0.004 fps/bit. The acceleration expressed as a function of frequency deviation is

\[ A = K \cdot \Delta F(t) \]

where the scale factor \( K = 2.5 \times 10^{-5} \) meter/Hz \cdot sec. Digitally integrating the difference frequency yields velocity information,

\[ V(t) = K \int \Delta F(t) dt \]

Performing a second integration reduces the data to the required displacement or inertial information,

\[ x(t) = K \int \int \Delta F(t) dt \]

Shown in Fig. 8 is the actual count output of a SAW accelerometer when measured with a 1 sec gate time. The difference frequency was 60 kHz which has been subtracted out and only the deviation in the difference frequency (± 1 Hz) is shown. Summing the counts results in the velocity count (± 10 Hz/second) as a function of time shown. This curve represents the area under the acceleration-frequency curve. Performing another summation as a function of time results in the curve for displacement (± 4000 Hz/second). The scale factor was 20 ppm/s or 759 Hz/m/second. The integrated velocity error for the 1000 sec time period shows was typically less than 0.013 m/sec and the displacement error less than 5.2 meters. As expected the integrated error is closely related to the integration time and this is dependent upon the actual mission time or for which no other inertial guidance data is available.

Conclusions

An experimental SAW underwater sound sensor was constructed and evaluated in terms of static and dynamic loading. The results of static loading indicates that mounting of the crystal is important in order to achieve maximum sensitivity to applied loading. A SAW oscillator-sensor was configured as a hydrophone and compared in a water tank with a calibrated hydrophone. The SAW sensor was found to be comparable in sensitivity to conventional hydrophones over the frequency range 0-1000 Hz. The frequency deviation in a SAW sensor is constant and this causes an increase in the signal-to-noise ratio as the modulation frequency decreases. As a hydrophone, the SAW sensor is well suited when the frequencies of interest are in the low audio range.

SAW sensors were also tested as accelerometers for inertial guidance. Tests were performed on integrated noise levels for simulated guidance mission times. For times up to 1 hour, cumulative displacement error rates less than 20 meters/hour were achieved. This data is to be compared with typical error rates for moderately accurate accelerometers of 1 nautical mile per hour or 1851 meters per hour.

These results are encouraging and future studies will no doubt improve on the performance already demonstrated.
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Summary

Experimental results are presented on a new
type of gas detector employing surface acoustic
waves (SAW's). The SAW piezoelectric gas detector
(SAWPG) consists of twin SAW delay lines fabricated
on a single piezoelectric substrate each connected
in an oscillator configuration. The propagation
path of one delay line oscillator is coated with a
selectively sorbent film, while the other is un-
coated and used as a reference. Changes in
delay time resulting from mass loading or stress
effects induced by gases sorbed on the delay line
containing the film result in corresponding fre-
quency shifts relative to the reference oscillator
that are proportional to gas concentration. Since
SAW energy is concentrated near the film, the
detector in found to be highly sensitive. Further,
the 5AWPG offers the means to detect any gas
given the corresponding selectively sorbent film.

For demonstration purposes, a detector has
been realized for measuring sulfur dioxide (SO2)
in air using a triethanolamine film and it has
been shown that it is possible to detect SO2 at a
concentration level of 10 parts per billion. The
sensitivity, linearity, reproducibility, selectiv-
ity and reliability have been investigated and
have been found, in many cases, to be superior to
that found in other types of gas detectors. Pri-
mary limitations in device performance such as film
selectivity and stability with time are discussed
as well as potential means for improvement and di-
rections for further research.

Introduction

There is a need in both the commercial and mil-
itary markets for a highly sensitive and selective
detector of detecting gases. Potential applications
for such a device include monitoring of industrial
processes, testing of pollution emission levels,
and detection of very toxic gases in battlefield
environments. To meet the requirements of such a
wide range of applications, the detector should
not only be highly sensitive and selective, but
also small, rugged and inexpensive.

Some of the more common approaches which have
been taken to realize such a detector include the
monitoring of (1) the V-I characteristics of solid
state devices, (2) the electrical conductance of thin
films, (3) the ionic conductivity of electro-
chemical gas sensors, (4) the frequency of oscilla-
tion of piezoelectric bulk wave gas sensors, and
(5) the frequency of oscillation of piezoelectric
surface acoustic wave gas sensors. The above-
mentioned approaches can be divided into two gen-
cral categories. Under one category are included
those approaches in which the electrical properties
of devices are monitored to detect the presence of
a gas. The other category includes the bulk wave
and surface acoustic wave gas sensors which signal
the presence of gases by changes in their frequency
of oscillation. It is this latter approach that is
of concern in this work.

The use of a piezoelectric bulk wave oscilla-
tor as a gas sensor was first introduced by King.2
The bulk wave piezoelectric gas detector (BPWPG)
is a simple piezoelectric device consisting of a bulk
wave resonator coated with a selectively sorbent
film. Detection occurs when mass loading, due to
the selective sorption of a particular gas, pro-
duces a shift in the resonant frequency of the de-
tector. The BPWPG detector can be used to detect
many gases providing that a corresponding selec-
tively sorbent film can be found. The BPWPG detec-
tor has been used to detect microconcentrations
of gases such as hydrogen sulfide, ammonia, hydrogen
chloride and sulfur dioxide.2 When coated with
the same partitioning liquids used in gas chroma-
tography columns, the BPWPG can also be used as
the detector in a gas chromatograph.5 In this ap-
plication, the coating used is not necessarily
selectively sorbent, since selectivity is provided
by separation of gases in the chromatography column.

Wohltjen and DeSsey6 extended the principle of
the bulk wave chromatograph detector to surface
acoustic wave (SAW) devices. They created the de-
lay path of a single SAW oscillator with partition-
ing films and attached the oscillator to the outlet
of a gas chromatography column. As separated gases
pass through the outlet of the column, they were
detected by the partitioning film. Detection of the
separated gases occurred when their sorption by the
partitioning film changed the SAW properties of the
delay line path and, as a result, caused a shift in
the oscillation frequency.

Recently, a surface acoustic wave piezoelectric
gas detector (SAWP) was introduced.1 The
detector utilizes two SAW delay lines fabricated on
the same substrate, each configured as an oscilla-
tor, to detect toxic and non-toxic gases. One de-
lay line is coated with a film which selectively
sorb a particular gas while the other is uncoated and
acts as a reference. Gas sorbed by the film
alters the SAW characteristics which in turn
causes the oscillating frequency to change. The
relative change in the frequency of the two oscil-
lators is monitored to measure the concentration
of the gas.

*This work was supported in part by NSF Grant No.
81-06894.

†Patent application has been prepared and filed in the U.S. Patent and Trademark Office.
The device geometry is shown in Figure 1. The relative shift in frequency between the two oscillators is obtained by mixing to obtain the difference frequency, passing the result signal through a low pass filter and a frequency to voltage converter.

Fundamental Limitations on Device Resolution

In many gas sensor applications, it may be desirable to detect as small a gas concentration as possible. The smallest detectable concentration which can be measured is a function of two important parameters: (1) the detector's frequency stability over time and (2) the sensitivity, that is the change in frequency, \( \Delta f \), with change in gas concentration, \( C \). The influence of these two factors is demonstrated in Figure 2 for two devices exhibiting the same random frequency fluctuation levels, \( \Delta f \), over some time period but with two different sensitivities.

It is apparent that those parameters which increase sensitivity without a corresponding increase in frequency fluctuations improve device resolution. For any given sensor, the magnitude of the frequency fluctuations, \( \Delta f \), depends on the time frame over which gas measurements are made. Typically, SAW oscillator frequency stability is governed by either \( 1/f \) flicker phase noise, thermal drift, or aging depending on whether frequency measurement time intervals are short term (seconds), medium term (minutes or hours), or long term (weeks, years). Thus gas sensor resolution must be defined within the context of the measurement time interval as well as the random frequency stability over these three time scales. The typical stability for single SAW delay line oscillators placed in a sealed package, is known about their behavior when exposed to the environment. Further, the influence of both the delay line configuration as well as the adsorptive film on stability has apparently not been studied.

Detector Frequency Stability

To investigate the baseline frequency stability of delay line, a dual delay line was fabricated on Y-Z cut lithium niobate (LiNbO\(_3\)). This material was chosen primarily due to its high coupling coefficient. This allowed low insertion loss films to have sufficient propagation path length on the substrate for film coating. An undesirable property of LiNbO\(_3\) is high temperature instability; however, the frequency of the coated delay line oscillator is measured relative to that of the uncoated delay line on the same substrate; hence, the effect of this temperature instability is minimized. Further, the relative large \( 1/f \) of LiNbO\(_3\), which indicates the microphonic effect, is reduced by the temperature compensation technique.

The delay line fabricated on the LiNbO\(_3\) substrate had a 60 MHz center frequency with 10 finger pairs per line and a beam width of \( 1.4 \) mm. The distance between 100 pairs was \( 2.6 \) cm. Compared as oscillators, the frequencies of oscillation of the two devices differed by 90 KHz. The delay line having the highest frequency of oscillation was used as the delay line to be coated.

In order to demonstrate the SAWPC detector, the delay line was coated with triethanolamine (TEA) which is an organic liquid selectively sorbent to \( SO_2 \). \( SO_2 \) was chosen as a candidate gas since it is a very common gas effluent in industrial stacks and in the exhaust of automobiles. It is often used as an index for air pollution. The use of \( SO_2 \) as a candidate gas also offers the opportunity to compare the SAWPC sensor to the NO\(_2\) detector since the latter has previously been used to measure \( SO_2 \) in conjunction with TEA.

The TEA films were applied using a small brush with a 2% solution of TEA in chloroform. Upon application, the chloroform would evaporate quickly, leaving a thin film of TEA on the surface of the delay line path. The TEA film not only produced downward shifts in the frequency of oscillation of the coated delay line, but also attenuated the SAW signal.

To accurately characterize films in terms of film uniformity and thickness is difficult, especially since the films form island structures when applied to the substrate surface. In order to obtain a rough measure of the film uniformity and thickness, the SAW device was used as a monitoring mechanism. It was found that films producing an initial downward shift in the difference frequency of about 60 KHz and an increased film formation of approximately 8 dB upon application were the most reproducible. Hence, in this work, only TEA films producing the aforementioned difference frequency and SAW attenuation were used.

Baseline frequency stability for gas detection was taken under ambient conditions over a period of 12 hours, measured from the time of application of the TEA film and is compared with the response of the same sensor in absence of the film. The results are shown in Figure 1. It is observed that the TEA film stabilizes in a roughly exponential fashion over this period. This stabilization is likely due to the evaporation of the volatile solvent chloroform with which the film was mixed.

Figures 1 and 2 show a comparison of the stability between coated and uncoated devices during one hour and five time intervals, measured 12 hours after the film had been placed on the delay lines. These appears to be no statistically significant difference in response between coated and uncoated substrates. The observed small fluctuations of the order of a part per million in these figures cannot appear to be due to thermal drift. This was determined by placing the uncoated sensor in an environment of test chamber stabilized to \( 25^\circ \)C. Measured frequency stability is shown in Figure 2 which shows no significant improvement. A single measure of insensitivity to temperature was obtained by cycling the uncoated sensor slowly over a normal 20\(^\circ\)C range. The substrate temperature variation as well as sensor difference frequency as shown in Figure 2. It is apparent that the sensor was extremely sensitive to thermal conditions resulting from dynamic cycling but no excellent tempera-
nature cancellation properties under static conditions. Once thermal equilibrium was achieved, overall device CD was less than 0.1 ppm/C, approximately a 1,000-fold improvement over single delay line performance. Two possible causes of the observed fluctuations are mechanical vibration or air currents. The inert alternative is reasonably likely due to the fact that the SAW RF amplifiers were connected to the SAW sensor probe by fairly long cables. It is further considered unlikely that the fluctuations are due to flicker noise because the observed fluctuations are several orders in magnitude larger than those generally reported. However, it should be noted that flicker noise data in the literature is generally available for quartz rather than LiNbO$_3$ so that a definitive comparison cannot be made. It can be concluded based upon these stability measurements that after the TEA film has stabilized, random frequency fluctuations, ranging from several ppm to several tenths of a ppm can be expected over measurement times in the second to hour range.

Repeatability

Repeatability of the SAWPGD was obtained by measurement of frequency changes due to repeated exposure to the same SO$_2$ concentration in air. The coated sensor, was placed in the U44 ml air-filled test chamber shown in Figure 8.

SO$_2$ was injected in 1 ml samples into the test cell through a rubber septum. The pressure relief bellows shown were used to ensure that no pressure changes were induced as a result of the gas injection. The dilutions of SO$_2$ in air were attained using the syringe dilution method described by Karmarkar and Guilbaud. Figure 9 shows the typical frequency shifts with time resulting from device exposure to 7 ppm of SO$_2$ in air. In each of these cases the beginning of the detector response was usually 10 to 15 seconds after the infusion of the SO$_2$ gas into the test cell. The drift in the difference frequency was accounted for in Figure 9 by extrapolating the drift rate observed in the minute before the injection of SO$_2$ into the test cell and subtracting it from the measured SAWPG detector response. The changes shown in the difference frequency correspond to decreases in the frequency of oscillation of the coated delay line.

These responses appear to be exponentially asymptotic. The observed time constant may be a function of both the TEA film sorption properties as well as the gas diffusion mechanism inside the test chamber.

After each of the indicated five tests the SAW device was removed from the test cell and exposed to the laboratory air for 20 minutes to allow the TEA film to desorb the SO$_2$.

In order to quantify the detector repeatability as well as to provide a measure of device response to low concentration, the change in the difference frequency after a three minute interval was used to represent the response, $A\Delta f$, of the SAWPG detector. Such a choice was required because, particularly for low gas concentration levels, it was impossible to estimate the asymptotic value of the frequency drift because of device frequency drift.

Using such a criterion, the average three minute response, $A\Delta f$, of the curves illustrated in Figure 9 is 1.220 KHz with standard deviation of 8%.

- The previously described experiment was then repeated for two other TEA films. The observed values of $A\Delta f$ for these two films were 1.100 KHz and 1.150 KHz. This results in an average frequency shift of 1.180 KHz for the three different films with a standard deviation of 2%.

Sensitivity, Linearity and Range

The measured response of the SAWPG detector at room temperature to differing gas concentrations ranging between 70 ppb and 7 ppm is shown in Figure 10 along with a comparison of a bulk wave sensor response reported by Karmarkar and Guilbaud for the same film and pollutant. The SAWPG detector was found to be linear down to about 1 ppm. The apparent decrease in sensitivity below 1 ppm is likely due to the longer time required for film saturation at lower concentrations. If it is assumed that the saturation value of SO$_2$ sorbed by the film is proportional to the gas concentration, then for high concentration values the film is saturated by the end of the three minute measurement interval and therefore faithfully reflects the true gas concentration; for lower concentration levels, saturation does not occur over this time period yielding a smaller effective value for gas concentration.

It was found that the lowest concentration of SO$_2$ producing a repeatable and definite response was 70 ppb. Detector response to concentrations below 70 ppb were not repeatable and approached the same order of magnitude as changes in the drift of the difference frequency due to film instability. Hence, the resolution of the SAWPG detector using this exposure method is limited by the stability of the sorbent film itself. The upper limit on concentration was determined by an increase in TEA film attenuation causing the coated delay line to cease oscillation. This upper limit can easily be varied by either changing film path length or amplifier gain.

Comparison to Bulk Wave Gas Sensors

While it is apparent from Figure 10 that the sensitivity of the SAWPG detector is superior to that reported on a BWPG sensor, the latter has been reported to have a resolution of better than 10 ppb for SO$_2$ when used in a flow system arrangement. To facilitate a meaningful comparison, tests of the SAWPG detector and a BWPG sensor were performed using an air gas flow arrangement similar to that reported in [8]. The arrangement is shown in Figure 11. Air is continually pumped through tubing leading to the test chamber at a rate of between 25 and 50 ml per minute and passes into a 40 ml glass test cell containing either the SAWPG or BWPG detector. When a small SO$_2$ sample is injected into the tubing, it is carried by the stream onto the detector surface and is subsequently exhausted out of the test cell into the atmosphere. This system therefore provides a short "pulse" of SO$_2$ to the sensor. The two detectors used in the
measurements are shown mounted in their identical test cells in Figure 12. The bulk wave sensor consists of two 11 MHz AT-cut quartz bulk wave crystals one of which has been coated on both sides with the TFA film. The other uncoated crystal acts as reference. Each crystal is connected in an oscillator configuration and mixed to obtain a difference frequency in the same fashion as with the SAWPG sensor. Frequency stability under ambient conditions for the BWPG detector measured over 12 hours with and without a TFA film was observed to be very similar in nature to that of the SAWPG shown in Figure 3. The two devices show similar aging characteristics for the film in both rate and in magnitude of change of $f_{TF} / f_{SAW}$ with time.

The response of the SAWPG detector in the flow system was measured for a number of different $SO_2$ concentrations injected into the line. The exact concentration incident upon the SAW surface is not known due to possible diffusion during travel along the tubing. Thus the injected gas levels represent an upper concentration limit. Figure 13 shows the response to a 5 ml injection of 100 ppb of $SO_2$ (upper curve) a 5 ml injection of air (lower curve). The sample was injected at the three minute mark on the figure. The small precursor prior to the response to $SO_2$ followed immediately after injection and is believed to result from pressure fluctuations due to the injection. The time constant of the response fluctuations was comparable to the travel time required for the injected $SO_2$ to reach the detector. Using this technique responses to gas concentrations as low as 10 ppb were obtained. The lower limit was determined not by frequency drift but by the inability to time resolve responses due to $SO_2$ from pressure induced frequency fluctuations resulting from the injection.

Figure 14 shows a typical response from the BWPG sensor to both air and a concentration of 10 ppm of $SO_2$ injected at the one minute mark. The fractional frequency change resulting from the $SO_2$ is observed to be less than that for the SAWPG detector even though the $SO_2$ gas concentration is two orders of magnitude higher. The minimum resolvable $SO_2$ concentration which could be detected with the bulk wave sensor using the flow system was about 1 ppm, limited again by the inability to distinguish between injection of $SO_2$ and pressure fluctuations.

**Selectivity**

An ideal $SO_2$ gas detector should respond to $SO_2$ only. However, TFA has been found to sorb gases other than $SO_2$, though not to the same extent. The selectivity of the TFA coated BWPG detector with respect to pollutants has been investigated, and the one gas other than $SO_2$ found to produce an appreciable response is $NO_2$. Similar results were observed with the SAWPG detector. This is to be expected, since the selectivity is a property of the TFA film. It should be added that the sorption of $NO_2$ by TFA is an irreversible process decreasing the sensitivity of a TFA film. However, Cheney and Homolya have reported that once a TFA film is treated with a sufficiently high concentration of $NO_2$ so that it becomes insensitive to further $NO_2$, it still remains sensitive to $SO_2$. In a situation where selectivity is a problem, use of a separate detector for the interfering gas would offer a potential solution to this problem.

**Discussion and Conclusions**

The SAWPG detector has been demonstrated to be extremely sensitive, capable of resolving gas concentrations of $SO_2$ as low as 10 ppb. The minimum detectable $SO_2$ level is believed to be a function of the time period over which the gas measurement is made, being limited by the magnitude of the frequency fluctuations within this time interval resulting from film drift and small environmental perturbations such as mechanical vibration and air currents. Use of a flow system to inject transient "pulses" of $SO_2$ has provided a mechanism for shortened the required measuring time resulting in improved resolution. For the SAWPG device tested, sensitivity and resolution are two orders of magnitude higher than a comparable bulk wave sensor.

Improvements in the gas feed technique to eliminate pressure fluctuations upon injection which perturb the sensor response in resolution to closer to the theoretical flicker noise limit.

Limitations on device performance are presently primarily a function of the film being used. It is anticipated that appropriate solid films will provide higher stability, longevity, and improved aging characteristics making the SAWPG gas detector a viable means for sensitive gas measurements. Further, if $SAW$ delay line and RF electronics are integrated onto a single chip, the potential exists for small, rugged, low power and inexpensive gas sensor for laboratory and field applications.
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Figure 1. SAW piezoelectric gas (SAWPG) detector system.

Figure 2. Comparison of minimum detectable gas concentration for two sensors having the same frequency stability, $\Delta f_{min}$, but with different sensitivities.

Figure 3. Comparison of frequency stability for SAWPG sensor under ambient conditions for first 12 hrs. after application of TEA film, and in absence of TEA film.

Figure 4. Frequency stability for SAWPG sensor over 1 hr. period (a) 12 hrs. after application of film (b) uncoated.
Figure 5. Frequency stability for SAWPG sensor over 5 minute period (a) 12 hrs. after application of film (b) uncoated.

Figure 6. Frequency stability for uncoated SAWPG sensor over 5 minute period in oven stabilized to ±0.1 °C.

Figure 7. Frequency stability as a function of temperature for dual delay line SAWPG sensor configuration (uncoated).
Figure 8. Test chamber for static gas measurements.

Figure 9. Repeatability of SAWPG sensor frequency shift with time for 5 separate trials with 7 ppm of SO₂.

Figure 10. Linearity of SAWPG sensor response for various SO₂ gas concentrations and comparison with reported results for bulk wave gas sensor.

Figure 11. Apparatus for gas flow injection test system.

Figure 12. 40 ml. test cell containing (a) SAWPG and (b) RAMG sensor.
Figure 13. SAWPG sensor response to 100 ppb of SO\textsubscript{2} using gas flow system.

Figure 14. BWPG sensor response to 10 ppm of SO\textsubscript{2} using gas flow system.
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Summary

Two different SAW-sensors are presented: a pressure-sensor for weak pressure and a SAW-temperature sensor.

The pressure sensor is built on a quartz crystal on which two surface elastic waves are propagating in the same direction, but at two different lateral positions. Pressure variations applied on the lower surface induce a bending which modifies both wave velocities. A differential detection enables to measure wave velocity variations for corresponding oscillator frequency shifts and also enables to eliminate a large scale spurious velocity or frequency variations due to temperature fluctuations, calculations of strain distribution and then of corresponding frequency shifts give both positions of SAW delay lines on the thin diaphragm to have a maximal pressure sensitivity and to minimize temperature effects at the same time. Theoretical results of strain are compared with measurements performed at 10K MHz.

Temperature sensors built with quartz plates having LST and LNO crystallographical orientations have been tested in sensitivity (28 ppm/K), linearity, response time (5.1 s) and resolution (0.001 K). Temperature measurements obtained with two temperature sensors are compared with that one measured with a SAW temperature sensor (175 K). A new type of quartz thermometer using SAW temperature probes is proposed.

Introduction

The characteristics of surface acoustic waves are modified by external effects in temperature and mechanical perturbations (stresses, pressures, ...). It has been shown that sensitivity in due to the nonlinear elastic properties of the crystal. These phenomena are identically used for sensor applications of the SAW in order to selectively sensitive to a given physical quantity. Measurements are transformed into the power measurement and high resolution are obtained.

In the presence of both, stress and thermal fields are induced, which are function of the applied excitation. The strain fields and the wave are coupled by the nonlinear properties of the crystal, which in the problem here considered are the third order elastic terms. The static deformation is calculable by using Mindlin's polynomial expansion and the corresponding velocity and/or frequency shifts are obtained by means of a perturbation method. Following this method, the study of a pressure sensor is presented in this paper.

A new type of piezoelectric temperature sensor, presented here, uses thermal properties of SAW propagating on quartz crystal substrate. Two values obtained theoretically a temperature probe was built and tested to determine its sensitivity and its linearity. Different methods of response time measurements are performed and compared with values measured with B.W. temperature probe. Summarized results are given here with performances of a new SAW quartz thermometer.

Frequency shifts due to mechanical perturbations

The elastic equations of a finite amplitude wave propagating on a medium of specific mass density submitted to a mechanical bias can be written with respect to the natural state $a_1$

$$ a_{n+1} = (A_{ikjm} u_{j,m})_{,k} $$

Boundary conditions corresponding to a stress free surface are:

$$ A_{ikjm} u_{j,m} = 0 \text{ for } a_2 = 0 $$

$A_{ikjm}$-coefficients represent the nonlinear coupling between the static deformation and the high frequency wave. Consequently they are related to the static components (stresses, strains, displacements) and can be presented as modified elastic constants following:

$$ A_{ikjm} = C_{ikjm} + H_{ikjm} $$

where the nonlinear coupling terms $H_{ikjm}$ are function of space variables $a_1$. 284
Calculations of $H_{ikjm}$-terms have to take into account the functional dependance along the plate thickness by using a polynomial expansion

$$H_{ikjm} = \sum_{n} a_{n}^{ikjm} \frac{a_{2}}{n}$$

These coefficients are considered as small terms with respect to the second elastic constants $C$. Thus, a perturbation method is directly applied and leads to the relative frequency shifts

$$\Delta \nu = \sum_{n} \left[ \frac{a_{n}^{ikjm}}{n} \right] \frac{a_{2}}{n}$$

These coefficients are considered as small terms with respect to the second elastic constants $C$. Thus, a perturbation method is directly applied and leads to the relative frequency shifts

$$\Delta \nu = \sum_{n} \left[ \frac{a_{n}^{ikjm}}{n} \right] \frac{a_{2}}{n}$$

These coefficients are considered as small terms with respect to the second elastic constants $C$. Thus, a perturbation method is directly applied and leads to the relative frequency shifts

$$\Delta \nu = \sum_{n} \left[ \frac{a_{n}^{ikjm}}{n} \right] \frac{a_{2}}{n}$$

This equation is general and can be used whatever the perturbation is. For each particular problem the static stress and strain distribution will be calculated.

Following Mindlin, if thin plates of thickness $2h$ are considered, the mechanical displacements $U_{i}$ are written

$$U_{i} = U_{i}^{(n)} \frac{a_{2}}{n}$$

The corresponding strains and stresses are developed the same way

$$\sigma_{ij} = \frac{1}{2} \left[ \sigma_{ij}^{(n)} + \sigma_{ij}^{(n+1)} \right]$$

where $\delta_{ij}$ is the Kronecker symbol.

Then strain-stress relations become

$$\sigma_{ij} = C_{ijkl} \left[ \frac{K_{mn}^{(n)}}{m} \right]$$

where $K_{mn}$ is a constant equal to zero if $m+n$ is odd and equal to $2h$ if $m+n$ is even.

S.A.W. pressure sensor

The sensitivity of SAW delay line to hydrostatic pressure is generally small, about 3 Hz/kPa at 105 MHz.

The sensitivity can be increased by using a thin circular diaphragm. Those is built with a thin anisotropic plate clamped at its edges and submitted to a pressure on its lower surface (fig. 1).
The perturbation method gives the corresponding pressure-sensitivity at a point of the surface. The mean (and true) sensitivity is obtained by averaging over the path length (a) and over the beam width (w) given by the transducer location and geometry (fig. 3).

Fig. 4 gives the pressure-sensitivity for a Y-cut of quartz as a function of the mean position of the transducers on the a3 axis. The diaphragm thickness is 246 μm and its diameter is 10 mm. The nominal oscillator frequency is 105 MHz.

For w = 1 mm, three experimental points have been obtained and the calculation is in good agreement with them. At the center of the diaphragm (a3 = 0), the sensitivity is 170 Hz/kPa and is almost the opposite of that one at a3 = 4 mm.

Using this property, dual channel sensor with a sensitivity twice as large has been built (360 Hz/kPa at 105 MHz) (photo 1).

The differential device also enables to decrease largely the temperature influence by compensating effect. Also the two channels pressure sensor reduces the spurious frequency temperature shifts within 400 Hz over a temperature range from -40°C to 80°C (fig. 5). This is corresponding to an accuracy better than 1.5% over the total temperature range and over the total pressure dynamic of 100 kPa.
**S.A.W. temperature sensor**

Frequency shifts of SAW oscillator follow a law of polynomial expansion as a function of temperature:

\[ \Delta f(T) = f(T) \left[ a_0(T-T_0) + b_0(T-T_0)^2 + \ldots \right] \tag{9} \]

where \( a_0 \) and \( b_0 \) are temperature coefficients (T.C.'s) of the first and second order of the frequency at reference temperature \( T_0 \) (25°C).

A temperature sensor must have a large sensitivity and a good linearity, then \( a \) will be as large as possible and \( b \) null by choosing the cut and the propagation direction.

Table I shows theoretical values of propagation velocity, electromechanical coupling factor and T.C.'s of first and second order of two cuts with linear F-T characteristic, called JCL-cut and LST-cut.

<table>
<thead>
<tr>
<th>Cut</th>
<th>V cut</th>
<th>( \theta )</th>
<th>( c )</th>
<th>( k )</th>
<th>( a_0 )</th>
<th>( b_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>JCL</td>
<td>42.1</td>
<td>10</td>
<td>39</td>
<td>3275</td>
<td>0.21</td>
<td>-0.06</td>
</tr>
<tr>
<td>FST</td>
<td>11.4</td>
<td>59.4</td>
<td>35</td>
<td>3360</td>
<td>0.11</td>
<td>-0.04</td>
</tr>
</tbody>
</table>

Table I: Theoretical characteristics of linear quartz crystal cuts

The temperature probe is a SAW delay line on quartz crystal substrat (JCL or LST-cuts). It is 10 mm long, 5 mm wide and 1 mm thick.

Two aluminium interdigital transducers are metallized on the quartz plate. One has 100 finger pairs and the other 150 finger pairs. Beam aperture is equal to 75 \( \lambda \) and corresponding time delay is 1.45 ns for JCL-cut and 1.41 ns for LST-cut.

The delay line is bound in a metallic copper box with good thermal contact between the bottom of the box and the lower surface of the substrat. Elastic glue is used because it introduces very weak stresses. A cylindrical cover is bound on the top of the box within there is air or helium gas (photo 2).

Insertion losses are respectively 20 dB for JCL-sensor and 25 dB for LST-sensor without impedance matching.

A rigid coaxial line carries electrical signal from the delay line to the amplifier to build the sensitive SAW oscillator.

Oscillation frequencies are respectively 98.6 MHz for LST-cut and 95 MHz for JCL-cut. Characterizations of oscillators are made in temporal domain and measured relative stability of frequency is about \( 10^{-5} \) from 1 to 10 seconds. Measurements are performed at 25°C.

Experimental F-T characteristics are shown on fig. 6 where frequency shifts are given in relative values with frequency at 25°C as reference for the temperature range from -30°C to 110°C.
Sensitivity - Linearity

Sensitivity of 3Y-cut is 1.1.10^-2 Hz/K, then 4.1.10^-2 Hz/K and sensitivity of LiTaO₃-cut is 7.1.10^-2 Hz/K then 3.3.10^-2 Hz/K. Taken into account the temperature range, linearity deviation is better than ±1 K over the total range.

Resolution

The limit resolution of the probe is obtained by considering sensitivity and frequency stability of the oscillator. When temperatures are measured over 1 second, the limit resolution of SAW temperature probe is better than 100 K.

Time constants

When the probe is submitted to temperature steps, its response can be more or less faster according to the technology used for the probe and mainly according to the physical thermal transient. It is distinguished three different cases which have respectively a peculiar time constant. Time constant value is given here at 90% of the final temperature. If a temperature step is applied on the probe box by a pulsed power laser beam at a point of the external surface, thermal energy diffuses from this point to the total volume. A great time constant corresponds to this phenomenon. Measured value of SAW temperature sensor is 90 s.

Thermal convection is simulated by chopped hot air flow in a pipe with a constant speed. In this case, measured values of time constant is about 75 s.

Generally, temperature measurements are performed in the case of thermal conduction. Time constant measurements are made with a pulsed water flow.

Fig. 7 shows that time constant value of SAW temperature probe measured at 90% of the final temperature is 7.3 s.

Time constants are summarized in Table II and compared with those ones of BW probe obtained in the same measurement conditions. For each case, SAW temperature probe is faster than BW sensor because its structure where the crystal plate is almost directly in contact with external medium.

<table>
<thead>
<tr>
<th>sensors</th>
<th>diffusion</th>
<th>convection</th>
<th>conduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW</td>
<td>1 000</td>
<td>41</td>
<td>6</td>
</tr>
<tr>
<td>SAW</td>
<td>90</td>
<td>75</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table II

Time constants (s) of BW and SAW temperature sensors (measured at 90%)

S.A.W. thermometer

Using SAW temperature probes, a new type of quartz thermometer was built. Fig. 8 shows the quartz thermometer scheme. SAW temperature probes are connected with an oscillator in an hybrid circuit at the end of rigid coaxial lines. Temperature values are measured by accounting oscillator frequencies about 45-50 kHz.

---

Fig. 7

Response time of SAW temperature sensor (LiTaO₃-cut) 

Frequency shifts 

f₀ = 0, 0.1, 0.3 

Time (s)

Fig. 8

SAW quartz thermometer scheme 

f₀ = 45-50 kHz
Multiplexing circuits driven from a microprocessor enable to choose one of both SAW oscillators or the reference oscillator. Mixed frequency is accounted after passing through a low pass filter (LPF). The microprocessing program drives also the display device after correcting linearity deviations.

Temperature calibrations (0°C and 100°C) are available from processing program. All possibilities of the program are selected from a keyboard. (photo 3).

The SAW thermometer enables to measure temperature in large temperature range from -100°C to 200°C with an accuracy of about 10^(-2) K by using internal frequency counter over 1 s and with ten times better accuracy by accounting frequency over 10 s.

Conclusion

Those SAW quartz-sensors are high performances transducers for measurements in laboratories or aerospace applications. However, Thomson-CSF Company made a complementary study to adapt the pressure sensor for automobile market. Likewise, temperature sensor will be developed by another french company (CGE) to have a larger diffusion.
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Abstract

It is well known that quartz crystal resonators have been employed in a number of thermometer applications. We have recently discovered two new thermometric cuts; one exhibits a high degree of linearity over a wide temperature range; the other is located in the vicinity of the stress compensated locus. These doubly rotated cuts were found by calculations based on the thickness vibration theory for ideal plates.

This paper presents theoretical and experimental results concerning the frequency-temperature characteristics of these quartz resonators.

One of the quartz resonators is made by using a (ZXYI) \( \phi=5^\circ/\psi=5^\circ \) cut and is formed as a rectangular plate. The measured physical features are as follows. The resonator operates at about 11 MHz, 3rd overtone, vibrating in the thickness-shear mode (c mode), and it exhibits excellent frequency linearity in the -196°C to +160°C range. The frequency sensitivity to temperature change is 688 Hz/K and the first order frequency-temperature coefficient is \( 62.6 \times 10^{-6} \uparrow{\circ}C \) \(^{-1}\). The second and third order frequency-temperature coefficients are \(-18.1 \times 10^{-9} \uparrow{\circ}C \) \(^{-2}\) and \(-35.9 \times 10^{-12} \uparrow{\circ}C \) \(^{2}\), respectively.

The resonance frequency is about 1.85 MHz·mm. The coupling coefficient is approximately 11.74 percent.

Key Words: Quartz resonators, quartz crystal thermometers, precision frequency linearity, doubly rotated cut, c mode, thickness-shear vibration.

Introduction

Recently, there have been many advanced studies on highly stable quartz crystal resonators which have been applied to frequency control, communications, watches and so on. Most of these resonators are obtained by using the non-linear effects of the frequency to offset temperature variation, force change, and aging, etc.

On the other hand, if we can find resonators which have linear frequency effects over a wide temperature range, we can make use of these resonators as excellent digital temperature-sensing elements such as the LC-cut exhibits [1,2].

In this paper, two new resonator cuts which show linear frequency-temperature characteristics are proposed. We shall call them the NL-cut series. The cuts are found by the calculation based on the thickness vibration theory [3-10] and are made by double rotation. In these resonators, there are a longitudinal wave which is called an "a mode" and two transverse waves which are called "b mode" and "c mode". All these modes are excited piezoelectrically. The c mode shows excellent linearity of frequency over a wide temperature range. The experimental results coincide well with our theory. The frequency-temperature characteristics of these new cut resonators are compared with those of the LC-cut [2].

Calculations

The right-handed rectangular Cartesian coordinate system (O-X1, X2, X3) in relation to the crystal axes will be assumed, as shown in Fig. 1. In this paper, we will use thin quartz crystal plates in relation to the crystal axes, where \( \rho \) and \( \kappa \) are the unit vectors normal to the crystal main surface and the wave vector parallel to it, respectively. As in Fig. 1, if a point \( p(x_1,x_2,x_3) \) in a thin quartz plate is described in the spherical coordinate system (O-s, \( \theta_0 \), \( \phi_0 \)), we have

\[
\begin{align*}
X_1 &= s \sin \theta_0 \cos \phi_0, \\
X_2 &= s \sin \theta_0 \sin \phi_0, \\
X_3 &= s \cos \theta_0.
\end{align*}
\]

(1)

As we know, in thin quartz crystal plates, the frequency equation for the thickness-vibration modes is given by

\[
f = \frac{\rho}{\rho_0} \sqrt{c_0} \cdot (n=1,3, \ldots),
\]

(2)

in which \( \rho \) and \( \rho_0 \) are the density and thickness of the crystal plate, respectively, and \( c_0 \) represents eigenvalues and solutions of the following equation:

\[
|C_{ijkl} m_j m_k - c_0 \delta_{ij}| = 0,
\]

(3)

and
and vibration, while the b and c modes are thickness-temperature coefficient of the c mode in thin quartz plates as functions of the p and q angles. Also shown is the locus of zero coefficient of stress (CS). This coefficient was originally calculated for a limited range of the SC cut by E. P. Ber Nisse [1], and recently expanded in angular range by B. Sinha [2]. As can be seen, the proximity of the NL1- and NL2-cuts, respectively. Here, the NL1-cuts are photographs of the Li-cut resonators used in the experiments. These sample units were kindly furnished by the Miyota Precision Co., Japan. The NL1-cuts are displayed in Fig. 4 and samples Nos. 1 and 2 are rectangular and circular resonators, respectively. The NL2-cuts are shown in Fig. 5 and samples Nos. 1 and 2 are rectangular resonators with the same dimensions, but their electrode diameters are somewhat different. Sample No. 3 in Fig. 5 is a pentagon-shaped resonator. The electrodes on these samples are gold-sputtered.

Fig. 6 shows the frequency-thickness characteristics for the NL1-cut resonator operating on the fundamental c mode. The resonance frequency is 3.691275 MHz at 25°C. The first-order frequency temperature coefficient \( \alpha \) was measured and found to be 55.94 ppm/°C by using a least-squares method. Similarly, the second order frequency temperature coefficient was found to be \( \frac{\alpha}{2} \times 65.68 \times 10^{-6} \) ppm/(°C)^2. This result corresponds to a 0.012 percent departure from linear dependence. It is felt that resonance frequency fluctuations seen in the vicinity of -180°C and 100°C are due to the coupling of unwanted responses. The solid line shows the theoretical values.

Figs. 4 and 5 are photographs of the NL1-cut resonators used in the experiments. These sample units were kindly furnished by the Miyota Precision Co., Japan. The NL1-cuts are displayed in Fig. 4 and samples Nos. 1 and 2 are rectangular and circular resonators, respectively. The NL2-cuts are shown in Fig. 5 and samples Nos. 1 and 2 are rectangular resonators with the same dimensions, but their electrode diameters are somewhat different. Sample No. 3 in Fig. 5 is a pentagon-shaped resonator. The electrodes on these samples are gold-sputtered.

Fig. 6 shows the frequency-thickness characteristics of the c mode in thin NL2-cuts. From Fig. 6 it is seen that the c mode in thin NL2-cuts is surely the thickness vibration mode. Further, Table 4 shows the measured mean values of frequency constants for samples Nos. 1, 2, and 3 in Fig. 5. From Tables 1 and 4 it is seen that the experimental results coincide well with the theoretical ones.

Next, to measure the frequency-temperature coefficients of the crystal resonators, the experiments are carried out in the oven by using a copper-constantan thermocouple. Measurements were performed over a wide temperature range.

Fig. 7 shows the frequency-temperature characteristics for the NL1-cut resonator operating on the fundamental c mode. The resonance frequency is 3.691275 MHz at 25°C. The first-order frequency temperature coefficient \( \alpha \) was measured and found to be 55.94 ppm/°C by using a least-squares method. Similarly, the second order frequency temperature coefficient was found to be \( \frac{\alpha}{2} \times 65.68 \times 10^{-6} \) ppm/(°C)^2. This result corresponds to a 0.012 percent departure from linear dependence. It is felt that resonance frequency fluctuations seen in the vicinity of -180°C and 100°C are due to the coupling of unwanted responses. The solid line shows the theoretical values.

Figs. 8 and 9 show the frequency-temperature characteristics for the same NL2-cut resonator operating on the 3rd and 5th harmonic c mode, respectively. The resonance frequency is 11.0214 MHz at 25°C. The frequency sensitivity to temperature change is 688 Hz/°C and the frequency temperature coefficients were found to be \( \frac{\alpha}{2} = 18.11 \times 10^{-6} \) ppm/(°C) and \( \gamma = 35.93 \times 10^{-6} \) ppm/(°C)^2, respectively. This result corresponds to a 0.029 percent departure from linear dependence. Similarly, in Fig. 9 the resonance frequency is 18.3702 MHz at 25°C. We find that \( \frac{\alpha}{2} = 16.80 \times 10^{-6} \) ppm/(°C) and \( \gamma = 50.11 \times 10^{-6} \) ppm/(°C)^2, respectively. This corresponds to a 0.038 percent departure from linear dependence.

Fig. 10 shows the linear frequency-temperature characteristics for the b mode in a NL2-cut resonator. The frequency temperature sensitivities for the fundamental and 3rd harmonic modes are the negative values, -18.80 ppm/°C and -21.19 ppm/°C,
The frequency-temperature effects for the NL-L cut resonator operating on the c mode. The $a$ for the 3rd and 5th harmonic represents the positive values, i.e., 17.2 ppm/°C and 12.0 ppm/°C, respectively. The dashed line is the theoretical value -16.43 ppm/°C. It is also felt that the resonance frequency fluctuation seen in the 4°C to -20°C temperature range is due to errors in measuring.

Similarly, Fig. 11 shows the frequency-temperature effects for the NL-L cut resonator operating on the c mode. The $a$ for the 3rd and 5th harmonic represents the positive values, i.e., 17.2 ppm/°C and 12.0 ppm/°C, respectively. The dashed line is the theoretical value for the 3rd harmonic mode. It is seen that these experimental results coincide well with the theoretical model.

Now, in order to compare the frequency-temperature effects of another cut with the NL-L cut, the NL-2 cut was chosen. The circular resonator used in the experiments is 0.173 mm in thickness, 13,436 mm in diameter, and the electrodes are gold-sputtered. The electrodes are gold-sputtered. The NL-2 cut resonator over the temperature range 0°C to 100°C the first-order frequency temperature coefficients for the b and c modes were found to be 39.70 ppm/°C and 38.40 ppm/°C, respectively. These results coincide well with the theoretical value as shown in the figure. Similarly, the frequency effects of the same LC-cut resonator versus temperature over the range from -190°C to +150°C are shown in Fig. 13. The solid line represents the experimental values and the dashed line represents the theoretical value. Within the experimental error range, the $a$ and $b/2$ of this c mode were found to be 39.50 ppm/°C and $26 \times 10^{-6}$ [ppm/°C], respectively. These values correspond to 0.02 percent departure from linear dependence.

To obtain a small and clean response resonator, we use another NL-2 cut (No. 2) as shown in Fig. 4. This is a bi-convex circular resonator, 0.173 mm in diameter and 0.5 mm thick. The resonant frequency is found to be 4,025,902 Hz at 25°C. The $a$ value is of the order 55,000 in nitrogen gas, i.e., the response time of this resonator to small temperature changes is fast. The $a$ is found to be 65.0 ppm/°C.

**Conclusion**

The theory and the experimental results it is found that the NL-2 cut resonator has frequency linearity over a wide temperature range, and the frequency sensitivity to temperature is better than that of the LO-cut resonator.

The NL-2 cut on the other hand, appears promising for symmetric sensing applications where high temperature sensitivity is desired. These results show that usually produce transient and/or linear frequency effects are required.
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Table 1
Frequency constants $N_m$ (m=mode number: a, b, or c). Values are in MHz-mm.

<table>
<thead>
<tr>
<th>Cut</th>
<th>NL₁</th>
<th>NL₂</th>
<th>LC</th>
<th>AT</th>
<th>BT</th>
<th>Y</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>3.11</td>
<td>3.27</td>
<td>3.17</td>
<td>3.50</td>
<td>3.09</td>
<td>3.01</td>
<td>2.87</td>
</tr>
<tr>
<td>Nb</td>
<td>2.11</td>
<td>2.09</td>
<td>2.14</td>
<td>1.90</td>
<td>2.54</td>
<td>2.16</td>
<td>1.56</td>
</tr>
<tr>
<td>Nc</td>
<td>1.84</td>
<td>1.70</td>
<td>1.73</td>
<td>1.66</td>
<td>1.88</td>
<td>1.96</td>
<td>1.66</td>
</tr>
</tbody>
</table>

Table 2
Piezoelectric coupling coefficients $k_{mn}$. Values are percentages (%).

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>k₁₁</th>
<th>k₁₂</th>
<th>k₁₃</th>
<th>k₂₂</th>
<th>k₂₃</th>
<th>k₃₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4.35</td>
<td>3.21</td>
<td>5.62</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>7.48</td>
<td>7.64</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4.10</td>
<td>9.21</td>
<td>8.80</td>
<td>0</td>
<td>13.42</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3
First order frequency temperature coefficients, $a_n$. Values are in $10^{-6}$/°C.

<table>
<thead>
<tr>
<th>m</th>
<th>aₐ</th>
<th>a_ab</th>
<th>a_ac</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-21.5</td>
<td>-37.4</td>
<td>26.1</td>
</tr>
<tr>
<td>2</td>
<td>-65.2</td>
<td>-16.4</td>
<td>39.7</td>
</tr>
<tr>
<td>3</td>
<td>62.0</td>
<td>17.1</td>
<td>39.8</td>
</tr>
</tbody>
</table>

Table 4
Measured mean values of the frequency constants for the NL₂-cuts Nos.1, 2, and 3. Values are in MHz-mm.

<table>
<thead>
<tr>
<th>Nₘ</th>
<th>No.1</th>
<th>No.2</th>
<th>No.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>₁</td>
<td>3.30</td>
<td>3.28</td>
<td>3.27</td>
</tr>
<tr>
<td>₂</td>
<td>2.12</td>
<td>2.10</td>
<td>2.10</td>
</tr>
<tr>
<td>₃</td>
<td>1.71</td>
<td>1.71</td>
<td>1.71</td>
</tr>
</tbody>
</table>

Figure 1. A Thin Quartz Crystal Plate in Relation to the Crystallographic Axes.

Figure 2. An NL₂-Cut Plate (YX w1 φθ).
Figure 3. Loci of $\alpha = 0$ and $\beta = 0$ for the Thickness c Mode of Quartz Plates as a Function of the Polar Angles $\phi$ and $\theta$ in Figure 2. Where BT Cut Belongs to the $b$-mode. Sinha’s Locus of Zero Stress Coefficient is Also Shown.

Figure 4. The Large and Small NL$_1$-Cut Resonators.

Figure 5. NL$_2$-Cut Resonators. The Dimensions of Nos. 1 and 2: $X = 12.000 \text{ mm}$, $Y_o = 0.500 \text{ mm}$, and $Z_o = 14.729 \text{ mm}$. The Dimensions of No. 3: Contour Dimensions 6x5x7x5x8 mm Clockwise from the Left Side to the Right Side.

Figure 6. Frequency - Thickness Characteristic for the NL$_2$ Cut Resonator Operating on the Fundamental c Mode.

Figure 7. Frequency - Temperature Characteristics for the NL$_1$ Cut Resonator Operating on the Fundamental Mode.
Figure 8. Frequency Temperature Characteristics for the NL₁-Cut Resonator Operating on the 3rd Harmonic Mode

Figure 9. Frequency Temperature Characteristics for the NL₁-Cut Resonator Operating on the 5th Harmonic Mode

Figure 10. Frequency Temperature Characteristics for the NL₂-Cut Resonator Operating on the b Mode

Figure 11. Frequency Temperature Characteristics for the NL₂-Cut Resonator Operating on the c Mode
Figure 12. Frequency - Temperature Characteristics for the LC - Cut Resonator Operating on the a, b, and c Modes

Figure 13. Frequency - Temperature Characteristics for the LC - Cut Resonator Operating on the Fundamental Mode
A network analyser based system has been established which characterises the crystal response over the region of the resonant and anti-resonant frequencies by a set of typically several hundred S parameter measurements. A new software system has been developed which determines the equivalent circuit parameters by an iterative algorithm which fits the theoretical response to the measured values in an optimal way. This method is therefore virtually operator independent and provides excellent resistance to random errors; reproducibility of motional inductance values are of the order of $10^{-3}$.

The general philosophy of this approach is to use simple, well defined, RF hardware to provide a precise characterisation of the crystal, and then to use advanced software to resolve the problems of interpretation. The technique is quite practicable with desktop calculators. Measurements may be based on a wide range of different measured parameters, for instance magnitude data alone. It is therefore possible to use scalar measuring equipment, although this does reduce calibration accuracy, as vector error correction is no longer possible.

Keywords: Network analyser, crystal resonator, least squares fit

1. Introduction

The measurements of crystal resonator parameters is a topic which has occupied many people over the years, and numerous methods have been proposed, including crystal impedance meters, \(Z\) network and \(T\) network transmission systems, impedance bridges, and network analyser's parameter systems. However, the extent to which the crystal industry can justify the development of specialised measurement apparatus has always been limited, and the preferred choice of method must therefore be conditioned by the types of equipment commercially available. The ability to perform traceable high precision measurements on crystal resonators is essential, both as a research and development tool, and as a means of judging the wide range of methods commonly employed.

Automatic network analyser systems are becoming increasingly widely used, and, for a number of reasons, appear to offer the best available approach to the problem of performing standardised crystal measurements. In particular, it is possible to use well developed automatic error correction routines, which rely on calibration with a suitably chosen set of coaxial standards, to provide a high degree of accuracy and traceability over a very wide frequency range. Normally a network analyser can provide amplitude and phase measurements of all four s parameters of a two port device, and this offers a wide range of possible methods for crystal parameter determination. A method which has achieved a degree of general acceptance is the IEC \(Z\)-network and vector voltmeter method, which relies on zero phase transmission measurements, and resistance substitution and capacitor loading techniques. However with the advent of calculator controlled equipment it is much more attractive to evaluate crystal parameters indirectly from simple s parameter measurements, and to avoid systems such as the \(Z\)-network, with its separate set of calibration components which have proved so difficult to standardise in the past.

The first use of a network analyser in this way appears to have been by Pustarfi and Smith who performed error corrected transmission measurements on quartz crystal resonators. The admittance of the crystal was calculated and the equivalent circuit parameters deduced directly from this. Once the use of computation to resolve calibration and interpretation problems is accepted, then it is always worth considering the use of more sophisticated software to reduce the complexity and refinement required in the hardware. Most s parameter methods to date, rely on knowledge of both amplitude and phase, but often there is a greater uncertainty in the phase measurements, and it may be desirable (and cheaper) to use scalar analysers. Provided that the measured information is sufficient to characterise the crystal completely then in principle it is possible to determine the equivalent circuit parameters by a numerical method. This opens the interesting possibility of implementing a non-linear fitting routine on the system controller, and thus making such a procedure an integral part of the measurement system. It will be demonstrated that such an approach is quite practicable with commonly used desktop calculators, and by such means it is possible to determine circuit parameters in an optimal way from a wide variety of measured data. Excellent resistance to random errors can be obtained as the final results are based on a large number of individual measure...
For this work measurements have been performed using an HP-85 network analyser, phase locked to a Hewlett Packard frequency synthesiser and controlled by an HP85 desk top calculator. The use of this equipment was dictated by availability, and it is certainly more complex and expensive than this application warrants; at present work is being transferred to a Bombe and Schwarz ZPV vector analyser.

For two highest levels of precision and traceability it is necessary to employ vector error correction techniques. This involves the use of a linear model to characterise the RF system, the parameters of which are determined by measurements on standard calibration components. With this information it is possible to remove most hardware errors by computation, having only non-linear effects and problems such as connector and switch non-linearity accounted for. The standard technique here employed which has been employed is very well documented in numerous references (Figure 1), and a detailed description is not required, but some general observations are useful. When characterising a general two port device the corrected value on any port as a parameter is a function of all four measured parameters, so the time required for measurement is considerably increased. For a simple reflection measurement on a one port device only three error parameters and one set of measurements are needed. The error correction procedure only account for errors up to the calibration reference plane, and any additional effects produced by a measurement jig must be accounted for by a separate model.

There are in general two techniques for crystal measurements which can be employed, reflection 'return loss', and transmission. In the first method the crystal is treated as a one port, two terminal device with one terminal and the can grounded (Figure 2). In the second method it is regarded as a two port, three terminal, device with the can, which is grounded, constituting the third terminal (Figure 3). Each of these methods has its advantages and disadvantages. The transmission approach furnishes a more complete characterisation of the crystal resonator, but whether or not this is useful depends on the actual application. In general it tends to be more sensitive when measuring low Q resonators, and it gives a very precise value for the static capacitance due to the presence of the anti-resonant frequency. The great advantage of the reflection approach is simplicity and speed of measurement, for as noted earlier the error correction procedure is enormously simplified in terms of the non-linear effects. For the transmission method the main errors which are accounted for are port impedance, effects such as tracking and directivity being negligible, and so in a simplified system automatic error correction could be dispensed with and port impedances ignored by the use of attenuators.

Therefore with a slight loss in accuracy it is possible to use transmission measurements without correction, but this is not really so for reflection, where the finite directivity of most test systems can lead to severe errors for components with impedances close to 50 W.

For this paper we will describe in detail a system based on the transmission method, but most of the principles are applicable to the reflection approach, and both techniques certainly have definite roles to play.

3. The evaluation of the motional parameters

The ideal transmission measurement circuit shown in Figure 4 includes the capacitors, C1 and C2, which represent the electrode to crystal capacitances, and any other stray at the test port. Due to the small values of C1 and C2 (-1 pF) the measurements are extraordinarily insensitive to their presence, and it is not possible to determine them with any high degree of accuracy anyway. In principle the effects of these capacitances may be removed by performing measurements away from resonance to determine C1 and C2 as accurately as possible; they may then be incorporated into the error parameters, and removed from the final measurements along with other system errors. This is a very small refinement, but we may now assume that we have true measurements of S12 for the LCRC circuit in series between a 50 source and load (Figure 5).

We will now describe a procedure by which 'optimal' values for the four main parameters may be deduced. It must be remembered that 'optimal' means minimising some measure of the error between the theoretical and experimental values. Numerous different error criteria can be adopted, and these can and will give slightly different values for the circuit parameters. It is perfectly reasonable to ask about the reproducibility of a particular procedure, but if two different procedures give slightly different answers it is meaningless to ask which are 'true'. To illustrate the non-linear fitting programme which forms an essential part of the proposed method, we will use a criterion which consists of minimising:

\[ E = \sum_{n} \left( 1 - \frac{S_{12}}{A_{n}} \right)^2 \]  \hspace{1cm} (1)

The S_n are the measured transmission amplitudes after error correction, measured over a certain set of discrete frequencies. The A_n are the theoretical values of S12 for the circuit of Figure 5, evaluated over the same set of frequencies. The procedure therefore minimises the sum of the squares of the fractional errors with respect to the four parameters L, R, C, and C0. Each term in the summation is weighted by a factor A_n. This has two purposes: first, the dynamic accuracy of the equipment falls off with amplitude, and points with small amplitudes are therefore less significant; second, the range of frequency points is usually chosen to include the resonant and anti-
resonant frequencies, and it is required to give more emphasis to the characteristic in the region of the resonance. This criterion uses only amplitude information, and the procedure could therefore be used equally well with a scalar detection system.

If we choose parameters $a_1 = C_0$, $a_2 = R_0$, $a_3 = L$, $a_4 = C^{-1}$, then the condition for a minimum of $E$ may be written:

$$\frac{AE}{a_i} = 0, \quad i = 1 \text{ to } 4 \quad (2)$$

It is not possible to find an analytic solution to such a problem, and an iterative approach must be adopted. In the classical Newton method, to find the required increments $\delta a_j$ we use the approximation:

$$0 = \delta E(a + \delta a) = \delta E + \frac{\partial^2 E}{\partial a_j} \delta a_j \quad (3)$$

and this provides a simple set of four linear equations to determine the four increments at each iteration. Despite the good convergence of this method in the vicinity of the solution, the problem of computing the second derivatives often prevents its use; fortunately in this case they are quite easily calculated, and it has been shown that Equation (3) provides a very satisfactory approach.

For the circuit of Figure 5 it is easily shown that:

$$s_{12} = S \left(1 + \frac{1}{2R_0} \right)^{-1} \quad \text{(R_0 = 50 Q)}$$

$$= \frac{2R_0}{1 + 2R_0} \quad \text{(4)}$$

as the parameters $R, L$ and $C^{-1}$ enter the formula for $S$ on essentially the same footing we may use the equivalences:

$$\frac{R}{s_{12}} = \frac{J_0}{s_{12}} \quad \text{i.e.} \quad \frac{R}{s_{12}} = \frac{J_0}{s_{12}} \frac{1}{R} \quad (5)$$

and it is sufficient to compute:

$$\frac{s_{12}}{12} = \frac{s_{12}}{12}, \quad \frac{s_{22}}{12} \quad \text{and} \quad \frac{s_{22}}{12}, \quad \text{the other} \quad \frac{s_{1}^{2}}{12} \quad \text{and the other} \quad \frac{s_{1}^{2}}{12}$$

two derivatives and seven second derivatives then being obtained by trivial application of Equation (5). Having done this the derivatives of $E$ may be computed using the following formulae:

$$E = \sum_{n} e_n \text{ where } e_n = \left( \frac{1}{n} \left[ \frac{S_{11}}{R_0} \right] \right)^2 \quad (6)$$

$$\frac{\partial^2 E}{\partial a_j^2} = \frac{1}{2} \left( \frac{1}{S_{11}} \right) \frac{\partial^2 S_{11}}{\partial a_j^2} \quad (7)$$

$$\frac{\partial E}{\partial a_j} \frac{\partial^2 S_{11}}{\partial a_j^2} \quad \text{(8)}$$

Obviously for the evaluation of the derivatives of $E$ it is necessary to go through the whole set of measurement frequencies and evaluate the derivatives for each one. For this reason the computation time required is directly proportional to the number of points used.

For the system in use at the moment it is normal to characterise the crystal by a set of measurements at equal frequency increments, over a range containing the resonant and anti-resonant frequencies. This data is scanned very crudely to find the points of maximum and minimum transmission, and from this, approximate starting values for the circuit parameters are obtained. These values are then refined by iteration, using Equation (3) to calculate each set of increments. The process is continued until the values of $R, L,$ and resonant frequency agree to within the stringent limits:

$$|R_n - R_{n-1}| < 0.001 \quad |L_n - L_{n-1}| < 0.001 \quad |\omega_n - \omega_{n-1}| < 0.001$$

between successive iterations. Typically two to three iterations are required, and the time taken is approximately 500 ms per point per iteration using the HP9825. For machines with assembly language capability the critical part of the programme could be coded in assembler with a considerable increase in speed, but even so a typical 20 point fit takes a total of only 30 s. It should also be noted that there is no need to locate the resonant frequency exactly during measurement, and for this reason very high resolution synthesizers are not necessary.

4. Experimental results

Ideally error parameters would be determined.
for each measurement point, but this is impracticable, as recalibration would be necessary for virtually every measurement, and storage requirements could be prohibitive. The alternative method of calibrating at certain fixed points and using interpolation has therefore been used; crystals were all measured using a General Radio 103 transistor test mount. The frequency range of the equipment meant that crystals of almost any frequency could be measured, and the system has been successfully used up to 200 MHz.

Table 1 gives values of the parameters of a 10 MHz crystal as determined in a sequence of repeated measurements. The frequency range used was 9.999 MHz to 10.027 MHz in 250 Hz steps, so the evaluation was based on 149 individual measurements. The incident power level was approximately -12 dBm. The test system was housed in a temperature controlled room, and the crystal was surrounded by insulating foam to reduce thermal transients.

<table>
<thead>
<tr>
<th>Series resonant frequency (Hz)</th>
<th>L(mH)</th>
<th>ESR(Ω)</th>
<th>C0(pF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.  9998196.5</td>
<td>22.08</td>
<td>16.8</td>
<td>2.65</td>
</tr>
<tr>
<td>2.  9998195.9</td>
<td>22.09</td>
<td>16.8</td>
<td>2.65</td>
</tr>
<tr>
<td>3.  9998194.0</td>
<td>22.04</td>
<td>16.8</td>
<td>2.65</td>
</tr>
<tr>
<td>4.  9998195.6</td>
<td>22.05</td>
<td>16.6</td>
<td>2.65</td>
</tr>
<tr>
<td>5.  9998195.9</td>
<td>22.04</td>
<td>16.6</td>
<td>2.65</td>
</tr>
<tr>
<td>6.  9998194.7</td>
<td>22.06</td>
<td>16.4</td>
<td>2.65</td>
</tr>
<tr>
<td>7.  9998193.9</td>
<td>22.04</td>
<td>16.3</td>
<td>2.65</td>
</tr>
<tr>
<td>8.  9998196.1</td>
<td>22.04</td>
<td>16.5</td>
<td>2.65</td>
</tr>
<tr>
<td>9.  9998196.6</td>
<td>22.05</td>
<td>16.6</td>
<td>2.65</td>
</tr>
<tr>
<td>10. 9998196.0</td>
<td>22.04</td>
<td>16.5</td>
<td>2.65</td>
</tr>
<tr>
<td>11. 9998196.2</td>
<td>22.06</td>
<td>16.6</td>
<td>2.65</td>
</tr>
<tr>
<td>12. 9998195.5</td>
<td>22.03</td>
<td>16.5</td>
<td>2.65</td>
</tr>
</tbody>
</table>

These crystals had been measured some time previously by Salford Electrical Instruments Ltd using their standard IEC network, with additional C0 cancellation for the 90 and 150 MHz crystals. The values of ESR obtained in this way agreed well with the above results even for the 150 MHz crystal. However for the motional inductance, values of 8.4 and 8.9 mH were obtained for the 90 and 150 MHz crystals, compared to the above values of 8.9 and 10.3 mH.

The above results are slightly idealised in that the crystals were not removed from the jig between measurements, but they show the excellent reproducibility of the basic system, with values of motional inductance consistent to 1 in 10³ and ESR to within 1 in 10². Equivalent series resistance is the parameter subject to the greatest fluctuations, and altering the number or distribution of the measurement points used in the fitting procedure can produce changes of several percent. It is therefore questionable whether ESR can be truly defined with more precision than this.

5 Conclusions

A network analyser system has been established for the measurements of crystal parameters, differing from previous systems in that the interpretation of the data is performed by a general non-linear fitting procedure which is implemented on the system controller and is an integral part of the method. Network analysers offer the advantages of excellent accuracy and frequency range, and are readily calibrated using traceable standards. A straightforward, but very reliable method for analysing the data using 'optimal' least squares fits has been demonstrated, and has been shown to provide excellent reproducibility, as the results are based on a large number of separate measurements, and all operator dependence is removed. It has been found that different fitting procedures produce noticeably different values for certain crystal parameters, particularly ESR, and this provides a limit to how meaningful these parameters are, independent of the method of measurement. The method has already been used, very successfully, for the selection of filter crystals, where tight matching for motional inductance was required.
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Summary

The development of an automated x-ray orientation system for accurate measurement of the angles of cut of doubly rotated quartz crystal plates is described. Our goal is to develop a prototype instrument capable of determining the conventional phi and theta angles to 4 arc-seconds reproducibility and 10 arc-seconds absolute accuracy for the SC-cut, and capable of measuring the general orientation of any cut on the bulk-wave zero-temperature-coefficient locus. Blanks are assumed to be pre-cut to within 15 minutes of the desired angles of cut.

A prototype laser-assisted Laue diffractometer has been developed, and is currently at a stage of calibrating and retaining its performance. Currently the performance of the x-ray subsystem is assumed to be 2 arc-seconds. Recent improvements to the laser subsystem have brought its performance in line with that of the x-ray subsystem. When blanks are remeasured between measurements, a precision of 3 arc-seconds standard deviation in phi and theta is observed for blanks with 3-5 micrometer surface finish.

Introduction

In this paper we report progress made in the development of a laser-assisted Laue diffractometer for accurate automated measurement of the angles of cut of quartz crystals, including doubly rotated cuts--in particular the SC cut. Earlier work in this instrument has been described in the Proceedings from last year's Symposium and elsewhere. This instrument utilizes a continuous wave laser, rather than a monochromatic one as in a conventional diffractometer, permitting one to mobile mount with only one degree of freedom in action of the blank.

As the time of the instrument is, at the moment, about 15 arc-seconds, the conventional phi, theta, method would be capable of cutting a few plates per hour, in order to determine the blank required to yield the desired angles. One measurement would be made with respect to a Laue point included in each type of cut to be measured. The design goals we wish to meet include:

1) Types of Cuts. The system must be capable of measuring blanks of general orientation, in particular those on the bulk-wave zero-temperature-coefficient locus. It must be capable of measuring blanks in the entire phi and theta range.

2) Reproducibility and Accuracy. For SC cut blanks the goals are given as standard deviation from the mean in the conventional phi and theta angles to plus or minus 4 arc-seconds, and the goal for absolute accuracy to plus or minus 10 arc-seconds.

3) Rate of Measurement. Measurements of doubly rotated cuts are to proceed at a rate of 50 or more plates per hour.

Thus, the design goals specify an instrument with greater flexibility and accuracy than commonly found in conventional x-ray orientation equipment. As described below we are very close to achieving the two goals set forth above. While the time per measurement is currently about three times the design goal, the instrument at this stage has been developed with accuracy rather than speed as the prime consideration, and significant improvements are possible in the determination times. Although these determination times appear long compared to those for current production measurements of singly rotated cuts, the measurement of a general three-dimensional orientation is inherently a longer process than determination of one angle-of-cut, and longer measurement times would thus be expected regardless of the choice of x-ray method.

The Laue Method

The differences between the Laue method and conventional diffraction techniques as they apply to this system have been described earlier. An excellent general text on the theory and application of the Laue method is available. The Laue method has long been used for orientation of
crystals to about 0.25 degrees, usually employing visual analysis of a diffraction pattern on film or on a fluorescent screen. Higher-precision Laue work (35 arc-seconds in favorable cases) has been previously performed where the desired crystal orientation places a crystallographic symmetry axis exactly along the incident x-ray beam, by matching the intensities of symmetry-equivalent reflections, but that method is less useful for an instrument which must measure a variety of general orientations.

Because the Laue method uses a continuous incident x-ray spectrum, small changes in crystal orientation do not in general move the crystal in and out of the diffracting condition. This is in contrast to the case of conventional Bragg diffraction, where a small change in the orientation of a diffracting crystal in general causes the diffraction maximum to disappear entirely. Three degrees of freedom in motion of the sample are thus required to search for a diffraction peak when performing general orientation of a crystal by the Bragg method. In the Laue case, since the peak is visible over a wide range of orientations, only a single degree of freedom in sample motion, a rotation about the psi axis, is required when the orientation in phi and theta is known to better than the separation of the prominent peaks in the Laue diffraction pattern. If it were not necessary to measure round blanks; i.e., if psi were also known to 0.25 degrees at the outset, no motion of the blank would be required at all. Determination of the locations of two diffraction peaks, enabling the three-dimensional orientation of any two non-collinear normals to crystallographic planes to be computed, is sufficient to completely specify the three-dimensional orientation of a crystal.

The major advantage of the Laue method is thus the fact that peaks are much more readily located, leading to a mount with only one rotational degree of freedom, and therefore to a design which provides a great deal of accessibility to the sample. The major disadvantage lies in the lower counting rates obtained. Careful choice of instrument geometry and x-ray reflections is required to maximize the counting rates.

**Laue Instrument Concept**

Given a Laue diffraction peak, as the orientation of the crystal is changed by a small amount the position of the peak changes just as if the reflection were occurring from a mirror parallel to the diffracting lattice planes, slightly changing the peak energy of the diffraction. At a fixed crystal-to-detector distance, as in the system to be described, the x-ray spot moves about 0.25° for an arc-second change in crystal orientation in the plane of reflection. Figure 1 shows the concept employed in the Laue diffractometer for completely determining the crystal lattice orientation. A minimum of two x-ray detectors is required, although a larger number can be used (three are available on our system). The blank is mounted on a rotating stage with the axis of rotation approximately parallel to the psi-axis of the blank. The x-ray detectors, with apertures large enough (plus-or-minus 1 degree in this case) to accommodate any mounting errors as well as errors in the angles of cut, are positioned so that only at some unique stage rotation angle will x-ray reflections enter all counters simultaneously. The exact position of each reflection within its counter aperture is then determined. These measurements permit the normals to two or more sets of diffracting planes and, thus, the crystal orientation, to be computed.

Assuming that the blank has been mounted so that the normal to its face is exactly parallel to the rotator axis, this information is sufficient to determine the angles of cut. However, mounting errors are typically in the one-minute range, as described below, and a correction must be made. The method used is shown in Figure 2, and employs a He/Ne laser and linear position-sensitive detector to measure the position of a laser beam reflected from the face of the blank as it rotates, to yield both the height and orientation of the face. Determination of the severity of errors arising from sample mounting and the method of laser-assisted diffractometry have been described previously by Fig. 7.

**Description of the Laue Diffractometer**

An overall view of the prototype Laue diffractometer is shown in Figure 3. Although the He/Ne laser itself is not visible from this angle, the other major features of the instrument can be seen. A steel table serves as the base of the instrument. Mounted in the center of the table is a high-precision rotating stage which, like the other moving parts of the instrument, is under computer control. Just to the left of the rotary stage is the x-ray source collimator, attached to the x-ray source itself. The diffracted x-rays are detected by three x-ray detectors mounted on the three arch supports which can be seen at the right of the rotary stage. The He/Ne laser (not visible here) is mounted near the central arch support, and the reflected laser beam is detected by an optical system including a position-sensitive diode detector, shown at the far left. Each of the major components is described in more detail below.

**Sample Mount**

Figure 4 is a closer view of the rotary stage on which the sample is mounted. The stage was chosen for its low run-out normal to the rotational plane under 2 arc-seconds. It is driven by a stepping motor at 0.1 degree/step and up to 2000 steps/second, giving a slow rate at about 20 degrees/second. On top of the stage is a three-point vacuum chuck, on which the blank is mounted. The collar around the sample mount is threaded to permit adjustment of the sample height, while keeping the orientation of the sample approximately the same (currently to 1-2 minutes). The viewing angle in this figure is approximately the same as in Figure 3. The x-ray source collimator
can be seen at the left, and the direction of the incoming He/Ne laser beam can be seen at the right.

X-ray Subsystem

The x-ray source is a standard sealed-tube 1800 watt x-ray tube and in order to produce a relatively smooth "white-radiation" spectrum the incident x-ray beam approaches the sample at an angle of 50 degrees. The x-ray source collimator is approximately 20 cm in length and has a 1.6 mm aperture at each end. The x-ray tube mount permits fine translational and rotational adjustments at the source to alignment purposes. At the exit port of the x-ray tube housing is the x-ray shutter, which is also under computer control and has both "open" and "closed" translational sensors for operation status.

Figure 3 is a view from what we have been calling the "left" of the instrument, looking toward the x-ray sources. From this angle the three detector arch supports can be better resolved. Each of the arch supports permits its detector to be placed at any inclination angle between 15 and 90 degrees from horizontal, maintaining a fixed sample-to-detector distance of 40 cm. The center of the sample, as seen on the center of all detector motions, this central frog is fixed at zero azimuth (i.e., the z-axis is the horizontal plane), whereas each of the two outside detectors may be varied in azimuth between 20 and 90 degrees from the central frog, again maintaining a fixed sample-to-detector distance. This detector mobility permits the instrument to be readily adapted to a wide variety of cuts, and a repositioning of the detectors is required in the instrument required to change from one type of cut to another. This method of measurement and configuration also makes a distinction between single and double rotated cuts; i.e., every planar is measured in terms of its center, as three-dimensional rotation. While speed and accuracy therefore do not improve for single rotated cuts, both angle and cut are measured, and the instrument should be equally useful, for example, in a measurement of a laser cut.

The x-ray detector and measurement configuration was designed to maximize the potential of the x-ray system's ability to detect the reflected laser beam. This configuration lends to a dynamic range of about 10 power degree combined with a small angle of incidence and an angle of rotation, which means the x-ray detector sensitivity is high. This sensitivity permits the x-ray data to be collected at relatively low speed while maintaining a high degree of signal-to-noise ratio within the instrument. The x-ray detector is a silicon detector, which is mounted in a fixed position with a diode. The detector measures the intensity of the reflected laser beam over its entire area. Each detector has a corresponding x-ray detector within the aperture. The resulting x-ray peak profiles are then fit by a least squares to a standard curve to determine the position of the x-ray spot within the detector to 10-20 microns. Figure 6 is a close-up view of one of the outside translating stages, taken from the far "right" of the instrument. It shows the 7.4 cm total travel and a 3 mm step size, leading to a 2 cm/sec view rate. The nature of the slits used to determine the x-ray spot position can also be seen in Figure 6. The two slits are at 90 degrees to one another and each is at 45 degrees with respect to the direction of stage travel. This arrangement allows the X-Y coordinates of the x-ray spot within the detector to be determined with a single translational motion.

Counts are performed on all three detectors simultaneously, first with the "upper" slit, then with the "lower." Scan times vary with the speed and accuracy requirements. The counting rates are typically a few thousand per second with the counter apertures unobstructed, and several hundred to one thousand at the high spot in a translator scan. These rates dictate counting times in the range of 15 seconds to 2 minutes per scan. Reproducibility in the measured spot positions varies with the scan times and with the strength of the x-ray reflection being measured, but a range of 10 microns for lower scans is better than 1 micron for longer scans of strong reflections. Careful study of the particular x-ray reflections used is thus required.

In Figure 5 the laser subsystem source, a 2 gm He/Ne laser, can be seen mounted just to the left of the central x-ray detector arch support. With the laser the laser detector is inclined at 15 degrees to horizontal with respect to the sample. One of the most important criteria in the choice of the laser was to ensure that the laser was low enough in the ambient temperature was observed with the first laser tried. The laser mounted on the prototype instrument (Spectra Physics Model 171) is cooled at less than 0.5 mrad about a 0.02 mrad drift and in practice no drift has been observed. The beam diameter is 0.5 mm and the divergence is 1.7 mrad.

The detector for the reflected laser beam can be seen in the foreground in Figure 5 and at the far left in Figure 3. It consists of a lens system to magnify the motion of the reflected laser beam, a bellows to decrease the amount of ambient light entering the system, and an electronics package consisting of a linear position-sensitive photodiode mounted with the position-sensitive axis vertical and circuitry to convert the diode output into a voltage proportional to spot position. This system enables the position of the reflected laser beam to be monitored by...
the computer in real-time during the initial rotational search for x-ray reflections. The drawback of such a system is that the detector diode integrates the intensity over its entire active area, and is thus susceptible to problems caused by scatter, as described later.

As the initial search for x-ray reflections proceeds and the sample is rotated 360 degrees, the reflected laser beam traces out a pattern which is very close to an ellipse for small deviation of the normal to the face from the axis of rotation, as shown in Figure 2. The vertical component of the ellipse, which is measured by the laser detector, in the ideal case traces out a sine wave when plotted against rotator position. The amplitude of the sine wave yields the magnitude of crystal tilt, the phase yields the direction of tilt, and the DC offset yields the crystal height. Over the course of the real-time laser data acquisition, up to 300 individual stage position and laser spot position readings are taken and stored. The current method of analysis is a least-squares fit of the data to a sine curve.

Instrument Alignment

Although the measurements are made relative to a reference standard crystal, the high degree of accuracy required that the instrument be very accurately aligned. For example, a 0.1 degree rotation of the translator slits within their frame is sufficient to produce a 0.1 arc-second systematic error component in the measured angles of cut.

The initial assembly alignment of the instrument was accomplished with the use of an autocollimator and several special-purpose alignment fixtures. The equatorial plane of the instrument is defined by the plane in which the outside x-ray detectors move when their azimuth is varied. With aid of the autocollimator, the translating stage axis was made normal to the equatorial plane within 0.1 minute. The meridional plane of the instrument, defined by the inclination motion of the central detector, and the 20-degree incident direction of the x-ray source collimator were also established to within a fraction of a minute. fiducial marks were established for the x-ray detector motions to permit placement of angular scales for direct setting and readout of the detector angles, although the actual detector positions employed for measurement of each type of cut will eventually be set by means of locating pins.

With the instrument aligned, it became possible for the first time to set the x-ray detectors to computer-predicted positions and directly find the reflections sought, without the tedious procedure of first finding the reflections on film and adjusting the detector positions accordingly.

Control Subsystem and Software

The control subsystem, shown in Figure 7, is based on a Digital Equipment Corp. (DEC) PDP-11/73 microcomputer. The computer is interfaced to the instrument through a CAMAC crate, which is a highly flexible standardized digital interfacing system. The CAMAC crate accepts standardized plug-in modules which in this case include four stepping-motor controllers, a digital I/O port (for control of the x-ray shutter, etc.), an A/D converter for the laser detector, and a six-channel scaler which counts the pulses received by the x-ray detectors. Also present are a NIM bin containing the high-voltage power supply and pulse-height discrimination circuitry for the x-ray detectors, and a power supply for the x-ray shutter and stepping motors. The computer peripherals include dual floppy disk drives and, shown at the very top, a 5 Mbyte hard-surface disk drive. The hard disk is present for development purposes, and the instrument can normally be run with just the floppy disk. A CRT terminal for operator input and a 30-cps keyboard/printer for a hard-copy record of measurement results are also shown.

The primary function of the control subsystem software is to perform the automatic measurement sequence, first for a reference standard crystal, then for the blanks to be measured. The program outputs a hard-copy record of the measurement results for each crystal, and keeps track of the overall measurement statistics for each batch of crystals. The operator is prompted when any intervention, such as mounting the next blank, is required.

Since we are dealing with low-level signals compared to those commonly observed in conventional orientation equipment, and we require very high accuracy, the computer is essential in extracting as much information from the signal as possible. Reference has already been made above to the areas where least-squares curve fitting techniques are employed to extract this information. Another area where statistically weighted least-squares techniques are used to achieve the optimal result is in the determination of crystal orientation from the computed diffraction vectors. The set of vectors obtained from the measured blank is treated as a rigid body, which is rotated to achieve the best match to a least-squares sense with the set of vectors measured from the reference standard crystal. The three rotation angles determined from this procedure correspond to the changes in the angles of cut (phi, theta, psi) between the measured crystal and the reference standard.

Because of the developmental nature of the project, a great deal of flexibility has been designed into the control software. First, the scan parameters, counting times, sampling intervals, and machine calibration parameters (such as the exact incident x-ray beam angle, angle of each translator axis from its nominal value, etc.) can all be changed without any modification of the software. This permits a wide variety of scan types and conditions to be investigated in order to arrive at the optimal parameters. Second, the software is constructed in a highly modular
technique, each test not only the fully automated overall sequence, but also any individual operation within the automatic sequence, such as the initial search for x-ray reflections, the determination of best scan results, the performance of the translator scans, etc., can be performed, typically, a single command. This feature significantly reduces the time required to change the experimental setup or optimize the results from any individual subsystem. Third, there are a number of commands available to access the instrument at specific points that is, to drive any stage to a specific position, to accumulate x-ray counts for a specified interval, to open or close the x-ray optics, etc. Fourth, the program is capable of using the data gathered from repeated measurements, at the same blank, relating any inconsistencies to possible errors in the instrument calibration parameters. While the software envisioned for an operational instrument would require only a few of these features, they have proven to be invaluable to date in the development of the instrument.

Performance

Although the development is not complete, full automated measurements have been made on a number of selected blanks. These measurements are for evaluation of the individual x-ray and laser subsystems, and of the instrument as a whole. In these cases where only two x-ray data sets were used, the [0,1,0] and [0,1,-1] reflections were the ones measured.

X-ray Subsystem

X-ray subsystem performance was evaluated by repeated measurements of the same blank without any remounting of the blank in between measurements. A number of blanks was tested in this manner. The crystal under test was used as both the reference standard and the blank to be measured; thus, a change of zero in both phi and theta between the reference crystal and the test crystal would correspond to a perfect measurement. This test is entirely reproducible with the results very dependent as expected on the counting times. The values were computed as standard deviation from the mean over a series of measurements (usually between 20 and 50), and are shown in Table 4. The reproducibility ranged from 5 to 7 seconds in theta and phi for orientation acquiring a total time of 1.7 minutes with rome detectors, or 2 arc-seconds for determination times of 4 minutes or more with 8 detectors, since each measurement was begun with an initial search for x-ray reflections, no runs within each series covered a single set values, typically -30.25 degrees. The laser orientation relative to the x-ray system includes the change in phi as well as the phi and theta, and we know the positional error. For these tests, we can compare the average value as an indication of x-ray subsystem performance, the agreement is within the standard deviation of phi, while the one of the elements involved is about twice that of phi or theta, given above. The x-ray subsystem results thus reflect not only the reproducibility of the translator scans, but also the overall linearity and accuracy of the x-ray subsystem. Moreover, a full set of laser data was recorded for each of these measurements, and a new mounting error correction computed and applied. Thus, these values also reflect the reproducibility (but not the accuracy) of the laser subsystem.

As Figure 8 shows, the x-ray reproducibility depends on the total measurement time, as expected from counting statistics. The relationship between the total determination time shown in Figure 8 and the x-ray counting times in determination of the x-ray spot positions is \( T = 90 + X \), where \( T \) is the total determination time in seconds and \( X \) is the total x-ray counting time in seconds. The 90-second overhead includes the initial search for x-ray reflections, centering the reflections within the apertures as well as possible with the rotator, establishment of scan limits for the translator scans, and computation of the results. Since the algorithms and procedures have been optimized for accuracy rather than speed, it is felt that this overhead can be reduced considerably; e.g., by more than half. The x-ray counting times on the other hand cannot be reduced without a loss of accuracy, although location of a stronger x-ray source or use of additional detectors would enable shorter times to be employed.

The x-ray subsystem reproducibility of 2 arc-seconds for long counting times is excellent and is consistent with our initial goals. It indicates that the Laue method need not be limited in coarse alignment, but is suitable for high-precision work as well.

Laser Subsystem

The laser subsystem used to correct for small sample mounting errors is equally as important as the x-ray subsystem in the functioning of the instrument. The importance of correcting for mounting errors of this sort has been determined by Viey, who found that these errors typically cause 1 arc-minute variations in orientation measurements. Our results are very similar, with a standard deviation from the mean of 30 seconds to 1 minute in repeated measurements of the orientation of the face of the mask mounted on each measurement. The x-ray-only reproducibility measurements included a new laser measurement in each determination. Since the blank was not remounted between measurements, the results of these tests are indicative of the laser subsystem reproducibility (but not its absolute accuracy). This reproducibility was excellent, with a standard deviation from the mean of 0.5 arc-second in the orientation of the face of 2 microns in the height of the blank, for series of 10-20 measurements.

Since the reproducibility of both the x-ray and laser subsystems was excellent, good results were expected for the first measurement in which
the same blank was repeatedly measured, but re- 
mounted after each determination. The results 
were, however, considerably worse than expected, 
with standard deviations in phi and theta of 10-15 
arc-seconds for the two-detector case, as shown in 
Figure 8. After further experimentation, the 
absolute accuracy of the laser subsystem was the 
most likely source of error, in light of the 
following considerations:

The reflected laser beam was not clean. It 
was surrounded by scatter which was readily 
observable in normal room light. This scat-  
ter, or speckle, rotated around the primary 
beam as the crystal was rotated, and appeared 
non-uniform enough to produce problems in 
measurement of the center position of the 
primary beam (remembering that the detector 
integrates the intensity over its entire 
active area).

Both the amount of scatter visible, and the 
magnitude of the errors in phi and theta, 
depended on the surface finish of the blank. 
More highly polished blanks (3-micron lapped, 
chemically polished) gave better performance 
than less highly polished blanks (5-micron 
lapped). For the roughest blanks tried 
(12.5-micron lapped), the primary reflected 
laser beam could not be visually or elec-
tronically differentiated from the speckle. 

Figure 9 is a plot of the laser data for a 
3-micron lapped blank, along with the best-
fit sine curve. The deviations from the 
curve caused by the scatter are readily 
apparent.

While the ability to accurately measure the 
change in psi of a blank with the x-ray sub-
system indicated a high degree of accuracy 
as well as precision, we had no such handle 
on the absolute accuracy of the laser sub-
system.

These considerations led to an experiment 
designed to test whether improvement in the ratio 
of the primary reflected laser beam intensity to 
that of the speckle would improve our overall 
measurement statistics. Five SC-cut blanks (5-
micron lapped) were subjected to deposition of a singly 
rotated cuts, the lower x-ray counting 
measurement statistics. Five SC-cut blanks (5-
arc-seconds, as shown in Figure 8. Since the initial 
writing, focusing optics between the laser source 
and the sample, and a lowering of the incident 
laser angle to 7.5 have reduced these overall 
standard deviations to 3-4 arc seconds in phi and 
theta for approximately 100 measurements of .550" 
diameter, .05" thick SC-cut plates with 3-5 micron 
surface finish, requiring 2.5 minutes time per 
measurement.

Conclusions

The results obtained to date suggest that the 
instrument discussed in this paper can provide 
automated measurements of the full three-dimen-
sional orientation required for doubly rotated 
quartz crystals to an accuracy and at a throughput 
that is unmatched by any other current system.

This study has demonstrated that it is 
possible to obtain very high accuracy in measure-
ment of the orientation of crystals by the Laue 
method, and the method need not be restricted to 
low-precision work. The prototype instrument is 
capable of 3-4 arc-second precision on blanks with a 
surface finish in the 3-5 micron range.

The instrument is very versatile, since it 
can be readily changed by repositioning the x-ray 
detectors to accommodate different types of cuts 
of quartz, or even other crystalline materials. 
Moreover, measurements are made automatically, 
keeping the instrument to be integrated with 
automatic handling equipment.

Although fully suitable for measurement of 
singly rotated cuts, the lower x-ray counting 
rates obtained with the Laue technique compared to 
monochromatic techniques leads to longer 
determination times. Hence, the throughput of 
measured crystals is lower than for conventional 
x-ray orientation instruments designed for singly 
rotated crystal measurements. Improvements in 
throughput for this instrument would result from 
the use of a more intense x-ray source or more 
x-ray detectors.
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Figure 3. Full View of the Prototype Instrument

Figure 4. Closeup of the Rotating Stage. Angle of View is About the Same as in Figure 3.
Figure 5. View of the Prototype Instrument from X-Ray Source Toward Detectors. The Laser Can Be Seen Just to the Left of the Central Arch
Figure 6. Closeup of One of the Outside Translators. The Pair of 1.5 mm Slits Used in the X Ray Scans Can Be Seen.

Figure 7. Control Subsystem for the Prototype Instrument, with Computer, Computer Peripherals, X Ray Counting Circuitry, and CAMAC Digital Control Interface.
Figure 8. Performance of the Instrument. The Solid Curve Represents the X-Ray-Only Performance with 2 X-Ray Detectors for Repeated Measurements of a Typical Blank with a 5-Micron Surface Finish. Each Point on the Curve was Computed from Between 20 and 65 Measurements. The Dashed Curve Represents the Improvement Obtained When All Three Detectors Are Used. The Large Rectangle Represents the Results When Blanks with 3-5-Micron Surface Finish were Remounted Between Each Measurement. The Triangle Represents the Results for Aluminized Blanks.
Figure 9. Laser Detector Data for a Full Rotation of an SC-Cut Plate with 5 Micron Surface Finish. The Best Least-Squares Sine Curve Fit to the Data is Also Shown.

Figure 10. Laser Detector Data for a Full Rotation of an Aluminized SC-Cut Plate. The Data Follow the Expected Sine Curve to a Much Greater Degree than the Data in Figure 9.
PERFORMANCE OF AN AUTOMATED HIGH ACCURACY PHASE MEASUREMENT SYSTEM
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Summary

A fully automated measurement system has been developed that combines many properties previously realized with separate techniques. This system is an extension of the dual mixer time difference technique, and maintains its important features: zero dead time, absolute phase difference measurement, very high precision. The ability to measure oscillators of equal frequency and the ability to make measurements for any selected time. The dual mixer technique has been extended by adding scalers which remove the cycle ambiguity experienced in previous realizations. In this respect, the system functions like a divider plus clock, storing the output of each device under test in hardware.

The automation is based on the ANSI/IEEE-583 (CAMAC) interface standard. Each measurement channel consists of a mixer, zero-crossing detector, scaler and time interval counter. Four channels fit in a double width CAMAC module which in turn is installed in a standard CAMAC crate. Controllers are available to interface with a wide variety of computers as well as any IEEE-488 compatible device. Two systems have been in operation for several months. One operates 24 hours a day, taking data from 15 clocks for the NBS time scale, and the other is used for short duration laboratory experiments.

Review of the Dual Mixer Time Difference Technique

It is advantageous to measure time directly rather than time fluctuations, frequency or frequency fluctuations. These measurements constitute a hierarchy in which the subsequently listed quantities may always be calculated from the previous ones. However, the reverse is not true when there are gaps in the measurements. In the past, frequency was usually not derived from measurements for short sample times because time interval measurements could not be performed with adequate precision. The dual mixer technique, illustrated in Figure 1, makes it possible to realize the precision of the beat frequency technique in time interval measurements.

The signals from two oscillators (clocks) are applied to two ports of a pair of double balanced mixers. Another signal synthesized from one of the oscillators is applied to the remaining port of the mixer pair. The input signals and measured output may be represented in the usual fashion

\[
V_1(t) = V_{10} \sin [2\pi v_1 t + \phi_1(t)],
V_2(t) = V_{20} \sin [2\pi v_2 t + \phi_2(t)]
\]

where \(v = v_1 (1-1/R) \) and \(R \) is a constant usually equal to the heterodyne factor.

The low passed outputs of the two mixers are

\[
V_{B1} = V_{B10} \sin [\phi_1(t) - \phi_s(t)]
V_{B2} = V_{B20} \sin [\phi_2(t) - \phi_s(t)]
\]

where \(\phi(t) = 2\pi v_0 t + \phi(t)\).

The time interval counter starts at time \(t_N\) when \(V_{B1}\) crosses zero in the positive direction and stops at time \(t_M\), the time of the very next positive zero crossing of \(V_{B2}\). Thus

\[
\phi_1(t_N) - \phi_s(t_M) = 2M\pi
\]

where

\[
\phi_2(t_N) - \phi_s(t_N) = 2M\pi
\]

N and M are integers. Subtracting the two equations in order to compare the phases of oscillators 1 and 2, one obtains

\[
\phi_2(t_N) - \phi_1(t_M) = \phi_s(t_N) - \phi_s(t_M) + 2(2N-M)\pi
\]

The phase of an oscillator at time \(t_M\) may be written in terms of its phase at \(t_N\) and its
average frequency over the interval \( t_M < t_N \)
\[
\phi(t_N) = \phi(t_M) + 2n[v_2(t_M^+ t_N^+)](t_N - t_M) + \beta \mod 2n
\]
when we apply this equation to both \( \phi_2 \) and \( \phi_1 \) we find
\[
\phi_2(t_N) - \phi_1(t_N) = 2(N-M)n - 2n[v_2(t_M^+ t_N^+)](t_N - t_M) + \beta \mod 2n
\]
where \( v_2 = v_2^{\pm}v_1 \).

Since \( M \) and \( N \) are not measurable with the equipment in Figure 1, the dual mixer technique has heretofore only been used to measure the phase difference between two oscillators modulo \( 2n \). We denote the period of the time interval counter time base by \( T \), and the number of counts recorded in a measurement by \( P \). Then the phase difference between the two oscillators is given by
\[
[\phi_2(t_M^+ t_N^+) - \phi_1(t_M^+ t_N^+)] \mod 2n = -2n[v_2(t_M^+ t_N^+)](t_N - t_M) + \beta \mod 2n
\]

Figure 2 illustrates the output of the measurement system over a period of time. If a measurement begins and ends without the time interval counter making a transition between zero and its maximum value, e.g., \( t < t_M < t_N < t_M \), then the phase difference can be calculated from the data. If \( t < t_M < t_N < t_M < t_N \), then the data must be corrected by \( 2\pi \) to calculate the phase difference. Experience has shown that there are many measurement situations for which the number of transitions of the time interval counter which occur between \( t_M \) and \( t_N \) cannot be known. For this reason, a modification has been developed which removes the ambiguity by measuring \( M \) and \( N \).

**Extended Dual Mixer Time Difference Measurement Technique**

In order to configure the system to acquire complete phase information, two scalers are added to count the zero crossings of each mixer. Figure 3 is the block diagram of a two channel system. It is constructed from identical circuit modules and therefore contains an unused time interval counter. However, this design permits very straightforward and inexpensive extension to the comparison of an arbitrarily large number of oscillators with no need for switching any signals.

The counter outputs are combined to form the phase difference between oscillators.
\[
\phi_2(t_N) - \phi_1(t_N) = 2(N-M)n + 2n[v_2(t_M^+ t_N^+)](t_N - t_M) + \beta \mod 2n
\]
The first term is a constant which represents the choice of the time origin and can be ignored. The last two terms and their sum are plotted in Figure 4.

The average frequency \( \dot{v}_2(t_M, t_N) \) cannot be known exactly. However, it may be estimated with sufficient precision from the previous pair of measurements designated \( t_M \) and \( t_N \). The average frequency is approximately
\[
\dot{v}_2(t_M, t_N) \equiv \frac{N-M}{R(M-N)}(v_2(t_M^+ t_N^+))_t \quad \text{mod } 2n
\]
provided that it changes sufficiently slowly compared to the interval \( t_M < t_N \). A typical value for this error will be given in the following section.

**Hardware Implementation**

All measurement channels consist of a mixer, zero-crossing detector, scaler and time interval counter. Four such circuits can be built in a double width CAMAC module. The system is easily expanded to compare many oscillators and a complete system for making phase comparisons among four clocks is shown in Figure 5. We have chosen parameters which are reasonable for comparing state-of-the-art atomic standards. Thus, the synthesizer is offset 10 Hz below oscillator \#1 and \( R = 5 \times 10^9 \). The outputs from both mixers are approximately 10 Hz. The noise bandwidth is 100 Hz. The time interval counter is twice the frequency of oscillator \#1 or approximately 20 MHz. The quantization error is \( 1/2R = 10^{-10} \) cycle or 0.2 ps which is a factor of ten smaller than the measurement noise. As stated earlier, an error will result from frequency changes which violate the constancy assumption used to estimate \( v_2(t_M) \). A change in \( v_2(t_M) \) by \( 10^{-7} \) during the interval between two measurements will result in a time deviation error of 10 ps. Thus, one must make more closely spaced measurements for oscillators which have large dynamic frequency changes than for more stable devices. Two other sources of inaccuracy are the sensitivities to the amplitude and phase of the common oscillator. Figure 6 shows the measured value of \( x = \beta/2nv_1 \) as a function of the amplitude of the input signal and the phase of the synthesizer.

The new measurement system has many desirable features and properties:

1. It has very high resolution, limited by the internal counters to 0.2 ps and by noise to approximately 2 ps.
2. It has much lower noise than divider based measurement systems. However, compromises made to achieve low cost, low power, small size and automatic operation degrade the performance compared to state-of-the-art systems for comparing 2 oscillators.
3. The operation is fully automatic.
4. NBS has developed a detailed operating manual for the equipment and software.
All oscillators in the range of 5 MHz ± 5 Hz may be compared. Other carrier frequencies such as 1 MHz, 5.115 MHz, 10 MHz and 10.23 MHz are also usable. However, different carrier frequencies may not be mixed on the same system. The system has been successfully tested with an oscillator offset 4.6 Hz from nominal 5 MHz. Measurements were made at intervals of 2 hours between which the system had to accumulate approximately 2 x 10^6. The system has also been tested with an oscillator offset 4 x 10^-7 and no errors were detected during a period of 40 days.

All sampling times in the range of 1 second to 15 days with a resolution of 0.1 second are possible. Measurements may be made on command or in a preprogrammed sequence.

Measurements are synchronized precisely, i.e. at the picosecond level, with the reference clock. They may therefore be synchronized with important user system events, such as the switching times of a fsk or Psk system.

All oscillators are compared synchronously and all measurements are performed within a maximum interval of 0.1 second. As a result, the phase of any oscillator needs to be interpolated to the chosen measurement time for an interval of 0.1 second maximum. This capability, which is not present in either single heterodyne measurement systems or switched measurement systems, eliminates a source of "measurement" error which is generally much larger than the noise induced errors. For example, interpolation of the phase of a high performance Cs clock (at 10^-14/s) over a period of 3 hours would produce approximately 1.5 ns phase uncertainty. To maintain 4 ps accuracy requires measurements simultaneous to 0.1s.

There are no phase errors due to the switching of rf signals since there is no switching anywhere in the analog measurement system.

No appreciable phase errors are introduced when it is necessary to change the reference clock since, as shown in Figure 6, the peak error due to changes in synthesizer phase is 20 ps.

The measurement system is capable of measuring its own phase noise when the same signal is applied to two input ports. Figure 7 shows the phase deviations between two such channels over a period of 75,000 seconds and Figure 8 is the corresponding Allan variance plot. Figure 9 shows the phase deviations between 2 input channels over a period of 40 days.

Since the IEEE-583 (CAMAC) interface standard has been followed for all the custom hardware, the system may be easily interfaced to almost any instrument controller. NBS has already tested the system using a large minicomputer, a small minicomputer and a desk top calculator. Interfaces between IEEE-583 and IEEE-488 controllers are available and have been used successfully.

The system is capable of comparing a very large number of oscillators at a reasonable cost per device.

There are also disadvantages to this measurement system. The most important are:

1) The complexity of the hardware is greater than for some systems. It is possible that this will reduce reliability.

2) A high level of redundancy is difficult to achieve. The system design stresses size, power, convenience and cost, resulting in an increase in the number of possible single point failure mechanisms compared to some other techniques. For example, a CAMAC power supply failure will result in a loss of data for all devices being measured.

3) A substantial commitment is required in both specialized hardware and software.

4) If an oscillator under test experiences a phase jump which exceeds 1 cycle, the measurement system records a jump with incorrect absolute magnitude. As a result, it may not be applicable to signals which are frequency modulated with discontinuous phase steps larger than 2π.

Conclusions

We have demonstrated a new phase measurement system with very desirable properties: All oscillators in the range of 5 MHz ± 5 Hz may be measured directly. The sampling times are only restricted by the requirement that they exceed one second. The noise floor is σ(210) = 3 x 10^-12 in short term and the time deviations are less than 100 ps. All circuitry is designed as modules which allows expansion at modest cost. Compatibility with a variety of computers is insured through the use of the IEEE-583 interface and adapters are available to permit use with an IEEE-488 controller. The system makes it feasible to make completely automated phase measurements at predetermined times on large numbers of atomic clocks. It's own noise is one-hundred times less than the state-of-the-art in clock performance. It will be used in the near future to make all measurements needed to compute NBS atomic time, but it will also be very valuable for any laboratory which uses three or more atomic clocks.
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Figure 1. Dual Mixer Time Difference Measurement System

\[ \phi = (\phi_1 + \phi_2) \mod 2\pi = -2\pi \frac{t_0 - t}{(t_0 + t_1)} \]

Figure 2. Dual Mixer Data

Figure 3. Extended Dual Mixer Time Difference Measurement System
Figure 4. Extended Dual Mixer Data

Figure 5. System Block Diagram

Figure 6. Measured Time Difference vs. Input Amplitude and Synthesizer Phase
Figure 7. Raw Phase Data for Two Channels Driven from the Same Source

Figure 8. Noise Floor of Measurement System
Figure 9. Raw Phase Data for Two Channels Driven from the Same Source
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Abstract

This paper presents the concept and operating principles of a phase modulated, frequency-domain reflectometer system for accurate and precise measurements of the resonant frequency characteristics of quartz crystals. The reflectometer method enables the crystal resonator under test to be remotely located in an environmental test chamber; furthermore, the system permits simultaneous, independent frequency measurements of the various resonant modes that can occur in any given crystal (e.g., the b-mode and c-mode resonances in SC-cut crystals). This reflectometer technique has major applicability in basic resonator research: in investigations of frequency-temperature characteristics; hysteresis and thermal shock effects; amplitude-frequency factor and multimode excitation behavior; effects of nuclear radiation; etc. The instrumentation also has applications in crystal manufacturing processes involving automated production, testing, and quality control.

Introduction

A new technique for accurate measurement of the resonant frequency characteristics of precision quartz crystals is presented. An external, independent oscillator generates a carrier frequency in the vicinity of the anticipated resonant frequency of the crystal under test. A small phase modulation is applied and the resultant phase modulated signal is used to interrograte the crystal resonator. An error signal, derived from the reflected resonator signal, is used to servo control the oscillator, thereby providing a means for automatic tracking of changes in resonator frequency.

All tests to date indicate that this phase modulated reflectometer technique for measuring the resonant frequency of quartz crystals yields high sensitivity (to 1 part in 10^6 or better) and excellent long-term stability and repeatability.

The resonator under test may be remotely located many from the balance of the instrumentation. A single interconnecting coaxial cable, used jointly for the incident and reflected signals from the resonator, is adequate. The resonator units under test may therefore be temperature cycled within a remote environmental chamber; while the rest of the instrumentation is operated in a favorable laboratory environment. Reliable measurements may be obtained in the presence of wide variations in the resonator's resistance (in response, for example, to extremely high temperatures).

The phase modulated reflectometer technique described here also enables simultaneous, independent measurements of the various resonant modes that can occur naturally in a single crystal. As an example, the system could be used to interrogate concurrently the fundamental, third, and fifth overtone modes of both the c-mode and b-mode frequencies of an SC-cut crystal (a total of six separate resonances); these individual measurements, with no significant interaction between channels, could be made with any reasonable length of coaxial transmission line interconnecting the crystal resonator to the instrumentation.

Historical Background

In 1980 Tracor engineers initiated an in-house R&D investigation to determine the performance potential of an ovenless, compensated crystal oscillator (BXC) for clock use in a spread spectrum communications system. The objective of the program was an ovenless oscillator having an absolute accuracy of ±1 milisecond/day over the full military range of -55°C to +85°C; this type of accuracy roughly corresponds to an average frequency error of 2 x 10^-11.

Fig. 1 shows a plot of the measured frequency-temperature performance, over a limited temperature range, of the experimental BXC developed in the program. Temperature compensation of the c-mode "clock" frequency of the doubly-rotated SC-cut crystal was obtained by using the accompanying b-mode frequency as a highly sensitive quartz "thermometer": the b-mode frequency has a temperature coefficient of approximately -2 ppm/°C over a wide temperature range. The measured b-mode frequency is thus employed, together with a simple microprocessor, to select an appropriate digital compensation value from a stored ROM table. With the BXC concept, no attempt is made to "null" the frequency of the c-mode oscillator to the correct clock frequency; instead, phase/frequency
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Fig. 1 shows a simplified block diagram of a phase modulation scheme for overeranging these limitations of a simple reflectometer. An external, independent AF oscillator generates a carrier frequency, $f_c$, in the vicinity of the anticipated crystal resonant frequency, $f_0$. A small phase modulation, $2 \Delta \phi / 2$, is applied, and the resultant phase modulated signal is used to interrogate the resonator under test. The reflected signal from the crystal resonator, after passing through an isolation amplifier (not shown), is amplitude detected by a diode. An amplitude modulation, at the modulation oscillator frequency rate, will be observed in the detector output whenever the carrier frequency differs from the resonant frequency, $f_0$, of the quartz resonator. The sense and magnitude of this amplitude modulation depends upon the frequency deviation of the external oscillator from the center of crystal resonance. A phase-sensitive demodulator can therefore be used to provide a demodulated error signal proportional to the frequency offset of the external oscillator. This error signal, after being filtered, is used to control the oscillator, thereby enabling automatic locking of the crystal's resonant frequency in response to changes in crystal temperature, input power level, etc.

A high-resolution counter, preferably under microprocessor control and with a digital output for automatic data logging purposes, can be used for measurement of the locked oscillator frequency.

Some understanding of the operating principles of the modulated system can perhaps be obtained from the vector diagrams of Figs. 1, 2, and 3. $x$, $y$, and $z$ represent the successive vectors associated with the incident signal as the result of the square wave phase modulation, process (a). $x$, $y$, and $z$ represent the resultant interference bands and carrier components for this...
phase modulated signal. The corresponding reflected components are shown on the right. The crystal resonator unit appears as a very high impedance (highly reactive) for all frequency components. A small amount of the sideband frequency components is also slightly removed from resonance; accordingly, the reflected sideband components, \( S'_1 \) and \( S'_2 \), are virtual equal to the incident components, \( S_1 \) and \( S_2 \), and maintain the same 180° relationship to each other. It is the carrier component that changes in magnitude and phase as the crystal resonant frequency is approached. At resonance, there is likely to be a residual reflected component, \( C' \) (as the result of any nominal mismatch between the ESR of the crystal and the hybrid termination resistance \( R_y \)). However, this \( C' \) component (at resonance) is orthogonal to the sideband component vectors so that the resultant vectors, \( R'_1 \) and \( R'_2 \), are equal in magnitude. Away from resonance, the reflected carrier component is also removed from resonance, and the two vectors, \( R_1 \) and \( R_2 \), are no longer equal in magnitude and, consequently, an error signal is generated in the synchronous demodulation process.

This phase modulated reflectometer technique can be extended to multimode measurements (e.g., simultaneous measurement of b-mode and c-mode resonant frequencies of SC-cut crystals) by the addition of the components shown in Fig. 5. Independent operation at b-mode and c-mode frequencies simply requires the use of separate modulation frequencies, \( f_{b0} \) and \( f_{c0} \), chosen so that they have no harmonic relationship.

**Experimental Results**

Recent tests on the dual mode reflectometer (Fig. 6) indicate that the system satisfies all of the specifications listed under Instrumentation Requirements.

The oscilloscope photographs of Fig. 6 illustrate the sensitivity inherent within the phase modulated reflectometer technique. Each photograph shows the raw reflected r-f signal (at the r-f detector) for the b-mode signal of a 5 MHz SC-cut resonator; the phase modulation comprised a 0.5% square wave signal modulating the r-f carrier signal by approximately \( 4 \times 10^{-6} \). The upper photograph shows the reflected signal at resonance. The middle and lower photograph show the effect of deliberately offsetting the oscillator from the crystal's resonant frequency by \( 1 \times 10^{-6} \) and \( 1 \times 10^{-5} \), respectively. A large amplitude at the modulation frequency is clearly evident.

The effect of varying the modulation frequency and the magnitude of the phase angle has also been explored. For modulation frequencies ranging from 30 Hz to more than 3 kHz, the observed change in apparent resonant frequency was less than \( 4 \times 10^{-7} \). Similarly, for values of \( f \) ranging from approximately \( 4 \times 10^{-6} \) to \( 4 \times 10^{-5} \), the deviation in measured resonant frequency was less than \( 5 \times 10^{-6} \) (this test was not performed under ideal conditions so that actual performance may be better than this value). In summary, the instrumentation appears to be nearly independent of the particular modulation frequency and phase angle offset that is employed.

The measured resonant frequency will be perturbed by any residual second harmonic component in the phase modulation. Such a component would exist if the square wave modulation did not have a precise 50% duty cycle; however, by conventional digital division techniques, it is possible to obtain a highly accurate 1:1 ratio in the switched phase modulated signal.

The length of the interconnecting cable between the quartz resonator and the balance of the instrumentation does not materially influence the measured resonant frequency if the hybrid bridge is properly terminated to match the cable impedance. An ideal, non-dispersive cable would affect the carrier and sideband frequency components in an identical manner, thereby producing no change in the relative magnitude or phase of the detected vector components. Furthermore, for moderate lengths of commonly available transmission cables, the dispersion effect is quite small and can generally be neglected. This has been confirmed in simple tests wherein an additional 50 feet of RG-98/U cable has been inserted between the resonator and the reflectometer bridge; a deviation of less than \( 5 \times 10^{-6} \) has been observed, and without using extreme care in adjusting the hybrid termination.

**Application Areas**

It is believed that the frequency domain reflectometer outlined here will facilitate frequency measurements of quartz resonators that would otherwise be expensive and difficult to perform by self-oscillator, vector voltmeter, impedance bridge, DDS network, or other methods. It can therefore have important application in basic investigations of resonator behavior, including: frequency-temperature dependence (static); effects of thermal shock; hysteresis and "retrace"; arcing phenomena; direct and indirect amplitude-frequency effects; multimode excitation behavior; activity dips and bandbreaks; radiation and extreme environment effects; and measurement with non-contacting electrodes (e.g., BVA resonators).

The method should also have applicability in various monitor and control functions during crystal fabrication; plate-to-frequency control; turning point determination; TCF/TCXO calibration; product burn-in and quality assurance; and measurement with non-contacting electrodes.
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SUMMARY

Spectral width measurements and frequency stabilizations of AlGaAs lasers were carried out, and their applications were demonstrated. It was shown that the spectral width can be reduced as narrow as 1MHz. A stabilized Fabry-Perot interferometer, absorption spectra in H$_2$O and $^{133}$Cs were used as frequency references to improve the long-term (>> 1s) frequency stability. The minimum of the square root of the Allan variance $\sigma_{\Delta f}$ in these experiments were $2.0 \times 10^{-12}$, $1.1 \times 10^{-12}$, and $1.4 \times 10^{-12}$ (at $t = 100s$), respectively. For the laser with an external cavity, the minimum of $\sigma_{\Delta f}$ obtained was $3.5 \times 10^{-12}$ (at $t = 100s$). Several experiments were carried out to improve the short-term (< 1s) frequency stability, and power spectral density for frequency fluctuations was reduced to less than $10^{-7}$ at that of free running lasers for the Fourier frequency range lower than 1MHz.

An Allan Variance real-time processing system (AVRPS) was developed for frequency stability measurements, and optimal frequency control was carried out by using this apparatus.

As an application of frequency stabilized lasers, the precise wavelength measurements of the H$_2$O absorption spectra were demonstrated, in which the preliminary results of $864.8737 \pm 0.3000MHz$ for $\nu_4$ (3) line was obtained. Furthermore, a brief comment on the preparation of optical pumping experiments for Al and Ce was given.

1. INTRODUCTION

Performances of semiconductor lasers have been remarkably improved by the demand of the optical communications industry. Recently, single longitudinal mode, CW oscillation at room temperature has been realized. The price of such lasers has been reduced as well as $1MHz$. These lasers are readily oscillated in the transverse, and the coherent lights of Coax and LiNbO$_3$ waveguides are obtained by AlGaAs lasers and InGaAsP lasers, respectively. The frequency of this kind of lasers oscillates in the wavelength region. The semiconductor laser may be potentially used not only in m scars in communications, but in many fields of applications, e.g. laser spectroscopy, optical pumping, frequency and length standards, gas analysis, laser radar, airborne system, etc. For these applications, however, it is still a performance such as spectral width, mode structures, FM and AM noise, etc. have to be understood. If these performances are not sufficient enough for these applications, they must be improved by external optical components and electronic circuits, or by manufacturing thoroughly new type of semiconductor lasers. For example, long-term frequency stabilities of these lasers have to be improved for high resolution laser spectroscopy and short-term frequency stabilities have to be considerably improved for heterodyne-type optical communications. For these applications, the stabilities of semiconductor lasers are still considerable low.

In this paper, recent results on frequency stabilization of AlGaAs lasers, with the particular emphasis for new possibilities of applications, will be discussed.

... Note: AND SPECTRAL WIDTH

In the present test, linearly cut, transplanar GaAs-type AlGaAs lasers were employed. As an initial check for the present work, the intensity fluctuation and spectral width were measured. The temperature at the heat sink for the laser was kept at room temperature with the fluctuations of 2°C and the laser was driven by a current-regulator. The temperature coefficient of the laser was 0.002°C. The power spectral density of the intensity fluctuation was obtained at 1Hz, and the frequency fluctuations were measured by a stable Fabry-Perot interferometer, and the results are shown in Fig. 1. In this figure, it is seen that power spectral density falls between $10^{-9}$ and $10^{-11}$ for the whole range of Fourier frequencies.

Figure 1 shows the spectral width of the laser measured by a laser Fabry-Perot interferometer. The value of the spectral width $W$ decreased with increasing the incident current. It is well known that 1 is gradually increased for the theoretically estimated value, which is represented by $13Na^2W$, where $\nu$ is the spectral width of the cavity, $h$ is the photon energy, and $N$ is the laser power, respectively. In this figure, $\nu$ is reduced as narrow as 1MHz, which means that laser is...
The refractive frequency shift in a can be 

\[ \Delta n = \frac{1}{V} \Delta T \]

where \( \Delta n \) is the change in refractive index, \( V \) is the volume of the cavity, and \( \Delta T \) is the temperature change. \( n_1 \) and \( n_2 \) are the index of refraction of the two materials, respectively.

To stabilize the output frequency of the laser, it is necessary to stabilize the temperature of the cavity. This can be achieved by using a Peltier element. The Peltier element allows the temperature of the cavity to be changed by applying a voltage. The temperature change \( \Delta T \) can be calculated using the following equation:

\[ \Delta T = \frac{V}{\Delta n} \]

where \( V \) is the voltage applied to the Peltier element.

The stability of the output frequency can be improved by controlling the current. This is determined by that \( I_0 \), is a function of the temperature and the laser frequency. The power drift of the laser is induced by fluctuations in the temperature of the laser. Therefore, if the temperature is stabilized, the laser frequency can be stabilized. By controlling the current, the laser frequency is stabilized at the desired value, and the power drift is reduced.

The temperature fluctuation of the laser can be reduced by using a Peltier element. The Peltier element allows the temperature of the cavity to be changed by applying a voltage. The temperature change \( \Delta T \) can be calculated using the following equation:

\[ \Delta T = \frac{V}{\Delta n} \]

where \( V \) is the voltage applied to the Peltier element.

The stability of the output frequency can be improved by controlling the current. This is determined by that \( I_0 \), is a function of the temperature and the laser frequency. The power drift of the laser is induced by fluctuations in the temperature of the laser. Therefore, if the temperature is stabilized, the laser frequency can be stabilized. By controlling the current, the laser frequency is stabilized at the desired value, and the power drift is reduced.
because the stability of the interferometer is limited by that of the Lamb dip of the He-Ne laser. If no absorption lines of stable atoms or molecules are used as references, the apparatus may become simpler and higher stability can be expected. The authors started this stabilization scheme by employing H$_2$O molecules as the reference. It has been well known that H$_2$O has a combination tone of vibration spectra ($v_1, v_2, v_3$) = (2, 1, 1) around 0.8 mm. Though the absorption by the combination tone is weak in general, that of this band is exceptionally strong because it is coupled with ($v_1$, 1, 0) band by Carling-Dennison resonance. A great number of rotation structures can be found within this band, and they have been assigned by Baumann and Hecke. Figure 7 shows some of these lines around the wavelength of AlGaAs lasers. It can be said from this figure that each laser can be tuned at least to one of those spectra even though the wavelengths of the lasers are individually distributed. It is expected that almost all of the lasers can be stabilized by using these spectra as references. Figure 8 shows the first and second derivatives of the linear absorption spectra observed. The H$_2$O absorption cell of 10 cm in length was used at room temperature, which means the H$_2$O vapor pressure of about 207 Torr. Figure 9(a) shows the simple experimental apparatus for stabilization used in Fig. 9(b), the third derivative of the spectra of $P(0)-L(1)$ line used as a reference, as shown. Figure 10 shows the frequency stability obtained, in which the curve A represents the result of stabilization. The minimum of $|\delta\nu|$ in this curve is $1.3 \times 10^{-11}$ at $\tau = 100$s. (7) The curve B represents the result of the previous experiment (the curve C in Fig. 6). Comparison between these curves shows that higher stability was obtained in the present method by a simpler apparatus.

In the stabilization method employing atomic or molecular spectra as references, the stability would depend on the S/N value of the signals, i.e., higher stability is expected by using a stronger absorption line. For such a strong absorption line, H$_2$O-di line at 780 nm was employed to improve the stability. Though it is not so easy to tune the laser frequency to the $D_2$ line because of the mode hopping, it can be highly stabilized if such a wavelength coincidence can be obtained. Fortunately, the authors found such a laser among their several CO$_2$ lasers, and wavelength coincidence was attained with the temperature of 24.6°C at the best rank. Figure 11 shows the linear absorption spectra and the first derivative line shapes. It can be seen that they have higher S/N values than those of H$_2$O spectra in Figs. 8 and 9. The quantum numbers $F$ in this figure are for the lower level ($5P_{3/2}$). The lines for different values of $F$ in the upper level ($5P_{3/2}$) are not resolved in this figure. The $^{87}$Rb absorption cell of 6 cm was used at room temperature. The corresponding vapor pressure is about 10$^{-5}$ Torr, and any buffer gas is not contained in it. Figure 12 shows the frequency stability obtained by locking the frequency at the center of the first derivative of $\nu$. This cell has been used for Rb atomic standard.

The $D_2$ line. The minimum of $|\delta\nu|$ in this figure is $1.4 \times 10^{-12}$ at $\tau = 100$s. (8) By comparing it to that by H$_2$O spectra, it can be said that higher stability was obtained, as expected. The authors are now preparing to use the saturated absorption spectra in $D_2$ line as references to improve the stability. Figure 13 shows the saturated absorption spectra. The spectral width in this figure is 52.7 MHz, which is consistent with the value estimated from the radiative life time of $5P_3/2$ level (207ns). Six saturated absorption lines and six cross-resonance lines should be seen on the Doppler broadened profile in this figure because the upper and lower levels for $D_2$ line have four and two sublevels, respectively. However, only two lines can be seen in this figure. The cause of this discrepancy is still now under investigation. It is expected that the $\nu_{D_2}$ stabilized lasers with such a high stability can be used as powerful tools for Rb atomic standards.

The frequency tunable range of the laser used above was limited by the mode hopping phenomenon, as mentioned before. One way of overcoming this phenomenon is to use an external grating. The authors just followed this method and have obtained preliminary experimental results. Figure 14 shows the experimental apparatus. All of the experiments described in this paper, the authors used CO$_2$ lasers, however, in this particular experiment, a transverse junction stripe (TJS) laser was used. The cleaved facet of this laser was AR coated and its reflectivity was reduced as low as 14%. A grating was placed at 5 cm away from the facet to pick out one of the longitudinal modes. Several longitudinal modes were separately picked out by rotating the grating. The frequency of each mode was tuned for 1-3 MHz by translating the position of the grating, and was stabilized by using a stable Fabry-Perot interferometer as a frequency reference. Figure 15 shows the result. Comparison between the curves A and B tells us that the stability of the free running laser is improved by using the external grating, which is because the longitudinal mode competition is suppressed and the cavity $\gamma$ value is increased. The curve $\gamma$ represents the result of stabilization, and the minimum of $\gamma$ on this curve is $\gamma = 1.2 \times 10^{-12}$ at $\tau = 100$s.

The stabilities of other longitudinal modes were almost the same as that shown by the curve $\gamma$.

5. IMPROVEMENTS IN SHORT-TERM FREQUENCY STABILITY

In 4., several experiments were carried out to improve the long-term frequency stability, i.e., the stability for 1-10 s. For application in heterodyne-type communications, high-speed optical measurements, etc., the short-term stability ($\tau \leq 1$s) of the lasers have also to be improved. In this case, even a simple Fabry-Perot interferometer made of a rigid fused quartz block can be satisfactorily used as a frequency reference. However, it is essentially necessary to extend the bandwidth of the servo controller as much as possible.

The stability for $\tau = 1$s was easily improved by increasing the cutoff frequency $f_0$ of the proportional amplifier in Fig. 5. The dependence of the stability on $f_0$ is shown in Fig. 16. (10)
In the figure, the highest stability was obtained at \( f = 3.0 \text{kHz} \), using the minimum of \( u \) was \( u = 2.1 \times 10^{-12} \) at \( t = 100 \mu \text{s} \).

To improve short-term stability for the laser, one needs to use different type of servo controller. Figure 17 shows the frequency characteristics of the unit of such a controller developed by the authors. The bandwidth was increased as high as 30kHz by connecting two differentiators \( Q_1 \) and \( Q_2 \) in parallel with the proportional amplifier \( P \), which were constructed by using faster operational amplifiers than those in Fig. 5. Figure 18 shows the power spectral densities \( S \) of frequency fluctuations of the stabilized laser obtained by this circuit. It can be seen that the value of \( u \) for the stabilized laser is about \( 10^{-11} \) of that \( u \) for a free running laser at higher frequency up to 1MHz and that this circuit is effective to improve the short-term frequency stability.

The work is now in progress and faster servo controller is being designed by using faster video amplifiers.

As described in this and previous chapters, improvements of long and short term stabilities have been carried out separately until now. As the next step, several experiments are now in progress to improve the stability for a wide range of wavelengths by combining both of these techniques.

APPLICATION OF MICRO COMPUTERS

It is quite favorable if the real-time measurement of frequency stability can be done when the laser is stabilized. Such a real-time measurement system can be inexpensively made by using microprocessors. Figure 19 shows the block diagram of an Allan variance real-time processing equipment which was developed by the authors for this purpose. It is then possible to find the condition of optimal control for frequency stabilization by using the A.2R. The appropriate gains and cutoff frequencies of the amplifiers in Fig. 5 are found to be the same as that the value of \( u \), measured by the A.R., will reveal the minimum value. Figures 20 and 21 show the experimental apparatus for optimal control and the result obtained by using this apparatus, respectively. It can be seen that the stability obtained by this method is higher than the method in which the gain and cutoff frequency of the controller are manually adjusted. Using this method, the conditions for optimal control are set to the highest frequency stability is maintained even when the working condition of the laser may change in time.

This system can be widely used not only for present study, but for other frequency standard lasers.

APPLICATION OF RF-LINKED FABRY-PEROT INTERFEROMETER

Frequency stabilized semiconductor lasers can be useful in many fields of applications. As an example, the authors are preparing the precise wavelength measurements of absorption spectra in the infrared region of organic molecules in the 1000 to 4000 \( \text{cm}^{-1} \) range. These wavelengths can be measured with the wavelength of He-Ne stabilized laser with that of a frequency stabilized He-Ne laser by using a pressure-scanned Fabry-Perot interferometer. As a preliminary result, the wavelength of \( R(2-3) \) line has been measured to be \( 8164.8737 \pm 0.0003 \text{nm} \).

As another example, the vibration-rotation spectra in several molecules can also be measured by InGaAsP lasers at 1.3 or 1.6 \( \mu \text{m} \), which may be used for pollutant gas monitoring system.

It has been proposed that AlGaAs lasers can be used for optical pumping of Rb and Cs beam atomic standards, and several experiments have already been carried out. For this particular study, it is very difficult to use commercially available lasers due to the mode hopping phenomenon. A specially designed semiconductor laser has to be made for this purpose. The authors are now preparing facilities for crystal growing to make DBR lasers with good wavelength selectivity for the optical pumping study. It is expected that these new lasers can be used also for the spectroscopy of the Rydberg states in alkali atoms.

8. CONCLUSIONS

Recent results on spectral width measurements and frequency stabilization of AlGaAs lasers were described. It was demonstrated that the spectral width can be decreased as narrow as 1 MHz. A stabilized Fabry-Perot interferometer, absorption spectra in H2O and 85Rb were used as frequency references to improve the long-term frequency stability. The minimum of the square root of the Allan variance in these experiments were 2.0 x 10^{-11}, 1.3 x 10^{-11}, and 1.4 x 10^{-12} (at \( t = 100 \mu \text{s} \)), respectively. For the laser with an external grating, the stability obtained was 3.2 x 10^{-12} at \( t = 100 \mu \text{s} \). Several experiments were carried out to improve the short-term stability, and the power spectral density of frequency fluctuations was reduced to less than 10^{-12} of that of free running lasers for the Fourier frequency range lower than 200 kHz.

An Allan variance real-time processing system (ARPS) was developed for frequency stability measurements, and optimal frequency control was carried out by using this apparatus. As an application of the frequency stabilized lasers, the precise wavelength measurements of the absorption spectra in H2O are prepared, and preliminary result of 8164.8737 ± 0.0003 \( \text{nm} \) for \( R(2-3) \) line was obtained. Finally, a brief comment on the preparation of optical pumping experiments for Rb and Cs was given.
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Fig. 1. Power spectral density of the frequency fluctuations. The threshold value is normalized to the injection current.

Fig. 2. Relation between spectral linewidth and injection current. The solid curve represents the theoretical value.
Free running

Frequency stabilized
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Fig. 3. Time dependence of the laser power.

Fig. 4. The experimental apparatus for frequency stabilization using the stabilized Fabry-Perot interferometer as a reference.

(a) The block diagram of the amplifier used for the servo controller.
(b) Frequency characteristics of the gain of the amplifier in (a).
Fig. 6. Experimental results. A: The frequency stability of the Lamb dip-stabilized He-Ne laser. B: The frequency traceability of the Fabry-Perot interferometer to the He-Ne laser. C: The frequency traceability of the semiconductor laser to the interferometer. D: The frequency stability of the stabilized semiconductor lasers estimated by the curves A, B, and C. E: The frequency stability of the free running semiconductor laser.

Fig. 7. The assignment and relative intensities of the principal lines in the (2, 1, 1) band of H₂O spectra.

Fig. 8. The first and second derivative signals of the absorption spectra in H₂O.
(a) Experimental apparatus for frequency stabilization by using H_2O spectra as a frequency reference. (b) The third derivative of the absorption spectrum in H_2O used as a frequency reference.

![Diagram of experimental apparatus](image)

**Fig. 9.**

![Graph of frequency stability](image)

**Fig. 10.** Frequency stability. The curves A and C represent the stability for H_2O-stabilized and free-running lasers, respectively. The curve B is for the result of the previous work (the curve D in Fig. 6.)

![Graph of linear absorption spectra](image)

**Fig. 11.** The linear absorption spectra of ^{85}\text{Rh}-D_2 line, and their first derivatives.
Fig. 12. Frequency stabilities of the $^{85}$Rb-stabilized (A) and free running (B) lasers, respectively.

Fig. 13. The first derivative signals of the saturated absorption spectra of $^{85}$Rb-D$_2$ line.

Fig. 14. Experimental apparatus for frequency stabilization of a TFS laser with an external grating.

Fig. 15. Frequency stability of the free running laser without an external grating (A), with an external grating (B), and of the stabilized laser with an external grating, respectively.
Fig. 17. Frequency characteristics of the gain of the amplifiers used to improve the short-term frequency stability (τ<1ms).

Fig. 18. Power spectral density of the frequency fluctuations. The amplifiers in Fig. 17 were used for stabilization.
Fig. 19. (a) The measurement system of the laser frequency stability. (b) The block diagram of the Allan variance real-time processing system.

Fig. 20. Experimental apparatus for optimal control for frequency stabilization by micro-computers.

Fig. 21. Frequency stability obtained by manual control (A) and by optimal control (B).
Summary

A study of fundamental linewidth broadening mechanisms in cw (GaAl)As diode lasers is presented. The linewidths were observed to increase linearly with increased reciprocal output power, which can be explained using a modified Schawlow-Townes theory. A power-independent broadening of the linewidth was also observed and has been explained as due to refractive index fluctuations resulting from statistical fluctuations in the number of conduction electrons in the small active volume of the devices studied. The range of linewidths for these devices can severely limit the utility of semiconductor lasers in various applications such as frequency standards, heterodyne communications, and fiber optical sensors. Significant performance improvements have been made by operating these devices in a stable external cavity.

The use of semiconductor diode lasers as high resolution spectral sources requires an understanding of the linewidth characteristics of these devices. Reported here is a study of the fundamental mechanisms which account for the spectral linewidth of cw single-frequency (GaAl)As diode lasers. The experiments were carried out on a number of Mitsubishi transverse-junction-stripe (TJS) and Hitachi channel-substrate-planar (CSP) lasers at 273, 195, and 77 K. The linewidths shown in Fig. 1 were observed to increase linearly with reciprocal output power at all temperatures. However, a power-independent contribution to the laser linewidth was also observed which increased in magnitude with decreasing temperature.

The experimental arrangement has been described elsewhere,3 The devices were thermally isolated in a Dewar to reduce temperature fluctuations to an insignificant level. Each data point for a particular power and temperature was the result of the integration of many Fabry-Perot interferometer scans using a computer. The output power was measured using a calibrated silicon photodiode, and a dual-grating (12,000 lines/mm) 3/4-micrometer spectrometer was used to verify single-frequency operation of the laser diode. Precautions against optical feedback were taken to avoid affecting the output of the devices. Injection current noise in the diodes was minimized by using a shielded lead-acid battery based passive component power supply incorporating a 500 kHz bandwidth filter network. Linewidth measurements were made using a scanning Fabry-Perot interferometer with a resolution of 3.5 MHz. The experimental data presented is for one particular TJS laser at 273, 195 and 77 K, and is representative of the typical performance of fifteen such diodes. The single-ended output power versus injection current characteristics for the diode lasers at each of the three temperatures was quite linear over the entire operating range.

The power-independent contribution to the laser linewidth is attributed to statistical fluctuations in the number of electrons in the small active volume of the devices which cause a refractive index fluctuation and hence a cavity frequency fluctuation. The output frequency fluctuation can be shown to be given by

\[ \Delta f = \frac{M \nu}{n} \left( \frac{\Delta n}{\Delta N} - N \right) \left( \frac{1}{c} \right) \Delta N, \]

where \[ \Delta f \] is the mean square fluctuation in the number \( N \) of electrons in the gain volume and \( \Delta n/\Delta N \) is evaluated at the laser frequency and at \( N \) equal to the number of electrons at laser threshold, \( N_e \). \( M \) is the mode filling factor, and \( c \) and \( F_e \) are the gain and cavity linewidths, respectively. The mean square fluctuation in electron number is assumed to be \( \Delta N \). By substitution of experimentally determined parameter values into Eq. (1), we get power-independent contributions of 2.2, 6.5, and 11.5 MHz at 273, 195 and 77 K, respectively, compared to observed values of 1.9, 5.2 and 8.4 MHz. The conventional theory of laser linewidth does not appear to include this power-independent limitation.

The power-dependent contributions to the laser linewidth are shown to be in agreement with a mechanism recently presented by Henry3 which is similar to the problem treated by Lax4 that occurs in detuned gas lasers, where the cavity resonance and optical transition frequencies do not coincide. In addition to the usual broadening caused by phase fluctuations arising from spontaneous emission events, there is an additional broadening which comes from a phase change associated with the laser field intensity change induced by spontaneous
emission. The carrier density and hence gain will fluctuate to restore the laser field amplitude to the steady state value. The change in the carrier density is accompanied by a change in the real part of the refractive index. The spontaneous emission factor is the ratio of spontaneous emission rate per mode to the stimulated emission rate per laser photon. By substitution of experimentally determined parameter values into Eq. (2), we get slopes of 67.2, 43.7 and 8.2 MHz mW at 273, 195 and 77 K, respectively, compared to observed values of 74.7, 36.7, and 9.28 MHz mW.

The broad range of linewidths for these lasers is fundamental and can severely limit their utility in various applications such as frequency standards, heterodyne communication and fiber optical sensors. External cavity operation of a semiconductor injection laser is attractive for a number of applications requiring spectral purity and frequency stability than can be obtained from a solitary laser diode, while offering tunability of the emission frequency through the use of dispersive cavity elements. Operating these lasers in an external cavity can substantially reduce the linewidth because of a higher cavity Q. A stable grating tuned external cavity without feedback stabilization has been operated with an RMS frequency jitter of 300 kHz in one second and a linewidth of less than 15 kHz for output powers of a few milliwatts and a 10 nm tuning range. An instrument limited 15 kHz heterodyne beat spectrum of two external cavity devices is shown in Fig. 2; the expected linewidth at 0.4 mW output power is about 400 Hz. This linewidth was limited by acoustic fluctuations of the external cavity structure. The measured amplitude noise spectrum was flat and down more than 40 dB in the range from 10 Hz to 2 GHz.

A new generation of external cavity devices incorporating feedback stabilization should have usable linewidths of less than 10 kHz and could tune continuously over the range 650-900 nm using GaAlAs and from 1100-1700 nm using GaInAsP.
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SHORT-TERM FREQUENCY STABILITY AND SYSTEMATIC EFFECTS ON THE RUBIDIUM 87 MASER OSCILLATOR FREQUENCY
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Summary

This paper presents an evaluation of the frequency stability achievable with a rubidium maser oscillator. The study takes into account the effect of the optical pumping rate, the bulb temperature, the coupling loop coefficient and the receiver noise. Systematic effects on the maser frequency are also considered. Experimental results show that their variations govern the frequency stability for averaging times longer than one second. Permitted excursions of the main maser parameters to achieve frequency stability better than $1 \times 10^{-16}$ are determined.

Key words: Rubidium, Maser, Allan variance, Buffer gas, Light shift, Cavity pulling, Frequency stability.

Introduction

The rubidium maser frequency stability has been measured previously in the time domain for short averaging times and for long averaging times in the frequency domain. We present in this paper a theoretical evaluation of the possible performance of this type of oscillator taking into account the fact that the maser line is inhomogeneously broadened. Optimum conditions are established on the main maser parameters and the theoretical expression for the short term frequency instability is calculated according to realizable configurations. The systematic effects on the maser frequency were also considered in previous works. We review here these effects adding to their contribution some undiscussed sources.

Short-Term Frequency Stability

Two-sample variance (Allan variance)

The short-term frequency stability of a maser oscillator, expressed in the time domain by the two-sample variance (Allan variance) is given by

$$\sigma^2(\tau) = K_{-2} \tau^{-2} + K_{-1} \tau^{-1}$$

with

$$K_{-2} = \frac{4kT}{P_0} \left( \frac{3f_o}{8\pi^2} \right)^2 \left[ 1 + (F_r - 1) \frac{290 (1 + \beta)}{T} \right]$$

and

$$K_{-1} = \frac{4kT}{P_0} \frac{1}{6} \frac{1}{Q T}$$

The first term is a white phase noise and the second term is a white frequency noise. In these relations: $P_0$ is the atomic power, $\nu_m$ and $Q_2$ are the maser frequency and the atomic line $Q$, $S$ is the measurement system cut-off frequency, $T$ is the maser temperature, $k$ is Boltzmann constant and $\tau$ is the averaging time. The frequency stability relation shows that in order to improve the maser performances, one has to increase the atomic power, to couple-out more power and to increase the atomic line $Q$.

Atomic power

The rubidium maser has an inhomogeneously broadened line since the atoms are confined, by a buffer gas, to a restricted volume and they experience interactions that depend on their location in the active medium. One can show that the power delivered by the atoms to the microwave cavity containing the medium is given by

$$P = \frac{2\hbar n a b^2 A(\gamma)}{\gamma_1 (1 + \gamma_2) + \gamma_2 (\omega_a - \omega)^2 + b^2 (1 - \beta(\gamma))}$$

where $\hbar$ is Planck constant divided by $2\pi$, $\gamma$ is the optical pumping rate, $\gamma_1$ and $\gamma_2$ are the population and coherence relaxation rates respectively, $b$ is proportional to the stimulating field value and $\omega_a$ is its angular frequency, $\omega$ is the angular frequency of each atom and $n a$ is the atomic density. $A(\gamma)$ and $\beta(\gamma)$ are two functions of the optical pumping rate and relaxation rates as defined in reference 1.
Oscillation occurs when the atomic power compensates the power dissipated in the cavity and the power coupled out. To evaluate the oscillation power one has to solve equation 4. This equation is an integral equation since the stimulating field and the optical pumping rate are functions of the atomic power. Numerical solutions are obtained by standard method 3 and we give in figure 1 the atomic power as a function of the optical pumping rate at the entrance of the bulb, \( P_a \), for three cavity temperatures (45°C, 55°C and 65°C) and two different coupling coefficients (0.1 and 0.5). We see that the maser oscillates over a limited range of optical pumping rates when all the other parameters are kept constant and that an optimum can be reached. Also noted, the power could increase with the temperature of the cavity (or the atomic density) but more pumping (light intensity) would be required.

Our actual set up limits the value of \( \omega_0 \) to 3000 \( \omega_0 \) or less so the maximum operable cavity temperature is around 60°C and the delivered power is in the order of \( 10^{-2} \) W. The maser behavior shown in figure 1 has been observed with corresponding devices 4 and gives great confidence on the mathematical model used.

In figure 2, we evaluate the atomic power and the received power as a function of the coupling coefficient; the two powers being related as:

\[ P = \frac{P_a}{\sqrt{K_0^2 + 1}} \]

(5)

We see that the atomic power decreases steadily when the coupling coefficient is increased from zero while the received power (coupled out power) increases at low \( \omega \) values, reaches a maximum and decreases for high \( \omega \) values. This fact implies that the value of \( \omega \) should be adjusted to a value that minimizes the white phase noise contribution, \( K_2 \) (equation 2), without increasing too much the white frequency noise contribution, \( K_1 \) (equation 3).

Noise contributions

The white phase noise and the white frequency noise contributions can be deduced from equations 2 and 1 when the maser power is known. Figure 3 shows the square root of each term as a function of the optical pumping rate for two values of the coupling coefficient (0.1 and 0.5). We indicate the square roots because they represent the asymptotic value of the published frequency stability (see next section). We observed that minima are reached. These minima are not too critical on the value of \( \omega_0 \) when a small coupling coefficient is chosen but the corresponding values differ for the two types of noise. These contributions where evaluated with the following parameters:

\[ K_0 = 4.0 \ (\text{GHz}), \ K_1 = 10 \ (\text{GHz}) \]

They are around \( 1 \times 10^{-14} \) and \( 2 \times 10^{-14} \) respectively.

Overall short-term frequency stability

The overall short-term frequency stability is calculated while considering the two noise contributions together. Since the published data for the stability, in the time domain, is the two standard deviation, we must consider the relation:

\[ \sigma(t) = \sqrt{K_2 \omega_0^2 + K_1 \omega_0^2} \]

(6)

Computation of this relation gives the values indicated in figure 4 for three values of the cavity temperature (318 K, 328 K and 338 K). The values indicated are mean value of the two that minimize \( K_2 \) and \( K_1 \) respectively. The coupling coefficient is set at 0.1. The curves show that the white frequency noise dominates the white phase noise contribution for averaging time longer than one second. The frequency stability is of the order of \( 10^{-13} \) at 1 second. It is important to notice here that these results are obtained without normalization factor. They are predicted values deduced from the maser model evaluated with typical parameters.

The data shown of figure 4 are typical results: the crosses are from recent measurements and the circles are data taken from reference 2. We see that the very short term frequency stability is close to the predicted value but for long averaging times, the discrepancy is significant. Although the existence of the white frequency noise has been observed on this type of maser 5, neither source of frequency instabilities dominates and the theoretical model has to be modified in order to explain the observation.

Systematic Effects on the Maser Frequency

Maser frequency

The frequency of a Rb maser depends on the resonant frequency of the atomic system and the tuning of the microwave cavity that contains the electromagnetic field. We can estimate that a small atomic interaction will shift the resonant frequency and broaden the line 6. The atomic frequency \( \nu_a \), can be written

\[ \nu_a = \nu_0 + \frac{\Delta \nu}{1 + \gamma \nu_0} \]

where \( \nu_0 = 6,816,682,612.8 \times 10^9 \text{ Hz} \) is the unperturbed hyperfine frequency and \( \Delta \nu \) represents the frequency shift associated with each interaction.
The full linewidth can be defined as a sum:

$$\Delta \nu = \Delta \nu_0 + \Delta \nu_i$$

(8)

where $\Delta \nu_i$ is the contribution from each interaction and $\Delta \nu_0$ includes the natural linewidth and the contribution from non-explicitly considered interactions. In terms of the coherence relaxation rate, the full-width can be written:

$$\Delta \nu = \frac{1}{T_1 (o, 0 + \frac{1}{2} \frac{1}{2})}$$

(9)

where $\Delta \nu_0$ and $\Delta \nu_i$ correspond respectively to $\Delta \nu_0$ and $\Delta \nu_i$.

Frequency shifts

The main frequency shifts encountered come from the static magnetic field, the buffer gas, the pumping light, the spin exchange and the cavity pulling. For each, we evaluate the nominal value under usual operating conditions, specify the relative variation of $10^{-15}$, and $\Delta \nu_0$ is the pressure coefficient, $\Delta T$ is the cavity temperature offset from a reference temperature value.

**Magnetic field**: A static magnetic field is used to establish a quantum axis. The field independent transition is shifted, at low field level, by an amount:

$$\delta B = 5.74 \times 10^{-15} R$$

(10)

where $R$ is the magnetic induction given in Tesla. The usual field value is $10^{-4}$ T and the corresponding shift is $5.7$ Hz or $8.2 \times 10^{-15}$ in relative value.

**Variation of this shift are expressed by**:

$$d \delta B = 11.8 \times 10^{-15} dB$$

(11)

At this field level, a variation of $0 \times 10^{-15}$ T on the $R$-field is required to produce a relative shift of $10^{-15}$. Such a variation may result from a change in the d.c. current producing the field or a change in the residual field from the ambient. For example, a shielding factor of 172 of 67,000 is required to bring to this level a change of 10% of the natural magnetic field.

**Buffer gas**: A buffer gas is used to reduce the Doppler width of the transition and to improve the pumping efficiency by quenching the scattered light. The frequency shift associated with the interaction of rubidium atoms and buffer gas atoms can be expressed, to the first order in temperature $T$:

$$\Delta \nu_0 = (8' + 5 \Delta T) P$$

(12)

where $P$ is the pressure coefficient, $\Delta T$ is the temperature coefficient. This pressure coefficient has been used in order to maximize the maser gain.

For this gas, the pressure coefficients are $c' = 538$ Hz/torr and $\delta = 0.03$ Hz/C/torr. The resulting shift is $(5918 + 5.83 \Delta T)$ Hz.

In our actual operating conditions, a variation of $L = 10^{-5}$ C on $T_0$ or $1.3 \times 10^{-1}$ torr on $P$ gives a relative variation of $10^{-15}$ on $\Delta \nu_0$. Such a variation on $P$ can result from a change of the bulb volume occurring, for example, because of a permanent pressure change.

**Pumping light**: Population inversion is achieved through optical pumping. A frequency shift exists when the frequency of the incident photons does not coincide with the frequency of the absorbing atoms. A phenomenological way to express this shift is:

$$\Delta \nu_{op} = \frac{1}{T_0}$$

(13)

where $T_0$ is the maximum intensity of the light spectrum and $\nu$ is the light shift coefficient. The latter takes into account the spectral distribution of the pumping light and the spectral distribution of the absorption coefficient. Nominal values are: $T_0 = 10^5$ photons/s Hz cm$^{-2}$ and $\nu = -0.5$ Hz$^{-1}$ of $T_0$ consequentely $\Delta \nu_{op} = -30$ Hz.

Variation of this shift is expressed simply by:

$$d \Delta \nu_{op} = \nu d T_0 + \frac{1}{T_0} dx$$

(15)
The value of $I_{oo}$ can vary under change in the transmission of the isotopic filter (change of temperature, deposit of a Rb film) c. a change in the emitted power (lamp temperature, excitation power). Variations of $\Delta v$ are mainly due to the temperature of the isotopic filter (shape of the spectrum, frequencies of the pumping light) and the transmission conditions through the active cell (atomic density, atomic power). Although the evaluation of this frequency shift and its variations is fairly complex, we can specify, from previous studies\textsuperscript{15,16}, that $I_{oo} \Delta v/3T_0 \approx 0.23 \text{ Hz}/^\circ \text{C}$ and $\Delta v/3T_0 \approx 0.5 \text{ Hz}/^\circ \text{C}$ which indicates that a variation of $10^{-4}$ on the isotopic filter temperature will shift the maser frequency relatively by $1 \times 10^{-14}$.

Spin exchange: The spin exchange shift is proportional to the population difference between the two maser levels. Under steady state conditions, it turns out to be approximately:

$$\Delta v_{es} = -\frac{1}{2\pi} C \gamma_2$$

(16)

where $C$ is the spin exchange shift constant\textsuperscript{2} and $\gamma_2$ is the atomic full-width. The nominal value of this shift has not been measured yet, but is estimated to 1 Hz according to H-maser value. A variation of this shift should be attributed to a change in the atomic linewidth. It will be disregarded in this study.

Cavity pulling: The cavity pulling arises from off-tuning, $\Delta v$, of the microwave cavity; its contribution can be written as:

$$\Delta v_{cp} = \frac{Q_{cl}}{Q_l} \Delta v$$

(17)

where $Q_{cl}$ is the loaded cavity $Q$, and $Q_l$ is the atomic line $Q$. In terms of the coherence relaxation rate, equation 17 becomes:

$$\Delta v_{cp} = \frac{Q_{cl}}{\nu_a} \Delta v \frac{C}{\gamma_2}$$

(18)

This shift is proportional to the full linewidth and a certain compensation can be realized with the spin exchange shift (eq. 16). In usual conditions $Q_{cl} < 10^7$, $Q_l > 5 \times 10^5$, so for $\Delta v_c = 500 \text{ Hz}$, $\Delta v_{cp} = 0.3 \text{ Hz}.$

Variations of the cavity pulling effect are evaluated from the relation:

$$d \Delta v_{cp} = \frac{\Delta v_{cp}}{Q_l} dQ_{cl} - \frac{Q_{cl}}{Q_l} \Delta v + \frac{Q_{cl}}{Q_l} d\Delta v$$

(19)

The first two terms can be made small by a proper tuning of the cavity\textsuperscript{7}. A change in $Q_{cl}$ can be associated with a deposit of Rb film on the bulb surface and depends on the cavity temperature. The cavity offset will vary with the temperature and a coefficient of $-3 \text{ KHz}/^\circ \text{C}$ is typical. Also, the stability of the mechanical tuner and of the temperature of the output loop have to be considered. Finally the line $Q$ changes if the width or the coherence relaxation rate, $\gamma_2$, changes. The value of this rate is approximately $300 \text{ s}^{-1}$ and results mainly from spin exchange, pumping light and buffer gas and a change in these contributions will affect the line $Q$. After substitution in equation 19 of the known perturbation, we deduced that a relative frequency shift of $1 \times 10^{-14}$ can be produced by a change of $4 \times 10^{-5}^\circ \text{C}$ on $T_c$ or 0.1% on $I_{oo}$.

From this study on the systematic effects on the frequency of the actual maser, we retain that the temperature of cavity has to be regulated to $10^{-5}^\circ \text{C}$, the isotopic filter temperature to $10^{-7}^\circ \text{C}$, the magnetic field to $10^{-10}$ T, the light intensity to 0.01% and the bulb volume should not changed more than $10^{-5}^\circ \text{C}$ if the fractional frequency variations are to be less than $1 \times 10^{-14}$.

Possible Improvements

The systematic effect most difficult to overcome is the maser frequency dependence on the cavity temperature. Fortunately, a partial compensation between the cavity detuning effect and the buffer gas shift is possible\textsuperscript{15} and the absolute value of the buffer gas shift coefficients can be adjusted using a mixture\textsuperscript{16}. Methane and nitrogen in the ratio $P_{CH_4}/P_{N_2} = 0.475$ at a total pressure of 12 torr should give the right compensation and leave a high maser gain\textsuperscript{15}.

A relative frequency shift of $9 \times 10^{-11}/\text{KPa}$ has been correlated to barometric pressure changes. The maser has then to be placed in a rigid, sealed, enclosure.

A four-layer magnetic shield and a two-oven regulator should be sufficient to reduce, to proper levels, the magnetic field and temperature variations of the ambient.

Finally, the light shift effect is not believed to be a limiting factor in the actual design but it may become so after improvements. It will be possible to limit its contribution by a proper choice of temperature at the sites of the lamp bulb, the filter cell and the active cell. Also, a light intensity automatic control system has shown to be effective\textsuperscript{7}.

We show in figure 5 a lay-out of a small Rb maser that will incorporate the conclusions of this study.
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![Graph showing the variation of the atomic power as a function of the optical pumping rate at the entrance of the bulb. Computation is done for three cavity temperatures (318 K, 328 K, and 338 K) and two output coupling coefficients (β = 0.1 and 0.5).](image)

Figure 1: Variation of the Atomic Power as a Function of the Optical Pumping Rate at the Entrance of the Bulb. Computation is Done for Three Cavity Temperatures (318 K, 328 K, and 338 K) and Two Output Coupling Coefficients (β = 0.1 and 0.5).
Figure 2. Variation of the Atomic Power, $P_a$, and the Received Power, $P_r$, as a function of the Coupling Coefficient, $\beta$. The Temperature of the Cavity is set at 328 K, the Optical Pumping Rate at the Entrance is 1238 Photons/Atom and the Unloaded Cavity Q is 32000.

Figure 3. Variation of the White Phase Noise Contribution, $K_2$ and the White Frequency Noise Contribution, $K_1$, to the Frequency Instabilities as Functions of the Optical Pumping Rate at the Entrance of the Bulb for Two Coupling Coefficients (0.1 and 0.5). The Temperature of the Cavity is set at 328 K.
Figure 4. The Rubidium 87 Maser Oscillator Short-Term Frequency Stability as a Function of the Averaging Time, \( \sigma_y \), for Three Cavity Temperatures (318 K, 328 K and 338 K). For Each Temperature Setting, the Optical Pumping Rate was Fixed to a Value that Optimizes Both Noise Contributions. The Points are Typical Experimental Data, the Crosses are From Recent Measurements and the Circles are from Reference 2.
Figure 5. Layout of a Small Size Rubidium 87 Maser. The main features are a four-layer magnetic shield, a two-oven thermal regulator and a barometric pressure enclosure. The unit is of the shape of a right cylinder of 0.3 m O.D. and 0.56 m long.
Abstract

Results of calculation and measurements on the light shift and buffer gas shift in passive rubidium frequency standards are reported. The light shift was measured for two configurations: the separated filter and the integrated filter approaches. A phenomenological analysis, which describes well the results obtained, is presented. Measurements of the frequency shifts created by various buffer gases—pure or mixture—are reported. A non-linear dependence of frequency versus temperature is observed. The results are compared to already published data and a simple analysis using an equation quadratic in temperature is used to explain those results.

Introduction

In optically pumped passive rubidium frequency standards, among others, two important systematic effects take place. 1) The light shift. This effect is caused by the optical pumping itself used to invert the population of the ground state of the rubidium atom. The frequency shift produced depends on the setting of many parameters such as lamp temperature, hyperfine filter temperature, if used, and resonance cell temperature. Since the light intensity may change with time, this effect may be a cause of frequency instability. 2) The buffer gas shift. The buffer gas is required to inhibit wall relaxation and Doppler broadening. However, collisions between buffer gas and rubidium atoms cause a shift in the hyperfine frequency of the rubidium atoms.

We would like to report briefly on some recent theoretical and experimental results relative to these two topics.

Light Shift

Two approaches have been used extensively in the optical pumping of rubidium frequency standards [1,2].

a) Separated filter approach. In that case a rubidium 8S hyperfine filter is inserted between the lamp and the resonance cell. The primary function of the filter cell is to create an asymmetry in the pumping spectral lines and consequently to make the optical pumping more efficient. However, that filter produces also a strong distortion of the spectral line profiles. The resulting effect is a frequency shift in the ground state hyperfine transition used for frequency control in the standard. The light shift is proportional to the light intensity:

\[ \Delta \nu_{LS} = \alpha_1 I_0 \]  

where \( \alpha_1 \) is the light shift coefficient and \( I_0 \) is the light intensity at the resonance cell. The coefficient \( \alpha_1 \) is essentially a parameter which is a function of the coincidence between the pumping lines and the resonance cell lines. As a first approximation we may take it as a linear function of the filter cell temperature over the narrow range of temperature studied [3]. On the other hand, we assume that the light intensity \( I_0 \), at the resonance cell, is a decreasing linear function of the filter cell temperature. We thus write:

\[ \alpha_1(t_F) = \alpha_2(t_F - t_0) \]  

\[ I_0(t_F) = I_0(t_0)(1 - K_F(t_F - t_0)) \]  

where \( t_0 \) is the temperature for which the light shift, \( \Delta \nu_{LS} \), is zero and \( K_F \) is a constant giving the fractional change in the intensity \( I_0 \) with the filter temperature. The light shift can thus be written as:

\[ \Delta \nu_{LS} = \bar{F}_0 (t_F - t_0)^2 \]  

where \( \bar{F}_0 \) is the filter cell temperature coefficient at \( t_F = t_0 \) where the light shift is zero. Figure 1 illustrates the effect for a filter cell containing 40 Torr of argon. The points are experimental while the solid line is a computer fit of equation (4) to the data. It is observed that the agreement between the theory and the experimental data is quite good and that the simple phenomenological theory outlined above explains quite well the experimental data. Similar results were obtained with filter cells containing argon at higher pressures. The results are summarized in table 1. It is observed that a reduction of the temperature coefficient is observed in filters filled with buffer gas at higher pressures.
b) Integrated filter approach. In that approach, the hyperfine filtering is done directly in the resonance cell. This is accomplished by using, in the resonance cell, natural rubidium which contains approximately 70% of rubidium 85. A typical result obtained with a resonance cell filled with nitrogen at a pressure of 9.5 Torr, is shown in figure 2. In that case the lamp contained a mixture of 50% rubidium 87 and 50% of natural rubidium. It is observed that there exist a light intensity for which the hyperfine frequency is essentially independent of the resonance cell temperature. These results can be explained as follows. The filtering effect that takes place in the absorption cell has associated with it a negative temperature coefficient of the same nature as the one observed in the case of the separated hyperfine filter technique. At 75 °C we expect this coefficient to be of the order of several parts in 10^{10} (negative) per °C, depending on light intensity. On the other hand, the buffer gas in the resonance cell creates a temperature coefficient which, in the case of nitrogen at a pressure of 9.5 Torr, is +7 x 10^{-10} per °C. These two coefficients are thus expected to cancel each other at least partly, and this is what is observed experimentally. However, we cannot go too far in this type of analysis because the light intensity is a function of the position in the cell. Consequently the integrated filter temperature coefficient is also a function of position and it cannot be cancelled completely by the buffer gas temperature coefficient which is homogeneous throughout the resonance cell. This appears to be the reason why, in figure 2, the lines do not cross at a single point.

**Buffer gas shift**

The buffer gases used to inhibit wall relaxation produce a frequency shift. This shift is temperature dependent. In the past, an equation, linear with temperature was used to explain the data[4,5]. We have found that an expression of the second degree in temperature was required if a better fit to the experimental data was desired. A typical result is shown in figure (3) for a cell containing nitrogen at a pressure of 40 Torr. The points are experimental while the solid line is a computer fit of the following expression to the experimental data:

\[ v = v_0 + P_\text{f} \delta_{\text{f}} + \delta_{\text{f}2} + \tau_{\text{f}}\Delta T \]  

(6)

\( P_\text{f} \) is the pressure at time of seal off; \( \Delta T \) stands for \((T_c - T_0)\), where \(T_c\) is the cell temperature and \(T_0\) is a reference temperature not higher than 60 °C. The coefficients \( \delta_{\text{f}} \), \( \delta_{\text{f}2} \) and \( \tau_{\text{f}} \) are respectively the zero, first and second order temperature coefficients measured at temperature \( T_0 \). Table 2 gives the most probable values of the coefficients for the buffer gases most often used. The values were obtained by making averages of published data [5,6,7]. The quadratic effect with temperature has also been measured in the case of mixtures of buffer gases with opposite temperature coefficients. A typical result is shown in figure 3, for a mixture of nitrogen and argon. The points are experimental while the solid line is a computer fit to the experimental data, of equation (6) applied to the mixture. It is quite clear that in such mixtures a zero temperature coefficient is possible only at a given temperature.

It is important to point out that in the case of buffer gas mixtures, systematic effects such as those introduced by the light shift described above, may become visible if great care is not taken to adjust the hyperfine filter temperature such as to make \( \tau_{\text{f}} = 0 \). Furthermore it is possible that in some cases, the residual rubidium 85 isotope, in the resonance cell has an effect on the light shift. In our sample of purified rubidium 87, the isotope 85 had a concentration of about 1%. It may then act as an integrated hyperfine filter. We have observed that our cells behave as if that effect was taking place. However, it is possible that inhomogeneous light shifts which are present at high temperatures may be responsible for the effects observed.

**Summary and conclusions**

In this article we have examined briefly two phenomena which take place in passive rubidium frequency standards: the light shift and the buffer gas shift. We have shown that regarding the light shift two approaches can be used: the separated and the integrated hyperfine filter approaches. It appears that in the integrated filter technique, both the temperature coefficient of the cell and the light shift can be made equal to zero if the proper buffer gas pressure is used. This, however, fixes the cell frequency. On the other hand more freedom relative to buffer gas mixtures and frequency setting exists in the separated filter approach. However, one is left with a strong temperature coefficient in the filter cell.

Concerning the buffer gas shift, we have shown that in the case of a mixture of buffer gases, the second order temperature coefficient cannot be neglected. Much care must be used in the filling of cells, otherwise a temperature coefficient different from the one desired may result.
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Figure 1. Variation of the Rubidium Resonance Frequency \( v_r \) as a Function of the Filter Cell Temperature \( t_F \). The Points are Experimental While the Solid Line is a Computer Fit of Equation (4) to the Experimental Data.
Figure 2. Integrated Filter Approach. Variation of the Rubidium Resonance Frequency with the Light Intensity. The Absorption Cell Temperature $t_c$ is the Parameter.
Figure 3. Variation of the Frequency of a Rubidium Cell Containing Nitrogen at a Pressure of 40 Torr. The Constant and Linear Terms have been Subtracted from the Data. The Points are Experimental While the Solid Line is a Computer Fit of Equation (6) to the Data.
Figure 4. Resonance Frequency of a Cell, Containing a Mixture of Nitrogen and Argon, as a Function of Temperature.
Table 1
Characteristics of the Three Separated Hyperfine Filters
Used as Determined by Means of a Computer Fit to the
Experimental Data. In this Table, $T_m$ is the Temperature
at Which the Minimum of the Curves Appears. Argon and
Rubidium 85 were used in the Hyperfine Filter Cells.

<table>
<thead>
<tr>
<th>P</th>
<th>$t_0$</th>
<th>$h_{00}$</th>
<th>$K_T$</th>
<th>$T_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>torr</td>
<td>°C</td>
<td>[Hz/°C]</td>
<td>[°C]^{-1}</td>
<td>[°C]</td>
</tr>
<tr>
<td>F-40</td>
<td>64.2</td>
<td>-1.31</td>
<td>$1.93 \times 10^{-2}$</td>
<td>90.1</td>
</tr>
<tr>
<td>F-80</td>
<td>67.0</td>
<td>-1.27</td>
<td>$2.1 \times 10^{-2}$</td>
<td>90.8</td>
</tr>
<tr>
<td>F-120</td>
<td>70.8</td>
<td>-1.08</td>
<td>$2.4 \times 10^{-2}$</td>
<td>91.6</td>
</tr>
</tbody>
</table>

Table 2
Average Value of the Buffer Gas Coefficients
Reported in the Literature, Including Measurements
Made During the Cause of the Present Study.

<table>
<thead>
<tr>
<th>$\beta_{os}$</th>
<th>$\delta_{os}$</th>
<th>$\gamma_{os}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Hz/torr] $T_o = 333$ K</td>
<td>[Hz/°C/torr]</td>
<td>[Hz/°C^2/torr]</td>
</tr>
<tr>
<td>Argon</td>
<td>-59.7</td>
<td>-0.32</td>
</tr>
<tr>
<td>Krypton</td>
<td>-593.5</td>
<td>-0.57</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>547.9</td>
<td>0.52</td>
</tr>
</tbody>
</table>
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Summary

Single mode semiconductor lasers are available with free-running noise characteristics comparable to single mode gas lasers but demonstrate a \( 1/f \) dependence. The free running laser diode emission is spread over several MHz with significant frequency instability. Small amounts of feedback on the order of \( 10^{-7} \) to \( 10^{-5} \) enhance laser emission as the line is observed to narrow to approximately 100 kHz accompanied with a substantial increase in frequency stability. Greater amounts of feedback cause rapid deterioration of the emission characteristics.

We have investigated single mode GaAlAs semiconductor lasers emitting at 830 nm for use as possible sources in fiber optic sensor systems. These lasers have been characterized in terms of spectral quality, intensity noise and frequency stability. A list of the various lasers including laser structure and special features is shown in Table I.

Table I Lasers tested including laser structure and special features.

<table>
<thead>
<tr>
<th>Laser Type</th>
<th>Special Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBBH</td>
<td>Window Index Guided</td>
</tr>
<tr>
<td>F/GSP</td>
<td>Gaussian Profile Gain and Index Guided</td>
</tr>
<tr>
<td>F/WSG</td>
<td>Strong Laser Index Guided Weak Gain Confinement</td>
</tr>
<tr>
<td>F/G</td>
<td>Gain and Index Guided</td>
</tr>
<tr>
<td>F/H</td>
<td>Index Guided Low Threshold</td>
</tr>
<tr>
<td>F/B</td>
<td>Index Guided High Current Density Capability</td>
</tr>
</tbody>
</table>

While each laser is limited to a single longitudinal mode each type of laser structure has unique spectral characteristics. These lasers can be separated into two broad categories. Those in which the light beam is guided strictly by the waveguide refractive index, called index guided lasers, and those in which the light beam is formed by the distribution of the gain in the active medium. All of the above lasers, except the Buried Heterostructures (BH), fall into the latter category. The channel substrate planar (CSP), the Gaussian substrate planar (GSP), the transverse junction-stripe (TJS), and the proton bombarded buried stripe (PBB) all use index guiding transverse to the plane of the junction to eliminate all but the fundamental transverse mode and allow the pumping medium, such as electron flow, to determine the lateral beam dimensions. This kind of design allows higher output power with less waveguide material damage. The primary difference between these two categories of lasers, as far as will be discussed in this paper, is the emission characteristics in the presence of optical feedback. In general, however, in the free running mode (no optical feedback) all of these lasers show similar characteristics in emission linewidth, intensity noise, and frequency stability.

The intensity stability of the lasers was measured by radiating a photodiode with the laser. The noise voltage developed across the load resistor \( R \) of the photodetector (running photoconduc-tively) by the current is given by

\[
\frac{dV}{dI} = R \frac{dI}{dI} 
\]

where \( I' \) is an rms broadband noise source normalized to a \( 1 \) Hz bandwidth. Since the photodetector is a square-law device, the voltage is proportional to the intensity or square of the light amplitude

\[
V = I = |A|^2
\]

If this is treated as an optical power, the noise or intensity stability may be written in \( \text{dB} \) as:

\[
\frac{dV}{dI} (\text{dB}) = 10 \log \left( \frac{dV}{dI} \right)
\]

All of the work reported here, unless otherwise stated, was done with a \( 10 \) k \( \Omega \) load and normalized to a \( 1 \) Hz bandwidth.

Shown in Fig. 1 is a plot of the intensity stability of several types of semiconductor lasers.
shown as a solid line is the light output characteristics of the laser clearly demonstrating the laser threshold. Figure 2 shows data taken for the low noise CSP laser demonstrating the decrease of noise with forward driving current above threshold.

The emission linewidth of the lasers varied widely, but all was on the order of 10 to 100 MHz. The frequency stability of these devices was measured by means of an unbalanced Michelson interferometer. Frequency jitter in the laser source is observed as an amplitude noise at the output of an unbalanced Michelson interferometer. Data showing the frequency fluctuations in a typical CSP laser is shown in Fig. 3, where the frequency fluctuations were observed with a 2 cm optical pathlength difference. All measurements are normalized to a 1 Hz bandwidth.
with a time delay of 4 μsec corresponding to a frequency resolution of approximately 100 kHz. The direct optical signal was divided by a 3 dB beam splitter with one arm frequency shifted by means of an acousto-optic modulator operating at 90 MHz. The two beams were fed into a single mode fiber with the frequency shifted light traveling in a short piece of fiber while the other arm provided a 4 μsec delay. When the output of these two fibers were recombined at the avalanche photodetector a frequency resolution of about 100 kHz was possible. Measured data shown in Fig. 5 are normalized to the free running (no feedback) laser linewidth. In all cases, the feedback phase angle was adjusted to obtain a minimum linewidth. Linewidth was found to vary with both amplitude and phase of the feedback. The linewidth reduction assuming maximum phase coupling, can be calculated by using a model developed in Goldberg et al. \(^1\) where the full width half max linewidth is given by

\[
\Delta \lambda_{1/2} = \frac{\Delta \lambda_0}{(1 - \gamma)^{1/2}}
\]

and

\[\gamma = \frac{1 - R_f \delta L}{R_1 \pi}
\]

where \(\Delta \lambda_0\) is the free running linewidth, and \(R_f\) the laser facet reflectance, \(\delta\) is the external reflectance, and \(L\) the external cavity length with \(L\) the diode laser cavity length. The solid line in Fig. 5 is the calculated linewidth using eqs. 4 and 5.

Accompanying the reduction in linewidth for feedback in this region is an increase in frequency stability. Figure 6 shows data taken for two different laser structures, CSP and BH, respectively. The frequency instability (exhibited as an amplitude fluctuation in an interferometer) was measured using a Fabry-Perot interferometer (FP)

**Fig. 4** Dependence of the relative frequency fluctuations with forward driving current.

**Fig. 5** Optical feedback induced line narrowing using a 60 cm external cavity.

provide feedback. The emission linewidth was measured using a delayed self-heterodyne technique. \(^1\)

**Fig. 6** Optical feedback reduction of frequency fluctuations.
in a non-scanning mode. The FPI mirror separation was controlled piezoelectrically and held at about 0.70 of the resonance peak. In this configuration, wavelength fluctuations of the laser source are observed as relatively large fluctuations in the FPI transmission intensity. In Fig. 6, the upper curve for each laser was taken with no feedback while the lower trace was taken with a feedback of $10^{-5}$. The FPI free spectral range is 8.8 GHz with a finesse of 50. A reduction by a factor of approximately 10 was seen for each laser.

Although linewidth has been observed to decrease with forward drive current in external cavity diode lasers, frequency stability does not seem to improve as was seen in the data presented in Fig. 4.

As feedback is increased beyond $10^{-4}$ linewidth is observed to increase in nearly all lasers. A complicating this is a rapid deterioration of the spectral characteristics including an increase in intensity noise as the light feedback from the external cavity causes the laser to switch longitudinal modes. This kind of performance was observed to be quite pronounced for gain guided lasers as small increases in light feedback caused self pulsation to occur. The self pulsation creates satellite modes spaced on the order of 3 to 5 GHz from the fundamental as seen in Fig. 7 for a CSP laser. As the amount of feedback is increased the amplitude of the satellite modes grow and higher order harmonics begin to appear. The frequency spacing of these modes are observed to be current dependent, but vary between 2 to 5 GHz for feedback greater than $10^{-3}$ the laser goes multimode and the linewidth quickly broadens from the free running linewidth of a few MHz to over 10 GHz. The data presented in the lower portion of Fig. 7 shows the maximum obtainable intensity fluctuations in dB as a function of feedback. Each data point represents the maximum noise obtainable by varying the phase and holding the amount of feedback constant. Both the minimum and maximum obtainable noise is plotted. This data indicates that as the spectral qualities of the laser deteriorates, with a substantially broadened intensity line, and with more output spread into higher order longitudinal modes, interaction between the laser output and the light feedback decreases and the maximum amount of noise obtainable begins to decrease. However, the minimum noise decreases to a point where the two become equal and the noise together to the value of the free running laser feedback case as the feedback increases beyond $10^{-1}$.

A second method for reducing frequency fluctuation makes use of a current feedback scheme. In this method, a reduction in frequency fluctuations by three orders of magnitude has been proposed at low frequencies (<5 Hz) and by a factor of 4 at 250 Hz. A schematic diagram of the method is shown in Fig. 8. Light output from the laser is collimated and split two beams. One beam is directly monitored by a large area photodiode and analyzed by a spectrum analyzer which is used to measure the amplitude noise. The other beam is incident on a Fabry-Perot interferometer.
have caused the emission linewidth to narrow by a factor of $10^{-3}$ to on the order of 100 kHz. This spectral narrowing is accompanied by a reduction in frequency fluctuations by a factor of 10. For greater amounts of feedback, self-pulsations can be initiated in gain guided devices, causing side bands to appear in the emission characteristics. The side bands are spaced in frequency 1 to 5 GHz from the fundamental and this frequency spacing is seen to be dependent upon forward driving current values. With this amount of feedback, the laser has been observed to have increased modal noise as well as eventual multi longitudinal mode emission.

A method of reducing frequency fluctuations is on the order of 2.5 orders of magnitude at low frequencies ($f < 50$ kHz), was described and the results shown for low frequencies.
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2. It should be noted that in all papers referenced from the sensor community the noise measurements are regarded simply as an ac voltage referenced to a normalized 1 volt dc output, therefore Eq. 3 is written:

$$\frac{dV}{V} \text{ (in dBV) } = 20 \log \left( \frac{dV}{V} \right) \quad (RI)$$

3. When the intensity noise is calculated as a noise voltage from Eq. RI the intensity noise is observed to have a 1/f dependence.


Summary

The Air Force has requirements for both high accuracy timing sources and precision inertial navigation systems for advanced fighter aircraft. The author has devised a method of using a multi-frequency ring laser gyro (RLG) simultaneously as a gyro and as a clock. This device uses a multi-frequency RLG with an auxiliary detector to sense a 583 MHz beat frequency, and necessary electronics to produce a 5 MHz clock signal.

Testing was accomplished on two RLGs. The first RLG was not operational as a gyro at low rotation rates. The stability data was good between 1 m/sec and 260 m/sec, but started to degrade at longer integration times. The second RLG tested was an operational gyro, although not tested as such in the experiment. The frequency stability data was 4.6 x 10^-19 for 1 m/sec, 9 x 10^-16 for 10 m/sec, 8.79 x 10^-15 for 50 sec, 4.6 x 10^-15 for 1 sec, 3.0 x 10^-15 for 30 sec, and 9 x 10^-10 for 150 sec. The data is limited from 1 m/sec to 260 m/sec. The long-term degradation was apparently caused by temperature drift in the Faraday rotator. A method of compensation to improve accuracy is suggested.

The RLG clock is a transfer frequency standard which must be set to a reference before use. Setting could be accomplished by using the Global Positioning System (GPS), the Joint Tactical Information Distribution System (JTIDS), radar techniques, or physically connecting a time standard to the RLG clock.

Key words: Helio-Neon, Laser, Ring Laser, Clock, Frequency, Standard, Transfer Frequency standard.

Theory

Clock accuracy is characterized by the standard deviation of the frequency fluctuations and may be written as

$$\sigma_y(t) = \sqrt{\sum_{k=1}^{m} (Y_{k+1} - Y_k)^2}$$

(1a)

where

$$Y_k = \frac{1}{\tau} \int_{t_k}^{t_1} \frac{\dot{\phi}(t)}{2\pi} \, dt$$

(1b)

and $$\nu$$ is the nominal frequency, $$m$$ is the number of measurements, $$\tau$$ is the integration time, $$\dot{\phi}(t)$$ is the rate of change of the instantaneous phase fluctuations and $$\nu(t)$$ is the Allan variance.

The multi-frequency RLG produces four laser frequencies. The cavity, shown in Figure 1, which is non-planar, allows only circularly polarized light. The cavity also produced a frequency difference between the right and left hand circularly polarized (RHCP & LHCP) modes. The average beat frequency between RHCP and LHCP is given by

$$\nu_{\text{beat}} = \frac{c}{2n}$$

(2)

where $$c$$ is the speed of light in a vacuum and $$n$$ is the average optical path length.

Figure 2 shows the gain curve for RLG #18. Here, $$f_1$$ is the frequency of the clockwise LHCP mode, $$f_2$$ is the frequency of the counterclockwise LHCP mode, $$f_3$$ is the frequency of the clockwise RHCP mode, and $$f_4$$ is the frequency of the counterclockwise RHCP mode. This configuration does not work as a gyro because the clockwise (CW) and counterclockwise (CCW) frequencies are the same frequency. This is because of the frequency lock-in phenomenon at low rotation rates.

Figure 3 shows the gain curve for RLG #68. This configuration contains a Faraday rotator, which is a non-reciprocal optical device that uses the Faraday effect to split the CW mode from the CCW mode.
gyro Operation

RLG #88 operates as a gyro and the output is obtained by optically beating the LHC\(1\) and RHC\(1\) modes. The difference between two beat frequencies is shown in Figure 4. The gyro output is given by

\[
gyro = (\frac{1}{3} - \frac{1}{4}) - (\frac{1}{3} - \frac{1}{2}) = \frac{2}{3} S
\]

(3)

where \(S\) is the angular input rate and \(S^{-1}\) is the scale factor of the gyro.

Clock Only Operation

Laser #18 produces a clock frequency \(\nu\) clock given by

\[
\nu \text{clock} = \frac{1}{2} - \frac{1}{3} \quad (\text{CW})
\]

\[
= \frac{1}{3} - \frac{1}{2} \quad (\text{CCW})
\]

(4a)

(4b)

where the CW beat is the same as the CCW beat.

Clock/Gyro Operation

Laser #88 produces a clock frequency \(\nu\) clock given by

\[
\nu \text{clock} = \frac{1}{4} - \frac{1}{2} \quad (\text{CW})
\]

\[
= \frac{1}{4} - \frac{1}{3} \quad (\text{CCW})
\]

(5a)

(5b)

where the \(\nu\) clock (CW) is about 800 KHz higher than \(\nu\) clock (CCW). The clock processing electronics are focused on an avalanche photo diode. The signal is amplified and filtered. The output can then be taken directly or counted down by 128. The output was tested in both configurations.

Recommended Clock/Gyro Operation

The clock frequency drift is due to temperature effects in the Faraday rotator. The Faraday frequency drift \(\Delta \nu\) is given by

\[
\frac{\Delta \nu}{\nu} = \frac{\Delta T}{T} = (\frac{1}{2} + \frac{1}{3} \nu) \Delta T
\]

(6)

where \(\nu\) is the Faraday frequency, \(\Delta T\) is the change in temperature, \(T\) is the temperature, \(\frac{1}{2}\) is the temperature coefficient of the index of refraction and \(\frac{1}{3}\) is the coefficient of expansion (K\(^{-1}\)) of the Faraday rotator. The Faraday rotator temperature sensitivity has to be corrected. This is accomplished by use of dual detectors as shown in Figure 6.

The Faraday stabilized clock frequency is given by

\[
\nu \text{clock} = \frac{1}{4} - \frac{1}{2} + (\frac{1}{3} - \frac{1}{2})
\]

(7)

so when the Faraday effect increases, \((\frac{1}{3} - \frac{1}{2})\) increases by the same amount that \((\frac{1}{2} - \frac{1}{3})\) decreases, thus holding a constant \(\nu\). This should allow the clock to reach the quantum limit at longer times. The quantum limited laser linewidth \(\Delta \nu\) is given by

\[
\Delta \nu(\tau) = \frac{\sqrt{2 \pi}}{Q \sqrt{2 \nu \tau}}
\]

(8a)

where

\[
Q = \frac{\nu}{\nu^2}
\]

(8b)

and \(\nu\) is the laser frequency, \(h\) is Planck's constant, \(P\) is the circulating power, \(c\) is the measuring time, and \(E\) is the stored energy.

The quantum limit for the clock, the ratio of the quantum limited linewidth to the clock frequency, is then given as

\[
\frac{\nu \lim}{\text{QUANTUM LIMIT}} = \left(\frac{\nu}{\nu \lim} \sqrt{\frac{h}{2P}}\right) \sqrt{\frac{c}{2E}}
\]

(9)

For the device to work over the temperature range, a path length control (PLC) algorithm might be necessary. However, this need has not yet been shown.

Experiment

The original plans were to test a dual detector system on an operating gyro as shown in Figure 6. This approach would avoid errors due to the Faraday rotator sensitivity. However, this approach proved to be too costly, so an approach using a gyro without a Faraday rotator was considered. Laser #18 was available without a Faraday rotator and, although it would not work as a gyro for low rotation rate, a design was developed to provide a clock output as shown in Figure 5. This approach minimized the electronics to be developed and the associated cost.

The experimental setup shown in Figure 7 was used. The basic frequency measurement system used the Hewlett Packard 5360A. The laser clock output was fed to the mixer (HP 10830A), as was the HP 8660C frequency synthesizer output. The reference for the HP 8660C and the HP 5345A counter was the Loran C Cesium based system. The output of the mixer was fed into the counter which was controlled by the HP 9829B calculator. The calculator outputs were produced using the HP 9871 printer/plotter.

Data from the test of Laser #18 is shown in Figure 6. This shows improved performance as the experiment proceeded. This was due to efforts that reduced noise, which were affecting the ring laser. The best short-term data was good for 1 nsec, 10 nsec, and 100 nsec. However, the longer-term data showed increased instability. After using a Fabry-Perot analyzer to observe the modes, it was discovered that the PLC was drifting, thus causing the problem in the long-term stability data. Laser #18 PLC was an older experimental design with too small a bandwidth. The PLC drift was the reason that additional testing was done using a
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C. C. Leiby, Jr., and R. H. Picard
Rome Air Development Center, Solid State Division,
Hanscom AFB, MA 01731

and

J. E. Thomas, P. R. Hemmer and S. Ezekiel
Research Laboratory of Electronics
Massachusetts Institute of Technology, Cambridge, MA 02139

Abstract

Ramsey fringes have been produced by stimulated resonance Raman scattering between ground state hyperfine levels at two separated points along a sodium atomic beam. Observed transit time broadening was 1.3 kHz (FWHM), as expected for the 30 cm separation of the two regions. The requisite two copropagating laser fields, \( \omega_p \) (pump) and \( \omega_s \) (stokes), were obtained by frequency shifting a portion of our tunable dye laser output using an acousto optical modulator (AOM) such that \( \omega_p, \omega_s \) equaled the hyperfine transition frequency. The linear polarizations of \( \omega_p \) and \( \omega_s \) were perpendicular to each other. The initial and final states were the \( F = 1 \) and \( F = 2 \) hyperfine levels of the \( ^3S_1/2 \) ground state. The resonant intermediate level was the \( ^3P_{1/2} \) (\( F' = 2 \)) state. A magnetic holding field (~300 mG), parallel to the laser beams, was used to separate the magnetic sublevels, enabling us to detect \( m' = 0 \rightarrow m'' = 0 \) transitions.

The microwave oscillator used to drive the AOM was locked to the central Ramsey fringe. Preliminary precision frequency counter measurements indicated a stability \( \approx 0.5 \text{ Hz (rms)} \) for a 1 sec integration time, over a period of a few hours. This is the same order of magnitude as the stability of our counter. Initial measurements of the effects of various phenomena upon stability will be discussed.

In principle, techniques can be devised to enable the development of stimulated resonant Raman frequency standards capable of operating at millimeter and possibly far infrared wavelengths. Owing to the limitations of present laser frequency shifting technologies, however, to do so will require the use of two independent stabilized tunable lasers phase locked together to minimize relative jitter.
VIBRATION AND ACCELERATION-INDUCED TIMING ERRORS OF CLOCKS AND CLOCK SYSTEMS

F. L. WALLS

Time and Frequency Division
National Bureau of Standards
Boulder, Colorado 80303

Summary

There is an increasing interest in using precision atomic clocks in field applications where the frequency stability is usually dominated by environmental parameters such as vibration, acceleration, temperature variations, magnetic field changes, etc., instead of by the intrinsic noise processes. For highly mobile platforms, the acceleration sensitivity often contributes the largest timing errors for short measurement intervals. Local oscillator frequency modulation may be reduced somewhat by the frequency lock to the atomic resonance. It may also result in a dc offset through non-linear interaction with the atomic resonator modulation.

The vibration/acceleration sensitivity of atomic clocks is shown to be intrinsically very small, but not zero. The observed sensitivity has two major components; the first is due to the quartz crystal controlled local oscillator, and the second is due to the physical displacement of the platform. The first component causes a phase modulation of the clock output at low vibration/acceleration levels, while at high levels the output frequency and time become decoupled from the atomic resonance, thereby losing precision. The second component is present even with a perfect clock and is due to the first order Doppler effect coming from the instantaneous velocity of the platform. A high platform vibration level precludes accurate velocity measurements unless one averages for a long time and/or uses a compensation scheme. A three-dimensional acceleration sensor plus a compensation network can accommodate and correct for both the oscillator and platform sensitivities at low vibration levels. On the other hand, high vibration levels call for a new approach.

Since clock frequency and timing depend on the sum of all environmental and noise processes, some care is needed in specifying worst case timing. The usual case of adding these clock errors in quadrature is examined.
Ofti refer cue vs rja ll to the
Interval (PTTI) Program is a worldwide effort to
provide all Navy surface, subsurface, and shore
platforms and their communications, navigation
and weapon systems with time and frequency
references traceable to the U.S. Naval
Observatory's NAVOBSY Master Clock System
(MCS).

The PTTI System Concept is comprised of
three elements: the NAVOBSY MCS, the PTTI
Dissemination System and the Standardized PTTI
Platform Distribution System (PDS).

While undergoing continuous change and
upgrade, two of these elements, the NAVOBSY
MCS and the PTTI Dissemination System, do in fact
exist today. This paper therefore describes
very briefly the PTTI System Concept, the
NAVOBSY MCS and the PTTI Dissemination System.
The majority of the paper is devoted, however,
to an overview of the Navy's Standardized PTTI
PDS.

The United States Navy's Precise Time and Time
Interval (PTTI) Program is a worldwide effort to
provide Navy surface, subsurface, and shore
platforms and their onboard communications,
navigation and weapon systems with time and frequency
references traceable to the U.S. Naval
Observatory's (NAVOBSY) Master Clock System
(MCS).

In keeping with that mission statement, the
Chief of Naval Operations (CNO) issued a draft
Operational Requirement (OR) in 1979 which stated
that the Navy had an operational requirement for:

a. The worldwide dissemination of precise time and time interval traceable to the
NAVOBSY,

b. Operational distribution systems for the various platforms to accept their designated
references.

Accordingly, one of the Navy PTTI Program's
major objectives is to provide Navy surface, sub-
surface, and shore platform communications
and weapon systems with time and frequency
references from a single, cost effective source subject to
deployment and operational constraints.

The PTTI System Concept, which constitutes the
Navy's approach to attaining that objective, was
first presented in the Navy's PTTI Master Plan in 1979
and is currently being enlarged upon
in the proposed DoD-STD-1399 (NAVY) SECTION 441
PRECISE TIME AND TIME INTERVAL (PTTI).

As depicted in Figure 1, the PTTI System consists of three
major elements: i.e., the NAVOBSY MCS, the PTTI
Dissemination System, and the Standardized PTTI
Platform Distribution System (PDS).

While undergoing continuous change and
upgrade, two of these elements, the NAVOBSY MCS
and the PTTI Dissemination System, do in fact exist
today. The third element, the Standardized PTTI
PDS, is currently undergoing a preliminary design
and life cycle cost analysis.

In addressing the first element, the NAVOBSY
MCS, the Department of Defense (DoD) and the
CSO tasked the NAVOBSY with deriving and maintaining
the standards of time and frequency for all DoD
and Navy components; e.g., the U.S. Army, the U.S.
Air Force, the National Security Agency, Naval
Research Laboratories, Naval Calibration
Laboratories and the Fleet. To provide accurate time
and frequency to the DoD and Navy components,
the NAVOBSY MCS which is the start point for the
Coordinated Universal Time (UTC) scale.

The NAVOBSY MCS constitutes the master
reference and the start point for the entire Navy
PTTI System. Currently, the MCS is based on a
bank of approximately thirty to thirty-six cesium
atom beam frequency standards. It provides accurate
time within one nanosecond per day, an exceedingly
close long-term stability of two parts in
10^11, and is extremely reliable.

While the MCS can meet the vast majority of
present day Navy and shore time and frequency
requirements which are generally in the 100 nanosecond
to 100 microsecond range, it will not be
able to support projected requirements which will
be in the femtosecond or better region.

The MCS is therefore being upgraded to incorporate
the latest state-of-the-art technology
including improved frequency standards, distributed
data processors, and environmentally controlled
chambers. Figure 2 is a depiction of the updated
MCS.

The updated MCS will provide near-real-time
accurate time within 1 nanosecond per ten days and a
The standard time and frequency references provided by the VOR NAV IDS are then transmitted to each platform around the world via the second channel of the PTTI system, the PTTI Dissemination System.

The current PTTI Dissemination System employs portable clocks and numerous communication and navigation systems presently in use within the military community which have an inherent capability to disseminate time, frequency or time and frequency signals on a noninterference basis with the systems' primary missions.

Figure 1 is a representation of the worldwide PTTI Dissemination System.

On each Navy platform, a primary PTTI Dissemination System, e.g., the Defense Satellite Communications System (DSCS) or the Global Positioning System (GPS), and an alternate or backup PTTI Dissemination System, e.g., TRANSIT or DORAC, has been or will be identified to provide the platform with a link to an external reference traceable to the VOR NAV IDS; this external reference will be used to monitor, update or calibrate the platform's onboard reference standards. The primary and alternate dissemination systems for each platform are selected according to that platform's time and frequency requirements, its emission scenario and its operational constraint.

In all cases, existing dissemination techniques will be used to the maximum extent practical. Consideration is currently being given, however, to the possible need to develop new and perhaps even dedicated dissemination systems to meet future requirements.

The third essential element of the PTTI System is the Standardized PTTI IDS, which numerous PTTI equipments and a few PTTI systems do exist within the Navy and are currently installed in some Navy platforms. There is no Standardized PTTI IDS. As the basic philosophy of the Standardized PTTI IDS is to receive the time and frequency references from the PTTI Dissemination System, process and update the onboard clocks and standards, and then distribute the time and frequency reference signals which are then transmitted from the platform.

Figure 2 is a depiction of the Standardized PTTI IDS Concept.

A basic principle of the concept is that the PTTI IDS will be composed of "standardized" component equipment, i.e., frequency standards, time code generators, and distribution amplifiers, that can be located around the time and frequency requirements of a particular platform, e.g., a submarine frequency standard for a submarine platform, a rubidium standard for an aircraft platform and a quartz crystal oscillator for an auxiliary ship platform all of which provide the same standard time and/or frequency signals, the code and perhaps one pulse per second, at various degrees of accuracy, stability, spectral purity, etc.

Additionally, the Standardized PTTI IDS will:

b. Provide maximum use of decentralized system concepts to enhance survivability; e.g., the physical isolation of the onboard clocks and standards from each other to minimize system vulnerability to fire, battle damage, etc.

c. Provide for orderly comparisons and updates of the onboard standards to an external reference from the dissemination system and, as stated above, comparisons of the onboard standards with each other in the absence of an external reference.

d. Possibly use an algorithm or algorithms with a very low time constant on the order of one minute to suppress noise and to remove systematic, error-producing mechanisms such as frequency drift.

e. Provide an alarm when one of the onboard standard drifts beyond a preset limit and employ a possible manual, switch to remove a standard operating outside of acceptable limits from the system.

f. Reduce the number of reference signals being transmitted around Navy platforms from the three basic frequency signals of 10 MHz, 1 MHz and 100 kHz, the two timing pulses of one pulse-per-second and 1 pulse-per-minute of 1000 and an unlisted number of time codes to perhaps a single standardized frequency and time code and a single timing pulse if necessary.

g. Provide the amplification, distribution, and control of necessary to perform onboard special timing, navigation and open systems with the most realistic time and frequency reference levels.

h. Possible use of optical fibers in the distribution of the reference signals to reduce weight and PTTI problems and to improve timing service to the user.

For Standardized PTTI IDS appears to offer tremendous, significant technological, operational and economic benefits; e.g., the Standardized PTTI IDS will:

1. Provide Navy platforms with an integrated
PTTI PDS capable of meeting all current and projected onboard user system time and frequency requirements efficiently and effectively. While the Navy has today a few "standardized" PTTI equipments, e.g., the 0-1695A/1 Cesium Beam Frequency Standard (CBFS), the AN/URQ-28 Frequency-Time Standard, and the AN3212A(V)/1 Frequency Distribution Amplifier, and a few, limited PTTI distribution systems, no Navy platform has a fully integrated, survivable, reliable PTTI PDS capable of supporting these current and projected onboard user systems with accurate, redundant time and frequency references. For example, many current Navy platforms have only one onboard frequency standard. Other platforms have two or more standards but in many instances those standards are dedicated to separate systems and are isolated from each other with no ability to be compared or switched in the event of a failure. Additionally, the current, onboard standards in many instances will simply not support the projected time requirements of a platform.

b. In accordance with CNO guidance, reduce the proliferation of both types and quantities of time and frequency equipments in the Fleet. Currently, some platforms have as many as six, eight, ten or more onboard standards and as many as three or four different types of standards which are dedicated to one system and cannot be compared to or backed up by another onboard standard; e.g., one surface platform was recently observed to have onboard three AN/TYR-10 Frequency Standards, three 0-1107SRC-16 Frequency Standards, two RF-105A Disciplined Time/Frequency Standards, one HP 5062C CRFS and one HP 5046A CRFS all operating essentially independently.

c. Allow Navy platforms to operate independently over longer periods of time. As stated earlier, many Navy platforms do not have three onboard, integrated standards and most Navy platforms do not have access to an external reference while underway. With these capabilities onboard, a platform would after several weeks at sea and the loss of its external reference still be able to proceed with its mission based on the last underway update of its onboard standards from the external reference and continued comparisons of its onboard standards with each other.

d. Allow for future expansion and the relatively easy integration of new systems requiring increased accuracy and performance. This is feasible because the Standardized PTTI PDS will be modular and will be comprised of standardized component equipments which provide reference signals employing standardized formats with varying degrees of accuracy, stability, spectral purity, etc. as required. The installation of an additional distribution amplifier or the replacement of for example a quartz crystal standard with a CBFS to meet new requirements would be a relatively simple and inexpensive matter with a modularized, "standardized" PTTI PDS.

e. Via "standardization", improve Navy personnel's familiarity with and efficiency in maintaining and operating a sophisticated, worldwide PTTI System. Currently, the lack of standardization and the biennial transfer of Navy personnel can result in a high degree of unfamiliarity with time and frequency systems, equipments and procedures. The introduction of a modular PTTI PDS comprised of "standardized" component equipments will result in an increased similarity of equipments and procedures between platforms and hence an increase in personnel familiarity with those equipments and procedures when transferring from one platform to another.

f. Probably reduce the life cycle cost of providing fleet user systems with time and frequency references. While the initial procurement and installation cost of a Standardized PTTI PDS may actually be higher for a particular platform, especially if it is being converted from one to three onboard standards or from quartz to atomic standards, the employment of a Standardized PTTI PDS which allows for example electronic update and calibration vice portable clock trips, fewer stocking requirements and fewer support system requirements in general based on fewer "standardized" component equipments in Navy inventories should yield an overall reduction in life cycle cost.

g. Probably encourage major "breakthroughs" in future onboard communications, navigation and weapon systems performance. The assured availability of high accuracy, low noise, survivable, reliable, onboard time and frequency references will allow design engineers and scientists to develop new systems with nearly instantaneous acquisition times, improved immunity to jamming environments, improved targeting, improved global coordination, etc.

In summary, Figure 5 is an exemplary illustration of a future application of an integrated PTTI System. The NAVOBSY MCS element and the PTTI Dissemination System element of the PTTI System are in essence already in place. The installation of the final element, the Standardized PTTI PDS, will assure as far as humanly possible the satisfaction of all current, projected and even unforeseen Navy surface, submarine, air and shore platform communications, navigation and weapon systems requirements for time and frequency references in a cost effective manner. It will also provide the basis for breakthroughs in the design of future communications, navigation and weapon systems and the performance of those systems in the hostile environment of a Navy platform.
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Introduction

The advent of the GPS Satellite constellation makes atomic clocks available to anyone who has a receiver. Proper characterization of both the clocks and the user links is essential for optimal extraction of time and frequency (T&F) information. In this paper we will consider both optimum T&F extraction from a set of GPS data, and also some near optimum and simple data processing techniques.

We consider three simple cases: case A is what we call the "common-view" approach; case B is the direct viewing of a single satellite for sample times ranging from a few seconds to a few hours; and case C is viewing a single satellite for a few minutes each day for several successive days. The common-view approach has been studied elsewhere (1-3), and the results will be reviewed as they relate to the common-mode cancellation of errors which occur when two user sites view the same satellite for the same several minutes each day, and then subtract their results to get the time difference between the two receiving sites. If one of the two receiving sites is a primary T&F reference standard, then state-of-the-art calibrations are possible. Case B allows one to use the GPS signals as a short-term T&F reference to UTC(NBS) or UTC (USNO)--thus allowing one to calibrate against a primary reference standard.

After characterizing the real data for the above three cases, we develop models from which we can design a Kalman filter. We then test this filter on simulated data, and on some real data. As we proceed it is useful to review some definitions of terms so that the language is clear. Accuracy is defined as the degree to which one can relate a measurement to some absolute reference. Stability, on the other hand, is defined as a measure of constancy--typically over selected sampling periods. We consider both the accuracy and the stability of time and frequency as well as the Fourier frequency (f) components of the instabilities of the GPS links and clocks involved. These instabilities or noise fluctuations are characterized in the time-domain by \( \sigma_f(t) \) and "modified" \( \sigma_f'(t) \) diagrams (4,5). These noise fluctuations appear to be well characterized by power-law spectral densities(4). The "Modified Allan variance" is associated with a measurement bandwidth proportional to the reciprocal of the sample time for which the data is taken. This sample time (denoted \( T_p \)) results in a high-frequency cut-off for the data.

We use typical performance for the models except in those instances where there is a wide range of performance. In which case we use both the worst and best case situations. We do not deal in any detail with error detection and data rejection for this could be the text of a paper all by itself. Rather we have chosen reasonable rejection and interpolation criteria in order to minimize deleterious effects on a proper characterization. The resulting filters are, therefore, appropriate for well behaved data. However, intrinsic to their optimum or near optimum nature is the ability to do error detection and data rejection.

GPS LINK AND CLOCK CHARACTERIZATION

A. Case A: GPS in common-view of two receiving sites.

The results of a previous study are reviewed in Figure 1 showing the GPS measurement limit using this common-view approach averaged across four satellites and over the approximately 3000 km baseline between NBS-Boulder and USNO. The \( T^{3/2} \) performance of \( \sigma_f(T) \) indicates white noise phase modulation(PM).\(^7\) The level of the noise is such that \( \sigma_f(t=1 \text{ day})=10^{-12} \) for \( t_p=600s \).

The resulting RMS time fluctuations are about 5ns. Figure 1 compares these results with a "Range of performance of state-of-the-art standards", with the NBS + USNO instabilities, and with the historical Loran-C comparison method.

The data indicate that this white noise PM model is applicable over the range from about \( t=1 \) day to about \( t=1 \) to 2 weeks. This noise level allows one to measure at or beyond state-of-the-art limitations imposed by the standard.

B. Case B: Direct viewing of a single satellite for few minutes < \( t < \) few hours.

The stability data shown in Figure 2 is a typical example using an NBS/GPS receiver with an omni-antenna. In this case the level of the white noise PM is such that \( \sigma_f(t=15s) \)
The data were taken from the USNO Series 4 publication for NAVSTAR 4, NAVSTAR 5, and NAVSTAR 6 (Space Vehicle 8, 5, & 9 respectively). One hundred and eighty four days of data were analyzed starting with 10 Nov. '81. As much as 23% of the days were missing from the published values. Interpolated values were filled in to avoid the problem of missing data in the analysis. Three obvious bad points were rejected over the first 100 days. The raw values with the interpolations are shown in Figure 3. There was obviously a rate change in the GPS clock at data point no. 109 of about 100 ns/day.

If one looks at the residuals, after fitting linear trends to the data some interesting results are seen. Using the last 74 days (since no bad data points had to be rejected from this set) we subtracted a linear least squares line from the UTC(USNO-MC) - GPS via NAVSTAR 4, 5, & 6. The mean slope removed by the linear least squares fit and the residuals are shown in Figure 4. Notice that the peak-to-peak deviation in the mean slopes removed was only about 4x10^-15. Also notice the high correlation in the long term (as it should be) since each satellite is being used to deduce the time difference between the same pair of clocks, UTC(USNO-MC) - GPS. That is, in long term the relative clock noise predominates. In the day to day fluctuations, however, these uncorrelated processes probably arise from measurements made at varying times of day, through different parts of the ionosphere, and/or errors in satellites' ephemeris and upload values. We can use the "three corner hat" routine to deduce the individual variances for each of the three satellites and their links. Figure 5 is such a stability diagram. The noise level is higher and not as smooth as the common-view case, but still for sample times of a few days the white noise FM model seems to be reasonable, but breaks down for 10^4 days. The RMS time or phase fluctuations range from about 6ns to 1ns for these data. Figure 6 shows the

**UHC(USNO-MC) vs. GPS via NAVSTAR 5.** Taking the difference between these variances will give the sum of the variances for the UTC(USNO-MC) and the GPS clock plus the variance for the correlated portion of the noise, which is then an upper limit on the clock's noise. Since we have reasonable confidence of the estimates for 1, 2, & 4 days we have calculated MOD c. for these sample times:

\[
\begin{align*}
12.2x10^{-14} & \quad 7.0x10^{-14} & \quad 4.0x10^{-14}
\end{align*}
\]

respectively. This technique gives a nice way to compare the stabilities of two remote standards at the parts in 10 to the 14th level.

### SIMULATION AND KALMAN FILTERS FOR GPS

**A. Simulations**

Over the past 15 years, scientists have developed reliable stochastic models of clocks and oscillators. Of course, MD these models cannot replace actual data, however, they can be used to predict performance of complex systems in advance of construction. Further, so much reliance on these models has developed, that if a model should actually fail, then the opportunity to refine the models would be quite significant.

The complexity of many systems poses problems for analytic solutions for system performance. Often one can become so greatly entwined in the mathematics of analytic solutions that the real problems become lost in a forest of equations. Of course, even the analytic solutions depend on model assumptions as much as the simulations. The advantage of analytic solutions is that often their extension to new parameter values is very simple and an "exact" solution is provided. In contrast, simulations using Monte Carlo trials can use much computer time and provide only an approximate value. Clearly, both simulations and analytic solutions have their advantages.

There is another potential problem with computer simulations and Monte Carlo trials. By virtue of the random character of the data, one could use strong selection criteria and influence the findings by presenting non-representative results. In this paper, seed numbers were chosen initially, and used throughout all simulations. As a further safeguard, the simulation algorithm is included in the Appendix. Thus a critical reader can verify the results, and test the "representativeness" of the conclusions.

**B. Stochastic Model**

For times longer than a few seconds, commercial cesium beam clocks typically display frequency fluctuations which can be modeled well with three elements:

1. **White noise FM.**
2. **Random walk noise FM, and**
3. **Linear frequency drift.**
It should be mentioned that the linear frequency drift model tends to be more difficult in practice. Although one could add various failure modes to this model, they will be ignored here. Further, the present paper is concerned with sufficiently short durations that the third element, drift, will also be ignored. Thus, we are left with a two-element model for the clock: white FM. and random walk FM. Mathematically, this can be represented as the sum of two processes:

\[ \Delta x^n = r_n \quad \text{and} \quad \Delta^2 x^n = \eta_{n-1} \]

where \( r_n \) and \( \eta_n \) are random, independent variables with zero mean, normal distributions, and variances of \( \sigma_r^2 \) and \( \sigma_\eta^2 \), respectively; and \( \Delta \) and \( \Delta^2 \) are the first and second difference operators, respectively. The clock model is totally represented by the sum of these processes given by

\[ X_n = X'_n + X''_n \]
\[ \Delta X_n = \eta_{n-1} + \Delta r_n \quad (1) \]

The parameters, \( \sigma_r \) and \( \sigma_\eta \), along with the time interval between data samples, \( T_0 \), are taken to have the following values:

- **Clock type**:  
  - Conventional 10 ns 3 ns 1 day cesium beam  
  - Option 004 3 ns 1 ns 1 day cesium

(Note, the numerical values of \( \sigma_r \) and \( \sigma_\eta \) are dependent on the sample interval, \( T_0 \).

The Allan variance can be expressed as a function of these parameters with the following equation:

\[ \sigma_Y^2 (N T_0) = \sigma_r^2 + \sigma_\eta^2 (2N^2 + 1) \quad (2) \]

where \( N \) may take on any value.

Figure 7 is a plot of the square root of the Allan Variance deduced from Eq. 2 and the parameters given in the above table. This model for the slave clock (relative to whatever master clock is being referenced), can be expressed in the familiar terms of Kalman Filters (6).

\[ \begin{bmatrix} \dot{X} \\ \dot{Y} \end{bmatrix}_n = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix}_{n-1} + \begin{bmatrix} r_n \\ \eta_{n-1} \end{bmatrix} \\
H = [1 0] \\
Q = \begin{bmatrix} \sigma_r^2 & 0 \\ 0 & \sigma_\eta^2 \end{bmatrix} \]

A little algebra can quickly show that this Kalman model is exactly equivalent to the clock model presented in Eq. (1). In addition to the clock model, the noise of the comparison link must be modeled also. The link noise appears to be random, uncorrelated (i.e., white) as has been found in the measurements reported above. Future experiments with different baselines and additional data may well refine this model of the comparison link, but for now the white phase is in accord with observations. Thus the Kalman model is completed by introducing the variance of the measurement noise, \( R \), according to the table below:

<table>
<thead>
<tr>
<th>Comparison Mode</th>
<th>Value ( R ) range ( T_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common View (4 satellites)</td>
<td>5 ns ( \geq ) 1 day 600 s</td>
</tr>
<tr>
<td>One Satellite (short term)</td>
<td>5 ns to 900 s 15 s</td>
</tr>
<tr>
<td>One Satellite (1 ( \geq ) 1 day)</td>
<td>6-20 ns ( \geq ) 1 day 600 s</td>
</tr>
</tbody>
</table>

where \( T_0 \) is the reciprocal software bandwidth (5).

The computer program used in the simulations can be found in the Appendix.

**RESULTS AND COMPARISONS**

In section II we characterized the noise performance of the GPS link for the three cases under consideration. Along with the models developed from these characterizations we use as typical clock models those shown in Figure 7 for a standard commercial cesium and for a high performance option 004 cesium. Which clock model one uses, of course, depends on the actual measurement configuration. We simulated the three cases being studied in this paper, but the theory developed is applicable to a much broader set of cases and clocks.

In case A we simulated the common-view link noise. The stability of the resulting simulated link noise processed by the Kalman filter is shown in Figure 8, which is better than state-of-the-art clocks for sample times of a few days and longer. Thus, for a few days and longer, the oscillator noise predominates. For comparison purposes the calculated stability from real data using a 10 day simple mean is indicated by the solid square. The excellent agreement is not surprising when one realizes that the optimum estimate of a constant buried in a white process is the simple mean. In practice what is done is to calculate the least square fit to the time differences over a 10 day period, and the slope then gives a nearly optimum estimate of the frequency difference between the clocks in the presence of white noise FM. The advantage
of the Kalman output is that it gives in real time a daily optimum estimate of both the time and the frequency differences between the two remote clocks.

For the same level of link noise (5ns RMS), Figures 9 and 10 show the simulated time errors before and after the Kalman update as well as just after the Kalman update for a standard cesium and for an option 004 cesium respectively. Figure 11 graphically illustrates for a standard cesium the effects of looking at the clock just before update and just after update as indicated by the light and dark open squares respectively. The Kalman update stability values would, of course, be much closer together for the option 004 cesium.

For case B we simulated a standard cesium (comparable to those aboard the GPS satellites) and the 5ns link noise. The purpose was to test the improvement gained by the Kalman filter. Figures 12 and 13 are the results of that simulation. One sees about a 40dB improvement in stability for the Kalman output at t=15s. In fact except for a small turn-on transient (not shown) the Kalman filter output tracks nearly perfectly the on board clock's time, and stability levels of a few in 10 to the 12 seem reasonably achievable.

For case C we use the Kalman filter to process the actual data. Figure 14 is a plot of the residual time differences between UTC(USNO-MC) - GPS via NAVSTAR 5 both with and without the Kalman filter. Figures 12 and 13 are the results of this simulation. One sees about a 11 dB improvement in stability for sample times shorter than 10 days. At t=1 day there is an 11 dB improvement in stability using the Kalman filter over the stability of the raw data.

From the data studied in this paper, there are clear advantages in proper filtering. Despite the fact that the data studied is not comprehensive and that the GPS receivers used were a limited set, one can still draw some reasonable and impressive conclusions. Table 1 is a summary of the stability and accuracy ranges of F/T calibrations available using GPS for remote clocks within about 3000 km of a primary reference.

CONCLUSIONS AND FUTURE WORK

The advent of GPS has produced a significant step forward in the accuracies and stabilities with which time and frequency can be compared at remote sites. With appropriate filtering of GPS data as outlined in this paper one can compare and calibrate remote clocks at state-of-the-art accuracies for sample times of the order of a few days and longer; e.g., a few parts in 10 to the 15 are achievable for averaging times of 10 days, and time accuracies of better than 10ns have been verified. The cesium standards on board GPS satellites may be used as accurate frequency references at the part in 10 to the 12 level. Even for short-term measurements of about 10 minutes duration the full accuracy comparison of these onboard cesiums can be transferred using appropriate data filtering as outlined above.

Future work will involve studies of world wide baselines leading to better understanding of the propagation medium's effects on GPS T&F measurements. Because the common-view approach appears to work even better than initially calculated, we have started some special studies. Some of the data indicates that there may be significant amounts of common-mode cancelation of errors due to a breathing effect working simultaneously across the ionosphere. This should be studied further. Steerable high gain antennas would lead to better time stabilities and perhaps better accuracies as multipath problems are reduced significantly. More accurate time transfers will result just as people take advantage of the two frequencies radiated from the GPS satellites giving a real time calibration of the ionosphere. The results of these research efforts suggest that the GPS system can support world-wide time and frequency comparison accuracies approaching a nanosecond and 1 part in 10 to the 15 respectively. The key questions, of course are regarding the availability of reasonably priced commercial receivers and continued access to the GPS constellation at full accuracy.
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APPENDIX

Attached are two copies of a computer program (in "BASIC") designed to (1) simulate the performance of typical cesium beam clocks, (2) simulate the comparison noise, and (3) operate on the simulated measurements with a Kalman Filter to obtain an optimum estimate of the clock's time. The constants listed in the program are chosen to simulate an average commercial cesium clock. The units are in nanoseconds and the time interval is one day. Other values of the sampling interval require different numerical values for the sigmas.

The data used for the Kalman Filter corresponds to the data which might actually be available in a real situation. Within the program, however, the "true" time is known. Thus it is possible to evaluate the absolute performance of the filter operating on the simulated data. A slight modification of this program was used with real data as reported in the text.

The first copy of the program has numerous remarks (prefaced by "REM") to aid in the understanding of the program. These "Remarks" are ignored by the operating program. The second version of the program is identical to the first, except that all remarks have been deleted and the steps renumbered. The second version was included to demonstrate how simple the Kalman Filter (which is only a part of the program) can really be.

Table 1

For Kalman Filtered Data

<table>
<thead>
<tr>
<th>CASE</th>
<th>Synchronization Accuracy</th>
<th>Time Stability</th>
<th>Syntonization Accuracy</th>
<th>Frequency Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Common-view</td>
<td>&lt;10ns</td>
<td>3.6ns</td>
<td>1.0x10^{-14}</td>
<td>&lt;3.5x10^{-15}</td>
</tr>
<tr>
<td>B: Single Satellite</td>
<td>&lt;50ns</td>
<td>0.7ns</td>
<td>2.0x10^{-12}</td>
<td>&lt;2x10^{-12}</td>
</tr>
<tr>
<td>Short-term</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C: Single Satellite</td>
<td>&lt;20ns</td>
<td>4.4ns</td>
<td>2.0x10^{-14}</td>
<td>&lt;1x10^{-14}</td>
</tr>
<tr>
<td>t&lt;1 day</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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PROGRAM

LIST 1 499

100 REM THIS PROGRAM SIMULATES
100 REM THE GPS SATELLITES,
100 REM PROPAGATION NOISE, AND
100 REM THE SLAVE CLOCK.
120 REM THE SLAVE CLOCK IS
120 REM CORRECTED BY THE USE
120 REM OF A HALLMAN FILTER.
175 REM
180 REM SET CONSTANTS:
185 REM UNIT: NAUTICAL DAYS
190 REM F = 1000 / 17.0002
200 REM F1 = (1.002 / 1.004)1/2
210 REM F2 = (1.002 / 1.004)2
180 REM SE = 19: REM WHITE FM
210 REM SH = 0: REM RANDOM WALK FM
220 REM C = 5: REM WHITE PHASE
230 REM INITIAL CONDITIONS
240 REM TIME ERROR
250 REM FREQUENCY ERROR
260 REM TIME VARIANCE
270 REM FREQUENCY VARIANCE
280 REM
290 REM
300 REM SIMULATE CESIUM BEAM
310 REM RANDOM NO.
320 REM SIMULATE 100 DAYS
330 REM
350 REM
360 REM GOSUB 100: REM RANDOM NO.
370 X = X + Y * SE * P: GOSUB 1000
380 Y = Y + SH * P: GOSUB 1000
390 Z = Z * P: REM LINE NOISE
400 REM
410 REM CALCULATE COVAR MATRIX
420 REM
430 REM}

500 REM COMPUTE MEASUREMENT
505 E = X + Z * XI: REM CLOCK + LINK - FORECAST
510 REM
515 REM THE QUANTITY X-XI
520 REM IS THE FORECAST ERROR.
525 REM IT IS ALSO THE ERROR
530 REM JUST BEFORE CORRECTION
535 REM
540 REM UPDATE COVAR MATRIX:
545 U1 = A: U2 = R: REM A = S * S
560 F = U1 / R: REM U2 = U2 / R
565 A = A - U1 * XI
570 B = B - U1 * Z
575 C = C - U2 * Z
580 REM
585 REM SEED FOR RAND NO.
590 REM P = P * (A / R)
600 REM P = P * (B / C)
610 REM
620 REM THE TIME ERROR
630 REM IS THE DIFFERENCE
640 REM BETWEEN ACTUAL
650 REM CLOCKS, X, AND
660 REM THE HALLMAN ESTIMATE XI
670 REM UPDATE XI+, YI+
675 XI = XI + ZI # E
680 YI = YI + ZI # E
690 REM
700 REM THE TIME ERROR:
710 REM IS THE DIFFERENCE
720 REM BETWEEN ACTUAL
730 REM CLOCKS, X, AND
740 REM THE HALLMAN ESTIMATE XI
750 PRINT N.X - XI
780 NEXT N
790 REM RANDOM NUMBER GEN
800 REM ZERO MEAN. UNIT VAR
810 REM FOR J = 1 TO 6
820 REM P = P + RAND (1) - RAND (1)
830 NEXT J
840 RETURN

386
SIMPLE PROGRAM

100 P = RND (-13.3371)
110 SE = 10
120 SN = 3
130 S = 5
140 X = 5000
150 Y = -10
160 A = 2E7
170 C = 1E4
180 FOR N = 1 TO 300
190 GOSUB 360
200 X = X + Y + SE * P: GOSUB 360
210 Y = Y + SN * P: GOSUB 360
220 Z = S * P
230 A = A + 2 * B + C + SE * 2
240 B = B + C * C + C * SN * 2
250 X1 = X1 * Y1 * Y1 = Y1
260 E = X + Z - X1
270 U1 = A1: U2 = B1: R = A + S * S
280 H1 = U1 / R: H2 = U2 / R
290 A = A - U1 * H1
300 B = B - U1 * H2
310 C = C - U2 * H2
320 X1 = X1 + K1 * E
330 Y1 = Y1 + K2 * E
340 PRINT N, X - X1
350 NEXT N
360 P = 0
370 FOR J = 1 TO 6
380 P = P + RND (1) - RND (1)
390 NEXT J
400 RETURN
Global time transfer, or synchronization, between a user clock and USNO UTC time can be performed using the Global Positioning System (GPS), and commercially available time transfer receivers. This paper presents the test results of time transfer using the GPS system and a Stanford Telecommunications Inc. (STI) Time Transfer System (TTS) Model 502. Tests at the GPS Master Control Site (MCS) in Vandenburg, California and at the United States Naval Observatory (USNO) in Washington, D.C. are described. An overview of GPS, and the STI TTS 502 is presented. A discussion of the time transfer process and test concepts is included.
INTERMEDIATE BANDWIDTH QUARTZ CRYSTAL FILTERS - A SIMPLE APPROACH TO PREDISTORTION
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Abstract

Intermediate band crystal filters can realize fractional bandwidths of more than 1%, but design and construction difficulties have severely limited their general use, despite the considerable number of practical applications. These filters rely on coils to broadband the response, and the effect of coil losses increases in proportion to the filter bandwidth.

This paper describes the development of a 15 MHz crystal filter with a 1% fractional bandwidth. An eighth order elliptic characteristic was chosen (COR25b 4L), using a two crystal lattice configuration. The bandwidth of the filter was severely narrowed by coil losses, and it was found to be necessary to use optimization techniques to meet the required specification. As a result a special computer programme was developed which would provide a near optimal design allowing for an arbitrary distribution of coil losses in the chosen circuit configuration, but which only required minimal computational effort and was almost foolproof in use.

Key words: Crystal filter, Optimization

1. Introduction

In many respects a quartz crystal resonator is a near ideal circuit element, but for filter applications the small distance between the resonant and antiresonant frequencies limits the bandwidth achievable using crystals and capacitors alone to a few tenths of a percent. With the use of coils it is possible to increase bandwidths to several percent, and filters using this approach are generally classified into intermediate and wideband types. In an intermediate band filter the inductors act as constant reactances as far as the passband shape is concerned, and the poles which they introduce are assumed to lie well into the stopband and to produce no significant effects. Wideband filters have both crystals and coils contributing to the passband characteristic, and due to the enormous differences in the behaviour of these two types of component, this class of design is rarely practicable; it will be assumed that all discussions from now on are limited to intermediate band filters.

For filters of this type a lattice configuration is almost invariably employed, as it provides a flexible structure capable of realizing any of the common minimum phase characteristics, while being especially suited to the incorporation of crystal resonators. The basic lattice element permits the static capacitances of the crystals to be balanced at the terminals, and crystal losses tend to round the passband rather than introduce skewing. This is not necessarily true of coil losses which may, in certain configurations, introduce gross asymmetries into the passband.

Extensive tables of low pass filter designs are available, and these may be transformed into structures suitable for crystal realizations by a number of methods. These techniques however presuppose an implementation by ideal lossless components, and if a very tight specification, or a specification calling for a fractional bandwidth of more than a few tenths of a percent, is attempted, then such a design is unlikely to prove satisfactory. The obvious answer to this problem is to employ iterative optimization techniques to correct the passband characteristics for component losses, using the ideal circuit as a starting point. Despite the apparent merit of this technique it has not achieved wide acceptance among practical crystal filter designers, probably because of the considerable amount of computer effort required, and the difficulties in locating the optimal solution for a high order crystal filter.

The purpose of the present work is to develop a simple optimization procedure which will be applicable to normal intermediate band crystal filter designs, will accommodate an arbitrarily specified distribution of coil losses, and will be quick and reliable to use.

2. General filter configuration

It will be assumed that a low pass realization of the filter characteristic is available in the form given in Figure 1, where each coil is ideal and has a coupling coefficient of unity. This is quite a generalized form and can realize almost any even order minimum phase filter characteristic with or without finite transmission zeros, and even includes cases with finite transmission at infinite
frequency, such as elliptic type 'a' responses. The transformation to lattice form is then accomplished by the widely used Holt-Gray transformation, which includes techniques based on Bartlett's bisection theorem as a special case, when all attenuation poles are at infinity. This transformation uses the device of constant reactances, which are represented in Figure 2 by rectangular boxes; an equivalent circuit for the impedance inverter is given in Figure 3.

Having transformed each section of the ladder circuit to a lattice configuration, a considerable number of further transformations are possible. One of these consists of using impedance transformation to equalize the impedance of the inverters and to equalize the terminations. The inverters are then realized in T form and the series elements absorbed into adjacent lattices; on transformation to bandpass form this gives the coil minimizing circuit illustrated in Figure 6 for an eight-pole filter. A second variation uses impedance transformation to equalize the motional reactances between lattices, the inverters are then realized in H form, and on conversion to a bandpass configuration it gives a circuit of the form shown in Figure 6 for an eight order filter. At first sight it might appear that all the sections lay with the coil minimizing version, however for finite attenuation pole designs such as Chebyshev, this is by no means true. The finite attenuation poles require different motional reactances within each lattice for the circuit of Figure 4, and since the design will in general lack the special symmetries of Butterworth and Chebyshev responses, each lattice will be different also. In addition the normal implementation of the coil minimizing circuit displaces all crystal frequencies down, making it more difficult to include unwanted responses from the passband. For small quantities it is highly inconvenient to provide a separate crystal design for each resonator to allow for the specified motional parameters, and the use of tapped coils or capacitor transformation in the final circuit is extremely awkward. Due to the different characteristic impedances of the two types of circuit the effects of coil losses in the equal motional inductance design are not by any means double those in the coil minimizing structure. In fact in many cases, including the specific example to be discussed in this paper, the equal motional inductance circuit, without optimization, gives an intrinsically more satisfactory response. For these reasons we will restrict specific consideration to the equal L circuit of Figure 5. In addition the coil losses and crystal losses for this type of structure only produce a symmetrical distortion, and this considerably reduces the number of variables in the optimization problem.

1. The optimization procedure

Having chosen the circuit structure, in this case realized to equalize motional reactances, the overall configuration, prior to conversion to bandpass form, may be represented as a cascade of lattice sections and impedance inverters (Fig. 6). Shunt resistances are shown on each side of each inverter; in the final circuit the shunt reactances of the inverters will be simulated by inductors, and a parallel resistance provides a simple but quite realistic model of the loss even for a centre tapped coil. It is assumed that the ESRs of the crystals within each lattice are equal, crystal losses are a small effect in this case, and this assumption is a 'priori' as probable as any. The motional inductance is generally specified at the outset by the resonator design, it is therefore desirable to impose the constraint that the motional inductances within the circuit should remain equal and at their specified value. The ESRs of the crystals move the transmission zeros a small distance off the imaginary axis in the complex s plane, but this is a minute effect and is not easily corrected by optimization. For this reason the second constraint is imposed on each lattice to fix the positions of the transmission zeros as close to their ideal locations as possible. This has no perceptible effect on the passband characteristic, and can at most cause some smearing of the zeros in the stopband. Also it seems reasonable to insist that the constant reactances in the shunt and series arms of each lattice retain their equality of magnitude but difference of sign, ensures that the response remains symmetric. Given these constraints there is in effect one adjustable parameter per lattice available, in addition to the impedance of each inverter and each termination. So for the eighth order filter illustrated there would be a total of nine circuit parameters which could be varied in the optimization procedure. For such a filter the response is now totally specified by the eighth order polynomial in s which gives the transmission poles in the complex s plane. As the response is constrained to be symmetric the nine polynomial coefficients are necessarily real, and these nine 'characteristic parameters' directly determine both passband shape and insertion loss. Therefore specifying the desired loss and passband shape fixes the ideal values of these coefficients. It will be noted that all this manipulation is being done prior to the bandpass transformation; this produces slight simplification without any significant loss of generality.

Continuing with an eighth order filter as an example, we may suppose that the ideal values for the polynomial coefficients are given by \(a_0, a_1, \ldots, a_8\), therefore defining a parameter

\[
J = \left| \frac{1}{a_0 N_0} \right|^2 + \frac{1}{a_0 N_0} \left( a_0 N_0 - a_0 \right)^2 \geq 0, \quad a_0 > 0
\]  

(1)

where the quantities \(a_0, a_1, \ldots, a_8\) are the actual coefficients; the problem is to find the global minimum of \(J\), at which point its value will hopefully be zero. In general \(a_0, a_1, \ldots, a_8\) are a function of all nine circuit variables, and we are seeking a point where \(J = 0\), all \(a_i = a_0\) are
the precise values of the weights \( w_i \) are not very important though they may affect the conditioning of the problem.

There are many algorithms available for this type of problem\(^3\)^4, one of the simplest is the steepest descents method, which consists of choosing iterative increments

\[
\Delta p_i = - \frac{\partial J}{\partial p_i}
\]

(2)

where \( p_i \) are the circuit parameters. This method is guaranteed to converge, but convergence is only linear, and it is therefore very slow in the neighbourhood of the minimum. If second derivatives of \( J \) are known then much faster iterations may be employed, giving quadratic convergence.

\[
J(p_i + \Delta p) = J(p_i) + \frac{\partial J}{\partial p_i} \Delta p_i + \frac{1}{2} \frac{\partial^2 J}{\partial p_i^2} \Delta p_i^2 + \ldots
\]

(3)

For a minimum we require

\[
\frac{\partial J}{\partial p_i} = 0
\]

(4)

which provides a set of simultaneous equations for the \( \Delta p_i \). Unfortunately the set of second derivatives is prohibitively large and it is advisable to avoid calculating them if at all possible. One method for doing this is to write \( J \) in the form

\[
J(p_i) = J(p_i) + \frac{1}{2} \Delta p_i^T \frac{\partial^2 J}{\partial p_i^2} \Delta p_i + \ldots
\]

(5)

then if the minimum of \( J \) corresponds to a point where all \( \Delta p_i = 0 \), as we require, then it is permissible to neglect the second term in Eq (5). With this modification we obtain

\[
\frac{\partial^2 J}{\partial p_i^2} \Delta p_i + \ldots
\]

(6)

If the matrix \( \frac{\partial^2 J}{\partial p_i^2} \) possesses an inverse, as it does in our case, then this reduces to

\[
\Delta p_i = \left( \frac{\partial^2 J}{\partial p_i^2} \right)^{-1} \frac{\partial J}{\partial p_i}
\]

(7)

which is obviously the Newton-Raphson formula. This iteration converges quadratically but it is likely to diverge unless a good starting point is available. A serious problem is created by the presence of local minima in the function \( J \), which will stall any of the common search routines, for this reason it is rarely profitable to attempt a direct optimization. However as the exact solution for the lossless case is known, it is possible to adopt a simple but effective expedient. If the losses are ‘turned on’ in a number of small increments, and a few iterations using the Newton-Raphson formula are performed at each step, then the solution will track the target closely as the final configuration is approached. By these means the problem of being diverted on to subsidiary minima is avoided, and a good starting point is always available for the iteration, permitting the use of the more efficient Newton-Raphson method.

In the actual computer program the filter response was analysed by multiplying the chain matrices of successive stages, as shown in Figure 6. From this the coefficients of the polynomial determining the location of the transmission poles were evaluated. As each adjustable circuit parameter appears in just one of these sections, the parameters \( \Delta p_i^T \Delta p_j \) could also be determined by the same method.

4 Experimental results

The test vehicle for the method described in the previous sections was a filter with a centre frequency of 15 MHz, a 15% fractional bandwidth, and a shape factor to 70 dB of 1.33. The basic design chosen was an elliptic characteristic, C0825b 4905, which in principle permitted a fairly easy realization with eight crystals.

A trial filter was constructed using the ideal equal motional inductance design with no predistortion, and the experimental result is shown in Figure 7. As expected this filter possessed an essentially symmetric characteristic, but the pass-band was considerably rounded, and the loss in 1 dB bandwidth was between 30 and 40 kHz.

Using the same elliptic characteristic an optimized design was then developed. It was found that a full correction for the specified coil losses was only possible if the design insertion loss was above a certain critical value; in this case it was necessary to specify an insertion loss of over 12 dB. It is also normally necessary to start the optimization from an ideal design with a loss close to the final value required. Therefore, crudely speaking, it is only possible to correct a rounded filter response by pushing down the centre of the passband, not by pulling up the corners. In practice the insertion loss is always higher than this design figure because losses in the end coils are not taken into account; as far as the filter is concerned these losses appear as part of the terminations and do not affect passband shape.

Responses of the fully optimized filter are shown in Figures 8 and 9. The predistortion successfully restored the 1 dB bandwidth to its ideal design value, and there was no degradation in shape factor. The crystals used in the filter were designed so that no unwanted responses would appear in the passband, and careful selection was employed to minimize their effects in the stopband. The main discrepancy with the ideal design was the passband ripple, which was 0.08 dB rather than 0.3 dB. Extensive circuit analysis failed to locate a specific cause for this, and it was attributed to accumulated tolerancing errors throughout the
filter. It was found that careful matching of the motional inductances of crystals within each lattice produced a significant improvement in passband ripple. Matching between lattices is unnecessary as any differences are automatically corrected during filter alignment. All the coils employed were of carefully selected dust-iron type, and were matched with NTC capacitors to provide temperature stability.

5 Conclusions

It has been demonstrated that for certain types of crystal filter, simple optimization techniques, practicable even on a desk top computer, can yield excellent results. The method was tested experimentally with a 15 MHz 1% fractional bandwidth design. Due to circuit tolerances some discrepancies still remained, but certain possible trade-offs were observed. In the filter which was constructed the motional inductances of the crystals were of the order of 23 mH, and this high value was a direct consequence of ensuring that no unwanted crystal responses could appear in the passband. However, the effect of allowing some small spurious responses into the passband can be made quite negligible, and if this is permitted a very worthwhile reduction in filter impedance can be made. The effect of losses is to round the passband and also to reduce passband ripple, so if any reduction in bandwidth is permissible, it is probably wise not to optimize for the full losses, but to seek a compromise where some of the losses are used to suppress ripple.

6 References


2 Stevenson J K: Simple design formulae for third order crystal lattice filters with finite attenuation poles: Int J Electron., 38, 6, p 697-710, 1975

3 Temes G C and La Patra J W: Circuit synthesis and design: McGraw-Hill 1977
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DEVELOPMENTS IN LOW LOSS, LOW RIPPLE SAW FILTERS
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Abstract

SAW filters are often required by systems to possess low loss, low passband ripple and high out-of-band rejection properties simultaneously. This paper describes two recent developments in the design of such low loss filters.

In the first approach, three bidirectional transducers are arranged collinearly to eliminate half of the 6 dB bidirectional loss. The unique feature of this design lies in the use of centrosymmetric transducers for broadband triple transit suppression. Two design examples are reported. The filter fractional bandwidths range from 1.8% to 10.5%.

For the second approach, a new type of connecting and matching the group type unidirectional transducer (UDT) is described for narrowband filters. In this method, one of the two groups in the UDT is inductively matched to serve as an acoustic reflector. Triple transit level of better than -50 dB is achieved for a device of 8 dB loss. The in-band peak-to-peak (p-p) amplitude ripple is less than 0.05 dB.

Introduction

Many systems require surface acoustic wave (SAW) filters which have low insertion loss (<8 dB), low ripple (<0.5 dB) and high out-of-band rejection (<35 dB). Several techniques have been employed to construct filters with these desired properties. One approach is to use three bidirectional transducers arranged collinearly to eliminate half of the 6 dB bidirectional losses. With the center transducer receiving equal wave fronts from both directions, the total incident power may be extracted and triple transit echo eliminated. This design offers simplicity and flexibility in device weighting, matching and fabrication, but often suffers from poor performance. The other approach eliminates bidirectional loss altogether by employing unidirectional transducers (UDT). These UDT designs require more sophisticated design, fabrication and matching techniques, and have been reported in the literature.

In this paper, new types of filters based on these two basic approaches are reported. For the first approach, the filter is designed with symmetric and antisymmetric transducers for broadband triple transit cancellation. For the second approach, a hitherto unreported way of connecting group type UDT is employed to achieve maximum triple transit cancellation. Both techniques offer advantages for specific applications.

Centrosymmetric Transducer Design

The design with three bidirectional transducers is the simplest in design and fabrication. As mentioned in the Introduction, the design ideally achieves a minimum loss of 3 dB with no triple transit echoes. In reality, the center transducer cannot be perfectly matched over the bandwidth, and triple transit echoes produce passband ripple, which when enhanced by low insertion loss, causes unacceptable filter performance. To achieve broadband triple transit cancellation, the outer transducers can be designed to be identical except that one has symmetric and the other antisymmetric finger configuration with respect to the transducer center line. Such filters retain the advantages of the three-transducer approach while achieving good performances.

The filter configuration is shown schematically in Figure 1. This centrosymmetric transducer design is based on the principle that if the center-to-center separations between the center transducer to outside transducers are equal, the signal received at the symmetric outer transducer will have a 90° phase difference from that received at the antisymmetric transducer. This 90° phase relation is also maintained at all frequencies if the transducers are truly equal but have different symmetry. Triple transit echoes from the transducer pairs therefore differ by 180° and are effectively suppressed.

One narrowband and one wideband filter were designed with the centrosymmetric configuration. Figure 2 shows the frequency response of a narrowband device fabricated on 128° rotated Y-cut LiNbO₃. In this example, the two outer transducers are source withdrawal Hamming weighted. One has an antisymmetric finger configuration while the other is symmetric. The center transducer is symmetric and apodized, also with Hamming function. The performance of this filter is summarized in Table 1. For this device, only the center transducer is matched. Of the 5.2 dB insertion loss, 3 dB is bidirectional loss. 0.8 dB is due to apodization...
loss of the center transducer. The rest is due to mismatch and resistivity losses.

The second example is a wideband device whose response is shown in Figure 3. Table 2 summarizes the device performances. For this device, the outer two transducers were apodized with sin x/x function. Again, one has an antisymmetric finger configuration, while the other is symmetric. The center transducer is source withdrawal weighted, also with sin x/x function. The slightly higher p-p amplitude ripple of this device is partly due to bulk wave interference. Better results could be obtained if multistrip couplers were incorporated.

To further demonstrate the versatility of the centrosymmetric design, the narrow band filter design was implemented with split finger configuration. Strong third harmonic response is observed. Figure 4 shows the third harmonic response of the narrowband filter fabricated on MDC LiTaO₃. This response was obtained without any matching elements. The insertion loss is about 9 dB and the passband ripple is only 0.25 dB p-p. The out-of-band rejection of this filter is greater than 55 dB.

Group-Type Unidirectional Transducers

The group-type unidirectional transducer is ideal for narrowband filter applications. It can be fabricated with one step photolithographic process similar to conventional bidirectional devices. The matching technique of group-type unidirectional transducer has been discussed in the literature. It requires either a 90° phase shifter or carefully chosen networks. Both transducers in each group-type UDT receive signals at a 90° phase difference.

In a new approach shown schematically in Figure 5, only one-half of the group-type UDT is connected to the electrical source. The other is inductively tuned to serve as resonant acoustic reflector. This concept is similar to that reported by Smith et al., in one of the earlier papers dealing with resonant acoustic reflectors. The difference is that in the previous case, two transducers, each with only one group, are employed. As will be shown by the two examples, excellent triple transit cancellation and unidirectional operation can be achieved with such matching techniques. The matching elements required consist of inductors and capacitors. Size and complexity of the filter are greatly reduced.

Two filters with fractional bandwidth ranging from 0.2 to 0.5 were designed and constructed. Figure 6 shows the response of a filter with center frequency of 97.29 MHz and 3 dB bandwidth of 0.24 MHz. The overall feature of the response of the 0.5 MHz in-band characteristic is shown in Figure 7 at a 1 dB/div scale. The design and performance curves of the two filters are summarized in Tables 3 through 5. Three transducers were used in these designs so that weighting can be easily implemented with the center transducer, while the outside group-type UDT's can be optimized for insertion loss and triple transit suppression.

The lino transducers required to weight these narrowband filters also required the use of finger withdrawal weighting instead of apodization to minimize diffraction effects.

Conclusion

The centrosymmetric transducer design offers simplicity and flexibility in implementing low loss, low ripple SAW filters. Because of its simplicity in fabrication, higher operating frequency can be achieved compared to the unidirectional approach. With harmonic operation, low loss, low ripple filters above 2 GHz can be constructed when a high coupling substrate is used, the multistrip coupler UDT approach can also be combined with the centrosymmetric design to further reduce loss while retaining the one step fabrication advantage.

The simplified matching technique for the group-type UDT reduces matching complexity while maintaining excellent performance. This results in potential reduction in filter size, weight, and costs.
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Table 1. Performance of narrowband filter with centrosymmetric transducer design

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>92 MHz</td>
</tr>
<tr>
<td>3 dB Bandwidth</td>
<td>1.7 MHz</td>
</tr>
<tr>
<td>Substrate</td>
<td>128° Rotated Y-Cut LiNbO₃, X-Propagation</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>5.2 dB</td>
</tr>
<tr>
<td>In-Band Ripple (p-p)</td>
<td>0.3 dB</td>
</tr>
<tr>
<td>Out-of-Band Rejection</td>
<td>55 dB</td>
</tr>
<tr>
<td>Triple Transit Level</td>
<td>-35 dB</td>
</tr>
</tbody>
</table>

Table 2. Performance of wideband filter with centrosymmetric transducer design

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>162 MHz</td>
</tr>
<tr>
<td>3 dB Bandwidth</td>
<td>17 MHz</td>
</tr>
<tr>
<td>Substrate</td>
<td>128° Rotated Y-Cut LiNbO₃, X-Propagation</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>6.5 dB</td>
</tr>
<tr>
<td>In-Band Ripple (p-p)</td>
<td>0.8 dB</td>
</tr>
<tr>
<td>Out-of-Band Rejection</td>
<td>40 dB</td>
</tr>
<tr>
<td>Triple Transit Level</td>
<td>-30 dB</td>
</tr>
</tbody>
</table>

Table 3. Group-Type 1D” Design

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency (MHz)</td>
<td>97.3</td>
</tr>
<tr>
<td>3 dB Bandwidth (MHz)</td>
<td>0.24</td>
</tr>
<tr>
<td>Substrate Orientation</td>
<td>57° Quartz, X-Propagation</td>
</tr>
<tr>
<td>Substrate Dimension (in.)</td>
<td>3.5x1.25x0.025</td>
</tr>
<tr>
<td>Finger Configuration</td>
<td>Split 8-Fingers Per Raising</td>
</tr>
<tr>
<td>Center Transducer Notch</td>
<td>Source Withdrawal, Thin-wire Function</td>
</tr>
<tr>
<td>Group-Type Transducer</td>
<td></td>
</tr>
<tr>
<td>No. of Finger Raising Per Notch</td>
<td>6</td>
</tr>
<tr>
<td>No. of Notches</td>
<td>23</td>
</tr>
</tbody>
</table>

Table 4. Performance of the 0.24 MHz bandwidth filter

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>97.29 MHz</td>
</tr>
<tr>
<td>Fractional Bandwidth</td>
<td>0.25</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>9 dB</td>
</tr>
<tr>
<td>Amplitude Ripple (p-p)</td>
<td>0.05 dB</td>
</tr>
<tr>
<td>Shape Factor (40 dB/3 dB)</td>
<td>2:1</td>
</tr>
<tr>
<td>Sidelobe Rejection</td>
<td>-35 dB</td>
</tr>
<tr>
<td>Triple Transit Level</td>
<td>-50 dB</td>
</tr>
</tbody>
</table>

Table 5. Performance of the 0.5 MHz bandwidth filter

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>92.8 MHz</td>
</tr>
<tr>
<td>Fractional Bandwidth</td>
<td>0.54</td>
</tr>
<tr>
<td>Insertion Loss</td>
<td>8 dB</td>
</tr>
<tr>
<td>Amplitude Ripple (p-p)</td>
<td>0.05 dB</td>
</tr>
<tr>
<td>Shape Factor (40 dB/3 dB)</td>
<td>1.6:1</td>
</tr>
<tr>
<td>Sidelobe Rejection</td>
<td>-30 dB</td>
</tr>
<tr>
<td>Triple Transit Level</td>
<td>-50 dB</td>
</tr>
</tbody>
</table>

Figure 1. Schematic configuration of the centrosymmetric transducer design
Figure 2. Performance of low loss SAW filter on 128° rotated Y-cut, X-propagating LiNbO$_3$.

Figure 3. Performance of wideband filter on 128° rotated Y-cut LiNbO$_3$.

Figure 4. Third harmonic response of low loss SAW filter on MDC LiTaO$_3$.

Figure 5. Group-type unidirectional transducers with simplified matching network.

Figure 6. Frequency response of 0.5 MHz bandwidth SAW filter employing group type UDT.

Figure 7. In-band ripple characteristic of 0.5 MHz bandwidth filter employing group-type UDT.
MULTIPOLE SAW RESONATOR FILTERS
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ABSTRACT

We are engaged in the development of VHF multipole SAW resonator filters which are required to have high rejection levels (-60 dB), filter value in the range of 4000, and low shape factors (4:1). Here we present the salient aspects of filter design and fabrication, and discuss experimental results. Our procedure utilizes the synthesis techniques developed by Matthaei plus detailed equivalent circuit analysis calculations to finalize each design. Inter-cavity coupling is by transducers or reflectors and the filter design is synchronous, that is: each cavity is set to resonate at the same frequency when coupled. Theoretical and experimental results are presented for several multipole configurations demonstrating the efficacy of the design and fabrication techniques. For example, six-pole filters have been produced with 7 dB loss, 35 dB rejection, and an acceptable passband shape.

Introduction

The purpose of this work has been to produce high performance multipole SAW resonator filters requiring up to six resonant cavities (or poles) to attain the required shape factors. The filter requirements are listed in Table 1, and reference to standard filter texts[1,2] shows that a minimum of three poles is required for the Type I design and five for the Type II filter. Since three- and five-pole designs only barely meet the filter requirements, we have implemented four- and six-pole designs, respectively. Single-pole SAW resonators are well developed[3,4] and two-multipole SAW resonator synthesis techniques[5,6] have been presented. In our work we have developed additional techniques for cavity and coupler trimming, the use of unloaded reflection coefficient measurements, and the implementation of analysis techniques to realize synchronously tuned multipole SAW filters. These techniques and the results attained are discussed.

* This work is supported by the U.S. Naval Research Laboratory under Contract No. 169914-81-C-2066.

Table 1

<table>
<thead>
<tr>
<th>Required Frequency Response Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type I</strong></td>
</tr>
<tr>
<td>Center Frequency (f0)</td>
</tr>
<tr>
<td>3 dB Filter Bandwidth</td>
</tr>
<tr>
<td>3:60 dB Shape Factor</td>
</tr>
<tr>
<td>Response</td>
</tr>
<tr>
<td>Insertion Loss - Max</td>
</tr>
<tr>
<td>Out-of-Band Rejection</td>
</tr>
<tr>
<td>Minimum No. of Poles</td>
</tr>
</tbody>
</table>

Filter Design

We are currently using the filter synthesis technique developed by Matthaei[7] as we have found that his procedures permit rapid and reasonably accurate designs. Matthaei’s use of a low-pass prototype or an “inversion” of some of the filter passband parameters which are applied to the finite-loss structures we must work with. The finite-loss decreases the accuracy of the design somewhat, but we have not found this to be a significant limitation in the VHF range. Following synthesis we use an equivalent circuit model, based on the closed form computational techniques discussed by Chen, to check the accuracy of the design parameters and to make the small adjustments which we find are normally required to yield the passband response desired. Further, our analysis technique allows us to compute the frequencies to which each cavity must be tuned. In isolation, such that synchronous operation is achieved when all cavities are coupled. For two-port, single-pole structures we calculate the transmission resonance frequency and, for two-port, two-pole acoustically-coupled sections, we calculate the electrical reflection coefficient resonance frequency for each cavity with the opposite cavity unloaded.

** Present address: Schlumberger-Doll Research Center, Ridgefield CT 06877.
During fabrication we then set each cavity to the calculated frequency. The transmission response of each two-pole acoustically-coupled pair is also calculated to ascertain the shape of this response. This shape is then reproduced as accurately as possible during fabrication by trimming the cavity resonance frequencies and by adjusting the reflector-coupling strength using a selective etching technique.

Our designs utilize transducer and reflector coupling only since these allow us to achieve the range of coupling values required while suppressing unwanted responses. Further the technology for producing the devices with these coupling techniques is available and these techniques have no adverse thermal or aging effects. In Fig. 1 we show the design of a four-pole Type I filter where we note the use of split-symmetric transducers in the single-pole sections. These transducers were used to allow for larger transducers to attain larger coupling values without causing additional longitudinal mode responses. Two sets of transducer-coupled stages were required to theoretically attain the required 60 dB rejection though two sets of acoustically coupled pair would have been more efficient spacewise. We note further that the transducer couplers were purposely made larger than required to allow us to use variable de-coupling capacitors (C12 and C4 on Fig. 1) to compensate for various errors. The computed response for the design of Fig. 1 is shown in Fig. 2 where we note that the theoretical rejection of 60 dB just meets the required value. Also, the passband response of Fig. 2 is not a Tchebyscheff since there is only one (0.5 dB) dip. The theoretical loss is only 2.1 dB (in vacuum), however, and the shape factor is lower than required.

The design of a six-pole filter is shown in Fig. 3 where we utilize three acoustically coupled sections coupled together using transducer couplers, and the variable de-coupling capacitors. The computed response is shown in Fig. 4 where we note the rejection level of 74 dB and an approximate Butterworth passband. The 3 dB bandwidth for Fig. 4 is 48 kHz, with a loss of 4.3 dB and a shape factor of 3.5, all well within specification.

Fig. 1. Schematic showing the four-pole configuration with component values given for a Type II filter design.

Fig. 2. Computed frequency response for the Type I filter design of Fig. 1. The minimum loss is 2.1 dB.

Fig. 3. Schematic showing the six-pole configuration with component values given for a Type II filter design.
results are similar, i.e., the desired bandwidths and center frequency were generally attained but the rejection level and passband shape were not. For these four-pole devices, the rejection was generally 15 to 20 dB poorer than predicted, the losses were greater and the passband did not conform to the Chebyshev type response.
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Fig. 4. Computed frequency response for the Type II filter design of Fig. 3. The minimum loss is 4.3 dB and the 3-dB bandwidth is 45 kHz with a 3/60 dB shape factor of 1:3.5.

**Fabrication**

We are using the recessed-aluminum-transducer/etched-movable-reflector configuration for these filters and the basic fabrication procedures are as discussed previously. Important new aspects of this work are the use of a selective etch technique to trim the cavity resonance frequency of each cavity to the required calculated value, the use of selective etch to adjust the coupling reflectors, and the techniques for measuring, using probes, the transducer electrical parameters. Most of our devices have been fabricated monolithically; that is, all filter sections (defined to be a two-port, single-pole or a two-port, two-pole resonant system) are placed on the same quartz substrate. Each substrate was then mounted on a cold weld sealable header and sealed in vacuum. However, we have found that it is very difficult to reduce the leakage (electromagnetic radiation) to acceptable levels using the monolithic scheme, so we have also placed each section in a separate header and assembled the transducers on a board. The board also has the matching networks and coupling components mounted so as to be easily channeled to achieve the optimum values.

**Experimental Results**

The response of a four-pole Type I filter, fabricated monolithically, is shown in Fig. 5. The insertion loss of 6 dB just meets specification but is significantly larger than the computed value of 2.1 dB. The 3-dB bandwidth of 45 kHz is quite close to the design value of 47 kHz, but the rejection is only 5.5 dB compared to 60 dB computed. The passband has a ripple of about 1 dB peak-to-peak compared to an expected value of 0.5 dB. Several other devices of this type were fabricated and the results are similar; i.e., the desired bandwidths and center frequency were generally attained but the rejection level and passband shape were not. For these four-pole devices, the rejection was generally 15 to 20 dB poorer than predicted, the losses were greater and the passband did not conform to the Chebyshev type response.
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Fig. 5. Frequency response of a Type II filter approximately per the design of Fig. 1. The 3-dB bandwidth is 45 kHz and the filter is monolithic.

The response of a six-pole Type II filter, also fabricated monolithically, is given in Fig. 6. For this device the rejection level is close to 50 dB which is also the approximate level. The passband is not a Butterworth, but the loss level of 5.7 dB is not significantly greater than the computed value of 4.3 dB. The response of another six-pole filter, which was not fabricated monolithically, is given in Fig. 7 and we see a significant improvement in rejection to about 56 dB, and a smoother passband shape. For this filter we were able to optimize the coupling elements, which were inductors due to an increase in parasitic coupling capacitance, to a value close to the theoretical passband of a filter of this type. However, a shape which only approximates the theoretical passband is acceptable so the problem here becomes one of
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consistently attaining an acceptable approximation. Increasing the rejection level is very important and we believe that variations in loss and symmetry within the various filter sections contribute to the increase in sidelobe levels. Improvement in the fabrication procedures may be of benefit here. Another approach may be to design for a rejection level of something like 25 dB greater than desired to allow for the degradation we experience. We are investigating the use of weighted reflectors to aid in reducing the sidelobe levels. Weighted reflectors have been of considerable value in reducing sidelobes in single-pole resonators, but this type reflector has not been utilized in multipole reflector-coupled devices thus far. We expect that a combination of fabrication and design changes will allow us to consistently exceed 60 dB rejection. The leakage level is largely a function of the arrangement of the various components, and the experimental results shown above demonstrate that the non-monolithic scheme is most successful in this regard. The non-monolithic scheme also allows one to carefully select the sections to be assembled into a filter. Thus only those sections with low loss, good rejection, and exactly the required resonance frequencies might be assembled to yield the very best possible performance. This is not possible with the monolithic approach since all sections are made at the same time on the substrate and we must accept whatever we get or discard the entire device.

Summary and Conclusions

We have shown that we can accurately synthesize multipole SAW resonator filter designs and, through analysis, obtain all the information required to fabricate synchronously tuned filters. Experimental results have been presented for four- and six-pole filters demonstrating the effectiveness of our procedures. Problems remain in accurately sharing the passband response, reducing the leakage level, and improving the out-of-band rejection. We have discussed approaches to solving these problems which are basically due to second order effects. These approaches include use of the non-monolithic scheme, design for higher rejection levels including the use of weighted reflectors, and more stringent fabrication procedures.
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Summary

Due to the new etching technology, the Argon Ion beam technique, CEPE is now able to provide piezoelectric devices with an enlarged useful bandwidth by the use of resonators operating either in the fundamental mode or in a low overtone mode (i.e., 600 MHz 3rd overtone).

The results issued from several applications, already used in new-generation Telecommunication systems, exhibit behaviour similar to that observed at lower frequencies (i.e., 30 MHz to 50 MHz) with conventional resonator lapping technologies,

Introduction

During long period traditional lapping technologies allowed the production of piezoelectric resonators oscillating in the fundamental mode up to 30 MHz. Improvements on the grinding machines enabled frequencies up to 50 MHz.

The ion-etching technology introduced by M. BERTE in 1977, (31st Symposium on Frequency Control) has pushed back the fundamental frequency limit to about 500 MHz for AT cut quartz. Little has been published in this domain due to intensive laboratory work on prototypes.

At the occasion of the 35th Symposium L. BIDART and J. CHAUVIN presented a paper devoted to the application of ion-etched resonators to oscillators.

In this paper we present new products concerning filters composed of quartz resonators as well as using novel piezoelectric materials such as Lithium Tantalate.

State of the Art

A piezoelectric resonator is commonly represented under its simplified scheme (Fig. 1) where L, C, R, are motional elements i.e., they transcribe mechanical vibrations of the crystal into the electrical domain.

C, is a physical capacitor related to the inter-electrode dielectric. The resonator has 2 noteworthy frequencies:

\[ F_s = \frac{A}{2 \pi \sqrt{LC}} \]
\[ F_p = \frac{A}{2 \pi \sqrt{FC}} \]

( the transmission and impedance response curves are represented in Fig. 2, Fig. 3).

One usually calls the useful bandwidth of a resonator : AF, the difference between the resonant and anti-resonant frequencies.

An approximation leads to an expression for the useful relative bandwidth:

\[ \frac{AF - C}{F_s} \]

In fact AF has the order of magnitude of the maximum bandwidth able to be produced in a filter and this value is close to the maximum tuning range of a VCXO.

When used in an overtone mode the maximum relative bandwidth is divided by the square of the overtone rank. One easily notices that wideband piezoelectric devices are limited by the maximum frequency achievable in the fundamental mode.

Ion-Etching

The ion-etching technology is based on the use of a 50 µm thick blank.

The wafer is eroded in its center by an Argon ion beam. If the attack angle is correct the tub bottom preserves a flatness parallelism and a surface state close to the one it had before etching. The principle is explained on Fig. 4.

Electrodes are deposited on the resonator. The resonator behaves as if the wafer thickness were that of the central part, i.e., rigidity and solidly are of the order of magnitude of the resonator having the thickness of the PZT sphere (Fig. 5).


The filter had been designed with 3rd order steps which we shall explain:

- Higher order steps exhibit a definite 30 dB ABW.
- With conventional technology, as concerns lithium tantalate we have a limit of 10% relative bandwidth at 90 MHz.

On the other hand, quartz that is used in fundamental and overtone modes exhibits a definite number of steps which we shall explain:

- Is up to 50 MHz maximum of fundamental mode.
- Is up to 150 MHz maximum of 3rd overtone.
- Is up to 200 MHz maximum of 5th overtone.

Introduction of non-echod resonators enabled us to extend all the chart up to 400 MHz for lithium tantalate (fundamental only) and 500 MHz for quartz in fundamental and overtone mode operation.

It is clear that above 200 MHz the other resonators of the filter have to be specially designed with technologies similar to those employed in the Fig. 11, 12 type.

At an example, we shall give in table 7 some figures of minimal elements characterising the resonator at different frequencies in the fundamental mode.

One may notice that these figures are compatible with those produced at lower frequencies.

We propose to analyse some filters produced with quartz resonators or with lithium tantalate resonators operating in bulkwave.

Quartz Filters

- a. i. Switchable I.F. 70 MHz Filter

The specification implies the design of 2 filters, each one filterable for 40 or 50 MHz channel spacing in fiber optic transmission.

- 40 MHz channel spacing: Fc = 70 MHz
  - 3 dB PBW = 12 KHz
  - 60 dB ABW = 40 KHz
- 50 MHz channel spacing: Fc = 70 MHz
  - 4 dB PBW = 24 KHz
  - 50 dB ABW = 50 KHz

These filters are encapsulated in the same package, the response curves are given in Fig. 9, 10, 11, 12.

One may notice the low insertion loss of these filters. They can be used in the I.F. of a receiver.

b. II. 102.5 MHz 4 pole Filter

This filter is designed to be placed in the 1st I.F. of a receiver.

- Fc central frequency 102.5 MHz
  - 3 dB PBW = 20 KHz
  - 50 dB ABW = 200 KHz

This 4th order filter has been synthesized using effective parameter theory. It is a Tchebychev polynomial filter with a 0.1 dB ripple.

One may notice that the actual response curve is very close to the theoretical one and that the insertion loss is very low: 2.5 dB (Fig. 11, 14).

c. III. 169 MHz 2 pole Filter

This filter is proposed to recuperate the rhythm frequency in fiber optic transmission. Typical values are given below:

- Fc central frequency 169 MHz
  - 1 dB PBW = 50 KHz
  - 60 dB ABW = 2000 KHz

In addition, the characteristic impedance level inside the filter is about 10 ohms per MHz of BW. This confers a relatively low sensitivity to coil variations in the temperature range.

d. IV. 93 MHz 1 pole Filter

This filter is used for the recuperation of the rhythm frequency in a digital telephone repeater (speed 140 Mbit/s). The coding implies the center frequency at 93.944 MHz.

- 3 dB PBW = 20 KHz
- 30 dB ABW = 1 MHz

If the filter had been designed with 3rd overtone resonators, 2 of them would have been necessary.

Only 1 resonator operating in the fundamental mode is sufficient to meet the specification.

Furthermore, the characteristic impedance level in the filter is low and in consequence the influence of the differential transformer is decreased. The spurious resonances are rejected to about 1 MHz off the central frequency.

In addition, in order to preserve the phase coherence of all the repeaters, all the filter phases at the central frequency must be trimmed with a precision of 10° and a maximum drift of +5° is tolerated in the temperature range +10, +50°C (Fig. 11, 12).

e. V. 102.5 MHz 4 pole Filter

A picture of this filter is represented Fig. 12b.

This filter is designed to be placed in the 1st I.F. of a receiver.

- Fc central frequency 102.5 MHz
  - 3 dB PBW = 20 KHz
  - 50 dB ABW = 200 KHz

This 4th order filter has been synthesized using effective parameter theory. It is a Tchebychev polynomial filter with a 0.1 dB ripple.

One may notice that the actual response curve is very close to the theoretical one and that the insertion loss is very low: 2.5 dB (Fig. 11, 14).

e. VI. 169 MHz 2 pole Filter

This filter is proposed to recuperate the rhythm frequency in fiber optic transmission. Typical values are given below:

- Fc central frequency 169 MHz
  - 1 dB PBW = 50 KHz
  - 60 dB ABW = 2000 KHz

In addition, the characteristic impedance level inside the filter is about 10 ohms per MHz of BW. This confers a relatively low sensitivity to coil variations in the temperature range.
This filter has been designed in the fundamental mode so that a third overtone resonance occurs out of the attenuation bandwidth. (Response curves are shown in Fig. 15, Fig. 16.)

**e.g. 1. 241 Filter**

This filter is proposed for direct detection of the distress channel in air band transmissions.

- **Central frequency**: 241 MHz
- **3 dB PBW**: ± 25 kHz
- **50 dB ABW**: ± 150 kHz

This filter is produced with 4 resonators oscillating in the 3rd overtone. Each resonator has a quality factor superior to 20,000.

The order of magnitude of the motional inductance is 6 mH which confers to the filter characteristic impedance 1.4 kOhms. One can see on the response curves (Fig. 17, Fig. 18) that the insertion loss is 4.2 dB and that the filter presents an out of band rejection of about 55 dB which is quite correct for a 4 poles transfer function.

It is interesting to notice that cables have been advantageously replaced by striplines deposited on the printed circuit board.

**e.g. 2. 3rd overtone 670 MHz Filter**

This filter is proposed for the frequency recuperation in telephone repeaters for high speed data transmission.

The filter characteristics are as follows:

- **Central frequency**: 670 MHz
- **3 dB PBW**: ± 100 kHz
- **40 dB ABW**: ± 2.5 MHz

Only one pole is sufficient to achieve the specification; nevertheless, a phase stability is demanded and the user tolerates a drift of ± 10° in the temperature range: +40°C, -50°C.

One must realize that at such frequencies the greatest difficulty lies not in the design of the resonator itself, but in the definition and design of the other components.

A high sensitivity to the proximity of conductive material provides a delicate adjustment and of course all the cells are made in stripline technique (Fig. 16, Fig. 20).

Let us now draw our attention to lithium tantalate filters.

The ion-etching technique can be applied to any piezoelectric material and some results obtained from filters employing lithium tantalate resonators will be proposed.

**e.g. 1. 60 MHz 6 pole Bessel Filter**

This filter is designed for I.F. (Identification friend or foe) receiver.

The specifications are as follows:

- **Central frequency**: 60 MHz
- **3 dB PBW**: ± 500 kHz
- **72 dB ABW**: ± 4 MHz

The response curve is remarkably close to the Bessel function filter synthesized with the effective parameter theory. The group delay is constant within ± 5% over 90° of the 3 dB pass-bandwidth.

Both curves in-band and out-of-band attenuation are represented by Fig. 21, Fig. 22.

**e.g. 2. 240 MHz 4 pole Lithium tantalate Filter**

This filter is to be employed as a 1st I.F. Characteristics are as follows:

- **Central frequency**: 240 MHz
- **1 dB PBW**: ± 1.5 MHz
- **40 dB ABW**: ± 5 MHz
- **Insertion loss**: 0 dB.

Response curves of this filter are shown in Fig. 23, Fig. 24.

It seems that a limitation in the fundamental frequency of a lithium tantalate bulk wave resonator occurs just below 100 MHz.

In fact, we encounter some difficulties in the deposition of the electrodes whose diameters are about some tens of micrometers.

**Conclusion**

The frequency limit of fundamental AF cut quartz resonators is today approximately 500 MHz.

If, as concerns oscillators, we are able to use overtone mode resonators up to 2 MHz as far as filters are concerned a limit occurs at 400 MHz.

This limit is not due to the resonator itself but to the other components of the filter especially the cells.

The filters that have been produced are used in systems operating under severe environmental conditions.
Resonators manufactured according to this technology have a certain number of advantages, the main ones being:

- low sensitivity to vibrations
- low sensitivity to shock
- the temperature characteristic is that of the original wafer
- low intrinsic characteristic impedance level
- possibility of using low overtone modes.

This technology had nevertheless a great disadvantage: manufacturing cost.

But improvements in the industrial method enable us to achieve lower costs.

With this technology we can offer the telecommunication engineer a solution to his filtering problems in U.H.F.

CEP is now engaged in industrial production of filters using fundamental high frequency bulk-wave resonators.

Bibliography


---

**Scheme of Xtal Resonator**

\[
\begin{align*}
L & \quad C \quad R \\
R & = \frac{1}{2\pi LC} \\
C & = \frac{1}{2\pi F}\end{align*}
\]

\[
\text{Relative } \Delta f = \frac{\Delta f}{F} = \frac{C}{2\pi C}
\]

**Schematic Ion Milling Support**

![Figure 4](image4.png)
Figure 5.

FREQUENCY RANGE EXTENSION BY USING ION ETCHED RESONATORS

Figure 6.
### MOTIONAL ELEMENTS

**ORDER OF MAGNITUDE**

<table>
<thead>
<tr>
<th>FREQ.</th>
<th>75 MHz</th>
<th>100 MHz</th>
<th>200 MHz</th>
<th>400 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAT. QUARTZ</td>
<td>L17±03 QUARTZ</td>
<td>L17±03 QUARTZ</td>
<td>L17±03 QUARTZ</td>
<td>L17±03 QUARTZ</td>
</tr>
<tr>
<td>L</td>
<td>3 uH</td>
<td>60 uH</td>
<td>2 uH</td>
<td>40 uH</td>
</tr>
<tr>
<td>0</td>
<td>25000</td>
<td>12000</td>
<td>10000</td>
<td>10000</td>
</tr>
</tbody>
</table>

*Figure 7.*

*Figure 8.*

410
Figure 9.

Figure 10.

Figure 11.
Figure 12.

Figure 12 b.
Figure 13.

Figure 14.
Figure 15.

Figure 16.
Figure 17.

Figure 18.
Figure 23.

Figure 24.
MAGNETOSTATIC WAVE MULTI-CHANNEL FILTERS

J. D. Adam

Westinghouse R&D Center
Pittsburgh, Pennsylvania 15235

Summary

The construction and operation of a 10-channel multiplexed filter bank, operating at X-band and relying on magnetostatic wave (MSW) propagation in epitaxial yttrium iron garnet (YIG) films is described. Two filter techniques were investigated. First, reflective arrays were examined for their use in this application, but it was concluded that this technique was insufficiently developed at this time. The second technique used ten stagger-tuned narrow band magnetostatic forward volume waves (MFVW) delay lines fed from a common input transducer with separate outputs. This approach yielded characteristics which approximated the device objectives.

Introduction

The aim of the work described here was to design, fabricate, and test a 10-channel multiplexed filter bank using magnetostatic waves (MSW) propagating in epitaxial yttrium iron garnet (YIG) films. The performance goals for the filter bank are given in Table I. The performance of the multiplexed filter was significant undesired low k approaches based on analog SAW filters were found to be insufficient in this case.

<table>
<thead>
<tr>
<th>Performance Goals for 10-Channel Filter Bank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
</tr>
<tr>
<td>Number of Channels</td>
</tr>
<tr>
<td>Channel 3 dB Bandwidth</td>
</tr>
<tr>
<td>Out-of-Band Rejection</td>
</tr>
<tr>
<td>50 dB Bandwidth</td>
</tr>
<tr>
<td>Multiplexed Insertion Loss</td>
</tr>
<tr>
<td>Bandpass Ripple</td>
</tr>
</tbody>
</table>

Table I

Compact surface acoustic wave (SAW) devices have been developed for use at UHF, but filter banks operating at microwave frequencies have been restricted to waveguide, stripline or dielectric resonator techniques which become bulky if multipole circuits are necessary. Because the fields of propagating MSW are accessible at the surface of the YIG film, it was tempting to investigate approaches based on analogous SAW filters using reflective arrays. Experiments on single channels showed the potential of the SAW approach but emphasized a lack of understanding of the interactions involved. An alternate approach based on narrow (1 mm) strips of YIG was also investigated, and it was found that suitable filter characteristics approximating those in Table I could be obtained.

Reflective Array Filters

The initial concept was to propagate magnetostatic forward volume waves (MFVW) through a series of reflective arrays. The elements in the reflective arrays were to be at 45° to the direction of propagation and have a different periodicity so that each array would select a narrow band of frequencies from the propagating wave. Arrays of metal strips were chosen since the alternative etched grooves which had already been demonstrated with surface waves caused coupling of the MFVW to other modes in the YIG film.

Experiments were performed to investigate the reflectivity of metal arrays for MFVW at a 45° angle of incidence using the arrangement shown in Figure 1. The transducers and reflecting array were defined in gold on 0.25 mm thick alumina. Thin aluminum was deposited in other areas to absorb unwanted MFVW and prevent reflections. Typically, the array consisted of 49 strips, each 50 μm wide with a center-to-center spacing of 152 μm. A 25 μm diameter YIG film could be laid down on the structure shown in Figure 1.

Figure 2 shows the variation, with frequency, of transmission loss to output ports 3 and 2 for an input at port 1. The YIG film used was 15.7 μm thick and a bias field of 2.5 kOe was applied normal to the film surface. These results were obtained between 2 GHz and 4 GHz where e.m. feedthrough levels in the structure were low. MFVW reflection occurs when the Bragg condition is satisfied and the stop bands in the direct transmission between ports 1 and 3 can be seen in Figure 2. These correspond to pass bands in the reflected signal between ports 1 and 2. Comparing transmission between ports 1 to 3 and 1 to 2, it is seen that the reflection is an efficient process. However, there is significant undesired low k transmission between ports 1 and 2, but this could be reduced by use of IDTs at the input and outputs.
As a result of the experience gained in the course of these experiments, it became clear that the reflective array approach to the 10-channel filter would only be feasible after a complete model for the interaction of MFVs with currents in metal strips was available, i.e., an extension of transducer theory. This approach was, thus, terminated in favor of an alternative simpler approach which is described in the next section. This is not intended to imply that the reflective array approach cannot be successful if sufficient time and effort can be devoted to the problems.

**Multiplexed Delay Lines**

Efficient transduction of magnetostatic waves requires that the delay line be located at an r.f. current maximum in the microstrip transducer. Thus, several delay lines could be placed at current maxima with narrow lines spaced along a long microstrip line whose end is either open or short circuit. If the center frequency of each delay line is different, e.g., by having different values of line width, then the delay lines would have little effect on each other. Figure 1 shows a photograph of a multi-channel filter using open circuited transducers. Alternatively, if the long microstrip was terminated in a 50 Ω load, then the delay lines could be placed at arbitrary positions near the microstrip, but this results in a slightly reduced transduction efficiency. The bandwidth of a MFV delay line is a function of the spacing of the YIG film from the single microstrip transducer and the width of the transducer. These parameters were used to control the pass band shape of the 10-channel filter described here which was constructed using ten narrow band delay lines, with separate output transducers, fed from a common input transducer as shown in Figure 3. The different center frequency of each delay line was achieved by a linear field gradient along the length of the device.

**Single Channel Filter**

Calculation and measurements showed that wide microstrip transducers produce narrow band characteristics. Here alumina microstrip substrates 0.031 mm thick were used to such microstrip lines of 0.012 mm result in a characteristic impedance of 50 Ω, which was convenient to use where multiple transducers are effectively cascaded. The harmonic wave number or sidelobe responses of the microstrip transducer were suppressed by spacing the transducer away from the YIG film.

Since the width of the transducer was fixed at 0.435 mm, the YIG film thickness was selected to give the required filter bandwidth and a thickness of approximately 20 μm was found to be appropriate.

Transmission loss measurements were performed using YIG films approximately 20 μm thick and 2 or 4 mm wide on transducers 5 mm long. 0.035 mm wide and spaced apart by 1 mm. The ends of the films were angled at an 15° angle to prevent reflections. These experiments showed that an approximation to the required filter response could be obtained, but that severe amplitude ripple, due to the higher order width modes was superimposed. Width modes are characterized by a sinusoidal variation (sin w/M) in r.f. magnetic field across the width (W) of the YIG strip. The lowest order mode corresponds to n=1, while higher order modes have n=2, 3, 4, etc. The width modes become degenerate at high wave numbers, but the frequency where the wave number k=0 is different for each mode. k=0 for the lowest order mode (n=1) occurs at the lowest frequency and the frequency spacing between, and k=0 for the higher order modes is inversely proportional to the YIG strip width. Thus, narrow strips give a wide frequency separation of modes at k=0.

Measurements with 1 mm wide samples showed that good coupling was obtained at low wave numbers. Additional measurements on 1 mm wide samples showed that a filter to transducer spacing of 160 μm was close to optimum and at this spacing transmissions due to the n=3, 5, etc., wave modes were outside the response of the n=1 mode. Present transducer theory is inadequate for wave modes so that the design of these filters was determined experimentally. Transmission loss measurements for a YIG film 18.5 mm thick and 1 mm wide using input and output transducers each 5 mm long and 0.635 mm wide are shown in Figure 4. The YIG was spaced from the transducers by a glass slide 160 μm thick. Apart from the responses due to the n=3 and 5 modes, the out-of-band rejection is good.

Techniques to suppress or attenuate higher order modes were investigated and included tapering the edges of the film which was effective in wider samples but difficult to implement in 1 mm wide films. The suppression method which was used in the completed device relied on an array of resistive aluminum strips deposited on the YIG film between the input and output transducer. The MFV attenuation produced by a resistive film in contact with the YIG has been shown to increase with wave number of the MFV. The aluminum strips have an infinite resistivity in the direction of propagation and, hence, do not introduce attenuation through the component of wave number parallel to the axis of the YIG strip, i.e., normal to the axis of the aluminum strips. However, the aluminum strips have a finite resistivity transverse to its direction of propagation. Thus, since width modes have a transverse wave number k_x = σ/ω, they will experience an attenuation which increases with mode number n.

The dependence of minimum transmission loss for the n=1, 3, and 5 modes on the thickness of the aluminum strips is shown in Figure 5(a) for an 18.5 mm thick YIG film with a 160 μm spaced grating 18 strips each 0.13 mm wide and separated by 0.11 mm. Viewed as a reflecting array, the strips would have a stop band at k<420 cm^-1 which is well outside the desired pass band. Simpler measurements for a continuous aluminum film of 2.5 mm length deposited on the YIG film are shown in Figure 5(b). Comparing Figures 5(a) and 5(b), the strips do indeed provide better discrimination in attenuation between the n=1 and the higher order width modes. An aluminum thickness
of 200-300A results in adequate suppression of >50 dB for the n=3 mode compared to the n=1 mode at the expense of an additional 4 dB attenuation on the n=1 mode. The transmission loss and return loss of a delay line with 18 aluminum strips of thickness 364A is shown in Figure 6. Other parameters are the same as in Figure 4. Note that the n=3 mode is just visible and is ~50 dB below the n=1 transmission peak.

Most MSW devices described previously have used some technique to absorb MSFW incident on the ends of the YIG sample and, thus, prevent ripple due to reflections. A method for reducing the delay line insertion loss which was investigated involved the use of square, highly reflecting ends on the YIG film as seen in Figure 3. In this case, the amplitude of the MSFW travelling towards the output transducer has the form A cos k1, where k is the wave number along the axis of the YIG strip and i is the distance between the reflecting end of the YIG strip and the center of the transducer.

Measurements of transmission loss were performed using a YIG film 18.5 μm thick, 1 mm wide, and 1.19 cm long with square ends. Evaporated aluminum strips were used to attenuate the higher order width modes, and a 160 μm glass slide spaced the YIG from the transducers. The position of the transducers and the ends of the YIG could be set. Figure 8 shows the transmission loss measured as a function of frequency for the optimum condition when i = 0.31 mm. In addition to a reduced insertion loss of 13 dB, the pass band shape is more symmetrical than in Figure 6. The notch on the low frequency side of the pass band may be due to the first zero of cos k1 when k = sin-1. These techniques were used in the delay lines for the 10-channel filter bank in order to achieve reduced insertion loss and an improved pass band shape. Return loss measurements are also shown in Figure 8. The maximum return loss for the n=1 modus is 7.5 dB and return loss peaks due to n=3, 5, and 7 modes are clearly seen.

Bias Magnet

The magnet for the 10-channel filter was designed to produce a different bias field for each channel. A step type change between each channel would be ideal but as an approximation to this, a linear variation was used. In the assembled device, the center-to-center spacing between the delay lines for channels 10 and 1 was 1.95 in. and with a 0.5 MHz frequency spacing between channels, the linear bias field variation required was 161 Oe. Figure 8 is a drawing of the bias magnet. Soft iron pole caps were used on the SmCo pole pieces, both 2.25 in. x 1 in. x 0.25 in., and magnetized parallel to the 0.25 in. direction.

A typical variation in magnetic field along the center of the magnet gap (x direction) is shown in Figure 9 for a 9.5 mil taper in gap along the length of the pole pieces. Additional soft iron pieces 2 mil thick were attached to the ends of one of the pole caps, to produce the peaks at both ends of the gap. In the absence of these thin pieces, the magnetic field rolled off too rapidly at the ends of the gap. The field measured along the y direction was symmetrical about the center of the gap and varied by less than 2 Oe over the 0.25 in. length of the delay lines on either side of the center.

Construction and Test

The assembled 10-channel filter minus magnet and lid is shown in Figure 3. The center section of the brass box, mainly comprising the L-shaped walls between adjacent delay lines, was 2.54 mm thick with a 0.25 mm thick brass base and lid. The center-to-center spacing between adjacent delay lines was 3.5 mm. The transducers were defined in gold, 6 μm thick, on 0.635 mm thick alumina glass 160 μm thick separated the YIG from the transducers. The YIG delay lines were each 1 mm wide and length approximately 6.7 mm cut from a 3 mm thick film. The delay lines were accurately positioned relative to the transducer by glass blocks which can be seen in Figure 3.

The completed filter bank is shown in Figure 10. Measurements of transmission loss for each of the channels and return loss from the input as a function of frequency are shown in Figure 7. The lowest minimum insertion loss was 12 dB for channel 3, and the highest was 16 dB for channel 6. Due to the 41 dB peak-to-peak ripple on the pass band, the 3 dB bandwidth is difficult to estimate precisely but is in the range 10 MHz for channel 8 to ~5 MHz for channel 2. The variable frequency spacing of the channels are due to the nonconstant field gradient in the bias magnet. The principal out-of-band spurious is due to the n=3 width modi, which was not sufficiently attenuated because of the reduction in the number of strips from 18 to 15 with no compensating change in aluminum thickness. Such a reduction was necessary because in this case there was a shorter delay line path length (3.5 mm) compared to the longer (1 cm) path length used in the test samples. The performance goals for the 10-channel filter and the measured parameters of the delivered device are shown in Table II.

The main source of discrepancy between the goals and the achieved results are due to a) incorrect spacing between the delay lines in the box resulting in the higher center frequency, b) improper attenuation of the n=1 mode probably caused by aluminum depositions which were too thin resulting in low out-of-band rejection, and c) variation in the spacing of the ends of the YIG from the transducers resulting in changes in the pass band shape, i.e., 3 dB and 50 dB bandwidth. In addition, although not shown in Table II, the nonuniform gradient on the bias field resulting in the nonuniform frequency spacings between the channels. In spite of these discrepancies, which are all potentially correctable, a general technique for obtaining multichannel filter operation has been demonstrated. In addition, it has been shown...
that a degree of control over the filter pass band shape can be obtained with simple single element microstrip transducers. Further control may be possible with relatively simple multi-element transducers. For example, an IDT or parallel bar transducer could be used as the output.

Table II

Comparison of Performance Goals with Measured Results on Delivered 10-Channel Filter

<table>
<thead>
<tr>
<th>Property</th>
<th>Goal</th>
<th>Achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Frequency</td>
<td>9.0 GHz</td>
<td>9.45 GHz</td>
</tr>
<tr>
<td>Number of Channels</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Channel 3 dB Bandwidth</td>
<td>50 MHz</td>
<td>30-45 MHz</td>
</tr>
<tr>
<td>Out-of-Band Rejection</td>
<td>55 dB</td>
<td>30 dB, 55 dB if m=3 mode suppressed</td>
</tr>
<tr>
<td>50 dB Bandwidth</td>
<td>100 MHz</td>
<td>120 MHz-150 MHz</td>
</tr>
<tr>
<td>Multiplexed Insertion Loss</td>
<td>20+1 dB</td>
<td>12 dB-16 dB</td>
</tr>
<tr>
<td>Band Pass Ripple</td>
<td>1 dB</td>
<td>&lt; 1 dB</td>
</tr>
</tbody>
</table>
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Figure 1. Experimental Arrangement for Measurement of Transmission and Reflection of MSFW Incident on an Array of Metal Strips at 45°. The Transducers are 5 mm long, 50 µm wide. Opposite Transducers are 12.5 mm Apart. The Reflective Array is Comprised of 49 Strips Each 50 µm Wide and Separated by 152 µm Center to Center.
Figure 2. Measured MSFW Insertion Loss Between Ports 1 and 3 (Transmission) and Posts 1 and 2 (Reflection). The YIG film was 35 μm thick and the Bias Field of 7.5 kOe was applied normal to the film plane. The transducers and reflective array are shown in Figure 1.

Figure 3. Assembled 10-Channel Filter Without Lid or Magnet
Figure 4. Measured Transmission Loss as a Function of Frequency for an 18.6 μm Thick YIG Film, 1 mm wide. The Transducers were 5 mm Long, 0.635 mm Wide on 0.635 mm Thick Alumina. The YIG Film was Spaced from the Transducers by 160 μm and the Bias Field was 4880 Oe.

Figure 5. Attenuation of Higher Order Width Modes as a Function of Aluminum Thickness. Measured on an 18.5 μm Thick YIG Film Spaced from 0.635 mm wide transducers by 160 μm. (a) 16 Strips, (b) Continuous Film of Length Equivalent to the Strips.
Figure 6. Measured Transmission Loss as a function of Frequency for an 18.5 μm Thick YIG Film with the same parameters as in Figure 4 but with 18 Aluminum Strips 364 Å Thick Evaporated onto the Surface.

Figure 7. Measured Transmission Loss and Return Loss as a Function of Frequency for an 18.5 μm thick YIG Film with Reflecting ends. The Spacing (L) from the Ends of the Film to the Edge of the Transducer was 0.31 mm. All other parameters were as in Figure 6.
Figure 8 Bias Magnet for the 10-Channel Filter.

Figure 9 Variation in Magnetic Field ($H_z$) Along the Center of the Gap (x Direction) in the Bias Magnet for the 10-Channel Filter.
Figure 10. 10-Channel Filter.

Figure 11. Measured Transmission Loss and Return Loss from Input for 10-Channel Filter.
APPLICATION OF SAW CONVOLVERS AND CORRELATORS

H. GAUTIER

THOMSON-CSF A.S.M. DIVISION
Chemin des travaux - BP 53 - 06801 Cagnes/mer Cedex - France

Whereas convolvers perform the convolution product of any two signals with limited duration and bandwidth, correlators are transversal filters with an impulse response which can be stored and modified at will.

The piezoelectric convolver is today the most advanced technology for signals with 10 to 20 ms duration and bandwidth up to 100 MHz can be processed over a dynamic range of more than 60 dB.

Such performances can be reached by other means and they are well suited for a number of modern signal processing systems of which we wish to describe two:
- the detection and demodulation of spread spectrum signals;
- the correlation of synthetic aperture radar signals.

Introduction

A number of Surface Acoustic Wave (SAW) devices are directly applicable to signal processing: are to be found among the fixed finite impulse response filters, the spectrum (or Fourier) analyzers and the convolvers/correlators. These last devices can also be viewed as programmable filters and the presentation will only deal with this family of devices.

We shall first briefly describe the major technologies available to build these devices, discuss their present status of development and compare their performances. This review will show that the piezoelectric convolver technology has reached the highest level. And two typical examples of application of this device will next be presented: they related to spread spectrum systems and radar mapping.

In the former the analog processing capabilities of the convolver are directly employed; and in the latter example coupling to digital circuits is performed to extend the field of applications of the device and make hybrid processors.

SAW Convolvers and Correlators

One makes a distinction between convolvers which perform the convolution product of any two signals with limited duration and bandwidth and which may be built on a single piezoelectric substrate, and correlators which are transversal filters with an impulse response which can be stored and modified: serial or parallel injection can be obtained by various means but in all cases acoustic (piezoelectric) and electron (semiconductor) phenomena must be coupled.

SAW Convolvers

Any acoustic convolver is made of an acoustic substrate, a nonlinear medium sensitive to at least one of the physical characteristics of the waves and a summing effect. The simplest solution consists in using a single piezoelectric substrate as the propagation and the nonlinear medium, and depositing on it the electrodes capable of generating the waves, picking up and summing the convolution product.

This is in fact the oldest solution: bulk waves have been used. The geometry of the structure is then schematized in fig.1a. Signals to be convolved are carried by two counterpropagation effect, one easily shows that the output signal is the convolution of the input signals with a . . . time scale compression, provided the incoming signals cross under the interaction plate.

Very early, it appeared that the nonlinear phenomenon was weak and the efficiency of such parametric devices was proportional to the incoming wave power densities. This lead to the introduction of beamwidth compressors and of an acoustic guiding structure. Multistrip'-'7 and parabolic horn8-12 type compressors have been used and more recently narrow aperture chirp transducers have been proposed13,14.

We have chosen to use multistrip structure for a long time and the geometry of the convolver is shown in fig. 2.

Other techniques to build convolvers make use of the highly nonlinear admittance characteristic of semiconductor MOS or junction diodes to mix the acoustic fields. These convolvers are called acousto-electric because of the electron-phonon interaction. Of the many geometries experimented, the highest performances, in terms of signal bandwidth...
and duration capabilities, were obtained with the structure shown in fig. 1b. A carefully passivated semiconductor (generally Silicon) plate is located in close vicinity to the piezoelectric substrate; the necessary airgap which prevents acoustic mass-loading must be a few thousand angstroms high to ensure high acoustic-electric coupling and hence high efficiency. This structure can be made mechanically stable and it has exhibited the best performances for several years. But elastic convolvers now show almost identical characteristics and their technology proves to much simpler, more reliable and able to be produced at low cost: so that they are now considered as the only candidate for wideband convolution. "Wideband" means greater than 5 to 10 MHz for below this figure, CCD or digital techniques may be applicable.

Table I shows typical and limit performances of elastic waveguide convolvers built on LiNbO₃ substrate and employing beamwidth compressors.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Limit</th>
<th>Typical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Center frequency (MHz)</td>
<td>400</td>
<td>100-100</td>
</tr>
<tr>
<td>Input bandwidth, B (MHz)</td>
<td>120</td>
<td>30-80</td>
</tr>
<tr>
<td>Plate duration, T (μs)</td>
<td>40</td>
<td>10-20</td>
</tr>
<tr>
<td>1 X R product</td>
<td>1000</td>
<td>500-1000</td>
</tr>
<tr>
<td>Max. Bilin. Factor, F (dBm⁻¹)</td>
<td>-60</td>
<td>-70</td>
</tr>
<tr>
<td>Max. input power (dBm)</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>Max. output S/N (dB)</td>
<td>80</td>
<td>60</td>
</tr>
<tr>
<td>Processing Uniformity:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time - amplitude (dB) p/p</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>rms</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>phase (deg)</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>rms</td>
<td>3</td>
</tr>
<tr>
<td>Frequency-Phase (deg, p/p)</td>
<td>60</td>
<td></td>
</tr>
</tbody>
</table>

Table I - Performances of elastic convolvers

Maximum efficiency is when two CW signals at center frequency are fed-in. We define the bi-linearity factor F (dBm⁻¹) as the ratio P_out/P_in X P_in when all powers are expressed in mW.

Each CW input also generates a spurious self convolution due to reflection off the end transducers and one can similarly write

\[ P_{self.conv} = R \cdot F \cdot P_{in}^2 \]

when R represents the maximum spurious level as referred to the max. convolution.

It follows that convolvers are capable of processing up to 100 MHz bandwidth, 10-20 μs duration signals with output signal-to-noise ratio of 60 dB and spurious rejection of 35 dB. In addition such devices are commercially available from several suppliers; and they can be produced to military standards.

Memory Correlators

Convolution is a nice mathematical tool but in practice, correlation is much more useful for it corresponds to filtering. To employ convolvers, one input signal must be fed time inverted and, to turn a convolver into a matched filter, continuous rectification of the time inverted reference is required. All this may be uneasy and power consuming. A better suited device is the memory correlator: it is capable of storing a given signal and correlating it with any later incoming signal. The memory element is generally made of an array of semiconductor diodes, which also acts as the nonlinear mixing element. The airgap coupling technique described previously can be used again, as shown in fig. 3.

The signal r to be stored is converted into a saw; when it is fully underneath the array, a narrow high amplitude current pulse strongly forward biases the diodes. These charge up almost instantaneously if they are of the Schottky type: the stored charge pattern contains a uniform component and a periodic component corresponding to the acoustic signal. After the write-in, the stored charge reverse biases the diodes and the information can be kept for long times depending on the reverse current characteristic of the diode. Any subsequent signal f applied to the input transducer will mix with the stored pattern and the true correlation f*r is generated.

The airgap coupled structure today shows the widest bandwidth (60 MHz) for an interaction length of some 5 μs. But the efficiency is weaker than the corresponding convolvers because of non-ideal operation, and the dynamic range is limited (see table II). This structure being also difficult to industrialize for the reasons discussed earlier, much work has been conducted to develop monolithic structures. The most advanced devices employ a piezoelectric ZnO layer deposited on Si diodes as shown in fig. 4. Efficiency is somewhat higher but bandwidth does not exceed some 30-40 MHz and plate length will be limited by propagation losses. It is expected that devices with Time x Bandwidth products of no more a few hundred will be feasible.

Although research has been going on for 10 years in this field, no really satisfaying device exist outside the laboratories. Other types of devices not making use of layered geometries are now being studied and GaAs is one interesting material.
Asynchronous mode of operation - This is by far the simplest mode. The two signals to be convolved are fed in the device at the same time. A convolver with plate duration T can process signals with max. duration T. A message made of continuous symbols can be demodulated by feeding a reference signal composed of the time reversed codes. The block diagram of a system applying this scheme is shown in fig. 5. We assume that information bit "1" and "0" are spread with orthogonal (uncorrelated) codes \( C_1 \) and \( C_0 \); the received IF signal is fed into two similar convolvers matched to \( C_1 \) and \( C_0 \) by continuously circulating the time reversed code \( C_1 \), and \( C_0 \), respectively. The correlation output peaks (whose positions in time are known) then correspond to the bit 1 and bit 0 contents of the message. In practice the spreading codes may evolve with time (to improve secrecy) according to a known law; the receiver has simply to generate the corresponding correct reference waveform to remain matched. Since one reference code (duration T) only serves once, spreading codes can change every bit.

The above example corresponds to simple binary encoding of the information, higher order encoding is possible using more than two convolvers, or using split plate convolvers.

Asynchronous mode of operation - In general the time of arrival (TOA) of the expected signal is unknown. To be able to intercept (correlate) fully any incoming signal of duration \( 2T \), it is easy to show that the convolver interaction length must correspond to a minimum delay time \( 2T \). One generally chooses \( 2T \) for obvious reason of economy, the reference waveform are then made of the repetition of the time inverted code every \( 2T \) (see fig. 6). The correlation output time scale being compressed one expects extra invalid signals to be generated. Indeed in fact in general three output correlations appears when one signal comes in, two being partial and only one being correct. Expressed in another way, one may show that 50% of the output must be gated off; this corresponds to times when no reference signal is fully in the convolver, and it is easy to generate the gating signal from the bit-rate clock.

A convolver with a repetitive reference and a gated output is exactly equivalent to a matched filter except for the output time compression.

Detection of signals is then performed as in the synchronous mode. One can also measure the time of detection (TOD) and it is a simple matter to relate it to the TOA: there exists an injective relationship between TOD and TOA as plotted in fig. 6. In practice a simple binary counter allows for the calculation of the TOA from TOD and the reference clock, and correct enabling of this counter avoids analog gating of the convolutor output.

Demonstration of the asynchronous mode - As an example of wideband signals we used 1/2 chip Gold codes with a 1/2 chip code duration, biphase (PSK) modulating a 50-MHz carrier. A special convolver was designed featuring the characteristics given in table 1. An active module including input, output amplifiers and filters was built around it.
Its F-factor measured with wideband signals was 17.5 \text{dBm}^{-1}. Matched Gold sequence generators and modulators regenerate the repetitive 12.8 µs period reference and simulate received 6.4 µs wideband symbols.

<table>
<thead>
<tr>
<th>Table III - Characteristics of the multistrip beamwidth Convolver built to process 80 MHz chip rate, 6.4 µs duration PSK signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Center Frequency (MHz)</td>
</tr>
<tr>
<td>Input Bandwidth (MHz)</td>
</tr>
<tr>
<td>Plate Duration (µs)</td>
</tr>
<tr>
<td>$F(\text{dBm}^{-1})$ max CW</td>
</tr>
<tr>
<td>PSK 80 MHz</td>
</tr>
<tr>
<td>Processing Uniformity</td>
</tr>
<tr>
<td>Amplitude (dB)</td>
</tr>
<tr>
<td>Phase (deg.)</td>
</tr>
<tr>
<td>rms</td>
</tr>
<tr>
<td>rms</td>
</tr>
<tr>
<td>CW Self Convolution (dB)</td>
</tr>
<tr>
<td>Implementation Loss (PSK-80 MHz) (dB)</td>
</tr>
</tbody>
</table>

Table IV - Performance of convolution module when employed as a filter matched to 512 x 12.5 ns chip PSK modulated signals. Power level is 24 dBm at convolver reference input port. Maximum Power level at convolver signal input port is 24 dBm.

Typical output waveforms are represented in fig. 7a. Three correlation signals appear in general (see fig. 7a), of which the middle one is only meaningful and useful: and two full correlations may appear when the reference is synchronized with the received signal (see fig. 7b). Details of the correlation figures are shown in fig. 8: the main lobe to side lobe level varies with the code used. It is generally around 18.5 dB and may reach 23.5 dB in some instance (with code n' 0 as shown in fig. 8a). This is in agreement with calculation taking into account the bandwidth limitations of the RF signals.

Dynamic range and implementation loss are two other major characteristics to be considered when designing such a correlation sub-system.

In absence of received signals the presence of the recirculating reference generates noise-like output (due to self convolution) which adds to the output amplifier thermal noise. On the other hand the maximum input signal level should be so that no saturation effects takes place and anti-jam protection is not degraded: this means that the CW filtering characteristics should not be degraded by the presence of CW self convolution. For example the present module can be operated up to input level of -1 dBm (24 dBm at convolver port) and the maximum output signal-to-noise ratio is 60 dB. This may be called the dynamic range of the module.

The implementation loss characterizes how close to an ideal matched filter the correlation module behaves. This can also be viewed as the degradation in processing gain (in presence of white noise) from ideal. The detail of how this loss is measured are given else where. The measured value is here -0.4 ± 0.5 dB. The oscillograms of fig. 9 pictorially suggest this result.

Processing of sidelong synthetic aperture Radar (SAR) Signals

Digital processors using SAW Convolvers - The convolver can be considered as an analog calculator and as such it is interesting to express its performances using digital equivalent: it can be estimated that its processing speed varies between 1 and 10 G.FLOPS (floating point operations per second) its accuracy corresponds to some 6 bits (floating complex) and its dynamic range to 8-12 bits.

Such high speeds together with reasonable accuracy and dynamic range make them very attractive for application to modern signal processing systems to be designed in the radar and sonar fields where either fast response or large quantity of information are required. These systems very often necessitate the use of digital memories to process non simultaneous signals, to acquire a large number of signals and perform multiplexing, or to vary the time scale by changing the memory readout speed. In addition post processing (decision making, display...) is generally digital. It is therefore necessary to make the convolver digitally compatible if one wishes to use it in such systems. A typical example is described next.

Principle of sidelong SAR correlation processing - An airborne sidelong SAR is meant to image a ground strip parallel to the plane's route (see fig. 10). Standard pulse compression technique are employed to yield good sideways resolution. The plane progression is used to perform scanning in the other direction and to synthesize a large dimension antenna. Enhanced resolution ("refining") along the plane's route is achieved through correlation of the received signals from each range cell with the ideal point echo of the range cell. This turns out to be a linear chirp.

In practice they may be 10 to 10⁶ range cells and the refining ratio (correlation gai n TxB) may vary from 50 to 500. For each range cell a memory stores as many words on they are received responses.
et an echo during its illumination by the radar. This number is at least equal to TxB.

Often it is interesting to process signals in real time and on-board for operational reasons (speed) or for technical reasons (to reduce the quantity of information to transmit, as in a satellite). The amount of information is then very large. If correlation is computed one point at a time, the required speed is extremely high (in the 1 TFLOPS range). It is more advantageous to compute several points at a time (computation by part) and the convolver is well fitted for such an operation.

Assuming 1000 range cells, Tx8 = 120 and a radar repetition frequency of 300 Hz, one may for instance compute 10 points at a time and the required time for this calculation must be less than 30 ms. A convolver with a TxB of some 120 and a duration of less than 20 ms is adequate. This is how the sub-assembly was designed.

Correlation sub-assembly - A schematic of the input-output correlator built is represented in fig. 11. Its major characteristics are given in the figure.

The present stage of development of this prototype processor is that of a feasibility model. It only fills a volume of 2.1 l and dissipates 1.5 W. Simple integration should yield a 2:1 reduction of these figures.

By comparison, a specialized digital processor was also built. It computes the correlation point by point. For a 12-bit coding, the overall volume and dissipated power of the prototype are 13 l and 500 W (not including the memories which are present in all configuration).

The gain in volume x power brought by the hybrid SAW-digital solution is of some 100. It would be greater in the same range cells and more samples to process since the present hybrid operator is not utilized at its full power yet.

Example of operation - To test the operation of the processor, we simulated the ideal echo from a point source (i.e., a linear chirp) and correlated it with the actual reference waveform (i.e., the matched filter) built for the side-looking radar. The digital test signals are made of 256 complex samples coded over 2 x (5 + Sgn) bits with sampling speed 22.2 MHz, providing two 11.5 bits x 11 MHz ramps (see fig. 12). The resulting input signals are shown in fig. 11. And oscillograms of the correlation output are given in fig. 14.

The design sidelobe suppression and main lobe 4 dB width are 28 dB and 54 ns respectively. In practice, the shape of the main lobe is respected to within a few ns and the max. sidelobe level is around -23 dB. Sparser rejection is close to 28-30 dB ensuring that the overall 4-bit accuracy has been retained.

Conclusion

Two families of SAW devices have been presented: the convolver and the memory correlator. Whereas the former can be built on a pure piezoelectric substrate using a simple and reliable technology and providing wide bandwidth and large dynamic range, the latter requires a semiconductor memory element in the form of a diode array and their performances are still somewhat limited for practical use. This type of device yet being in principle far superior to convolvers, research continues to be very active in this field and various concepts are being experimented.

As for now, all practical implementations have to rely on convolvers. Two main applications exist.

Wideband analog programmable matched filtering is one. The convolver is equipped with a reference generator (and an output gate to suppress invalid correlation products). Synchronous and asynchronous modes are possible. Wide dynamic range and near ideal operation have been demonstrated over bandwidth as high as 100 MHz. Alternate techniques (digital or SAW) are not viable beyond 5 to 10 MHz bandwidth and the convolver will remain the only solutions for several more years.

Fast calculation is the second application. Convolvers like other SAW devices are well fitted to coupling to digital circuits. They allow for faster and very high speed digital processors. These multipurpose correlation processors can be used today in radar systems whenever real time processing of fast signals or of large quantities of information is needed; this is the case of the application to synthetic aperture radar mapping described here. Modules are able to handle 200-500 digital samples coded over 6 to 8 complex bits at input rate of 20-30 MHz. The Development of faster modules will follow that of faster digital and interfacing circuits. And we know that progress in this field is steady.
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Figure 1. Basic Geometry of an Elastic (a) and an Acousto-electric (b) Convolver

Figure 2. Piezoelectric Multistrip Beamwidth Compressor Waveguide Convolver (Elastic Type)
Figure 3. Schottky Diode/Airgap/LiNbO₃ Memory Correlator

Figure 4. Schematic of a ZnO/Si Diode Array Memory Correlator
Figure 5. Block Diagram of a Spread Spectrum Telecommunication System Employing Two Convolvers Operating in a Synchronous Mode to Demodulate Received Messages

Figure 6. Simplified Block Diagram of a Spread Spectrum System Employing One Convolver to Operate in an Asynchronous Mode to Detect and Measure T.O.A. of Incoming Signals
Figure 7. Typical Correlation Output Before Gating. (a) Reference Unsynchronized, (b) Reference Synchronized
Figure 8  Matched Filtering of Two 512 x 12.5 ns Chip Gold Codes (PSK Modulation) Using a Convolver Module

Autocorrelation

(a) code 0
(b) code 256
Figure 9. Matched Filtering of a 512 x 12.5 ns Chip Gold Code in Presence of Additive White Noise. The Input Signal to Noise Ratio Varies from +10 to -20 dB by 10 dB Step
Figure 10. Principle of Operation of a Side Looking Synthetic Aperture Radar

Figure 11. Correlation Subsystem for SAR Processing

Figure 12. Input Test Signal (Unweighted) and Reference (Weighted) Linear Chirp Waveform (After D-to-A Conversion)
Figure 13. 155 MHz Carrier Wave Modulation by I and Q Digital Components of a Reference Weighted Chirp

Figure 14. Correlation of Test Signal and Reference Digital Chirp Waveforms (After Linear Detection)
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ULTRAREPRODUCEABLE SAW RESONATOR PRODUCTION

N.E. Bulst, E. Willibald

Siemens AG, Research Laboratories, Munich, West Germany

Summary

A fabrication process for 400 MHz and 461 MHz SAW resonators with unloaded Q factors of 15000 and 12000 has been developed which yields a frequency reproducibility of ± 15 ppm within one substrate without individual frequency trimming for each chip. This was achieved by a x-ray topographical preselection of natural-grown quartz substrates, by the use of metallic grating reflectors fabricated by direct step on the wafer with a lift-off technique, and iii) by careful mounting. With typically 88 chips per substrate, 95% yield has been regularly achieved. The frequency deviation from substrate to substrate for selected natural quartz material is about 2 ppm. Therefore for most applications the post-fabrication frequency adjustment (trimming) of each individual resonator can now be omitted. The measurement of accelerated (high temperature) aging indicates that aging rates are obtained which are comparable to those for precision bulk wave crystals, such as greater design flexibility, small size, ruggedness and above all by obviating the considerable effort involved in individual tuning.

Advantages of SAW oscillators which have hitherto been realized, such as higher basic frequency and simple circuitry are however insufficient to persuade users to give up the familiar and optimally-established bulk wave crystal technology and thus bring about a wider application of SAW resonators and narrow band delay lines for oscillators in the VHF and UHF range in the sectors of TV, mobile radio, optical communications, measuring instruments etc. The user will switch to this technology only if there is severe pressure from the cost side and if such a switchover does not involve any performance degradation.

An essential cost factor in bulk wave resonator technology is the unavoidable frequency trimming of each individual crystal. In comparison with this, SAW technology involves planar techniques and thus promises greatly improved reproducibility. However. reported values for frequency reproducibility in SAW resonators currently are in the range of ±500...2500 ppm and thus still exceed the typical requirement of less than ±70 ppm deviation from target frequency.

The purpose of this work therefore was to increase the reproducibility of SAW resonator fabrication to such a degree that individual resonator trimming can be completely omitted and to improve SAW resonator aging to achieve aging rates that are comparable to those of precision bulk wave crystals.

I. Introduction

A new technology such as that of surface acoustic waves (SAW) normally finds rapid initial application only in those sectors in which there are no practical alternatives. Examples of such applications are SAW pulse compression filters for radar equipment, wide-band SAW delay lines for special receivers and minaturized oscillators with SAW resonators as well as delay lines in on-board equipments. As against this, however, the unfamiliarity of SAW technology to the user leads to its reluctant acceptance in sectors in which well-established conventional techniques find wide application. In such cases the SAW component must offer a whole range of benefits, such as low cost, miniaturization, low power consumption etc., to start a change over to the new technology. Thus the TH-ri filter, which is currently produced in the millions, offers the TV manufacturer a number of advantages in comparison with the conventional 8-pole LC filter.

2. Design Considerations

SAW resonators were designed to be compatible with a simple single layer fabrication process. A two-port configuration was used consisting of two '24-finger' pair Hamming weighted transducers with 7/4 fingers and two gratings with 500 shorted 1/4 metal strips. Transducers and gratings have an aperture of 100°. Using this design resonators with center frequencies of 400 MHz and 461 MHz were realized with
100 nm and 65 nm aluminium metallization thickness. The metallization of the piezoelectric substrate leads to velocity changes in the metallized regions and thus to frequency shifts of the resonators. At least five factors must be considered in order to allow this velocity change to be anticipated in the design at least as an approximation. These are velocity changes resulting from:
- short-circuiting of the piezoelectric tangential fields under the metallized layer
- the mass loading of the surface acoustic waves by the metallized layer
- the storage energy effect at the metal edges
- the degree of coverage
- the transducer thinning

The frequency change can be estimated by the empirically found formula:
\[
\frac{\Delta f}{f} = \frac{\Delta v}{v} = T \left( B \left( \frac{v_s - v_m}{v_m} \right) + C \left( \frac{h}{\lambda} \right)^2 \right)
\]

For
\[
\frac{v_s - v_m}{v_m} = -0.58 \times 10^{-3}
\]
an actual measurement on aluminium transducers on ST quartz, measured at 50 ohms, gave the results: A = -0.2, C = -34.

Applied to 300 MHz SAW resonators with aluminium gratings (T = 1) this formula yields a frequency deviation of about +60 ppm per 1 nm aluminium thickness variation and about +4 ppm per 10 nm line-width variation.

### 3. Fabrication

In order to attain the desired resonator frequency and high reproducibility in production four points have been considered carefully:
- quartz material
- mask pattern
- photolithography
- mounting.

The tolerances for the cut angle of the quartz substrates were specified at a maximum of ±1 angular minute for the surface normal (37.5 deg.) and for the direction of wave propagation (X). The adjustment of our exposure equipment is accurate to ±1 μm/1 mm or to 3.4 angular minutes, so that with this material relative frequency fluctuations of up to ±6 ppm can be obtained. Quartz material specified to such a precise degree is currently unobtainable on the market and is thus manufactured in-house. The wafers, having dimensions of 33 mm x 36 mm x 0.5 mm, are manufactured from natural quartz with maximum tapers of ±1 μm. A substrate etching subsequent to polishing, e.g. with ammonium bifluoride, to remove the damaged layer was not carried out. Resonators were fabricated using direct step on the wafer with 1:10 optical projection printing. Reticles were manufactured by use of an ELECTROMASK pattern generator EM 220. It has been proven that machine tolerances in positional precision (effect on finger period) and in aperture resolution (effect on finger width) may result in fairly large frequency shifts (+20 ppm...+60 ppm for 300 MHz...900 MHz) for the SAW resonators. However, these frequency shifts can be compensated for by choosing an appropriate metallization thickness as will be shown later.

The photolithographic process consists of the following single steps:
- substrate cleaning
- evaporation of a 2 nm thick aluminium adhesive layer
- photoresist coating
- predevelopment
- exposure (D. MANN Photorepeater 3696)
- development
- aluminium evaporation
- lift-off.

Using this process the incidental fluctuations in line width (standard deviation) within one substrate are typically ε ≤ ±0.02 μm as measured with the "Latimet Automatic" by Leitz Ltd. This value is 10 times as accurate as that assumed in ref. 9 (ε = ±0.2 μm) and leads to a significant improvement in the reproducibility of both
5. Results

5.1 Resonator Frequency Response

Fig. 2 and 3 show the measured frequency response of typical 300 MHz and 461 MHz SAW resonators. One of the fundamental results of this investigation was to show that SAW resonators with aluminium gratings attach Q factors comparably to those of grooved resonators under the same conditions (air loading, non-recessed transducers with 1/4 fingers). Their values range from about 30% to 60% of the material Q factors compared to those of grooved resonators. These were obtained by using a simple standard single layer process having optimal production conditions.

5.2 Reproducibility

The reproducibility of resonator frequency was first tested by fabricating 300 MHz resonators on a synthetic ST cut quartz wafer (Fig. 4). Comparing resonator frequency and resonator location on the wafer (mapping) strong frequency shifts are observed also between adjacent chips which cannot be due to photolithography. This again material was investigated by X-ray topography in order to visualize defects and distortions in the crystal. At the center of the wafer shown in the topogram the small rectangular area can be seen, around which the quartz material grew in the autoclave under hydrothermal conditions. Growth lines run radially from the edges of the seed to the wafer edge, and these lines divide the wafer into sectors of varying crystal quality. As was to be expected, the reproducibility in the more uniform grown 2 sectors is higher than that in the X sectors. The resonators were exposed in pairs, i.e. each pair was exposed once only in a step-and-repeat process by the repeater, directly on the wafer. Thus the frequency variations within a pair result predominantly from local material irregularities. Probably the regular frequency increase in the direction of the flat occurs as a result of a gradual reduction of the aluminium layer thickness, but layer thickness measurements by an "Alphastep" by Tencor Ltd. provided no useful information since the measurements made by this instrument were reproducible only to ±2.5 nm. In the future we hope to obtain an increase in reproducibility from wafers with pure 2 areas (Fig. 5). Such wafers are currently being subjected to the same investigations.

X-ray topographs of natural quartz substrates (Fig. 6) with 461 MHz SAW resonators also show growth defects to some...
extent and pronounced frequency scattering. After modification of our evaporation system to get better thickness uniformity we now regularly attain frequency reproducibility of \( \pm 50 \) ppm on substrates of this kind. Typically the Q factor in these cases varies by \( \pm 5\% \) and the insertion loss by \( \pm 1 \) dB.

Finally, defect-free natural quartz wafers were selected by x-ray topography (Fig. 7). Using these perfectly grown quartz wafers a frequency reproducibility of \( \pm 15 \) ppm has been obtained.

5.3 Temperature response of aluminium grating resonators

The Q factor and insertion loss of aluminium grating resonators manifest a relatively high temperature dependence (Fig. 8a and 9a). It is due probably to the increasing ductility of the aluminium with increasing temperature that the attenuation and hence the insertion loss of the resonator increase whereas the Q factor drops. In the case of ion milled grooved resonators (272 MHz, \( Q_{ul} = 16000 \)) with only four finger pairs per transducer, the insertion loss and the Q factor remain almost unchanged in the temperature range \(-50\) to \(+130\) deg. C.

5.4 Aging investigations on aluminium grating resonators

It is intuitively assumed that the use of metal reflectors in place of grooved resonators, which are metallized only in the transducer area, must necessarily lead to an inferior aging response due to the high proportion of metallization in the active volume of the SAW resonator. With these factors in mind, active aging trials were carried out at room temperature.

The effects of accelerated aging at 150 deg. C and of electrical drive level on the frequency response of the aluminium grating resonators were investigated. The results obtained indicate that the type of photolithographic fabrication process used is of decisive significance for the aging response of SAW resonators.

5.4.1 Active Aging at Room Temperature

An unised 461 MHz resonator was connected together with a wideband amplifier (UTO 521, Mini Circuits) in a simple, coaxial laboratory setup to form an oscillator circuit. The frequency and the power output were then measured with a counter (HP 5342A, aging rate of time base = \( 5 \times 10^{-10} \)/day), and the temperature with a quartz thermometer (HP 280A). The initial aging rate was found to be \( 1 \times 10^{-8} \)/day on the logarithmically fitted curve after 30 days warmup period (Fig. 10). The experiment was curtailed after 30 days when it became clear that the measurement would have to be repeated under much more closely controlled environmental conditions.

5.4.2 Accelerated Aging

We subjected 35 300 MHz resonators (Fig. 1) to accelerated aging at 150 deg. C. The initial aging period in the oven was set at 2 hours and the time intervals were continually doubled. In the meantime the resonators were - after cooling down - successively connected into the same oscillator circuit as in section 5.1 and after a warmup period of 5 minutes and a temperature compensation to 28 deg. C, the oscillator frequency and output power were measured.

For 25 resonators the oscillator power was reduced by less than in the course of the 44 days of accelerated aging at 150 deg. C, for a further 8 resonators it was reduced by less than 52, and 2 resonators failed completely. The latter could be attributed to bonding failures, since subsequent bonding returned both these components to fully-functional condition. The results of these aging measurements are shown for a typical case with logarithmic fitting in Fig. 11 and for all 35 resonators in Fig. 12. All the resonators aged at a fairly regular rate and apparently logarithmically towards higher frequencies. These results suggest a clean process and a good microclimate in the housing and indicate that aging is predominantly caused by oxidation and chemical processes.

On the basis of van't Hoff's rule, according to which the reaction velocities of chemical processes approximately double at intervals of 10 Kelvin we estimated an acceleration factor of 512 for an conversion from 150 deg. C to 60 deg. C. Thus the logarithmically fitted curve (Fig. 13) of the mean value of 33 resonators, yields an aging rate at 60 deg. C of \( 5 \times 10^{-6}/(512\text{ days}) \approx 4.4 \times 10^{-10}/\text{day} = 1.6 \times 10^{-7}/\text{year} \).

Mention should be made in this connection of the relatively rough handling of our SAW resonators in comparison with that of the ultra-precise bulk wave crystals (no polyimide adhesive, no high-temperature process in an ultrahigh vacuum prior to welding) and the high drive level of 10 mW for our SAW resonators in comparison with typical 100 nW for precision bulk wave crystals.

5.4.3 Aging as a Function of Electric Drive Level

The effect of drive level on the properties of the resonators has already been described in 13, 12. The passive measurements showed reversible changes of the center frequency of the resonators to be a function of the magnitude of the drive level. This probably being due to thermal effects.

Of particular interest to the oscillator user is the aging rate of the oscillator frequency as a function of drive level. For this purpose, a 461 MHz SAW resonator was connected together with a power amplifier (ZHL 2-8, Mini Circuits Lab.)
to form an oscillator loop, and the drive level was increased every 24 hours by means of the amplifier supply voltage. After one hour's warmup time, the oscillator frequency, resonator drive level and resonator temperature were measured, and then measured again 24 hours later at the same conditions. The measured frequency variation over a 24 hour period is plotted in Fig. 14 as a function of drive level and indicates increasing irreversible frequency shifts (aging) at drive levels > 15 dBm.

5.4.4 Discussion of the Aging Results

Our aging measurements indicate, that
- the measured accelerated aging rates of SAW resonators with aluminium gratings are clearly more reproducible than those previously published for grooved resonators 16,17.
- SAW resonators with aluminium gratings can attain the aging rates of very good bulk wave crystals when their measured accelerated aging values are extrapolated down to normal temperatures.

To our understanding there are three possible explanations for these results:
- We do not evaporate a chrome adhesive layer before aluminium evaporation. Bulk wave crystals with chrome/gold electrodes manifest significantly higher aging rates than those with nickel/gold electrodes 11.
- We use a lift-off technique instead of wet etching technique and therefore only mild organic solutions in contrast to extremely corrosive agents.
- We do not use ion- or plasma-etching and therefore the polished quartz surface remains in perfect condition.

It could even be, that the active region of SAW resonators, being only a few μm thin and close to the surface, may well attain its equilibrium condition more rapidly than a bulk wave crystal, typically more than 0.1 μm thick, and can thus attain lower aging rates more rapidly.

Conclusion

The following conclusions can be drawn from the methods and results presented in this paper: SAW resonators with aluminium gratings are mature for large-scale application and, in technological terms, are ready for mass production in the frequency range from about 200 MHz to 800 MHz. The production process described here guarantees high yields, high reproducibility (individual trimming is obviated) and thus low expenditures. In addition, a substantially improved long-term resonator aging in comparison with previously known values is recorded. The use of SAW resonators could therefore represent a superior alternative in certain application areas which were previously the exclusive domain of precision bulk wave crystals. With respect to yield, reproducibility and aging, the results of this investigation are fully transferable to narrow-band SAW and surface skimming bulk wave (SSBW) delay lines for oscillators in the frequency range 200 MHz to 1.5 GHz.
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Fig. 1: 300 MHz SAW test resonator with aluminium grating mounted in a TO8 header.

Fig. 2: Typical frequency response measurement of 300 MHz SAW resonators with aluminium gratings, showing an unloaded Q of 15,700.

Fig. 3: Typical response of 461 MHz SAW resonators with aluminium gratings, showing an unloaded Q of 12,800.
Fig. 4: SAW resonator reproducibility investigation on a 3" wafer of synthetic quartz with small seed and small low-defect Z areas. The wafer was x-ray topography to obtain a correlation between resonator characteristic and material features. The figures indicate the relative frequency deviations in ppm from the mean value for all the resonators.
Fig. 5: X-ray topograph of a recent ST cut 3" wafer of synthetic quartz with a long, narrow seed and pure low defect Z growth.

Fig. 6: As Fig. 4, but with rectangular wafer of natural quartz.
Fig. 7: X-ray topograph of a natural quartz wafer with perfect crystal structure.

Fig. 8: Measured temperature dependence of Q factor for SAW resonators. Lines: exponentially fitted to measured data.

Fig. 9: Measured temperature dependence of insertion loss for SAW resonators. Lines: exponentially fitted to measured data.

Fig. 10: Initial aging of a 461 MHz SAW resonator with aluminium gratings. Solid line: logarithmically fitted to measured data.
Fig. 11: Typical accelerated aging of a 300 MHz SAW resonator with aluminium gratings, solid line: logarithmically fitted to measured data.

Fig. 12: Accelerated aging of 35 SAW resonators with aluminium gratings, logarithmically fitted curves to measured data shown only.

Fig. 13: Accelerated aging of 300 MHz SAW resonators with aluminium gratings, showing the mean value for 33 resonators.

Fig. 14: Aging rate vs. drive level for a 481 MHz SAW resonator with aluminium gratings (active measurement).
DEVELOPMENT OF PRECISION SAW OSCILLATORS FOR MILITARY APPLICATIONS

T. E. Parker
Raytheon Research Division
131 Spring Street
Lexington, Massachusetts 02173
(617) 883-5300, ext. 3084

Abstract

For the past few years Raytheon has had a program to develop, for potential military applications, SAW oscillators in the 300-600 MHz range which exhibit simultaneously state-of-the-art performance in frequency settability and stability. Though specific applications will not be discussed, the requirements are, in general: (1) The noise floor must be at least -160 dBc/Hz; (2) Vibration sensitivity should be at least as good as that of AT-cut bulk-wave devices; (3) The oscillator frequency must be set in, and stay in, a window of approximately ±10 ppm. In some cases, a warm-up time of less than 3 minutes may be required. Significant progress has been made in meeting these requirements and will be discussed in this paper.

In the area of spectral purity, two topics are discussed. The first is a low-noise amplifier which has demonstrated a -176 dBc/Hz noise floor when used with a 310-MHz SAW resonator. Second, the effects of external vibration on noise sidebands are briefly reviewed. One of the most important areas of SAW oscillator development has been that of frequency settability. A trimming technique using gold phase pads has been demonstrated on both delay lines and resonators. Experimental results are presented. One complication that is discussed is the occurrence of a frequency shift during sealing that is on the order of 100 ppm. However, external pulling techniques have been developed to re-adjust the frequency. Many applications require the use of ovens to maintain a constant temperature. Fast warm-up may then become a requirement, and data is presented to show the frequency stability for a 3-minute warm-up period. Finally, in addition to all of the above requirements, a SAW oscillator must maintain a long-term stability of ±1 ppm per year. Data is presented to establish baseline aging rates for devices cold weld sealed in TO-8 packages and also to show rates for trimmed devices, and devices mounted for low vibration sensitivity.

Introduction

Surface acoustic wave (SAW) controlled oscillators have been successfully used in a number of military and commercial applications where high frequency and/or low noise were important considerations. However, these applications have generally had rather loose requirements on frequency settability and stability. A typical frequency window has been ±500 ppm. There remain, however, a large number of other applications with significantly tighter requirements that would be ideal for SAW oscillators if they could meet the performance criteria. A number of problem areas, such as long-term stability, frequency trimming, and vibration sensitivity, have been under investigation, and in many cases acceptable performance has been obtained. However, it still remains to be demonstrated that all of these desirable improvements can be obtained simultaneously in a single device.

For the past few years Raytheon has had just such a development program on 300-600 MHz devices aimed at several potential military applications. Though specific applications will not be discussed, the requirements are, in general: (1) The noise floor must be at least -160 dBc/Hz and in some cases greater than -170 dBc/Hz; (2) Vibration sensitivity should be at least as good as that of AT-cut bulk-wave devices; (3) The oscillator frequency must be set in, and stay in, a window of approximately ±10 ppm. In some cases, a warm-up time of less than 3 minutes may be required. Significant progress has been made in meeting these requirements and is discussed in this paper.

Spectral Purity

Low Noise Floor

The performance of an oscillator using a custom-designed amplifier,* will be discussed to illustrate the low noise floor obtainable with a SAW oscillator and how this may interact with other areas of frequency stability. Figure 1 shows the oscillator circuit. The heart of the amplifier is a cascode arrangement of two HP HXTR 5184 bipolar transistors and a separate limiter stage. The two transistors provide 14 dB of gain with an output power of +20 dB. One-tenth of this power is coupled to the oscillator output through a directional coupler. The coupler, phase shifter, and limiter have about 6 dB loss (including 3.0 dB due to limiting), which results in a power level of +14 dBm incident on a two-port 310-MHz resonator. The resonator has 8 dB insertion loss (10 dB in a 50 system), a loaded Q of 12,000, and dissipates 9 mW. With an amplifier noise figure of approximately 4 dB, this results in a noise floor on the order of -176 dBc/Hz. Figure 2 shows the measured RMS FM noise in the range from 10 KHz to 200 KHz. The solid line

*See acknowledgements.
indicates a level corresponding to -176 dBc/Hz, and the oscillator FM noise is clearly below this level down to about 20 kHz off the carrier.

![Circuit diagram of a SAW oscillator](image)

Figure 1. Circuit diagram of a 310 MHz SAW oscillator which produces a noise floor of -176 dBc/Hz. Unless otherwise stated, all values are ±5 dB

Figure 2. Measured RMS FM noise for the SAW oscillator in Figure 1. Solid line shows the levels corresponding to -176 dBc/Hz.

The key to achieving this low noise floor is the high power level in the oscillator loop. Caution must be exercised in setting this level, however, since it has been shown that high power levels can lead to high aging rates in SAW resonators. To minimize the stress level in the SAW device, a very large cavity area has been used. The 310 MHz resonator has an effective cavity length of 370 wavelengths and an acoustic aperture of 148 wavelengths. This results in a peak stress level of $3.4 \times 10^7$ N/m$^2$, which is safely below the high aging threshold of $6 \times 10^7$ N/m$^2$ for pure aluminum transducers. Further lowering of the noise floor is possible through the use of copper doping in the aluminum, since this increases the high aging threshold and therefore permits higher power levels. Also, a device with lower insertion loss would help to decrease the noise floor even further.

**Vibration Sensitivity**

Catastrophic failure of SAW devices under vibration has not been a problem, but the effect of vibration on spectral purity is of considerable importance. In severe military environments, high vibration levels may significantly degrade close-in noise performance of low-noise oscillators by creating sidebands at the vibration frequency. The sensitivity of SAW devices to vibration has been discussed in detail elsewhere, but some aspects relating to interaction with long-term frequency stability will be reviewed here. As discussed in reference 3, ST-cut SAW devices exhibit a vibration sensitivity similar to that of AT-cut bulk-wave devices if proper mounting techniques are used. One technique which gives a vibration sensitivity of less than $1 \times 10^{-9}$ per g uses double-sided tape to hold the SAW substrate against the SAW package. This technique is, however, unsatisfactory for good long-term frequency stability because of outgassing from the tape. A more practical approach is a four-point support which uses L-shaped steel clips and polyimide adhesive. This mounting technique gives a vibration sensitivity in the low $10^{-9}$ per g range, and, as is shown later in this paper, does not cause high aging rates.

Figure 3 shows some recent data for the vibration sensitivity of an entire X-band source. This source was made up of a 24 multiplier and six PBN-82-546 delay lines in the 400-MHz range mounted with the "L" clip and polyimide technique. Each of the six lines could be switched into the oscillator loop electronically to provide frequency agility. The whole source occupied a volume of only 24 cubic inches. Relatively large SAW substrates resulted in some increase in vibration sensitivity of the SAW itself, but vibration isolation at the board and module levels counteracted most of this. For a 5-g RMS random noise level (10 Hz to 3 KHz), a 23-dB rise was observed at 1 KHz. By 4 KHz, all evidence of a rise had disappeared.

![Graph showing vibration sensitivity](image)

Figure 3. Single sideband phase noise measured on an X-band source when subjected to a random vibration level of 5 g's kHz. Two levels of shock mounting were used.

*See acknowledgements.*
Trimming

While spectral purity has been an important feature which has resulted in some applications for SAW oscillators, many more potential applications additionally require operation in a very narrow frequency range. Since the pulling range of resonators is limited, and in some cases circuit parameters limit the pulling of delay lines, the SAW devices must be fabricated to within a narrow frequency range. In practice, fabrication variables usually result in a frequency spread of ±500 ppm, though careful process control can result in a much smaller spread. An alternative technique for obtaining tighter frequency control is frequency trimming. This involves adjusting the frequency of the devices after the basic fabrication is finished. Trimming of resonators using reactive ion etching has been discussed in the literature but here we will discuss results obtained by controlling the thickness of gold pads.

Figure 4 shows the basic geometry of frequency trimming with gold pads. For either a delay line or a resonator, a gold pad is placed between the input and output transducers. The surface wave propagates at a slower velocity under the gold and, hence, lowers the frequency of the oscillator. The actual trimming can be accomplished by controlling the pad thickness in either of two ways. One, as shown in Figure 4, requires that the gold pad be deposited photolithographically first, and then the thickness can be reduced by ion-beam etching. The etching is done while the SAW device is operating so that the trimming is accomplished in real time. The alternative technique is to deposit the gold through a metal mask onto an operating device and, therefore, adjust the frequency by depositing increasingly thicker pads. Both techniques proceed at very controllable rates and allow the frequency to be adjusted to within 1 kHz. Typical pad dimensions are 0.1 mm width and 50 to 500 Å thickness.

Table 1

<table>
<thead>
<tr>
<th>Packaging Parameters</th>
<th>Frequency Shift</th>
<th>No. of Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold Weld TO 8 in High Vacuum</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>±57 ppm</td>
<td>5</td>
</tr>
<tr>
<td>Trimmed</td>
<td>±51 ppm</td>
<td>5</td>
</tr>
<tr>
<td>&quot;L&quot; clips, polyimide</td>
<td>±20 ppm</td>
<td>5</td>
</tr>
<tr>
<td>Resistance Weld in Nitrogen</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(all trimmed and mounted with &quot;L&quot; clips and polyimide)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TC 8</td>
<td>±15 ppm</td>
<td>6</td>
</tr>
<tr>
<td>Flatpack</td>
<td>±12 ppm</td>
<td>23</td>
</tr>
</tbody>
</table>

As can be seen in Table 1, the frequency shifts are on the order of 100 ppm and have a different sign for cold-weld and resistance-weld sealing. The devices in the cold weld TO-8's, which are labeled as "baseline," are untrimmed and mounted with gold wire straps. The "trimmed" devices are mounted with gold wire straps and were trimmed with either ion-beam etching or direct evaporation. The "L" clips, polyimide devices were untrimmed and mounted as indicated. All resistance weld devices were trimmed (either ion-beam etching or direct evaporation) and mounted with "L" clips and polyimide.

By anticipating the observed shifts, the initial frequency trimming can be done either high or low, depending on the type of sealing to be used. This still leaves, however, a frequency uncertainty of approximately ±10 ppm. This is an order of magnitude smaller than the initial fabrication uncertainty, but it means that some sort of electronic pulling is still required to reach the desired range of ±10 ppm.
Electronic Pulling

SAW resonators in the 300-600 MHz range typically have loaded Q's from 5000 to 15,000, which makes them very narrow band devices. Frequency tuning by a simple phase shift network may only provide a range of about ±20 ppm, which is insufficient to cover the frequency uncertainty after sealing. Thus, a technique which actually pulls the resonant frequency must be used. Figure 5a shows the equivalent circuit for a two-port SAW resonator. By tuning out \( C_0 \) at both ports with inductors \( L_0 \), series elements \( C_T \) or \( L_P \) can be added to tune the resonant frequency. Figure 5b shows the resonator response for various values of tuning elements. The data shows that the frequency can be pulled over a range of about 60 KHz (±200 ppm) with not more than 1 dB increase in insertion loss and little decrease in Q. This is more than enough range to correct for frequency errors after sealing.

Delay lines for SAW oscillators generally have much larger bandwidths than resonators and for most designs it is possible to electronically adjust the frequency over a large enough range to eliminate the need for a trimming step. However, this may require more than 200° of phase shift, which at 300 MHz corresponds to about 20 inches of coax. In some cases, circuit constraints may make it impractical to allow for such a large phase adjustment. By trimming the SAW device, the necessary phase shift can be reduced to about 20°.

Frequency Stability

Warm-Up Time

Once the oscillator frequency has been set within the desired frequency window, it is then necessary to keep it there. For SAW oscillators, this requires either ovenizing or temperature compensation. The latter will not be discussed in this paper, but one aspect of ovenizing that is particularly important for military applications will be addressed. This is the question of fast warm up. In many military situations a limited amount of time (approximately 3 minutes) may be available for an oscillator to settle into the desired frequency range. This must be accomplished even if the oscillator is initially at a very low temperature at the time of turn-on. To evaluate the effect of rapid warm up on the frequency stability of SAW oscillators, two experiments were performed. The first involved heating of just the SAW device, while the electronics were maintained at room temperature. The results are shown in Figure 6. With the SAW device at -48°C, the heater was turned on with 18 watts of power at \( T = 0 \). At \( T = 70 \) seconds, the heater power was decreased to 9.6 W, and by \( T = 160 \) seconds, the SAW device had reached an equilibrium temperature of 80°C, which was the turnover point of this particular device. During this period of 160 seconds, the frequency increased by 430 ppm. The inset in Figure 6 shows the frequency drift with not more than ±1 dB increase in insertion loss from \( T = 3 \) minutes to \( T = 15 \) minutes for two different soak temperatures.*

Figure 7 shows the warm-up characteristics when an entire oscillator circuit board is heated by elements located directly on the circuit board. The data shows the frequency drift from \( T = 3 \) minutes to \( T = 15 \) minutes for two different soak temperatures.

*See acknowledgements.
In both cases, the drift after 3 minutes is less than ±1 ppm, but the frequency is somewhat different for the two soak temperatures. This difference is probably due to different temperature gradients across the circuit board for the two soak temperatures. Nevertheless, the frequency for either soak temperature is well within the ±10 ppm window that is required.

Aging

As a final step in maintaining a ±10 ppm frequency window, good long-term frequency stability of SAW oscillators must be demonstrated. To accomplish this, aging studies are being conducted on devices cold-weld-sealed in TO-8 packages. Data is presented on twenty-six 400-MHz delay lines which were all subjected to a 300°C bake-out and then sealed in high vacuum. Figure 8 shows some typical data for a few devices mounted with gold wire straps. Drift rates range from well under 1 ppm at one year to greater than 2 ppm at one year. Also, the scatter seen in this data is typical. Some devices show week-to-week fluctuations of several tenths of a ppm, which occur even when temperature control is sufficiently tight to rule out temperature-induced frequency fluctuations. In addition, some devices show fluctuations with periods up to ten or twenty weeks.

To show more clearly the drift rates of the entire population of twenty-six devices, the data is presented in bar graph form in Figure 9. Each block represents an oscillator, and the distribution is shown at four points in time: 12, 25, 50, and 100 weeks. The horizontal scale is divided into increments of 0.5 ppm in the range of -7 to +7 ppm. Obviously, at T = 0 weeks, all the devices are located at 0.0 ppm. However, by 12 weeks, the population begins to show some drift. Most devices drift up in frequency (to the right), but some also drift down. At 25, 50, and 100 weeks, the number of oscillators in the population decreases because not all oscillators have been operating for that length of time. None of the oscillators has failed. As one would expect, the distribution tends to spread with time.

Seventeen of the twenty-six oscillators are untrimmed and mounted with gold wire straps. These devices constitute a base line for these tests and are indicated by empty boxes in Figure 9. All devices that have reached 100 weeks are baseline devices. To evaluate the effect of trimming with gold pads, four trimmed devices were included in the test. These are indicated by the boxes marked with plusses (+). Also, five devices (untrimmed) mounted with "L" clips and polyimide were included. These are indicated by boxes with open circles (o). At this point in the tests, neither of these variables appears to result in a statistically significant deviation from the general population.

In terms of staying within the required ±10 ppm window, the results of these tests have been very encouraging. At 50 weeks, 80 percent of the devices are still within 2 ppm of their start frequencies, and at 100 weeks 78 percent are within 3 ppm. Furthermore, the trimming and vibration resistant mounting techniques which are needed to meet the overall requirements do not appear to degrade the long-term stability of the cold-weld-sealed devices.
**Conclusions**

The requirements presented in the introduction of this paper represent a large number of typical military applications. When SAW oscillators which meet these requirements are available in production quantities, there will be a significant increase in the number of applications where they are used. Our program to develop SAW oscillators has made significant progress in meeting these goals and results are very encouraging. However, several tasks still need to be performed. A very important one is the demonstration of low aging in devices operating in a non-laboratory environment. Also, further improvement in device setability would be very useful. A reduction in frequency shift during bake-out and sealing would greatly increase the accuracy of frequency trimming and the use of reactive ion etching for trimming resonators may very well be more desirable than using gold pads. Finally, there were some packaging differences between the devices used for the aging tests and those which were used to demonstrate vibration sensitivity and fast warm up. These differences must be removed before it can be conclusively demonstrated that all of the above requirements can be obtained simultaneously with SAW oscillators.
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REQUIREMENTS, THE TUNING PROCEDURE SHOULD HAVE A
WIDE TUNING RANGE WITH MINIMAL EFFECT ON THE OTHER CHARACTERISTICS OF THE DEVICE. REACTIVE
ION ETCHING OF THE QUARTZ MEETS THESE CRITERIA.
OTHERS1,2 HAVE REPORTED ON USING THIS TECHNIQUE TO TUNE RESONATORS WITH BURIED OR SURFACE TRANSDUCERS AND GROOVE REFLECTORS. OUR DEVICES ARE MADE WITH SURFACE ALUMINUM TRANSDUCERS AND REFLECTORS. ETCHING IN A PLANAR REACTOR USING A CF4 AND O2 PLASMA RESULTS IN GROOVES BEING ETCHED IN THE QUARTZ WITH MINIMAL EFFECT ON THE ALUMINUM PATTERN WHICH ACTS AS A MASK. THE GROOVES RESULT IN A LOWER SURFACE WAVE VELOCITY IN BOTH THE TRANSDUCER AND REFLECTOR ARRAYS, SHIFTING THE FREQUENCY DOWNWARD. THIS SIMULTANEOUS SHIFT IN VELOCITIES ALLOWS FOR A VERY LARGE TUNING RANGE BEFORE DEVICES DEGRADATION BECOMES INTOLERABLE. THE ETCHING AFFECTS THE ELECTRICAL CHARACTERISTICS OF THE DEVICE AS WELL AS THE TUNING TEMPERATURE. THE EFFECTS ON BOTH THESE DEVICE CHARACTERISTICS HAVE BEEN INVESTIGATED FOR RESONATORS IN THE VHF BAND. DATA IS PRESENTED ON RESONATORS OPERATING AT 194 MHz.

INTRODUCTION
SURFACE ACOUSTIC WAVE RESONATORS HAVE BEEN DEVELOPED TO THE POINT OF BEING USEFUL IN OSCILLATOR CIRCUITS USED IN THE VHF AND UHF RANGES. THESE DEVICES ARE MADE IN BATCH FORM USING STANDARD PHOTOLITHOGRAPHIC FABRICATION TECHNIQUES. VARIATIONS OF UP TO +200 ppm IN CENTER FREQUENCY, FO, ARE OBSERVED FOR DEVICES BUILT ON A SINGLE 2 INCH SQUARE WAFER. THE CENTER FREQUENCY OF THESE DEVICES CAN BE TRIMMED BY ETCHING THE ALUMINUM METALIZATION; THIS REDUCES THE MASS LOADING OF THE SURFACE RESULTING IN TWO EFFECTS: THE FIRST EFFECT IS THAT THE SURFACE WAVE VELOCITY INCREASES causing the frequency to increase. The second effect is an increase in the turnover temperature, TO.

BECAUSE OF THE LARGE EXCURSIONS OF FREQUENCY OVER THE TEMPERATURE RANGE OF INTEREST, (110.4 ppm from -30 to +85°C for 36° Y-rotated QUARTZ) THE TUNING TEMPERATURE IS IMPORTANT. A SHIFT IN TO OF 1°C FROM 27.5°C (CENTER OF THE RANGE) WILL RESULT IN AN ADDITIONAL 12.1 ppm EXCURSION FOR A TOTAL OF 125.5 ppm. (SEE FIGURE 1.) TEMPERATURE COMPENSATING A 113 ppm DRIFT IS DIFFICULT; A 125 ppm DRIFT ONLY COMPOUNDS THE DIFFICULTY. FOR OUR DEVICES WE HAVE FOUND A TO SENSITIVITY TO METAL THICKNESS OF 1°C/93 A° AND A RESONANT FREQUENCY FOR OUR DEVICES WE HAVE FOUND A TO SENSITIVITY TO METAL THICKNESS OF 1°C/93 A° AND A RESONANT FREQUENCY, FR, SENSITIVITY OF 1.76 ppm/A°. TO RAISE THE FO OF A DEVICE 400 ppm (THE LOWEST FREQUENCY DEVICE ON A WAFER) REQUIRES REMOVING 227 A° OF ALUMINUM. THIS WOULD RESULT IN A TO SHIFT OF 2.44°C; BARELY ACCEPTABLE. Thus A VERY NARROW RANGE OF FREQUENCIES (60 khz AT 150 MHz, 80 khz AT 200 MHz) CAN BE COVERED BY A SINGLE MASK AND WAFER ANGLE COMBINATION WHILE MAINTAINING TO AT 27.5+1°C. IF IT IS DESIRED TO COVER THE ENTIRE VHF RANGE OF 150-200 MHz, 715 MURES ARE REQUIRED. SINCE HIGH RESOLUTION MASKS ARE BOTH NECESSARY AND EXPENSIVE, THIS IS AN IMPRACTICAL SITUATION.

REACTIVE ION ETCHING OF THE QUARTZ HAS PROVED TO BE A BETTER SOLUTION. FREQUENCY SHIFTS OF 330 ppm/DEGREE CENTIGRADE CHANGE IN TO HAVE BEEN OBSERVED. THIS IS BETTER THAN A 2 TO 1 IMPROVEMENT OVER METAL REMOVAL. UNDER THE CONDITIONS USED, AN FO SHIFT OF -4200 ppm WAS OBTAINED AFTER 5 MINUTES OF ETCHING; A RATE OF 14 ppm/SECOND. THE PROCESS IS VERY CLEAN SINCE IT IS CARRIED OUT IN A HIGH VACUUM CHAMBER AND NO RINSING OR CLEANING Afterwards IS REQUIRED. IT IS ALSO POSSIBLE TO MONITOR THE FREQUENCY DIRECTLY WHILE ETCHING, ALTHOUGH THIS WAS NOT DONE IN THIS EXPERIMENT. SINCE THE PROCESS TAKES PLACE IN VACUUM, THE DEVICES COULD BE TRANSFERRED TO A SEALING CHAMBER THROUGH A LOAD LOCK AND SEALED IMMEDIATELY AFTER TUNING.

SUMMARY
IN RECENT YEARS, SURFACE ACOUSTIC WAVE RESONATORS HAVE BEEN DEVELOPED TO THE POINT OF BEING USEFUL IN OSCILLATOR CIRCUITS USED IN THE VHF AND UHF RANGES. THE ADVANTAGES OF OPERATING AN OSCILLATOR AT FINAL FREQUENCY, AS OPPOSED TO USING A LOW FREQUENCY BULK CRYSTAL WITH MULTIPLIER CIRCUITS, ARE WELL KNOWN. IF IT IS DESIRED TO COVER AN ENTIRE RANGE WITH CUSTOM FREQUENCY SOURCES, A MULTITUDE OF MASKS (SINCE EACH MASK PRODUCES A SINGLE FREQUENCY RESONATOR) OR AN EFFECTIVE TUNING PROCEDURE IS REQUIRED. TO MINIMIZE THE NUMBER OF MASKS REQUIRED, THE TUNING PROCEDURE SHOULD HAVE A WIDE TUNING RANGE WITH MINIMAL EFFECT ON THE OTHER CHARACTERISTICS OF THE DEVICE. REACTIVE ION ETCHING OF THE QUARTZ MEETS THESE CRITERIA.
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EXPERIMENTAL PROCEDURE

The devices used in this experiment were fabricated on 36° 1-rotated quartz with 4300Å of aluminum. The interdigital transducer, \( t_0 \), is 50\( \times \) wide and 120\( \times \) long, and the reflectors contain 350 elements. The transducer is apodized to reduce transverse modes. Split fingers were used to minimize internal reflections in the IDT. To etch grooves on the surface of the quartz, a planar plasma sputtering machine was used in the reactive ion etch mode. Figure 2 is a schematic illustration of the reactor setup. The system was a Perkin Elmer rapid cycle system designed for sputtering applications. The glass bell jar was replaced with a stainless steel one and a cryo pump substituted for the ion pump. A Leybold-Heraeus mechanical pump was used for backing down the system.

Twelve devices were loaded into a slot running diametrically across the cathode. The slot was required to allow the resonators to lie flat while mounted to HC-18 crystal holders. The chamber was roughed to 10 microns or less and the poppet valve opened for crossover to the cryopump. After opening the poppet valve, the system pressure was reduced to 5\( \times \)10⁻⁷ torr. The poppet valve was then closed and then reopened slightly to throttle the large pumping speed of the cryopump. With this procedure, a flow of 16.8 sccm of \( \text{CF}_4 \) (18%) and 4.8 sccm of \( \text{O}_2 \) (22%) was sufficient to maintain system pressure at 12 microns. The \( \text{O}_2 \) flow controller was a slave to the \( \text{CF}_4 \) flow controller to assure a constant gas ratio. The pressure in the chamber was monitored using a baratron gauge. The pressure signal was fed to the \( \text{CF}_4 \) flow controller which adjusted the flow to maintain the system at 12 microns.

The devices were etched in 30 second increments at 50 watts input power (0.274 watts/cm²). Figure 3 shows the effect of the etching on the device topography.

Before etching and after each 30 second etch, the devices were characterized electrically and the turnover temperature was determined. The devices were characterized electrically by using an HP8542A network analyzer to obtain reflection coefficient and phase data. Twenty seven data points were taken 527 kHz about the resonant frequency and 14 points were taken from 50-700 MHz. Figure 4 shows a Smith chart plot of the resonator response from 50-700 MHz. The data are fit to the model shown in figure 5 using an optimization routine to calculate the equivalent circuit parameters. The reproducibility of measuring and determining \( L_m \), \( L_m' \), \( C_m' \), and \( C_0 \) is better than 1%. The values determined for the parasitic elements, \( R_m \) and \( R_m' \), vary quite a bit more due to changes in the lead length and contact resistance in the test fixture. To determine the turnover temperature, the devices were placed in oscillators in a temperature chamber and the frequency read at -2°C increments from 50°C to 4°C. Because the devices were not in sealed cans, the temperature was kept above 0°C to avoid condensation or frost forming on the devices. The data were fit to a parabola and the turnover temperature, \( T_o \), determined by the temperature of maximum frequency. (Figure 1.)

EXPERIMENTAL RESULTS

Of the 12 devices etched, one device immediately jumped 60% in \( R_m \) value after the first 30 seconds of etching. Since this did not agree with the behavior of the other devices, the data for this device were excluded from the analysis. All results presented are the average for the remaining 11 devices. Figure 6 shows the frequency variation with etch time. The frequency shifts were normalized by calculating in ppm. Presenting the data in terms of percentage change from the original values effectively normalizes the data, eliminating fabrication variations and allows for direct comparison of the devices.

Figure 7 presents the change in \( C_0 \) as a function of frequency shift. Since frequency shift is a linear function of etch time, as shown in figure 6, the abscissa is essentially etch time. The value of \( C_0 \) was reduced by 9.3%, from 4.37 pF to 3.96 pF. The changes in the resonant arm parameters, \( R_m \), \( L_m \) and \( C_m \), are shown in figures 8, 9 and 10, respectively. \( R_m \) increased 58% from 19.6 \( \Omega \) to 31 \( \Omega \). \( L_m \) increased 25% from 353 micro-Henries to 441 micro-Henries. \( C_m \) calculated from the measured values of \( L_m \) and \( P_m \), decreased 19% from 1.93 mF to 1.56 mF. The \( Q \) is adversely affected as shown in figure 11. A reduction of 21%, from 22,000 to 17,400, was observed. The \( C_0/C_m \) ratio increased linearly from 2270 to 2550, as displayed in figure 12; a 12% increase. Figure 13 shows that \( T_o \) was reduced 11°C after a frequency shift of 4200 ppm.

DISCUSSION OF RESULTS

As shown in figure 6 the frequency shift was linear with etch time. If we consider the bottom of the grooves as a new surface, the etching makes the device pattern effectively thicker; this increases the effective mass loading, lowering the surface wave velocity and the frequency. The total step height increased 2200Å from the original 4300Å aluminum thickness. This increase was a result of a 1600Å groove in the quartz and a 600Å increase in the finger thickness. This increase in finger thickness was due to 0° ions reacting with the aluminum which was biased several hundred volts negative. (The leads of the crystal bases actually touch the cathode during etching.) Since the density of quartz and aluminum are almost identical, the
A cavity was shifted more than the reflector observed because the resonance of the cavity table was shifted more than the reflector stopband, resulting in a lower reflection coefficient. This should result in a larger oscillator applications. As shown in figure 7, the static capacitance of the IDT was reduced. Cm was expected to decrease since the quartz between the fingers, with a dielectric constant of 4.52, is being replaced by air, with a dielectric constant of 1.00. Eventually further removal of quartz will cause no further change in Cm since the bottom of the groove will be outside the region of the concentration of the electric field. The data were curve fit to a parabola since this is the expected shape of the curve and provided a good fit to the data.

The motional resistance, Rm, of the devices increased dramatically as evidenced in figure 8. Rm is defined in table 1, where Rm is the radiation resistance of the IDT and |Γ| is the overall reflection coefficient of the gratings. Rm is also defined in table 1, where k is the electromechanical coupling constant, P0 is the resonant frequency of the device, Neff is the effective height, and Cm is the capacitive per finger pair. Rm was measured on devices not etched, but adjacent to the devices used on the same wafer. Rm was measured by covering the reflectors with an acoustic absorber, negating the reflection properties of the gratings. (This effectively ruins the device, so devices other than those actually etched had to be used.) The average Rm measured was 1175 Ω compared to a calculated value of 1200 Ω, using $k^2 = 0.00131$. Rm measured on devices etched 5 minutes averaged 1625 Ω. Using the measured P0 and Cm values, this indicated a reduction in $k^2$ to 0.00131. Therefore, k was reduced from 0.04 to 0.0362, a 9.5% reduction, virtually matching the 9.32% reduction in $k^2$. This is not coincidental since both electric field phenomena related to how the electric field lines permeate the air-dielectric combination. Assuming the reduction in k follows the reduction in Cm, new k values were calculated using the curve fit to the Cm data.

Knowing Rm and R0 at the end points, |Γ| can be calculated at these points. The initial value was 0.968 and the value after etching was 0.962. This decrease in |Γ| was unexpected because the step height is decreasing, thereby increasing the impedance discontinuity. This should result in a larger reflection coefficient. This was not observed because the resonance of the cavity was skewed from the center of the reflection stopband, resulting in a lower |Γ| than expected. As the devices were tuned they became even more skewed because the resonance of the cavity was shifted more than the reflector stopband. This results in a lower |Γ|. Away from the center frequency of the reflector stopband, the curve has a sin $90^\circ$-$90^\circ$ type shape, but the exact shape of the curve and the location on the curve is not known. The shape of the curve is critical since $1-|Γ|/|Γ|$ is a rapidly varying function of |Γ|. Assuming a linear approximation for the change in |Γ| gave a poor fit even though going from a value of 0.968 to 0.962 is less than a 1% change. Making the reduction in |Γ| a second order function (proportional to etch time squared) and using the calculated k values and measured P0 and Cm values, new Rm values were calculated. This theoretical curve is shown in figure 8 and provides a good fit.

The change in Lm is shown in figure 9. The data fall on a straight line. Table 1 shows that Lm is determined by Rp, |Γ|, P0 and m, the number of half-wavelengths between reflection centers. Since Rp and |Γ| have been calculated and P0 measured, a set of m values was calculated from the line fit to the Lm data. The value of m is expected to decrease in this manner since the impedance discontinuity is increasing with increased step height.

The linear change in Cm shown in figure 10 inversely follows the Lm change since Cm was calculated in the optimization program using the determined Lm and P0 values.

The quality factor of the resonators, Q, decreased due to the etching as shown in figure 11. The Q, defined in table 1, depends on Rm and Lm. Since Rm increases faster than Lm, a decrease in Q results, as shown (The data were fit to a straight line since higher order curves provided no improvement in the fit.) Q is also defined in terms of m and |Γ|. Since both quantities decreased and both appear in the numerator, the Q followed accordingly. |Γ| also appears in the denominator and the reduction in |Γ| caused the denominator to increase, also lowering the Q. Using the values for m and |Γ| calculated from the measured values of Rp, Rm and Lm at the end points, resulted in values of 22,000 and 17,180 compared to the measured values of 21,980 and 17,400. This is quite good an agreement. Using the remaining theoretically calculated m and |Γ| values, Q was calculated for the rest of the points between and appears as the theoretical curve in figure 11.

The Cm/Cr ratio is important in oscillator applications. As shown in figure 12, it follows a linear increase. As seen in table 1, Cm/Cr depends on |Γ|, m and k. Using the theoretically calculated values for these parameters, Cm/Cr was calculated for the range investigated. As can be seen in figure 12 the two curves virtually overlap.
The turnover temperature is expected to be reduced due to the apparent increase in mass loading resulting from the grooves being etched into the surface. As discussed under the change in frequency, the total step height increased 2200Å. Using the previously mentioned sensitivity in turnover temperature of 1°C/93Å, the 2200Å increase should result in a T₀ reduction of 23.7°C. The observed value was approximately 11°C. Assuming a linear change in T₀ versus the step height increase, the data were fit to a straight line in figure 13. The combination of aluminum oxide, aluminum and quartz for the steps is quite a bit better with respect to temperature characteristics than pure aluminum. The reason for this behavior is an anomaly.

CONCLUSIONS

As opposed to other reported techniques, Reactive Ion Etch Tuning has been shown to be an improved method for tuning Quartz SAW Resonators. The large tuning range and the lower shift in T₀ are its major benefits. The drawback of the technique is the large increase in Rₘ and Lₘ; the limit of the process is defined by the maximum permissible change in these parameters.

The assumptions that the change in the electromechanical coupling constant, k, follows the change in Rₘ exactly and that the reduction in Lₘ over the range investigated is parabolic were both proved to be correct by the good to excellent agreement between the theoretical curves and the data curves.
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Figure 2. Reactive Ion Etcher

Figure 3. Device Topography
Figure 4. Smith Chart Plot of Resonator Response
Figure 5. Resonator Equivalent Circuit

- \( C_p \): Average measured package capacitance (43 pF)
- \( L_p \): Lead inductance
- \( R_p \): Lead, contact and film resistance
- \( C_o \): Static transducer capacitance
- \( R_m \): Notional resistance
- \( L_m \): Notional inductance
- \( C_m \): Notional capacitance

Figure 6. Change in Fo vs Etch Time

<table>
<thead>
<tr>
<th>Etch Time (Minutes)</th>
<th>Change in Fo (PPM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>-500</td>
</tr>
<tr>
<td>1.0</td>
<td>-1000</td>
</tr>
<tr>
<td>1.5</td>
<td>-1500</td>
</tr>
<tr>
<td>2.0</td>
<td>-2000</td>
</tr>
<tr>
<td>2.5</td>
<td>-2500</td>
</tr>
<tr>
<td>3.0</td>
<td>-3000</td>
</tr>
<tr>
<td>3.5</td>
<td>-3500</td>
</tr>
<tr>
<td>4.0</td>
<td>-4000</td>
</tr>
<tr>
<td>4.5</td>
<td>-4500</td>
</tr>
<tr>
<td>5.0</td>
<td>-5000</td>
</tr>
</tbody>
</table>
Figure 7. Change in $C_0$ vs Frequency Shift

Figure 8. Change in $R_m$ vs Frequency Shift
Figure 9. Change in $L_m$ vs Frequency Shift

Figure 10. Change in $C_m$ vs Frequency Shift
Figure 11. Change in $Q$ vs Frequency Shift

Figure 12. Change in $C\cdot C_m$ vs Frequency Shift
Figure 13. Change in To vs Frequency Shift
SUMMARY

The reliability of SAW transducers is greatly improved by anodization process obtained with oxygen plasma. The corrosive protection against acid etch time improved up to an order of magnitude has been achieved.

The frequency fine tuning of an anodized resonator and phase versus frequency of an anodized delay line will be presented.

Introduction

The anodization process used to fine tune bulk resonator and filters has been reported by different authors [1-5]. In this study the use of RF oxygen plasma has proved to be very effective in the fine tuning of narrow band SAW devices and increased resistance from corrosion caused by chemical reactions. Aging characteristics are improved due to the protection of the anodized layer which is formed on an aluminum transducer when the RF oxygen plasma combines with it and forms a layer of aluminum oxide. Experiments were conducted by controlling the operation parameters of the RF oxygen plasma, including various anodization duration, with a given oxygen gas pressure and RF power.

The relative anodization thickness was determined by monitoring corrosion resistance change on thin film aluminum. Accumulated data proved to be predictable in our results.

Corrosion Protection

Recent experiments indicate that oxygen plasma anodization of a thin film aluminum pattern provides additional corrosion protection against chemical etchants. Figure 1 shows the result of placing two aluminum transducer patterns in an acid etchant. The aluminum pattern on the left was not anodized, whereas the pattern on the right was anodized prior to the etching process. The results indicate the corrosive protection of the oxygen plasma anodization process for aluminum patterns.

Numerous SAW devices were anodized for different time intervals after which they were put in an Al (acid) etch that consists of 10 ml of Nitric acid, 180 ml Phosphoric acid and 10 ml H2O2. They were timed while they were etched and then plotted on a graph (see Fig. 2). The etch time in this figure is defined as the time needed to etch off the thin Al film transducer (600 Å) after the corresponding anodization time. The same test was performed with an Al oxide etch which consisted of 10 gms. of Potassium ferricyanide, 30 gms. of Potassium hydroxide and 1000 cc of H2O. The results are plotted on the graph of Figure 3. The etch time increased consistently with increased anodization time, which shows protection against corrosion in both acid and alkaline environments has not been reached after 55 hours of anodization under the described parameters of paragraph 2.5. The experimental results demonstrated that our fifty times improvement was obtained in the protection against acid corrosion after 34 hours of the anodization process.

Anodization is applicable to all thin film Al devices such as integrated circuits and other semiconductor devices. A test was conducted with an IC chip half covered with AZ 1350B photoresist and anodized for 24 hours in 10 minute rotations. After every rotation the photoresist was taken of with acetone and a new coat was applied to prevent the resist from being baked on. After the anodization was completed, half of the chip was anodized and the other half that had the resist was not anodized. This provided a side by side comparison. The chip was then placed in an acid environment for 8 min. (see Fig. 4). The experiments indicate the additional protection from the anodization process particularly with respect to the aluminum bonding wires.

Performance of SAW Devices Before and After Anodization

The effect of aluminum oxide coating on the aluminum transducers creates an added weight to the transducer. This...
oxidation process causes a mass loading effect on the crystal substrate which in turn changes the velocity of that crystal. Therefore, by the equation \( V = f \lambda \), where \( \lambda \) is a constant, it is possible to directly change the frequency of the SAW device by changing the velocity of the crystal substrate. This is beneficial in the fine tuning of SAW devices since fine tuning has to take place after device fabrication.

Figure 5 shows the passband of a resonator before and after 110 minutes of anodization. The process parameters are described in Figure 6. The shape of the passband shows no apparent change; the center frequency of passband is shifted by 340 ppm as a result of the mass loading of the mass loading effect, which provides an excellent process for frequency fine tuning.

**Phase-vs-Frequency**

An experiment was conducted using a stable frequency source, a vector voltmeter and a frequency counter for determining the phase-vs-frequency relation. Figure 6 shows a graph of this relation plotted for a SAW device. The device was then anodized for a period of 19 hours with the Tegal Plasmaline (Model No. 200) at 150 watts RF, and 1 torr of oxygen pressure. Another plot of phase-vs-frequency was taken; the results are also shown in Figure 6. The linear relation of the plots indicate no significant dispersion change caused by the anodization process; therefore, the desired performance of the device was maintained.

**Frequency Fine Tuning of SAW Resonators**

Fine tuning of narrow band SAW devices has been a success. The anodization of aluminum transducers causes a mass loading effect and leads to a decrease in the center frequency of a SAW device. Four resonators were used for this test; the device that had the lowest frequency was the reference (195.962). The other three devices were anodized for various time intervals according to their frequencies. All devices ended up within 2 ppm of the reference. (The results are shown in Table 1.) The test equipment was checked periodically by taking a non-anodized resonator and checking the frequency every time the frequency of the anodized resonator was measured.

**Aging of Anodized SAW Devices**

The anodized SAW devices have demonstrated superior frequency stability compared to the unanodized devices. The accelerated life test equivalent to a five years' test time has shown a total change of less than 1 ppm in center frequency for the anodized SAW frequency source, versus a 200ppm shift of the non-anodized device.

**Conclusion**

The use of RF oxygen plasma has proved to be very beneficial in the corrosive protection of aluminum transducers on SAW devices due to the protective layer of aluminum oxide on the exposed aluminum. The non-anodized crystal etched off in 1 min. 50 sec. in comparison to 96 min. etch time in Al etch after 34 hours of anodization which provides a 50 times improvement. Fine tuning of SAW resonators up to 300-400 ppm has been demonstrated. Four resonators used for the fine tuning experiment were fine tuned from 124 ppm to within 2 ppm of each other, which improved the accuracy tolerance by 60 times. These SAW devices were anodized under the same conditions as the corrosion test. The anodized resonators also have good aging characteristics. After an accelerated life test, equivalent to 5 years' aging, the resonators and the unanodized SAW's center frequency changed as much as 200 ppm but the anodized SAW changed less than 2 ppm. The results indicate that anodized SAW resonators are much more stable and reliable than the un-anodized SAW devices; better than 100 fold improvement was demonstrated in the experiment.
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Figure 1. Corrosive Protection of Anodized Transducers

Figure 2. Time Required to Etch off A1 Transducer with Typical Acid Etchant after Anodization Process

PHOSPHORIC ACID SAW ETCH

Figure 3. Time Required to Etch off A1 Transducer with Alkaline Etchant after Anodization Process
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Figure 4. Anodization Protection on IC Chips

Figure 5. Frequency Response of a Resonator Before and After Anodization

Table 1
Frequency Fine Tuning of SAW Resonators by Anodization Process

<table>
<thead>
<tr>
<th>Device Number</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center Freq Before Anodization (MHz)</td>
<td>193.962 (±13 PPM)</td>
<td>193.966 (±20 PPM)</td>
<td>193.966 (±124 PPM)</td>
<td>193.962 (±1.3 PPM)</td>
</tr>
<tr>
<td>Center Freq After Anodization</td>
<td>193.962</td>
<td>193.962</td>
<td>193.962</td>
<td>193.962</td>
</tr>
<tr>
<td>Deviation from Target (PPM)</td>
<td>±2 PPM</td>
<td>±2 PPM</td>
<td>±2 PPM</td>
<td>±2 PPM</td>
</tr>
</tbody>
</table>
Abstract
A thin film hybrid temperature compensated crystal oscillator has been developed which utilizes digital compensation techniques to maintain a stable output frequency with respect to changes in temperature. The digitally compensated crystal oscillator (DCXO) described has been designed to be compatible with automated manufacturing techniques in large volume production, a problem with conventional compensated oscillator designs. A look-up table, where each temperature increment corresponds to a particular compensation value, is maintained in an electrically erasable read only memory (EEPROM). This memory, together with an on-board I/O port, allows programming and reprogramming after the oscillator has been sealed. Thus, software can compensate for any subsequent changes in the frequency of the oscillator. Also, the I/O port and EEPROM memory permit automation of the programming and testing for multiple units simultaneously.

Introduction
As the sophistication of radio communications and radar systems increases, high stability oscillators will, of necessity, be designed into lower levels of hardware. This trend creates the demand that oscillator performance be improved while package volume is reduced. More importantly, a greater number of oscillators will be required at a lower cost. To meet these requirements, extensive use must be made of automated manufacturing and testing capabilities which exist in the hybrid microcircuit industry. For this reason, the Digitally Compensated Hybrid Crystal Oscillator (DCXO) was developed. The DCXO is designed to provide precision frequency control over a broad temperature range in a small, rugged package suitable for use in such systems as man-pack radios and other applications where size is critical. Notable features include the absence of mechanical adjustments and the ability to be electrically reprogrammed to synchronize multiple units or to correct errors due to aging of components affecting both the nominal frequency and the temperature compensation. These features have been achieved through the complete elimination of the traditional thermistor/resistor network, commonly used in Temperature Compensated Crystal Oscillators (TCXO's), and its replacement with a digitally synthesized bias voltage for the varactor. A significant advantage of this approach is the ability to fully automate the compensation and test portions of the manufacturing process, ultimately decreasing costs and increasing throughput capability.

Basic Concepts
A traditional TCXO maintains a constant output frequency by changing the reactance of the oscillator loop to offset variations in the crystal frequency due to temperature changes. This is accomplished using a varactor diode, biased with a network of thermistors and resistors, such that the crystal frequency variations with temperature are exactly cancelled by the changes in the oscillator loop capacitance due to the varactor diode. The difficulty with this approach is the realization of the voltage/temperature response required of the bias network which typically resembles Figure 1. This problem is further complicated by the fact that each crystal is unique and may exhibit one or more local perturbations about the expected response. The DCXO approach eliminates these problems through the use of software, rather than individually tailored hardware, to provide the appropriate bias for the varactor diode. A block diagram of a DCXO is shown in Figure 2. During each clock cycle, the voltage across the single thermistor is digitized by the analog to digital converter (ADC). This provides a word whose magnitude is proportional to the temperature of the oscillator. This value is used to
address the programmable CMOS memory. The data from the addressed memory location is input to a digital to analog converter (DAC), which generates the varactor bias voltage. The benefit of this scheme is that any shape response can be realized with equal ease, limited only by the resolution of the ADC and DAC. Localized slope reversals and peaks required to compensate some crystals can be created without additional components or increases in circuit complexity required by a TCXO.

Since all of the peculiarities of the compensation requirements can be realized by merely storing them in the memory, it is no longer necessary to use select value components. Additionally, the components used do not need to be particularly linear, even in the case of the ADC and DAC. As long as the non-linearities do not degrade the resolution, and the ADC is monotonic, the software can make appropriate compensations. As a result, less costly components may be used without adverse effects.

A fundamental difference between the DCXO and the TCXO is the discontinuous transition from one frequency to another when the digital compensation changes value. This is to be contrasted with the slowly varying (with respect to temperature), continuous frequency variation of a TCXO. These rapid frequency shifts in the DCXO, although very small in magnitude, appear as noise on the oscillator output. The frequency of the system clock controls the rate at which the DCXO updates the compensation information, and thus the frequency at which these frequency transitions occur. Although there are components available which would allow the system to operate at speeds of hundreds of kilohertz, the system performance is improved by updating the compensation only as fast as is required to resolve the greatest thermal transient that is contemplated in the applicable oscillator specification. Slowing the clock down tends to avoid limit cycle types of oscillation in the compensation. Additionally, a low clock frequency allows the low pass filter on the DAC output to more effectively limit the output noise induced by the compensation.

The DCXO uses a single temperature sensor, a thermistor, to determine the compensation; a TCXO can have three to five temperature sensitive elements. To the extent that thermal gradients exist within the oscillator package, the DCXO is less susceptible to compensation errors caused by the sensor(s) being at different temperatures than the crystal or from each other. This is particularly significant to the performance during a thermal transient. Since the quartz crystal, in its evacuated package, and the thermistors have differing thermal masses, a finite time will be required for them to reach the same temperature after a change in ambient temperature. In the case of a continuously varying temperature, the thermistor(s) may develop a temperature offset from the crystal that depends to some extent upon the rate of change of temperature. This offset will result in a compensation error and thus a frequency error. By using only one thermistor in the DCXO, and placing it in close proximity to the crystal package, the problem is minimized. Ideally, the thermistor should be mounted within the crystal package itself; this was tried with a DCXO prototype in which a thermistor was deposited onto the periphery of the crystal blank. Although this tended to eliminate the problems of thermal gradients between the sensor and crystal, it did not prove practical in large volume production at the time. More development in this area is required.

The accuracy of the compensation with respect to temperature is a function of the crystal's frequency variation with respect to temperature. This, in turn, establishes the minimum acceptable resolution of the ADC and DAC. These requirements are independent of each other. The number of discrete temperatures N that the ADC must be able to resolve is:

\[ N = \frac{S}{A} \times T \]  

where:
- \( A \) = the accuracy desired in ppm
- \( S \) = the maximum slope of the crystal response to temperature expressed in ppm/deg C
- \( T \) = the temperature range to be compensated

While the ADC resolution is determined by the worst case slope of the temperature response, the DAC resolution \( V \) is determined by the peak-to-peak frequency deviation of the crystal over the temperature range of interest:

\[ V = \frac{D}{A} \]  

where:
- \( D \) = the total frequency shift of the crystal expressed in ppm

A computer program has been developed to model the digital compensation network. This permitted the relative contributions of the ADC and DAC resolution to the overall compensation accuracy to be assessed with respect to changes in temperature range and changes in crystal responses.
The error envelope for a DCXO using 8 bits of ADC and DAC resolution is shown in Figure 3. Note that the areas of minimum error correspond to the turning point temperatures of an AT cut resonator and that the maximum error occurs at the lower temperatures where the slope of the temperature response is a maximum.

The DCXO is provided with a serial I/O port which permits external modification of the memory contents after the package has been sealed. This feature permits the DCXO to be adjusted for output frequency after burn-in and aging are completed without the use of external mechanical adjustments or substantial labor inputs. Also, any changes produced in the output of the oscillator from sealing will be compensated for during testing. Sealing will also allow low temperature testing without the problems created by frost formation on critical components. Unlike the TCXO, in which the compensation is adjusted by changing components, no physical intervention is required with the DCXO. This means that the entire test, compensation and performance verification operations can be fully automated and combined so that the parts need not be touched until the cycle is completed.

All of the compensation and frequency adjustment data are stored in an Electrically Erasable Programmable Read Only Memory (EEPROM) developed by Hughes Aircraft Company. This CMOS device may be programmed, erased and reprogrammed many times without degradation of performance and without the use of ultraviolet light. Use of the EEPROM with an externally accessible I/O port allows the entire compensation to be altered. This permits the nominal frequency to be adjusted digitally which has application to remotely located equipment requiring periodic adjustment or synchronization. Additionally, with the passage of time, if the aging of the crystal or other components should degrade the accuracy of the compensation beyond the point where a simple linear shift will be sufficient to restore it, the DCXO can be retested and entirely new compensation data loaded. The device is then ready for continued use. This capability is limited by the capacitance range of the varactor diode and the DAC resolution. Both of these parameters may be specified so as to extend the useful life as required.

Construction Features

The DCXO was constructed using hybrid microcircuit packaging techniques to conserve package volume. Thin film technology was employed to take advantage of the greater stability of the resistors as compared to thick film circuits. The prototype as developed occupied 1.05 cubic inches, although it was placed in a somewhat larger package initially. As shown in Figure 4, the circuit is partitioned into two substrates. The smaller substrate contains the complete oscillator and output gate. The larger substrate contains the compensation circuitry and power supply regulation. This arrangement permits oscillators to be developed over a wide range with changes required only on the smaller substrate. The compensation network is not affected by changes in oscillator design so that the time and expense of a new layout and substrate are avoided. A possibility here is the creation of a series of compensation networks with varying resolution. Custom DCXO's could then be produced on relatively short notice, and at relatively low cost by combining appropriate substrates for oscillator frequency, output compatibility and compensation precision.

The temperature range over which the compensation network operates is determined by the trimming of two resistors on the large substrate. This permits the independent adjustment of the upper and lower temperature bounds over a broad range, after the substrate has been assembled. Through the use of precision laser trimming techniques, these temperature bounds may be set very precisely. This is very important since any safety factor used to account for trim errors results in a degradation in apparent ADC resolution and thus compensation accuracy.

Temperature compensation accuracy is shown in Figure 5. Over the range -45°C to 85°C the DCXO exhibits a maximum frequency deviation of 0.8ppm. The nominal oscillator frequency is 5.0 MHz using an AT cut resonator operating on the fundamental mode. The power consumption is approximately 250mW. This performance was obtained using commonly available components. Significant reductions in size and power consumption are possible using custom semiconductor devices.

Automatic Compensation and Test

A significant advantage of the DCXO approach to temperature compensated oscillators is the ability to automate the compensation and test operations. The test equipment involved, shown in Figure 6, is relatively simple and inexpensive. An interface is required to transfer data through the internal DCXO I/O port. The
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DCXO can output the temperature code from its ADC and its DAC can receive input from the internal memory or an external data source. Also, the memory contents can be output and new data can be loaded at specified addresses.

In operation, the test chamber temperature is set and the DCXO stabilized at a series of temperatures. At each temperature, the test equipment adjusts the DAC input until the frequency output is within pre-specified limits. The DAC input is stored on disc along with the ADC code. When the temperature test is complete, the controller calculates any missing entries in the look-up table through an interpolation scheme. The memory is loaded through the I/O port and the DCXO is fully functional. Appropriate acceptance tests are performed prior to removal from the test chamber.

The structure of the I/O port lends itself to bus structured networks. This will permit multiple DCXO's to be tested in a single run. The upper limit on the number of DCXO's tested simultaneously is controlled by the capacity of the temperature chamber and related fixturing. Automated testing, coupled with automated assembly technology currently available in the hybrid industry, can make volume production of precision oscillators a realizable goal.

Future Development

Much of the technology used in the DCXO, particularly the ADC and EEPROM, is relatively new and rapidly evolving. It is reasonable to expect this rapid evolution to continue which should result in increased accuracy and lower power consumption at lower cost. At present, although the DCXO uses 8 bit ADC's and DAC's, 12 and 14 bit monolithic devices are available. This will place the compensation accuracy inside the limits of aging and thermally induced frequency hysteresis present in conventional AT cut resonators. It is in this area that development is required in the future. A small, precision crystal with low aging and thermal hysteresis is needed if the crystal technology is to keep up with the semiconductor technology that encompasses the balance of the oscillator. With the appropriate investment in custom MOS devices, the entire DCXO, less the crystal, can be realized on two chips. It is the crystal the will ultimately limit both the stability and the size of future oscillators.
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Figure 1. Typical Varactor Bias Voltage for an AT-Cut Crystal

Figure 2. Block Diagram for a Digitally Compensated Crystal Oscillator

Figure 3. Computer Model of Error Envelope for 8 Bit DCXO with an AT-Cut Crystal
Figure 4. Hybrid DCXO Showing Circuit Partitioning into Oscillator and Compensation Substrates

Figure 5. Typical DCXO Frequency Stability with Respect to Temperature

Figure 6. Automated Compensation and Test Position
THEORETICAL AND PRACTICAL EFFECTS OF THE RESONATOR SPECIFICATIONS AND CHARACTERISTICS UPON PRECISION CRYSTAL OSCILLATOR DESIGN AND PERFORMANCE

Benjamin Parzen*

Frequency Electronics, Inc.

Summary

The heart of the crystal oscillator is the resonator, as the performance of the oscillator is always worse than that of the resonator. An important goal of good oscillator design is to minimize the difference between the resonator and oscillator performances. In order to achieve this goal, it is necessary to have full knowledge of the resonator performance. This knowledge is gained from the resonator specifications and from calculations based upon the resonator and oscillator specifications and oscillator circuit parameters.

This tutorial paper clarifies the existing resonator specifications and presents additional resonator and circuit concepts which relate the oscillator and resonator performances. The subject matter is particularly relevant to precision oscillators using low C1 crystals such as the fifth overtone SC cut.

Introduction

With the growing popularity of the SC cut, low C1, crystals, some of the ideas associated with crystal characteristics, specifications and application merit closer reexamination. This reexamination should include the considerations involved in the practical interfacing of the crystal into the oscillator circuitry so that the correct operating frequency is obtained. This paper is intended to assist in this reexamination.

The paper is primarily tutorial, but it introduces some concepts useful in crystal specification and application, and it clarifies some of the implications in the present crystal specifications.

*Mr. Parzen is a consultant for Frequency Electronics, Inc.

Crystal Resonator Equivalent Circuits

Let us start with a review of the crystal resonator equivalent circuits.

Fig. 1(a) shows the symbol for the crystal resonator. Note the resonator housing marked as "c" and shown in dashed lines.

Fig. 1(b) shows the complete equivalent circuit, including the housing, which is rarely used except at the highest frequencies.

Fig. 2 is the very familiar circuit normally used, and around which the crystal specifications are written. C1, L1, R1 are well defined and can be measured with the desired degree of precision. However, as will be shown later, the magnitude of C0 is somewhat vague and depends upon the circuit in which the crystal is used.

Fig. 3 is a simplification of Fig. 2 assuming C0 is well defined.

The approximate relationships between the parameters of Fig. 2 and those of Fig. 3 are:

\[ R_e = \frac{R_1}{1 - 2 \frac{C_0}{C_1} \cdot \frac{f}{T}} \]  \hspace{1cm} (1)

\[ X_e = \frac{\frac{C_1}{f}}{2 \cdot \frac{C_0}{C_1} \cdot \frac{f}{T}} - 1 = \frac{\frac{C_1}{f}}{2 \cdot \frac{C_0}{C_1} \cdot \frac{f}{T}} \] \hspace{1cm} (2)
where \( f = f - f_s \) \hspace{1cm} (3a)

and \( f_s = \frac{1}{2\sqrt{L_1 C_1}} \) \hspace{1cm} (3b)

**Crystal Resonator Specifications**

The parameters normally specified are \( C_1, C_0, f_L, R_L, \) and \( C_r \). Often \( C_1 \) is not included in the specifications for many of the more popular crystals.

\( C_1 \) and \( C_0 \) have been discussed above. \( f \) is the frequency at which \((X_0 = X_L)\) in Eq. (2) is the negative of the reactance \( X_{c_L} \) of a capacitor \( C_L \); i.e.,

the frequency at which the network consisting of the crystal and \( C_L \) in series leads series resonant. \( R_L \) is the value of \( R_e \) of Eq. (1) at \( f_L \).

\( C_1 \) represents the reactance contribution of the oscillator circuitry to the oscillator frequency, \( f \), which ideally should be \( f_L \). It should be noted that \( C_1 \) is not an intrinsic parameter of the crystal, since the crystal behavior is completely described by Eqs. (1) and (2), which do not include \( C_1 \). However, the specification of \( C_1 \) for a given crystal fixes the crystal frequency, \( f_L \), which ideally is equal to \( f \), the desired oscillator frequency. There is much confusion regarding this point, and attempts have been made to change the given crystal properties by changing \( C_L \), which only changes specification but not the actual crystal parameters.

Defining

\[ f_{Lc} = f_L - f_s \] \hspace{1cm} (4)

Then

\[ \frac{f_{Lc}}{f} = \frac{C_1}{2(C_0 + C_L)} \] \hspace{1cm} (5)

Of course, \( R_L \) is also a function of \( C_L \) and from Eqs. (1) and (5) is obtained

\[ R_L = R_1 \left[ \frac{1 + C_0}{C_L} \right]^2 \] \hspace{1cm} (6)

**Interfacing the Crystal in the Ideal Oscillator**

Fig. 4 shows the crystal connected into the ideal oscillator, using the negative resistance oscillator model. By ideal oscillator is meant that the operating frequency is \( f_L \) and that the oscillator does not contribute to the \( C_0 \), so that \( R_e \) of the crystal is \( R_L \) and \( X_0 \) of the crystal is \( -X_{c_L} \). The oscillator consists of the crystal in series with \( X_L \) and \( Z_{LL} \). \( Z_{LL} \) is the negative resistance generator and has associated with it the negative resistance \( R_{LL} \), positive resistance \( R_{LP} \), which represents the power out and circuit losses, and \( X_{LL} \) the reactance in the generator.

In general, \( R_{LL} \) is a strong function of the current \( I_X \) and provides the required limiting action. \( X_{LL} \) and \( R_{LP} \) are usually weak functions of \( I_X \). All the \( Z_{LL} \) parameters are weak functions of the frequency over the crystal frequency operating range. However, \( X_{LL} \) may vary substantially over large frequency excursions.

The purpose of \( X_{LL} \) is to transform \( X_L \) so that the crystal sees the rated \( C_L \). It usually includes an adjustable component for fine tuning the operating frequency. \( X_L \) may be inductive or capacitive depending upon \( X_{LL} \). From Fig. 4

\[ X_L = X_{CL} - X_{LL} \] \hspace{1cm} (7)

Usually \( X_{LL} \) is optimized for the type of circuitry, frequency stability, and the necessary crystal drive and oscillator output powers, and is rarely equivalent to \( C_L \). Fig. 4 shows the most popular means of transforming \( Z_{LL} \) to \( X_{CL} \) and other means are available.

**The Real Crystal Resonator**

The model of the previous section is adequate for fixed frequency, moderate precision, high \( C_1 \) crystal oscillators wherein variations in crystal cutting accuracy and in the magnitude of \( C_0 \) do not produce intolerable oscillator frequency errors. However, it is unsatisfactory for precision oscillators using low \( C_1 \) crystals such as the SC cut for two main reasons.

One reason is the insufficient precision in cutting the crystal so that \( f \) is not equal to \( f_L \). For example, a 5 MHz 5th overtone SC crystal should be cut to within 1 Hz to make the model reasonably applicable. This results in excessive cost and a very high reject ratio for the crystal production.
The second reason is the vagueness of the value of $C_0$ due to poorly defined and conflicting measurement techniques, as described in Refs. 1, 2 and 3, and the effect of the physical layout and the circuit type upon the effective value of $C_0$. For example, the leads to the crystal in temperature-controlled oscillators may add 2 to 7 pf to the value of $C_0$, depending upon the physical layout.

Fig. 5 shows the equivalent circuit of the crystal showing the components making up $C_0$. It is evident that the contributions of the different components are a function of the circuit type and whether the crystal housing is connected to the oscillator circuit. For example, in the Pierce oscillator, when the case is connected to the oscillator ground point, $C_0$ consists of $C_{D0}$ and the remaining $C_{D1}$ and $C_{D2}$ are lumped into the oscillator circuit capacitances. However, often, even when the distribution of the components is taken into account, the value of the resulting $C_0$ does not agree with that obtained from oscillator performance, as pointed out in Ref. 4. It is therefore recommended that the effective value of $C_0$, which we shall call the motional static capacitance, $C_6$, be measured using the oscillator as the measuring vehicle. This measurement takes into account all the factors so far mentioned and any other unknown factors. This measurement is performed by inserting a known increment of $X_e = X_0$ and noting the resulting change in the oscillator operating frequency ($\Delta f = f'(f)$). $C_6$ is then calculated as a function of $\Delta f$ from the following equation

$$C_6 = \frac{C_1}{2} \sqrt{1 - \frac{2}{C_1} \frac{(f')}{f_X e}}$$

A slightly different value of $C_6'$ will be obtained for each practical value of $\Delta f$. It is therefore recommended that the geometric mean of these values be used in all calculations involving $C_0$.

Now assume that a crystal, of characteristics $C_1$, $R_L$, $f_L$ and $C_L$, is available. It is desired to operate the crystal with an effective motional static capacitance, $C_6^*$, at frequency $f = f_L + \Delta f$.

The following relationships are applicable:

$$R_1 = R_L \left( \frac{C_1}{C_L + C_0} \right)^2$$  \hspace{1cm} (9)

In terms of $f = f_L + \Delta f$,

$$R_e = R_1 \left( \frac{1}{1 - 2 \frac{C_0}{C_1} \frac{\Delta f}{f}} \right)^2$$  \hspace{1cm} (10)

$$X_e = \frac{\frac{2}{C_1} \frac{\Delta f}{f}}{1 - 2 \frac{C_0}{C_1} \frac{\Delta f}{f}}$$  \hspace{1cm} (11)

In terms of $f = f_L + \Delta f$,

$$R_{df} = \text{the crystal resistance, } R_e, \text{ at } f$$

$$R_1 = \frac{1}{1 - \frac{C_0}{C_L + C_0} - 2 \frac{C_0}{C_1} \frac{\Delta f}{f}}$$  \hspace{1cm} (12)

$$C_{Ldf} = \text{the necessary } C_L \text{ at } f$$

$$C_{Ldf} = \frac{1}{C_L + C_0} + \frac{2\Delta f}{C_1} \lambda^2 - C_0$$  \hspace{1cm} (13)

Table 1 gives the characteristics of a high-performance SC cut crystal as a function of $C_0'$ and $df$.  
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The complete oscillator in a circuit similar to that of Fig. 4. The major differences between the two oscillators are the contributions, $C_0 - C_0'$, of the oscillator circuitry and the fact that $f = f_L + df$. The figure shows $X_L df$ connected after $(C_0' - C_0)$ but it would be more desirable to connect it adjacent to the crystal, as that would result in a smaller $R_{df}$.

Q Considerations

The $Q$ of the motional arm of the crystal is

$$Q = \frac{X}{R} = \frac{1}{\frac{C_0'}{R_1}} \quad (14)$$

The $Q$ of the above equation does not include the effect of $C_0'$, since it is the usual expression for the $Q$ of a single mesh circuit.

However, a type of $Q$ may be defined as

$$Q = \frac{\Delta X e}{2 \pi R e} \quad (15)$$

which surprisingly turns out, from Eqs (9), (10), and (13) to be equal to $Q_X$ and independent of $C_6$ and $\Delta f$. This is because $R_e$ varies at the same rate as $\frac{\Delta X e}{\pi^2 f}$.

In Fig. 6, the oscillator operating

$$Q_{op} = \frac{Q_X R_{df}}{R_{df} + R_{L,op}} \quad (16)$$

Table 1 - Example of Characteristics of SC Cut Crystal as a Function of $C_0'$ and $df$, 5 MHz, 5th Overtone

<table>
<thead>
<tr>
<th>$(C_0' - C_0)\mu F$</th>
<th>$C_0 \mu F$</th>
<th>$df$ Hz</th>
<th>$R_{df}$ ohms</th>
<th>$C_{L,df} \mu F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2</td>
<td>350</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>381</td>
<td>15.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>418</td>
<td>10.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>464</td>
<td>8.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0</td>
<td>415</td>
<td>22</td>
</tr>
<tr>
<td>2</td>
<td>506</td>
<td>13.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>632</td>
<td>8.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>809</td>
<td>6.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0</td>
<td>455</td>
<td>21</td>
</tr>
<tr>
<td>2</td>
<td>593</td>
<td>12.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>804</td>
<td>7.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>0</td>
<td>557</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>853</td>
<td>10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1466</td>
<td>5.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure 1. Crystal Resonator. (a) Circuit Symbol, (b) Complete Equivalent Circuit Including the Effects of Holder and Mounting Supports. A Single Crystal Resonance is Represented by the $L_1$, $C_1$, $R_1$ Arm. This Circuit is Valid in the Vicinity of a Single Resonance up to UHF Frequencies.

Figure 2. Simplified Equivalent Network of a Crystal Resonator. The Element Values are Measured Effective Quantities that Include Various Stray and Parasitic Effects, and are Constant in the Frequency Regions Centered About the Resonance Under Consideration.

Figure 3. Resistive ($R_e$) and Reactive ($X_e$) Parts of the Impedance Represented by the Network of Figure 2. The Quantities $R_e$ and $X_e$ are Sensitive Functions of Frequency in the Region of Resonance.
Figure 4. Negative Resistance Model of Oscillator (Idealized)

$$Z_{LL} = -R_{LL} + R_{UL} + jX_{UL}$$

$$Z_{0} = X_{E} + jX_{C}$$

$$Z_{E} = -R_{E} + jX_{E} = Z_{L} + Z_{LL}$$

Figure 5. Equivalent Electrical Circuit of Crystal Resonator and Enclosure. Below VHF frequencies the Element Values are Constant; at higher frequencies the Values are very weakly dependent on Frequency, following from the Constant Values of Figure 1.

Figure 6. Negative Resistance Model of Oscillator (Real Case)

$$Z_{UL} = -R_{UL} + R_{UL} + jX_{UL}$$

$$Z_{df} = R_{df} + jX_{df}$$

$$Z_{r} = R_{r} + jX_{r}$$

485
REDUCING SAW OSCILLATOR TEMPERATURE SENSITIVITY WITH DIGITAL COMPENSATION


Rome Air Development Center
Electromagnetic Sciences Division
Hanscom AFB, MA 01731

Summary

A method of using digital compensation to reduce surface acoustic wave oscillator temperature sensitivity is described. Initial results with an AT quartz SAW oscillator show a reduction in frequency variation from 1917 parts-per-million to 5.2 parts-per-million over the temperature range -13 to +97 °C. The key feature is the use of two delay paths on the same substrate. The first path is aligned with a SAW orientation having low temperature sensitivity. By means of oscillation around a feedback loop, it provides the more precise frequency or clock. The second delay path is aligned with a SAW orientation having high temperature sensitivity and acts, through its frequency of oscillation, as a temperature measuring device. By using a thermometer placed directly on the substrate, thermal contact and time constant problems are minimized and accurate temperature sensing results. The thermometer frequency (a direct measure of temperature) is counted down to provide an address to a precalibrated read only memory. At each temperature the phase shifter control word necessary to maintain a stable clock frequency is generated on the data lines of the ROM and applied to the electronically variable phase shifter.

Introduction

Generation of precise frequencies by means of crystal oscillators is an important electronics function. Recently, surface acoustic wave (SAW) oscillators such as the one illustrated in Figure 1, have shown themselves to be a particularly cost-effective implementation of this function. However, a problem exists in maintaining frequency stability over a wide temperature range; a problem shared to a lesser degree by bulk oscillators. A number of techniques have been proposed to compensate for this temperature sensitivity for bulk5-6 and surface acoustic wave545 oscillators. It is the purpose of this paper to describe a simple and effective means for digitally compensating for the temperature sensitivity of a SAW oscillator.

Description of the Concept

An overall description of the current concept is illustrated in Figure 2. The key feature is the use of two delay paths on the same SAW substrate. The first path is aligned with a SAW orientation having traditional low temperature sensitivity properties. By means of oscillation around a feedback loop, it provides the more precise frequency or clock. The second delay path is aligned with a SAW orientation having high temperature sensitivity and acts, through its frequency of oscillation, as a thermometer or temperature measuring device. By using a thermometer placed directly on the substrate, thermal contact and time constant problems are minimized and accurate temperature sensing results. An advantage of the SAW device over the analogous bulk techniques is that the two paths are both electrically and spatially separate.

The thermometer frequency (a direct measure of temperature) is counted down to provide an address to a precalibrated erasable programmable read only memory (EPROM). At each temperature the phase shifter control word necessary to maintain a stable clock frequency is generated on the data lines of the EPROM and applied to the electronically variable phase shifter. System convergence is assured due to the intentional difference in temperature coefficients of the two delay paths. Note the simplicity of the system. The clock frequency itself is directly available as an output; no further manipulation or frequency synthesis is required.

Experimental Results

A SAW device having dual cross-coupled delay paths was fabricated on AT (34.25° rotated Y-cut) quartz. The clock propagation path was along the X-axis with the thermometer path at an angle of 34.8°. The properties of this and other digitally compensated SAW oscillator (DCSO) substrates are listed in Table 1. Also listed is the SAW device over the analogous bulk techniques is that the two paths are both electrically and spatially separate.

The frequency of operation of the experimental device was approximately 100 MHz. Erasable programmable read only memory chips were calibrated and the complete DCSO illustrated in Figure 2 was implemented. The SAW device was ovenized and the temperature controlled to maintain thermal stability at ±2 °C. By using a thermometer placed directly on the substrate, thermal contact and time constant problems are minimized and accurate temperature sensing results. An advantage of the SAW device over the analogous bulk techniques is that the two paths are both electrically and spatially separate. The thermometer frequency (a direct measure of temperature) is counted down to provide an address to a precalibrated read only memory (EPROM). At each temperature the phase shifter control word necessary to maintain a stable clock frequency is generated on the data lines of the EPROM and applied to the electronically variable phase shifter. System convergence is assured due to the intentional difference in temperature coefficients of the two delay paths. Note the simplicity of the system. The clock frequency itself is directly available as an output; no further manipulation or frequency synthesis is required.

Experimental Results

A SAW device having dual cross-coupled delay paths was fabricated on AT (34.25° rotated Y-cut) quartz. The clock propagation path was along the X-axis with the thermometer path at an angle of 34.8°. The properties of this and other digitally compensated SAW oscillator (DCSO) substrates are listed in Table 1. Also listed is a comparison of several other popular SAW temperature compensated substrates. By choosing the angle between the clock and thermometer paths (last column in Table 1), one can trade off accuracy in sensing the clock path temperature (best with smaller angles) for additional electromagnetic leakage suppression (see Figure 3). Orientations in Table 1 are given in both Euler and IEEE/IEEE standard notation12. If those preferring IEEE notation could adopt ZXtlt rather than YXwlt rotations, direct commonality of notation would result.

The frequency of operation of the experimental device was approximately 100 MHz. Erasable programmable read only memory chips were calibrated and the complete DCSO illustrated in Figure 2 was implemented. The SAW device was ovenized and the temperature controlled to maintain thermal stability at ±2 °C.
varied with results as shown in Figure 4. A significant improvement in frequency stability over the comparable uncompensated case is evident. Further improvement can be expected from the use of sealed packages with better thermal characteristics which increase reproducibility of conditions between calibration and operational runs.

Intelligent DCSO

A more advanced version of a digitally compensated SAW oscillator is shown in Figure 5. Here, intelligence in the form a a microprocessor or computer is incorporated. In addition to the previously described DCSO advantages of optimum temperature sensing, fast warmup and low cost, several other important features now become possible. (1) Based on starting temperature and direction and rate of change of temperature, hysteresis can be compensated. (2) Compensation for aging becomes possible. (3) Rapid temperature changes can be handled by outputting interpolated control words between available thermometer counts. (4) Frequency tuning while continuing to maintain low temperature sensitivity becomes possible. This latter property suggests use as a frequency synthesizer. Indeed, combining the fine frequency capability of a DCSO device with the broad bandwidth of a switched SAW filterbank synthesizer results in the wide-bandwidth, narrow-tone-spacing synthesizer shown in Figure 6.

Conclusions

Digital compensation promises to significantly improve the temperature stability of both bulk and SAW oscillators. In the present paper we have described a technique which takes advantage of some of the unique properties of SAW devices.
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Figure 3. Transducers Used for Experimental Device, in Addition to Input-Output Leakage, Electromagnetic Feedthrough can Occur as Shown.

Figure 4. Experimental Temperature Sensitivity of a Digitally Compensated SAW Oscillator Compared to an Uncompensated AT Cut Quartz SAW Oscillator. All Data at ~100 MHz.
Figure 5. Block Diagram of an Intelligent Digitally Compensated SAW Oscillator in the Operating Mode

Figure 6. Wide-Bandwidth, Narrow-Tone-Spacing Frequency Synthesizer
### Table 1
Properties of DCSO and Other SAW Orientations

<table>
<thead>
<tr>
<th>Type of SAW</th>
<th>Crystal Axes</th>
<th>OS Orientation</th>
<th>Temperature</th>
<th>Dc</th>
<th>Power Flow Angle</th>
<th>Angular Dispersion Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCSO</td>
<td>X, Y, Z</td>
<td>CC 55.1 48.6</td>
<td>25°C</td>
<td>1</td>
<td>0.00084</td>
<td>10°</td>
</tr>
<tr>
<td>DCSO</td>
<td>X, Y, Z</td>
<td>CC 55.1 48.6</td>
<td>35°C</td>
<td>2</td>
<td>0.00127</td>
<td>13°</td>
</tr>
<tr>
<td>DCSO</td>
<td>X, Y, Z</td>
<td>CC 55.1 48.6</td>
<td>45°C</td>
<td>3</td>
<td>0.00183</td>
<td>16°</td>
</tr>
<tr>
<td>DCSO</td>
<td>X, Y, Z</td>
<td>CC 55.1 48.6</td>
<td>55°C</td>
<td>4</td>
<td>0.00250</td>
<td>19°</td>
</tr>
<tr>
<td>DCSO</td>
<td>X, Y, Z</td>
<td>CC 55.1 48.6</td>
<td>65°C</td>
<td>5</td>
<td>0.00320</td>
<td>22°</td>
</tr>
</tbody>
</table>

Notes:

1. For AT Quartz Turnover Occurs Away from 25°C.
2. Euler Angles of 12.5, 125.0, 49.95 Yield Zero Power Flow Angle.
3. Values from Reference 18. (All Other Cuts Recomputed for this Paper).
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UPDATE ON THE TACTICAL MINIATURE CRYSTAL OSCILLATOR PROGRAM

Harold W. Jackson
The Bendix Corporation Communications Division
1300 E. Joppa Rd. Baltimore, Md. 21204

Summary

The Tactical Miniature Crystal Oscillator (TMXO) and its more significant design features have been described previously. In this paper, the performance characteristics of the early TMXO models will be presented. In addition, performance results representative of more recent units which use SC-cut crystals are included and mechanical changes to improve the internal structural characteristics are discussed. Finally, a test oscillator useful in evaluating crystals is described.

In general, the results of the evaluation of the initial TMXO models indicate that the major performance goals were realized. In those areas where performance was less than expected, modifications have been introduced to enhance performance. Later models having these modifications incorporated verify the effectiveness of the changes.

Key Words (for information retrieval): Miniature quartz oscillator, thermal control, hybrid microelectronics, vacuum techniques.

Introduction

The TMXO is a miniature, low power, fast warmup, thermally controlled quartz oscillator intended for use in tactical communications, navigation, and identification applications. Power consumption at -54°C Celsius is typically 250 mW and frequency accuracy over the temperature range of -54°C to +75°C Celsius is within ±12 ppm of the nominal frequency. Design goals for warmup time and vibration sensitivity are 3 minutes and 1x10^-7 per g respectively. The volume of the TMXO is approximately 16 cm³.

The low power consumption of the TMXO results from the use of hybrid microelectronic techniques which reduce the volume of the thermally controlled parts, and a double walled construction in which the space between the walls is evacuated. An inner enclosure containing the crystal and electronics is supported within the evacuated space by a system of wires which also provide electrical connections. This support structure provides a thermal resistance from the electronics and crystal assembly to the ambient of approximately 500°C/W. Typical power consumption of the oscillator as a function of ambient temperature is shown in figure 1. A simplified illustration of the construction of the TMXO is seen in figure 2.

Another important feature of the TMXO is the use of a ceramic flatpack crystal enclosure which has been developed by the Army in a parallel program. This package is very compatible with the TMXO structural concept and it promises to provide significant improvements in a number of crystal related performance parameters.

Figure 1
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TMXO STRUCTURE

The crystals used in the first TMXO models were early developmental units processed in the 1978-79 time frame and are therefore not representative of current crystal performance. In general, recent crystals are considerably improved in both long and short term stability.

Frequency stability with respect to temperature is a function of the crystal frequency/temperature characteristic and also the thermal gain of the temperature control system. Frequency stability vs. temperature for a recent model which uses an SC-cut crystal is shown in figure 6.

Frequency Stability

The design of the crystal is an important factor in determining the frequency stability of the oscillator. Fundamental crystals were used in the early TMXO models because it was thought that this would decrease warmup time. Subsequent investigation has shown that warmup time for the fundamental crystal is only slightly less than that for overtone units. In the early models, which used fundamental AT-cut crystals, aging rate ranged from about $1 \times 10^{-10}$/day to $1 \times 10^{-9}$/day after two weeks of continuous operation. Aging data for four of these units is shown in figure 3.

Short term stability is also a crystal dependent parameter. Typical performance in this area is shown in figures 4 and 5. Figure 4 shows the Allen variance as a function of averaging period, and figure 5 shows the phase noise density as a function of frequency offset from the carrier.
FREQUENCY VS. AMBIENT TEMPERATURE
temperature curve of resonator frequency offset vs. TMXO NO. 23 (10 MHz THIRD O.T. SC)
The results of this experiment indicated that to within experimental uncertainty, the frequency offset during warmup and much of the variation in frequency with ambient temperature was attributable to the effect of heater power on the resonator frequency.

It was found that the frequency-power relationship was different depending on the side of the crystal to which power was applied. The bottom cover (nearest to the resonator supports) was found to be the least sensitive and produced a deflection opposite in sign to that of the top cover. This discovery suggested the possibility of finding a configuration for heating the resonator which would minimize the effect.

Warmup Time

Fast warmup was a major performance objective of the TMXO development, and the construction of the internal assembly was designed to enhance this parameter. However, actual warmup performance for the first TMXO was much longer than expected. Since the effects which resulted in this poor warmup characteristic may be of general interest, the techniques used to isolate and resolve this problem are discussed here.

The design goal for warmup time to within an accuracy of $1 \times 10^{-8}$ is 3 minutes. The warmup time for TMXO #1 is shown in the curve of figure 7. It is seen that the time required to reach the desired accuracy is approximately 14 minutes. In searching for an explanation for this behavior, it was observed that the frequency offset during warmup almost exactly paralleled the decay in warmup power as shown in figure 8. This relationship of frequency offset to heater power was also confirmed by static frequency vs. ambient temperature measurements.

A series of carefully designed experiments were performed to determine the cause of the unexpectedly slow warmup. The crystal and associated heater elements were physically separated from the substrates which contain the remaining active circuitry. Power was then applied to the crystal and heat spreaders to bring the resonator temperature to the upper turn point where the resonator frequency was measured. The ambient temperature was then increased so as to require less power to hold the crystal at the turn point, and the resonator frequency was again measured. Proceeding in this fashion, a
It was reasoned that there should be less effect if the heat flow through the covers were minimized. To accomplish this, the crystal covers were separated from the heat spreaders by a thin copper washer which provided thermal contact near the periphery of the covers. It was found that the copper washer did indeed modify the effect, and in the case of the bottom cover the effect could be minimized by varying the size of the hole in the washer. This is shown in figure 9 where the offset is plotted against heater power for different spacer configurations.

With these results, the design of the electronics assembly was modified to incorporate the copper spacer on one side of the crystal and to remove the heating elements from the other side altogether. Also, in order to reduce the time required for the complete internal package to reach thermal equilibrium, a heating element was added to the internal header so that the inner enclosure would warm up at about the same rate as the electronics assembly. This would cause the heater power to decay much faster following turn on and any residual effects of heater power would thus be minimized.

In testing the frequency stability of the TMXO under vibration, a strong resonance at approximately 450 hertz was observed. This is seen in the curve of figure 11 where the amplification of the applied acceleration at resonance is about 16 times. Since this represents a significant degradation in stability relative to the acceleration sensitivity of the crystal, corrective steps were taken to improve the structural characteristics of the oscillator.

The principal resonance mode of the support structure is along the vertical axis. The resonance can be modeled by considering the inner enclosure to be a lumped inertial mass supported by a
spring. If the spring constant is measured by observing the static displacement of the inner enclosure resulting from a constant force, and using the known weight of the inner enclosure, the calculated natural frequency agrees closely with the observed resonant frequency. Therefore, the static deflection resulting from a constant force is useful in predicting the structural resonant frequency.

When examining the distortion of the structure under constant force, a rotation of the horizontal straps connecting the vertical support wires to the inner header feedthrough pins (about an axis normal to the straps at each end) is observed. This rotation is greatest at the end connected to the inner header pin. It is clear that this strap rotation is the primary cause of the reduced structural rigidity.

As an interim technique to increase the rigidity of the structure, a second strap has been added in parallel with each existing strap on the side of the wires opposite from the existing strap. This increases the resonant frequency of the structure approximately 50% and also seems to reduce the amplification at resonance.

A more substantial solution to this problem, which is now being implemented, is the elimination of the straps altogether. A new ceramic header has been developed for the inner enclosure which will extend far beyond the circle of the inner cover to provide electrical and mechanical connection to the vertical support wires. The electrical connections from the header feedthroughs to the vertical support wires are made by a metalization pattern on the outside of the header.

Vibration testing of a mechanical model of this new configuration indicates that there are no significant resonance modes below 2 kHz. This is quite an improvement over the earlier design, and it should be adequate for most applications.

Warmup Performance with SC Crystals

SC-cut crystals have been used in the most recent models of the TMXO and, as expected, warmup time and acceleration sensitivity have been improved substantially. In addition, the use of the copper straps to compensate for the effects of heater power is not required for the SC crystals. Figure 12 and figure 13 show the warmup from room ambient and -40° deg C, respectively for a 10 MHz third overtone SC crystal. The curves are similar except that the warmup from -40° deg C is longer by the amount of time for the temperature to make the transition from -40° to 25°. This corresponds to a rate of change of temperature during warmup of 1.7°C/sec.

![Figure 12](image)

![Figure 13](image)

Crystal Test Oscillator

In the course of the TMXO development it was necessary to evaluate crystals independently of the TMXO in order to derive the necessary design parameters and, also, to determine the contribution of the electronics to such performance characteristics as aging and short term stability.

In order to facilitate this evaluation, a test oscillator was developed with a mechanical construction designed to allow convenient replacement of the crystal under test. Provision was also made for temperature monitoring and control. The original design of the test oscillator was optimized for the evaluation of fundamental AT-cut crystals operating at frequencies of 10 MHz and below. In the current design, the operating frequency has been extended to 20 MHz and additional features such as crystal current control have been added. A photograph of the test oscillator is shown in figure 14.

The electronics and crystal are mounted on four circular printed wiring boards supported coaxially inside a cylindrical aluminum shell. The shell is heated by resistance wire close wound
around the outside of the shell. A connector arrangement is provided between the shell and the top end cap so that the shell can be quickly removed to expose the crystal and electronics. Thermistors for use in temperature monitoring and control are mounted in two slots machined in the outside of the shell parallel to the axis of the shell. A gap in the heater winding over the thermistor mounting area prevents direct heating of the thermistors by the wire.

![Figure 14](image)

This entire assembly consisting of the heater shell, electronics, and crystal are housed inside a Dewar flask which is closed at the top by a plug having low thermal conductivity. Interconnecting wiring through the mouth of the flask is provided by a special ribbon cable also designed to minimize heat conduction.

A functional block diagram of the oscillator electronics is shown in figure 15. This approach is somewhat unusual because of the variable gain amplifier contained within the AGC loop. The purpose of this amplifier is to provide a means for varying the crystal current while at the same time providing a nearly constant output signal. The oscillator circuit itself is of conventional Colpitts design.

![TEST OSCILLATOR BLOCK DIAGRAM](image)

A simplified schematic diagram of the variable gain amplifier is shown in figure 16. The gain of the amplifier can be adjusted in 10 dB steps over a 40 dB range by controlling the bias on the three high conductance Field Effect Transistors (FET) switches in the emitter circuits of amplifier stages $Q_2$ and $Q_3$. The bias of FET #2 and FET #3 is designed so that a single wire can be used to control the switches independently. The 40 dB crystal current control range can be adjusted to start at a minimum of 20 μA and can be increased to end at a maximum of 5 mA.

The thermal control electronics is conventional in design except that the thermistors are of the bead type sealed in a glass capillary package. This type of thermistor was selected because of its superior long term stability. The thermal aging rate for the oscillator is expected to be less than 20 mK/year after a short stabilization period.

![SIMPLIFIED SCHEMATIC VARIABLE GAIN AMPLIFIER](image)

Figure 16
Crystal operating temperature can be adjusted coarsely by orienting the shell to select one of two control thermistors which correspond to high and low ranges of operation. Fine control to a resolution of a few millidegrees K is provided by a precision multi-turn potentiometer. Calibration accuracy of the potentiometer is about $10^{-6}$ K.

Average short term stability for a number of oscillators is shown in the curves of figure 17 and 18. Figure 17 shows the Allen variance as a function of averaging time with constant crystal current. Figure 18 shows the Allen variance as a function of crystal current with the averaging time held constant. These results were obtained using a fundamental AT-cut resonator which is more susceptible to perturbations from the electronics than overtone resonators.
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ARGOS SYSTEM QUARTZ DEVICE PERFORMANCE AND ORBITAL DATA
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Frequency Electronics, Inc.
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Introduction

This paper presents data on precision Quartz Oscillators, VCXO's, and Crystal Filters, with a detailed comparison of the data accumulated on these devices over a six-month period prior to launch, and the data that has been accumulated in up to two years in orbit on the TIROS N Platform. In correlating the data, we are trying to establish baseline ground testing to more accurately predict performance of critical quartz devices in an orbital environment.

Orbital data is available for the Ultra Stable Quartz Oscillator as it is possible to reconstruct this frequency data from the information received from the satellites.

System Description

The operational Argos System is used for the collection of meteorological data, and the location of transmitting beacons. These beacons continuously sample meteorological information.

It is a random access system, which means that each beacon broadcasts at regular intervals. This message includes both a pure carrier and a modulated carrier.

Independent of other beacons, the system detects the beacon location and collects information from several thousand beacons dispersed around the world. The system capacity is as follows:

- 4000 with data collector and beacon location determination
- 16000 with data collection only

Figure 1 shows the physical configuration of the Argos system. Figure 2 shows the location of ten (10) permanent beacons.

The Argos system was conceived and built in France. It is installed aboard the American Meteorological Satellite of the TIROS N series.

- TIROS N launched in October, 1978, had a life of 29 months
- NOAA6 launched in June, 1979, is still operating
- NOAA7 launched in May, 1980, is still operating

A computer center situated in Toulouse (France) processes all the information from the Argos system and transmits the results to the users.

A block diagram of the Argos system is shown in Figure 3. The received signals from the beacons are distributed through various channels to be decoded through the logic circuitry and to determine location and meteorological information for retransmission back to the earth.

Figure 4 is a more detailed block diagram of the receiver section. The Ultra Stable Oscillator (OUS), Voltage Controlled Crystal Oscillator (VCXO), and Crystal Filters are shown in this block diagram. As can be seen, the VCXO and OUS are operated in an open loop configuration, and therefore require precise frequency stability in order to maintain system performance.

Frequency Calculation of the Orbiting OUS

Orbiter Beacons

The Argos System includes ten reference beacons for the orbit calculation of the TIROS N satellite series.

One of the beacons situated in Toulouse is also used as a time and frequency reference. This beacon is driven by a Cesium Standard from the CNES Meteorological Laboratory, C.N.E.S. is the French Space Agency, Centre National Etudes Spatiales. This broadcast frequency is \( f = 401,850,000 \) Hz.

OUS Frequency

The frequency of the onboard OUS is tracked every day for each satellite during the orbit calculation. An orbit calculation provides a simultaneous estimation for the orbit parameters from one satellite, and for the frequency offsets of the reference beacons. A classical method of root means square is used. In this method, all the frequency data points collected by the satellite from all the reference beacons during the
last three days are used. (Thus 3000 to 4000 data points provide a good geometric mean.

All frequency data is measured with the same multiplication factor which is the ratio between the true value of the OUS Frequency (unknown) and the last frequency estimation recorded on the ground. Knowing the broadcast frequency, a frequency offset AF is estimated for the Toulouse beacon. This enables us to determine the multiplication factor.

The accuracy of this estimation is better than 1.3 x 10^-10 at 27. This precision is correlated to the global quality of the orbit calculation.

Quartz Devices

Both quartz oscillators and crystal filters were manufactured for the Argos system. Figure 5 defines each of the quartz crystal devices and some of the pertinent operational parameters.

Figure 6 shows a drawer of the TIROS N Transponder into which the OUS, one of the VCXO's, and a 59 MHz crystal filter are installed.

Figure 7 is another PC card in which another VCXO and a 59 MHz crystal filter are also installed.

Performance Test

Comparisons were made of the data taken during acceptance testing, during installation into the satellite, and during actual orbit conditions to determine the consistence of these characteristics.

Figure 8 shows aging data for OUS Model PF1 which went through acceptance testing in February-March, 1976, and was put into orbit in October, 1976. Aging data through 1979 and 1980 shows that the initial aging of -7.7 x 10^-11/day which was achieved during acceptance testing correlates well to the -4.2 x 10^-11/day achieved in orbit.

Figure 9 which shows the aging on OUS PF3 shows that during acceptance testing in October of 1976, the aging was -8.7 x 10^-11/day. This system was launched into orbit in July, 1979, and through 1980 and 1981 exhibited an aging of -5.5 x 10^-11/day.

Figure 10 which is for OUS PF7 shows a positive aging of +8.4 x 10^-11/day during ATP in September, 1977. It was launched into orbit in June, 1981, and shows an aging rate that has flattened to 1 x 10^-11/day.

A series of additional oscillators which have not yet been launched have been kept in storage and periodically turned on after 2, 4, or 6 months for a period of five days to obtain frequency measurements. The data for these oscillators is shown in Figure 11, and shows aging rates from 1.5 x 10^-12/day to 1.8 x 10^-11/day.

Aging data on the VCXO's cannot be determined when the systems are in orbit. However, from the continued successful operation, it can be determined that they are operating within their specification limits.

Figures 12 and 13 show aging data on the ARGOSS MV6 and MV7 systems which were taken on these VCXO's prior to their launch. These show aging characteristics well within their specification requirements.

Summary

The testing that has been performed on the quartz devices for the ARGOSS System, and in particular on the Ultra Stable Quartz Crystal Oscillator has indicated that precise frequency aging characteristics can be determined with the appropriate type of acceptance testing. In particular, three Ultra Stable Crystal Oscillators which we have received adequate long-term data in orbit have shown that the aging magnitude and polarity agree with those determined many years prior during acceptance testing, and this testing can be used to model frequency drift characteristics.
Figure 1. ARGOS System Configuration

Figure 2. ARGOS System, Beacon Locations
Figure 3. ARGOS System, Block Diagram

Figure 4. Receiver Section, Detailed Block Diagram

Figure 5. Quartz Crystal Device Parameters
Figure 6. TIROS N Transponder, Typical Drawer

Figure 7. TIROS N Transponder, PC Card
Figure 8. OUS Model PF1, Aging Data
Figure 9. OUS Model PF3, Aging Data
Figure 10. OUS Model F7, Aging Data

Figure 11. Oscillators in Storage, Aging Data
Figure 12. ARGOS MV6 VCXO, Aging Data

Figure 13. ARGOS MV7 VCXO, Aging Data
Abstract

This paper provides an overview of Bell Lab's experience in applying computers to modeling and design; to data acquisition; to data analysis; to component selection; and to other miscellaneous tasks.

In the past, quartz crystal oscillators could be modeled most easily using linear circuits models. Although non-linear models exist (e.g., SPICE, CAPITOL, etc.), they could not be used to make a closed-loop analysis of crystal oscillators because of the high Q involved. Recently, however, the WATAND program developed by the University of Waterloo has become available and allows closed-loop non-linear analysis of quartz crystal oscillators. Both linear and non-linear analysis programs are being used at Bell Labs to evaluate new designs with particular attention being paid to the effect of component variations on manufacturability.

The primary data acquisition task performed by the computers is taking frequency temperature measurements on TCXOs. An additional application is the final room temperature checkout of oscillators to determine waveform characteristics, power consumption, power supply sensitivity, and pulling range (for VCOs). Real time component selection is used to aid in selecting resistor combinations to match the values determined from the analysis of the temperature-run data. In VCXOs and TCVCXOs, real time component selection is used to set varactor operating points to optimize frequency-voltage pulling characteristics.

Other uses include statistical analysis of performance data to project manufacturing yields; simulation of digital compensation schemes using A/D and D/A converters interfaced to a microprocessor based computer; and simulation of the temperature performance of doubly rotated crystal cuts.

I. Introduction

Computer aids are being used increasingly in the design and assembly of oscillators for the Bell System. At present, the oscillator design and development organization uses 5 desktop computers, 1 mini computer, and 2 timeshared systems. Computers have been applied to modeling and design, to data acquisition, to data analysis, to component selection, and to other miscellaneous tasks. This paper will provide an overview of our experience in applying computers in these areas.

II. Modeling and Design

In the past, quartz crystal oscillators could be modeled most easily using linear circuits models. Although non-linear models exist (e.g., SPICE, CAPITOL, etc.), they could not be used to make a closed-loop analysis of crystal oscillators because of the high Q involved. The top part of Figure 1 shows schematically a basic crystal oscillator with an amplifier in the feedback loop. Recall that in a real oscillator the amplifier must be non-linear or else the oscillators would grow to infinite size. Therefore, a realistic model of the oscillator should include non-linearities.

A conceptually simple way to model this oscillator is to model each individual component in the amplifier as realistically as possible and then connect these individual components in a circuit modeling program such as SPICE or CAPITOL. The oscillator can be started in the model by turning the power on, or by exciting it with a sine wave that is removed at t = 0. The oscillators will then build up through some initial transient period and finally settle down to a steady...
The basic features of the system are that it allows non-linear elements much like SPICE or any other non-linear analysis program; and that it uses iterative extrapolation to find the steady state solution to periodically varying waveforms.

The way it does this is shown schematically in the lower part of Figure 2. Basically it starts up either by building up from zero or by starting from some guess as to the initial state. The program integrates the waveform through several cycles until it detects a pattern and then it extrapolates to where it expects the waveform is headed. It again integrates through several cycles and extrapolates again.

WATAND
(WATERLOO ANALYSIS AND DESIGN)

A. allow non-linear elements
B. uses iterative extrapolation to find steady state

The only problem is that for a quartz crystal oscillator with a 0 in the thousands, the approach to steady state can take many cycles.

The traditional solution is to linearize the circuit model in some way and then apply the gain and phase criteria namely that the gain be greater than 1 at some point where the phase is 0. But then we cannot model the effects of the non-linear elements such as the transistor and varactor, at least not in a straightforward way.

After examining a number of different possible solutions to this problem, we discover the WATAND program which stands for the Waterloo Analysis and Design Program. This was developed by the University of Waterloo in Waterloo, Ontario, Canada and is available on a dial-up time-shared system.

It keeps extrapolating until no further changes are detected, that is, until the voltage and current on one cycle are exactly the same as the voltage and current one cycle later.
III. Data Acquisition

The primary data acquisition task performed by the computers is taking frequency temperature measurements on TCXOs. This involves both an uncompensated temperature run to confirm the actual performance, miniature and ovenized oscillators are also temperature tested under computer control. An additional application is the final room temperature checkout of oscillators to determine waveform characteristics, power consumption, power supply sensitivity, and pulling range (for VCXOs).

IV. Data Analysis and Component Selection, TCXOs

The primary data analysis task performed by the computers is analysis of the uncompensated TCXO data to determine the optimum resistor-thermistor network.

Real-time component selection is used to aid in selecting resistor combinations to match the values determined from the analysis of the temperature-run data.
In VCXOs and TCVCXOs, real-time component selection is used to set varactor operating points to optimize frequency-voltage pulling characteristics.

The top part of Figure 5 shows a typical circuit configuration for a TCVCXO with one varactor. The temperature compensation voltage is derived from a network of resistors and thermistors to approximately cancel out the temperature dependence of the crystal and other oscillator components. The control voltage for adjusting the oscillator frequency is fed to the other side of the varactor and is derived from an external control voltage by attenuating it and offsetting it with a resistor network. Thus, the net voltage across the varactor is the difference between the temperature compensating voltage and the control voltage.

This scheme works well for moderate precision TCVCXOs, but there is a problem if high precision and/or a wide pulling range are needed. The cause of this problem is shown in the lower part of Figure 5. The vertical axis is varactor capacitance, and the horizontal axis is the net voltage across the varactor. What is indicated schematically by the arrows is that for one setting of the control voltage, $V_1$, variations in the temperature voltage moves the varactor capacitance along one part of the curve. For another setting of the control voltage, $V_2$, it moves along a different part of the curve. It is possible to optimize the temperature compensation for one or the other, but not both, and in the end, it is necessary to make some sort of compromise.

Figure 6 shows one way of improving the performance of TCVCXOs. That is, to use two varactors so that instead of adding voltages (which translates into frequency change in a non-linear way), the circuit is adding reactances which translate more linearly.
The problem with this scheme is that it produces an added degree of freedom. Namely, the capacitance of one of the varactors can be made smaller as long as the capacitance of the other varactor is made larger in a compensating way. Thus, there is an infinite number of equivalent solutions to the frequency on target. The lower part of the figure shows schematically how the frequency varies as a function of the temperature for a series of 3 control voltage settings. We can see that for putting the oscillator on frequency all three of the points that correspond to f=0 are on frequency.

What is needed is an additional criteria to select among the possible choices. In fact, there are two other properties that we would like to optimize: These are that the frequency-temperature voltage pulling curve should be such that it will give us the best possible curve for frequency compensation and that the changes in frequency with control voltage should be as linear as possible over the pulling range.

Our experience with laboratory models indicated that searching out the frequency voltage space manually and trying various combinations of temperature voltage and control voltage could take several hours of an engineer’s time per oscillator.

To improve the throughput, the process was computerized using a Hewlett Packard 7825 desktop computer. The computer first measures the frequency voltage characteristics for both the temperature and control voltages. It then uses an algorithm to search for the optimum operating points for both voltages, and finally it computes the resistor values for the control voltage network to place it where desired. After these resistors are installed, the initial (uncompensated) heat run of the oscillator is made.

Using the computer for selecting the operating point has 3 main advantages:

1. It’s faster: a few minutes vs. a few hours by hand.
2. It can be done by a relatively unskilled operator under manufacturing conditions.
3. It produces a more uniform product.

VI. Other Applications

VI.A In design, we have been using a linear computer model to study the temperature effects and how individual components affect the oscillators stability. In our work so far, we have found that inductors and varactors can have an effect, but capacitors and transistors so far appear to be ok.

VI.B A second design category is the traditional one of determining component sensitivity. For this we have been using both linear and non-linear models, for the components studies so far, both methods are in agreement and agree fairly well with experimental measurements.

VI.C Another application is simulation of digital compensation where our main interest has been developing algorithms for TCVCXOs which will compensate for the interaction between the temperature voltage and the control voltage.

VI.D We have developed a program for simulating the temperature performance of doubly rotated cuts so that we can optimize the angles for a given temperature range and so that we can study the effect of angle tolerances on temperature stability.

VI.E Finally, we use our computers for statistical analysis of data. As with the final checkout data, most of our data is stored on tape or disk for later analysis of overall performance to provide a data base for future designs and to provide estimates of manufacturing yields.

VII. Conclusion

We have been using computers increasingly in oscillator design and assembly and find that computers help greatly in meeting today’s tighter performance requirements and needs for increased productivity.
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IMPROVED RING-SUPPORTED RESONATORS
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Abstract

We have investigated some improved ring-supported (r-s) resonators. These resonators show promise of providing high precision frequencies for a wide temperature range and static and dynamic forces encountered in the field.

In this paper, we report the experimental results of the temperature and force effects for the improved ring-supported resonators.

These resonators are ring-supported and made from bi-convex quartz and from concave-convex quartz in a suitable contour form. The frequency-temperature characteristics of these resonators are measured over a wide temperature range, -196°C to +160°C. Fortunately, it is seen that the results of the improved r-s concave-convex quartz show excellent frequency stability.

We also discuss how the quality factors depend on the contour forms of the improved r-s resonators.

Through these optimum designs of the improved r-s resonators, we can further predict the form of stable and precise resonators.

Key Words: Precision frequency, frequency-temperature characteristic, force-frequency effect, improved r-s bi-convex quartz, improved r-s concavo-convex quartz.

Introduction

It has long been known that the resonance frequency of a crystal vibrator shifts when it is subjected to an externally applied force. The effects seem to be responsible for deformation of the crystal and thermal shock due to the static and dynamic forces encountered in field use. Insensitivity to these static and dynamic forces is one of the main problems encountered when attempting to make practical resonators. In order to solve it, we have investigated some crystal resonator configurations that are referred to as grooved and r-s resonators. These resonators are provided with the high precision frequencies needed for the static and dynamic forces in severe environments. To obtain the best quality factors in these resonators, it is clearly desirable to improve them. In order to improve the quality factors, certain configurations of the resonators are proposed. The configurations are the r-s bi-convex quartz and the r-s concavo-convex quartz in a suitable contour form. As shown in Fig. 1, in these experiments, frequency-temperature effects of these resonators are measured over a wide temperature range, -196°C to +160°C. Further, the force-frequency effects are described. The experimental results indicate that excellent frequency-temperature and force-frequency effects should be able to be obtained in the near future.

Geometrical Forms of The Resonators

In order to improve the quality factors of the conventional r-s resonators, new configurations of the resonators are proposed. Fig. 1 shows a conventional r-s bi-convex resonator Bi-1 and a conventional r-s concavo-convex resonator Ci-1. The latter in particular is very useful for applications having acceleration directed toward the center of the curve. Fig. 2 shows the improved r-s concavo-convex resonator. In Fig. 2, the two cut sides are ground parallel to the Z-axis. The wings of the improved r-s resonators make both the frequency-temperature and the force-frequency characteristics more stable. These geometrical forms will provide the best physical properties in r-s resonators.

Force-Frequency Effects

Fig. 3 shows the experimental results of the force-frequency effects in a r-s bi-convex resonator (Bi-cut Bi-1). The horizontal axis shows the force aιnath angle, and it is measured from the X-axis. The vertical axis represents the stress sensitivity of the resonance frequency. The dimensions of the resonator are shown in Fig. 1. The force applied is 220 grams. The resonance frequency is the 3rd harmonic mode and is 5.44144 MHz at 25°C. From Fig. 3, it is seen that the maximum frequency shift is about one third that of the reference W-cut plate and that the points of zero pressure effect are about -58° and +12°.

Similarly, Fig. 4 shows the experimental results of the force-frequency effects in the r-s concavo-convex resonator (Ci-cut Ci-1). The dimensions of this resonator are shown in Fig. 2. The force applied is 90 grams. The resonance frequency is the 3rd harmonic mode and is 13322672 MHz at 25°C. In Fig. 4 the solid line shows the measured values and the dashed line shows the estimated curve. The zero pressure effect appears at about...
frequency spectra of the r-s Bi-2 crystal. The horizontal axis represents the temperature scale, and the vertical axis represents the normalized change in frequency. The radii of curvature were measured and found to be 100 mm. The thickness of the crystal and that of the center have been referred to as 5 mm and 0.1 mm, respectively. The 3rd harmonic frequencies were measured and found to be 112.9 MHz and 8.35 MHz at 25°C, respectively. In Fig. 8, the frequency-temperature characteristics of the r-s Bi-2 crystal operating on the thickness mode are shown. The results of these tests show that it is reasonable to design and manufacture the r-s Bi-2 crystal using this method.

Frequency vs. Temperature

Figures 9 and 10 show the frequency-temperature characteristics of the r-s Bi-2 crystal and the Bi-2 crystal, respectively. In Fig. 9, the crystal is operating in the thickness mode. The frequency was found to be 112.9 MHz at 0°C and 113.44 MHz at 50°C, respectively. In Fig. 10, the crystal is operating in the thickness mode. The frequency was found to be 112.9 MHz at 0°C and 113.44 MHz at 50°C, respectively. The results of these tests show that it is advisable to design and manufacture the r-s Bi-2 crystal using this method.

Natural Frequency vs. Temperature

Figures 11 and 12 show the natural frequency-temperature characteristics of the r-s Bi-2 crystal and the Bi-2 crystal, respectively. In Fig. 11, the crystal is operating in the thickness mode. The frequency was found to be 112.9 MHz at 0°C and 113.44 MHz at 50°C, respectively. In Fig. 12, the crystal is operating in the thickness mode. The frequency was found to be 112.9 MHz at 0°C and 113.44 MHz at 50°C, respectively. The results of these tests show that it is advisable to design and manufacture the r-s Bi-2 crystal using this method.
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Fig. 1 Conventional Ring-Supported Resonators.

Bi-convex
Concave-convex (R₂ > R₁)

Fig. 2 Improved Ring-Supported

Fig. 3 Force-frequency effects for the r+1 Bi-convex crystal (AT-cut) R₂:1 operating on the 3rd harmonic mode at 7.4164 GHz.

Fig. 4 Force-frequency effects for the concave-convex crystal (AT-cut CC-1) operating on the 3rd harmonic mode at 11.514 GHz.

Fig. 5 Geometrical Configuration and Frequency Spectra for the CC-1 Crystal.

Fig. 6 Geometrical Configuration and Frequency Spectra for the Improved CC-1 Crystal.

515
Fig. 7 Geometrical Configuration and Frequency Spectra for the Improved CC-1 Crystal.

Fig. 8 Frequency-Temperature Characteristics for the Bi-1 Crystal Operating on the Harmonic Mode vs. $t_0/t_0$ Ratio.

Fig. 9 Frequency-Temperature Characteristics for the Bi-2 Crystal Operating on the Fundamental Mode vs. $t_0/t_0$ Ratio.

Fig. 10 Frequency-Temperature Characteristics for the Bi-7 Crystal Operating on the 3rd Harmonic Mode.

Fig. 11 Frequency-Temperature Characteristics for the Improved CC-1 Crystal Operating on the 3rd Harmonic Mode.

Fig. 12 Frequency-Temperature Characteristics for the CC-2 Crystal Operating on the 3rd Harmonic Mode.
The fundamental material and device properties of miniature bulk wave resonators have been investigated for fundamental mode oscillator control and filter applications in the UHF range. The properties of aluminum nitride in the composite resonator geometry and in an edge-only supported plate configuration are reported.

The AlN films were grown in a DC planar magnetron sputtering system using the plasma reaction between sputtered Al from the target and N₂ in the plasma. The general sputtering conditions were as follows: substrate temperature = 200°C, atmospheric gas = 99.999% Nitrogen, sputtering pressure: 1 x 10⁻³ torr, DC power = 225 watts and deposition rate = 1.2 µm/hr. The films were evaluated by SEM, x-ray diffraction, and Auger electron spectroscopy. These results showed that the sputtered AlN films have a highly oriented structure with the c-axis normal to the surface of the Si substrate.

For a resonator composed of 1.7 micron of AlN and 8 microns of Si, the resonant responses were measured at fundamental frequencies of 328.53 MHz for series resonance and 328.61 MHz for parallel resonance. The fundamental mode resonator was about 7500. Its measured temperature coefficient was about -4ppm/°C from -20°C to 120°C. For resonator having 1.7 micron of AlN and 6 microns of Si, the temperature coefficient was -6 ppm/°C. This resonator, with electrical Q about 5000, had a fundamental series resonance at 524.11 MHz and parallel resonance at 524.45 MHz.

Edge-only supported AlN plates have been fabricated using microelectronic semiconductor processing techniques. Plates of thickness from 1.0 to 7 µm thickness, having areas up to 300 µm square, are supported only at their edge in contrast to the membrane supported films reported previously.

A typical AlN plate of 6.5 µm thickness had fundamental mode resonances near 790 MHz with a coupling coefficient of 10.3. The temperature coefficient, measured over the range -20°C to 200°C, was found to be -20.5 ppm/°C.

Recently, c-axis in-plane ZnO plates have been fabricated with epitaxial character. These plates exhibit a shear wave resonance which implies higher Q resonance and a simpler mode structure.

ABSTRACT

This paper describes recent results on temperature compensated composite bulk wave resonators and edge-only supported thin film resonators using aluminum nitride as the piezoelectric material. The composite resonator structures are similar to those reported previously using ZnO films on Si membranes. Highly overmoded resonators using piezoelectric films have also been reported with some performing at microwave frequencies.

Those devices that employ semiconductor substrates allow established selective etching processing to be used in forming precision membranes and associated mechanical structures. Silicon is a particularly attractive substrate for its mechanical structural properties as well as offering the eventual integration of passive resonators with active integrated circuits. We are also actively investigating GaAs as a substrate and have obtained edge-only supported AlN plates similar to those on silicon.

In the work reported here, aluminum nitride films are used for the piezoelectric region rather than zinc oxide due to its mechanical strength and wider range of chemical compatibility. The AlN/Si composite structure also exhibits a favorable temperature coefficient compared to traditional AT-cut quartz. This geometry is described in more detail in Section III.

The conventional resonator configuration consists of a thin piezoelectric plate that has been cut from a crystal and mechanically reduced to the desired thickness. Recently, thinner plates and higher resonant frequencies have been obtained by etching or ion machining techniques. The approach reported in Section IV results in a thin (1-10 micron) piezoelectric plate which is supported only at its edges. The plate is formed by direct growth and electrochemical processing rather than by mechanical means. In this study AlN and ZnO c-axis perpendicular and ZnO c-axis in-plane piezoelectric plates have been formed.

II. AIN FILM GROWTH AND CHARACTERIZATION

The AlN films were grown in a DC planar magnetron sputtering system using the plasma reaction between sputtered Al from the target and N₂ in the plasma. This growth system, Fig. 1, was chosen for its simplicity of operation and flexibility in allowing the deposition of an Al film before or
ator AlN growth as a step in device fabrication. In order to prevent electron bombardment of the dielectric film and consequent arcing, an anode structure is used to collect the electron current. The general sputtering conditions were as follows:

- **Target**: 99.999% pure aluminum, 5" diameter
- **Substrate**: (100) Si, GaAs
- **Sputter Substrate Spacing**: 3-5 cm
- **Background Gas**: Low oxygen-0.5 ppm, nitrogen
- **Deposition Pressure**: 10⁻³ Torr
- **Substrate Temperature**: 200 C
- **Cathode Voltage**: -300 volts DC
- **Anode Current**: 500 milliamperes
- **Anode Voltage**: +20 volts DC
- **Deposition Rate**: 0.2 microseconds/hr

Cathode and anode voltages are measured relative to the substrate with the anode voltage adjusted to render the substrate current to a small value.

In general, the sputtering rate was found to be proportional to the DC power with a value of 1 micron/hr at 100 watts.

Evaluation of the films involved optical and scanning electron microscopy, A and D x-ray diffraction analysis, Auger microprobe analysis, and acoustical parameter characterization. A SEM examination of a cross section of an AlN/Si film revealed the columnar structure of the C-axis normal film indicating a high degree of film orientation and coherence. SEM viewing of the film top surface did not reveal the microcrystalline faceting found in some earlier work on CVD grown of AlN on sapphire. Optical microscopy was used to examine the films for microcracking and other surface defects. Microcracking was absent in films of low oxygen content grown in the sputtering system having the anode separate from the substrate. The oxygen content was found to be less than 0.5% as determined by Auger microprobe analysis.

In this study, mainly x-ray diffraction was used for the quantitative characterization of the crystal structure of the film. Figure 2 shows an x-ray diffraction pattern of a 0.8 micron thick AlN film sputtered on (100) Si. The film is clear and only the (000l) orientation is revealed. A rocking curve was also taken for a further quantitative analysis of the orientation of the film.

It is apparent from the x-ray results that the sputtered AlN films have a highly oriented structure with the C-axis normal to the surface of the substrate. The quality of these films was also found not critically dependent on sputtering deposition pressure for the range 0.4 to 4 millitorr or substrate heater temperature from 200 to 500 C. More highly oriented films (δ = 0.55) have been obtained on basal plane sapphire.

Electrical characterization of the material is done in the resonator configurations described in following sections and detailed in previous publications. Essentially, the resonator reflection coefficient was measured as a function of frequency and recorded by a data acquisition system. From the complex reflection coefficient the equivalent two-terminal impedance of the resonator was obtained from the equation,

\[ Z = \frac{Z_0}{\left(1 + \frac{Z_0}{Z} \right)^2} \]

where \( Z \) is the reflection coefficient. From the computed phase of \( Z \), \( Z_0 \), the resonator \( Q \) was obtained near the resonant frequencies using

\[ Q = \frac{1}{2 \left(\frac{df}{fr} \right)} \]

where \( fr \) is the resonant frequency (this definition of \( Q \) follows directly from parallel or series RLC circuits). Because impedance is a property of the resonator alone and not determined by the external circuit, \( Q \) determined in this manner is the unloaded or device.

Using reflection measurements allows the resonator to be placed at the end of a coaxial cable in an environment chamber for temperature coefficient determinations.

111. TEMPERATURE COMPENSATED COMPOSITE RESONATORS

The temperature compensated composite resonator, (TCCR), is shown schematically in Fig. 3. The TCCR is composed of a born diffused Si layer formed into a membrane by selective etching to remove the n-type material from the desired region. The AlN piezoelectric film is sputtered directly onto the P region without any deliberate intermediate film structures.

For a resonator composed of 1.7 microns of AlN and 8-microns Si the following values were obtained from the measured data: 7600 for parallel \( C \), 7300 for series \( C \), 333 ohms parallel resistance, 35 ohms series resistance. This device was found to have 6.5 ohms series conduction resistance and 1 pf shunt capacitance. After subtracting these parasitic parameters from the resonator, the phase and absolute value of the impedance around fundamental resonant frequencies were computed and plotted as shown in Fig. 4. The resonator responses were detected at fundamental frequencies of 328.53 MHz for series resonance and 328.61 MHz for parallel resonance. The resonator coupling coefficient was found to be 2.5. The third overtone impedance response is shown in Fig. 5. Here the \( C \) was determined to be 1500 and the coupling coefficient \( \delta \). Note that the overtone coupling is higher than the fundamental in accordance with the composite resonator theory described.
The temperature coefficient of the AIN/Si composite has been found to be nearly compensated. In Fig. 6 the fundamental mode temperature coefficient, TC, was measured from -20 to 120°C and compared with AT-cut quartz and ZnO/Si composite resonators. The ZnO/Si resonator was composed of 1 micron of ZnO on a 6 micron P silicon single crystal membrane and exhibited a Q of approximately 9000 at 500 MHz. The second overtone TC of the AIN/Si resonator was -8.9 ppm/°C at 820 MHz and the third overtone TC was -27 ppm/°C near 1200 MHz.

In order to study the temperature compensation mechanism the TC was measured near room temperature for different Si to AIN thickness ratios and plotted in Fig. 7. For AIN only (zero thickness ratio) a TC of -20 ppm/°C is obtained and for very large thickness ratios we would expect the -30 ppm/°C calculated for Si. Our results show a TC as low as -0.6 ppm/°C for a thickness ratio of 4.5. The TC behavior exhibited for these devices would not be expected from linear elastic theory. Since there is evidence of finite strain in the structure we are making attempts to elucidate the effect and determine if finite strain is the controlling factor in the temperature compensation mechanism. We have found the TCCR devices to be reproducible and of obvious technological importance.

IV. THIN FILM EDGE-SUPPORTED RESONATORS

In the composite resonator structures described above thin films and microelectronic device processing play important roles. The desire for higher frequencies, thinner structures, and simpler modes has led to the more conventional piezoelectric plate implemented in thin film form. In Fig. 8 is shown the edge supported piezoelectric plate structure that has been implemented using AIN and ZnO c-axis in-plane films. Both Si and GaAs plates have been used for the substrate along with chemical etching to remove the substrate from under the piezoelectric plate. Plate thicknesses have been fabricated with 1 to 10 microns thickness for AIN and ZnO. The thin AIN plates have been found to be mechanically rugged and able to withstand photolithographic processing operations without breaking.

The impedance plot for a 6.5 micron thick AIN plate resonator is shown in Fig. 9. The resonator Q of 1200 was somewhat lower than expected due to a parasitic transducer effect caused by the overlap of the bonding pad onto the substrate region. The transducer formed by the piezoelectric film on the counter electrode radiates into the substrate bulk. The transducer looks like an additional loss mechanism which lowers the overall device Q. For actual device applications the parasitic transducer can be eliminated. The resonator coupling coefficient was found to be 0.5, or approximately twice that for composite structures.

Temperature coefficient of the AIN plate was measured from -20 to +120°C and found to be approximately -20.5 ppm/°C, Fig. 10. From thermal expansion data the AIN film should be under tension and again finite strain effects cannot be ruled out in determining the TC behavior. Optical normarksi examination of the surface suggests that the plate is planar with no bowing evident. Some bowing has been found in ZnO plates suggesting that these plates are put in compression by the substrate.

V. SUMMARY

Temperature compensated composite resonators, TCCR, have been obtained in the configuration of AIN film on P silicon single crystal membrane. A resonator having a Si-to-AIN thickness ratio of 4.5 has shown a TC of less than 1 ppm/°C at room temperature.

Edge-only supported AIN plates have been fabricated for plate thicknesses from 1 to 10 microns corresponding to resonant frequencies from 5 GHz to 500 MHz, respectively. Resonator Q’s over 1000 have been obtained for frequencies above 1 GHz. Similar resonators have been constructed using C-axis normal ZnO plates and more recently C-axis in-plane shear wave resonators have been obtained.

Problems associated with aging finite strain, and spurious modes are still under investigation.
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Figure 1. DC Planar Magnetron Reactive Sputtering System. Anode Ring is Biased Positive Relative to the Substrate in Order to Collect the Electron Current.

Figure 2. X-Ray Diffraction Scans for AlN/Si Piezoelectric Films. The Results Give a Quantitative Measure of C-Axis Orientation Perpendicular to the Substrate Surface.
Figure 3. Configuration of the Temperature Compensated Composite Resonator, TCCR. The P⁺ Layer is Formed by a Boron Diffusion. The AlN is Sputter Deposited Directly onto the Silicon Membrane.

Figure 4. Impedance Plot of a TCCR Composed of 1.7 Microns of AlN on 8 Micron Silicon P⁺ Membrane. From the Series Resonance Phase Slope the Q was Found to be 7500. Temperature Coefficient Measurements were Determined by Tracking the Series Resonance in Order to Avoid the Spurious Resonance on the High Frequency Side.
Figure 5. Impedance of the Third Overtone Response of the Resonator of Figure 4. The $Q$ is Greater than 1500. The Coupling Coefficient is 6% and Higher, as Expected, Than the Fundamental Mode.

Figure 6. Temperature Coefficient for TCCR, AT Quartz and ZnO/Si Composite Resonator. The AlN/Si Device was the Resonator of Figure 4. The ZnO/Si Resonator Consisted of 1 Micron of ZnO on 6 Microns of $P^+$ Si having a $Q$ of Approximately 9000 Near 500 MHz.
Figure 7. Temperature Coefficient Near Room Temperature Versus Si-to-AlN Thickness Ratio. At Zero Silicon Thickness the TC is -20 ppm and at Zero AlN Thickness the Calculated TC is -30 ppm. All Data Points Represent Different Devices.

Figure 8. Edge-Only Supported Piezoelectric Plates. Plates of 1 to 10 Microns Thickness Have Been Fabricated on Si and GaAs Substrates. Plates of AlN and ZnO Having C-Axis Perpendicular and ZnO C-axis In-Plane Have Been Fabricated and Evaluated.
Figure 9. Impedance Plot for A1N Edge Supported Plate. The Plate Thickness was 6.5 Microns, $Q \sim 1200$, and Coupling Coefficient 10.5%. This Coupling Coefficient is Approximately Twice that of a Fundamental Mode Composite Resonator.

Figure 10. Temperature Coefficient of A1N Edge Supported Plate Resonator. The Plate was 6.5 Microns Thick.
SAW AND SSBW PROPAGATION IN INDIUM PHOSPHIDE

Jeannine Hénaff and Michel Feldmann
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Abstract

In view of combined use of piezoelectric and semiconducting properties of Indium Phosphide, new surface (SAW) and surface skimming bulk waves (SSBW) are described. The properties of semi-insulating InP crystals are investigated in terms of piezoelectric coupling demonstrating that the SSBW branches may be more useful than the SAW branches. Two Rayleigh modes and one Bleustein-Gulyaev branch have been experimentally investigated in the 200-300 MHz range and good agreement between theory and experiment is reported.

Introduction

Monolithic integration of surface acoustic wave (SAW) or surface skimming bulk wave (SSBW) devices and active electronic circuits, on the same substrate, allows the realization of high-frequency subsystems for signal processing and frequency control. These new developments take advantage of the inherent piezoelectric properties of III-V materials joined to their well-known semiconducting properties — high mobility and large bandgap as compared to silicon — and of recent improvements in the technology. By using n-type epitaxial semiconducting layers on semi-insulating substrates, one may combine the piezoelectric and semiconducting properties [11-31].

This paper presents the variations of both the surface and pseudo-surface wave velocities and electromechanical coupling coefficients for several crystallographic orientations in Indium Phosphide.

Principle of the calculation

The velocity and the electromechanical coupling coefficient for a given configuration (cut and direction of propagation) are obtained by the use of computer programs previously developed [14] by the authors following the same algorithm as Campbell and Jones [15] for lithium niobate.

Starting from the material data, one first has to compute the relevant tensors in the orientation of interest (cut, direction of propagation). The dynamic, electrostatic, and constitutive equations are solved in this orientation assuming a plane wave propagating in the x-direction on the z-plane. The solution consists of 8 z-dependent partial waves. From these partial waves, those with exponentially increasing amplitude in the z-direction are combined to form the Rayleigh-wave. For the leaky waves it is necessary also to accept partial waves which have a group velocity component in the (-z) direction. The boundary conditions are the additional constraints which determine the propagation velocity in the x-direction. The mechanical boundary conditions are normally for a free surface, i.e. cancellations of the surface stress.

Since various electrical boundary conditions are of interest, we may follow Ingebrigtsen [16] to express these conditions as:

\[ \frac{E_z}{E_x} = s(v), \]

where \( v \) is the phase velocity component in the x-direction, \( E_z \) is the electric displacement component, \( E_x \) is the electric field component.

The equation defines a function of the velocity called the surface permittivity of the actual configuration. If the medium, outside of the crystal \( \phi = 0 \) has a dielectric constant equal to \( \varepsilon_0 \), the electrical boundary condition will be \( v \varepsilon \phi = -\varepsilon_0 \).

This relation defines the actual velocity \( v \) as the root of an equation. For example, if the external medium is a metallized electrode with an inverse dielectric constant \( 1/\varepsilon_0 = 0 \), the relevant root \( v_0 \) will define the velocity with a short circuit on the surface. On the other hand, if one defines a fictitious medium with \( 1/\varepsilon_0 = \pm \), the root \( v_\pm \) will define the phase velocity with open circuit condition. Intermediate boundary conditions are of course possible, including vacuum \(-\phi = -\varepsilon_0 \) or air, which most often are very close to open circuit.

Using this surface permittivity, a piezoelectric substrate may be completely described by a simple analytic function.

The singularities of this function are poles and branching points (due to feasibility conditions in the half-crystal). The theory has been first given by Ingebrigtsen [16,17] in terms of surface impedance, and applied later by Greebe et al [18] to a particular branch, the Bleustein-Gulyaev mode. Generally, in the vicinity of a particular branch,
The surface permittivity may be expanded for real velocity $V^2$:

$$
\varepsilon_f = \frac{1}{\sqrt{1 - \frac{k^2}{1 - \frac{1}{1 + \frac{1}{V^2}}}}}
$$

where $\varepsilon_f$ is the frequency dielectric constant, $k^2$ is the electromechanical coupling coefficient, and $V$ is the two open circuit surface velocity. This velocity $V$ can be computed for symmetrical surface waves and then $k^2$ it is the complex conjugate of $V$. The parameter $V$ is real for the Rayleigh-like modes. Other values of $V$ are complex: for example the value $V = 0$ is the cut of the Bloch-Stueckelberg-Rayleigh branches. The electromechanical coupling $k^2$ is related to the roots of the function $\varepsilon_f(V)$ in the neighbourhood of $V_0$. For the surface waves, we have:

$$
\varepsilon_f = \frac{1}{\sqrt{1 - \frac{k^2}{1 - \frac{1}{1 + \frac{1}{V^2}}}}}
$$

where $V = V_0 - V^2$.

Since the branching points are generally out of the domain of interest, most of the branches have Rayleigh-like behaviour. This is of interest from a numerical point of view in order to select fast algorithms consistent with the analytical form of the equations. In the contrary, when a branch is emitted in the vicinity of $V_0$ and $V^2$, the behaviour is more complicated and the branch is called pseudo-Rayleigh mode with a velocity of $2602.5$ m/s, the pseudoresonance is soft due to the attenuation but the behaviour of the imaginary part of the permittivity is unambiguous.

Theoretical results

The variations of the SAW and first pseudo SAW velocities $V$ for the two standard crystallographic cuts $<001>$ and $<110>$ of InP are presented versus the direction of propagation in Figures 1 and 2. The constants of InP used in the computer program are listed in Table 1. The constant $\varepsilon_f$ has been evaluated in Ref. 3 for best fit between experimental and theoretical results.

Table 1 : Constants of InP used in the computer program.

<table>
<thead>
<tr>
<th>Cut</th>
<th>$\varepsilon_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt;001&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
<tr>
<td>$&lt;110&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
<tr>
<td>$&lt;001&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
<tr>
<td>$&lt;110&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
<tr>
<td>$&lt;001&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
<tr>
<td>$&lt;110&gt;$</td>
<td>4.2807 + 0.14</td>
</tr>
</tbody>
</table>

In the plane $<001>$ of Figure 1, we see that in the SAW configuration, the direction of propagation is similar to the well-known corresponding branch in GaAs. We have plotted in Figure 2 the surface permittivity versus velocity for a direction of propagation $-15^\circ$ apart from $<110>$, always in the $<001>$ plane where the 2 first modes have about the same coupling coefficient. The first mode is a true generalized Rayleigh mode with a velocity of $2602.5$ m/s, and a coupling factor $k^2$ equal to 0.0116. The second one is a pseudo-Rayleigh mode with a velocity of $2602.5$ m/s, a coupling factor of 0.0143, and a very low attenuation of 0.01 dB per wavelength. The pseudoresonance is soft due to the attenuation but the behaviour of the imaginary part of the permittivity is unambiguous.

We have plotted in Figure 2 the surface permittivity versus velocity for a direction of propagation $-15^\circ$ apart from $<110>$, always in the $<001>$ plane where the 2 first modes have about the same coupling coefficient. The first mode is a true generalized Rayleigh mode with a velocity of $2602.5$ m/s, and a coupling coefficient $k^2$ equal to 0.0116. The second one is a pseudo-Rayleigh mode with a velocity of $2602.5$ m/s, a coupling factor of 0.0143, and a very low attenuation of 0.01 dB per wavelength. The pseudoresonance is soft due to the attenuation but the behaviour of the imaginary part of the permittivity is unambiguous.
In the plane $<111>$ (cf. Figure 3), whatever the propagation direction, the coupling coefficient is always very weak ($k^2 < 0.01$) for the true surface wave, but the first pseudosurface shell is very interesting since a maximum coupling of 0.0568 is obtained for the $<111>$ cut, and this maximum is very flat over 20° with a negligible attenuation.

We have experimented with three different configurations:
- i) $<001>$ cut, $<110>$ propagation
- ii) $<110>$ cut, $<110>$ propagation and
- iii) $<110>$ cut, $<001>$ propagation.

We have made a SAW delay-line with two transducers of 239 and 120 fingers of 12.16 μm wavelength and 0.5 mm aperture. The distance between the centres of the two transducers is equal to 119 A. In a first experiment we used a conventional process with chemical etching of a 500 Å thick thermally evaporated aluminum layer. Afterwards, better results were obtained using a lift-off process.

The frequency response of the configuration i) is shown in Figure 5 from 210 MHz to 222 MHz.

Due to mass loading, the response is not as smooth as generally obtained (for example on GaAs crystals), but the zeroes of the sin x/x frequency response are clean and well-located as expected. From this curve, the velocity is found equal to 2627 m/s, i.e. slightly less than the theoretical value of 2639 m/s obtained from the computer program. In the same manner, the velocity values obtained experimentally for the ii) and iii) configurations are a little smaller than the computed values (cf. Table II), showing nevertheless good agreement between theory and experiments. Values of $k^2$ obtained from impedance measurements are reported also in Table II, indicating that InP seems to be a weaker piezoelectric crystal than GaAs. Since InP is a very delicate material, some technological difficulties were encountered, and further experimental confirmations and theoretical investigations need to be done. The actual sensitivity to mass loading is understood in terms of lower stiffness of the InP substrate compared to the Al-layer. The electrodes increase periodically the surface velocity and then produce a corrugated cavity. This underlines the interest of SSBW which are not similarly disturbed.
Table II: Experimental and computed parameters of some cuts of InP (assuming \( e_{14} = 0.11 \))

<table>
<thead>
<tr>
<th>Angles</th>
<th>Cut Prop</th>
<th>Velocity</th>
<th>Coupl. Coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha )</td>
<td>( \beta )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td>A 90°</td>
<td>45°</td>
<td>0°</td>
<td>001</td>
</tr>
<tr>
<td>B 0°</td>
<td>45°</td>
<td>54°7</td>
<td>111</td>
</tr>
<tr>
<td>C 0°</td>
<td>45°</td>
<td>90°</td>
<td>110</td>
</tr>
<tr>
<td>D 0°</td>
<td>45°</td>
<td>90°</td>
<td>110</td>
</tr>
</tbody>
</table>

Co = Computed
Ex = Experimental
R = Rayleigh
B = Bleustein-Gulyaev

Conclusion

Owing to the properties of III-V semiconductors, micropiezoelectronic devices are likely to merge from the control of the technological process. Presently, the main applications are expected in signal processing for voltage controlled oscillators, adaptive filters and more complex signal processors in the VHF and UHF range. Other applications regarding optoelectronics, optical communications and solid state displays are also in the scope of these techniques. The present paper has investigated the properties of semi-insulating InP crystals in terms of piezoelectric coupling. We have emphasized the interest of SSBW rather that SAW branches because of their higher coupling. A more complete investigation of the leaky shell could induce significant results. However, the final advantages should be evaluated in the complete devices using semiconducting layers and mixing microelectronic and piezoelectric properties.

In conclusion, Indium Phosphide shows piezoelectric SAW properties very similar to Gallium Arsenide. From our present experiments, the coupling coefficient is roughly half of the GaAs coupling. This implies that while InP is useful in piezo-optics, GaAs has to be preferred for piezoelectronic devices.
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Abstract

The unwanted modes in quartz 50 X-cut resonator bars have been recorded and charted over the range of dimensional ratios \(1/w\) 5 to 10 and \(t/t\) 50 to 170. They have been found to occur at even multiples of the frequencies of coupled \(x-t\) flexural and length torsional modes and a unified spectrum has been obtained by plotting \(f w/t\) against \(w/t\). A simplified theory of these coupled modes is developed and is found to give good agreement with the observed spectrum.

Key words: quartz, length extensional, 50 X-cut, unwanted responses, flexural, torsional

1 Introduction

For many years the production of quartz low frequency bars has suffered from rejects due to unwanted responses within a few kilohertz of the main length extensional resonance. They give rise to disturbances in the transmission characteristics of the crystals and can cause troublesome spikes in the passband region of the filters. In many cases they have remained undetected until the crystals were assembled into a filter.

Records have been collected and attempts made to identify the interfering modes. It was suspected that some at least were due to the main response being close to a frequency multiple of a low order length-thickness flexural. Coincidence with the width-thickness flexure was also suspected in some cases. No such effects however have been reported in the literature.

We have therefore carried out a programme of recording and charting these responses in experimental 50 X-cut bars within the range of dimensional ratios \(1/w\) 5 to 10 and \(t/t\) 50 to 170, a total of about 800 crystals having been made and investigated. It has been found possible to plot the unwanted modes so as to show a unified spectrum, thus giving a means for choosing the best dimensional ratios to avoid them.

2 Experimental procedure

Crystals were made in batches of a chosen width and thickness and covering a range of lengths. After measuring the blank dimensions the crystals were fully plated with nichrome/gold electrodes and headed phosphor bronze wires were soldered to the nodal points. The crystals were mounted in standard wire cages in evacuated glass envelopes.

A search for unwanted modes was carried out on each crystal within \(\pm 10\) kHz of the main response using a Wandel and Goltermann swept frequency test set connected directly to the crystal. The suspected responses were all tested for the sign of their temperature coefficient of frequency and show a negative coefficient. This test also confirms that the charted responses are true effects due to the crystal.

Since the crystals are fully plated there is no direct piezoelectric drive to excite flexural vibrations. The offending disturbances are usually found within about \(\pm 5\) kHz of the main response and are stronger the closer they are to it in frequency. If the crystal is being examined in direct transmission or in a \(\pi\)-network then the unwanted modes are also stronger if close to anti-resonance. Since the responses have a negative temperature coefficient it is sometimes possible, on heating, to observe a response growing in strength as it approaches and passes through anti-resonance, then weakening and growing in strength again as it approaches and passes through the main resonance peak, as illustrated in Figure 1. This observation demonstrates that the coupling to the modes is mechanical in nature.

3 Charting the responses

Many of the responses were observed to be close in frequency to an even multiple of a length-thickness flexural, but with many divergencies. Close examination, including lycopodium powder studies in cases where the modes are strongly excited, suggested that the flexural modes were coupled to torsional modes. Since the length extensional frequency is closely proportional to \(1/w\), the length-thickness flexural frequencies are proportional to \(t/w^2\) and the
length torsional frequencies are proportional to
$t/w$, the responses from various crystals can be
brought into a regular relationship with each other by plotting $tw/t$ against $w/t$. When this is
done a unified spectrum for the modes is revealed.
In the resulting chart a pure length-thickness flexural would give a straight line through the
origin and a purely torsional mode would show a
horizontal straight line.

The main length extensional mode does not appear
in the chart. Each crystal is defined by
the independent ratios $w/t$ and $w/t$, and, since $f_2 = constant \ (approx \ 2.9 \ kHz \ m)$, a crystal can be
designed to place the main mode at any required
point (i.e. $w/t$, $2.9 \ kHz \ m$). The results from
about 450 crystals are shown as points in Figure 2,
while Figure 3 shows the distribution of the
crystal dimensional ratios for the experimental
batches.

It can be seen from Figure 2 that the
experimental points denoting the unwanted modes
fall into distinct bands, so that the chart has an
immediate application to crystal design. The main
mode of a crystal of known dimensions gives a
point on the chart which may fall in either a
clear or a fouled region, and the minimum
frequency separation from the nearest unwanted
mode can then be estimated.

Most of the observed modes can be identified
as even multiples of coupled length-thickness flexural and length torsional modes. A prominent
feature of the chart, however, is a mode following
a hyperbolic curve which is identified as the
width-thickness flexure, for which frequency is
proportional to $t/w$.

Figure 4 illustrates the various vibrational modes of the bar which are
discussed in this paper. The mode described as
'anharmonic overtone of width-thickness flexure'
is included as a possibility for which there is
some evidence (not all shown in Figure 2) as
unwanted responses at about 2 kHz $m$ above the
modes identified as width-thickness flexure.

4 Theory of coupled flexural and torsional modes

Simple equations governing the coupled length
thickness flexural and the length torsional modes
are formulated and their solutions show symmetric
flexural modes coupling to antisymmetric torsional
modes and vice versa.

4.1 Simple torsional

Referring to Figure 5, length $l$, width $w$ and
thickness $t$ are parallel to the $Z', Y'$ and $X'$ axes
respectively. The convention used in this paper
is that the rotation is $+\delta y'$ from length
originally along $Z$. Figure 6 illustrates length
torsion of the bar. For an angle of twist $\phi$ about
the $Z'$ axis:

$$\text{Torque} = \frac{wt^3 M}{12S} \delta y'$$

(1)

where $S = (555 + 544)/2$ is an approximate value for
the torsional compliance. $555$ and $544$ are the
appropriate rotated coefficients, the usual prime
indications being omitted for convenience. $F$ is a
factor for rectangular bars given by $F =
1.063(t/w)/(544/533)$ for $w > 3t$. Since the moment
of inertia $I$ for a cross sectional slice is given
by $I = owt(w^2 + t^2)/12$, the equation of motion for the
torsional mode is:

$$\ddot{\phi} = \frac{1}{2S} \delta y' = \frac{4F}{S} \frac{t^2}{z} \frac{\delta y'}{S}$$

(2)

4.2 Simple flexural

In Figure 7 $\eta$ is the deflection from the rest
position and $M$ is the bending moment given by:

$$M = \frac{w^3}{2S} \eta = \frac{1}{2S} \frac{t^2}{z} \frac{\eta_y}{S}$$

(3)

The simple equation of motion for the
flexural mode is therefore:

$$\ddot{\eta} = \frac{1}{cwt} \frac{\eta_y}{z} = \frac{t^2}{z} \frac{\eta_y}{S}$$

(4)

4.3 Coupling between torsional and flexural modes

Flexing produces extension on one side of the
neutral surface and compression on the other and,
due to the cross coupling coefficients, a shearing
stress pattern is produced which is equivalent to a torque $\tau'$. By analogy with Equation (1) the
flexure produces a torque:

$$\tau' = \frac{w^3 x}{3} \eta = \frac{1}{3} \frac{t^2}{z} \frac{\eta_y}{S}$$

(5)

where $\chi$ is a function of cross coupling
compliance and $\tau'$ is proportional to $M$. The
equation of motion for the torsional mode becomes:

$$\ddot{\delta} = \frac{\delta y'}{S} + \frac{\delta y'}{S}$$

(6)

i.e. $\ddot{\delta} = \frac{4Ft^2}{S} \frac{\delta y'}{S} + \frac{4Ft^2}{S} \frac{\delta y'}{S}$

Similarly it can be shown that a twist
produces a bending moment:

$$M = \frac{w^3}{12S} \frac{\eta_y}{z}$$

(7)

and, by invoking the reciprocal theorem, it appears
that $\chi = \chi$. The equation of motion for the
flexural mode thus becomes:

$$\ddot{\eta} = \frac{\delta y'}{z} + \frac{\delta y'}{z}$$
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Assuming sinusoidal motion with time at an angular frequency \( \omega \), and normalising using the relations \( \delta = \omega t / \pi \), \( \xi = z / \pi \) and \( \eta = \gamma / \pi \), Equations (4) and (8) lead to:

\[
\begin{align*}
\eta &= \frac{\xi^2}{\delta^2} + \frac{\xi^2}{\delta^2} + \frac{\xi^2}{\delta^2} \\
\eta &= \frac{\gamma}{\delta^2} + \frac{\xi^2}{\delta^2}
\end{align*}
\]

as the equations for the coupled flexural and torsional modes where:

\[
\begin{align*}
\alpha &= \frac{4F}{\rho S_1^2 (1 + (\delta / \omega)^2)} \\
\beta &= \frac{4F}{\rho S_3^2 (1 + \delta^2 / \omega^2)} \\
\gamma &= \frac{(\omega / \epsilon)^2}{12\rho S_3^2} \\
\epsilon &= (\omega / \epsilon)^2 / 12\rho S_3^2
\end{align*}
\]

In finding solutions to these equations the quantities \( \alpha \) and \( \epsilon \) appear only as their product, so that \( \gamma \) is eliminated. It is thus not necessary to find its precise form.

Normalised quantities are used henceforth, but the bar signs are omitted for typographical convenience.

4.4 The dispersion equation

There are two series of solutions, one with anti-symmetric and the other symmetric and the other vice versa. Taking the former case as an example, the assumed solutions are:

\[
\begin{align*}
\phi &= A_0 \sin \gamma z \\
\eta &= B_0 \cos \gamma z
\end{align*}
\]

Substituting in Equations (9) gives:

\[
\begin{align*}
A_0 (\omega^2 - \epsilon^2 z^2) + B_0 \epsilon \gamma z^3 &= 0 \\
-\epsilon A_0 \gamma z^3 + B_0 (\omega^2 + \gamma z^4) &= 0
\end{align*}
\]

which are true for all \( \gamma \). The condition for non-trivial solutions for \( A_0 \) and \( B_0 \) thus leads to a cubic equation in \( \epsilon^2 \), which is the dispersion equation:

\[
\begin{align*}
-\epsilon^2 + \epsilon^2 \frac{2 \gamma}{3 \omega} - \epsilon^2 \frac{2 \gamma}{3 \omega} + \epsilon^4 \frac{4 \gamma}{3 \omega} &= 0
\end{align*}
\]

Below a critical value of \( \epsilon \), say \( \epsilon_c \), the equation gives real values of \( \epsilon^2 \). Since \( \epsilon \) is a negative quantity there are two positive roots and one negative root i.e. \( \epsilon_1^2, \epsilon_2^2 \) and \( -\epsilon_3^2 \). The full line in Figure 8 shows a typical example of computed values of \( \epsilon \) plotted against \( \omega / \epsilon \).

Equation (10) may thus be written:

\[
\begin{align*}
\phi &= A_0 \sin \gamma z + A_0 \sin \gamma z + A_0 \sin \gamma z \\
\eta &= B_0 \cos \gamma z + B_0 \cos \gamma z + B_0 \cos \gamma z
\end{align*}
\]

where \( \epsilon_1, \epsilon_2 \) and \( \epsilon_3 \) are all real.

4.5 The frequency equation

From the first of Equations (11) \( A_0 = -B_0 \epsilon \gamma z^3 / (\omega^2 - \epsilon^2 z^2) \) so there are three independent variables \( B_1, B_2 \) and \( B_3 \) and there are three boundary conditions to apply at \( z = \pm 1/2 \).

\[
\begin{align*}
\alpha B_0 &= 0 \\
\beta B_0 &= 0 \\
\gamma B_0 &= 0
\end{align*}
\]

From substituting from Equation (13) into Equations (14) a set of three homogeneous equations in \( B_1, B_2 \) and \( B_3 \) is obtained. The condition for non-trivial solutions forms the frequency equation which is listed in the Appendix. The values of \( \omega \) for which this determinant becomes zero are the normalised frequencies of the coupled flexural/torsional modes.

4.6 Complex solutions

Above \( \epsilon_c \) the dispersion equation has one real and two complex roots of the form \( -\epsilon_3^2, \epsilon_2^2 A - \epsilon R \), \( -\epsilon_3^2 A + \epsilon R \). It can be shown that \( \epsilon_1 \) and \( \epsilon_2 \) are complex i.e. \( \epsilon_1 = \epsilon_2 e^{i\pi} \) and \( \epsilon_3 = -\epsilon_3 \) where real values of \( \epsilon_1 \) and \( \epsilon_2 \) can be computed. The solutions for \( \epsilon \) and \( \epsilon_3 \) are:

\[
\begin{align*}
\epsilon &= 2A_0 \sin \gamma z \cosh \epsilon z + A_0 \sinh \gamma z \\
\epsilon_3 &= 2B_0 \cos \gamma z \cosh \epsilon z + B_0 \cosh \gamma z
\end{align*}
\]

and the frequency equation can then be shown to have the form listed in the Appendix.

4.7 Other forms of equations

Corresponding equations can be developed for solutions with symmetrical and anti-symmetric \( \epsilon \). Account must also be taken of flexure coupling to either a positively or negatively travelling torsional wave which leads to an alternative form for the equations of motion:

\[
\begin{align*}
-\omega^2 \tau + \gamma \tau z^2 + \gamma \tau^3 z &= 0 \\
-\omega^2 \eta + \gamma \eta \tau z^2 + \gamma \eta^3 z &= 0
\end{align*}
\]

(compare Equations (9)). The roots are \( \tau^2, \eta^2 \) and \( \tau^2 \) as illustrated by the broken line in Figure 8.
The Appendix lists the various forms of the equations.

5 Computed results

Computed values of \( w_i \) plotted against \( w/t \) are shown in Figures 9 and 10. Four separate hunting procedures have been used:

Hunt 1: symmetric flexure, \( z_i^2 \) positive
Hunt 2: symmetric flexure, \( z_i^2 \) negative
Hunt 3: anti-symmetric flexure, \( z_i^2 \) positive
Hunt 4: anti-symmetric flexure, \( z_i^2 \) negative

A value of 0.005 has been used for the fractional mass loading, having the effect of multiplying \( z_i \) by 1.005, and a value of 1.5 has been used for the \( w/t \) ratio. Both of these factors have a very similar effect on the curves and their values have been chosen to represent averages for the experimental crystals. The spread of \( w/t \) ranging from 1.5 to 22, corresponding to a variation in the terms \( z_i \) of less than 1.5%. Since small spread of the practical results may therefore be attributed to differences of these quantities between the crystals.

5.1 Coupling to length extensional modes

The realisation that the flexural and extensional modes are coupled leads to some simplification of the mechanism whereby they become excited. Up to the twisting action, a mode with a torsional component displays a length variation at twice its frequency (say \( 2\omega_i \)). There is thus a direct means for it to be driven by a length extensional vibration at \( \omega_i \), such as would occur if the length extensional resonance was close to this frequency. Also since the expansion of \( \omega \) is close to \( \omega \), \( \omega - \omega \) for odd values of \( n \) that are not for even values. It may be expected that coupling will also occur at 6,10,14 etc times the frequency of the flexural/torsional mode.

In Figure 2 the curves of Figures 9 and 10 are displayed with multiplying factors of 2,6,10 or 13 in \( z_i^2 \). Arbitrary multiplying factors for the 2 significant compliances \( z_1 \) and \( z_2 \) have been used in the computations, values of 1.0 and 1.9 having been chosen to improve the fit with the experimental points. In view of the simplified nature of the theory these corrections (representing \( z_i \) for values of \( n \) in frequency terms) are not considered to be excessive.

5.2 Conclusions

In Figure 2 most of the experimental points correspond closely to some theoretical line and there is some agreement between the slopes of the lines and the band of points. The theory may therefore be useful for predicting the frequency occurrence of coupled modes following those in such quantities as crystal orientation, ratio and fractional mass loading, and for other selected extrapolations beyond the range of the experimental results. The prominent band

Identified as the width-thickness flexure has not been brought into the coupling theory, and the mechanism whereby this mode is excited, other than via fortuitous asymmetry of the crystal, remains unexplained.

The principal value of the work lies in the assistance given to crystal design by the unified spectrum.
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Appendix

Various forms of the equations

1 Equations of motion (first sort)

\[ z_1^2 + \frac{z_2^2}{2} + \frac{z_3^2}{3} = 0 \]

Since \( z_3 \) is negative, the roots are \( z_1^2, z_2^2 \) and \( -z_3^2 \)

1.2 Solutions symmetric in flexure

\[ \lambda = A\sin(z_1^2) + B\sin(z_2^2) + C\sin(z_3^2) \]

1.2.1 The frequency equations (used in Hunt 2 of the program)

(a) \( \lambda_{re} \) (i.e. \( z_1, z_2 \) real)

\[
\frac{z_1^2\cos(z_1^2)}{2z_1}\frac{z_2^2\cos(z_2^2)}{2z_2}\frac{z_3^2\cos(z_3^2)}{2z_3} = n
\]

\[ -\cos(z_3^2) - \cos(z_2^2) \cos(z_3^2) \]

\[ z_1\sin(z_1^2) z_2\sin(z_2^2) z_3\sin(z_3^2) \]

(b) \( \lambda_{im} \) (i.e. \( z_1, z_2 \) complex)

\[ 0 \]

\[ E \]

\[ G = c\sin(c/2)\sin(c/2) + c\cos(c/2)\cosh(c/2) \]
D = \( (c'^2 - c^2) \cos(c'/2) \cosh(c'/2) \)
- \( 2c^2 \sin(c'/2) \sinh(c'/2) \)

E = \( c'^2(c'^2 - 3c^2) \cos(c'/2) \sinh(c'/2) \)
- \( c^2(c^2 - c'^2) \sin(c'/2) \cos(c'/2) \)

1.3 Solutions antisymmetric in flexure

\( \phi = A_1 \cos c_1 z + A_2 \cos c_2 z + A_3 \cosh c_3 z \)
\( n = B_1 \sin c_1 z + B_2 \sin c_2 z + B_3 \sinh c_3 z \)

1.3.1 The frequency equations (used in Hunt 4 of the program)

(a) \( \omega \) (i.e. \( c_1, c_2 \) real)

\[
\begin{vmatrix}
1^2 \sin(c_1/2) & 2^2 \sin(c_2/2) & 3^2 \sinh(c_3/2) \\
\omega^2 - a_1^2 & \omega^2 - a_2^2 & \omega^2 + a_3^2 \\
-\sin(c_1/2) & -\sin(c_2/2) & \sinh(c_3/2) \\
-1^2 \cos(c_1/2) & -2^2 \cos(c_2/2) & 3^2 \cosh(c_3/2) \\
\end{vmatrix} = 0
\]

(b) \( \omega \) (i.e. \( c_1, c_2 \) complex)

G. \( D \ \sin(c_3/2) \)

E. \( c_3 \cosh(c_3/2) \)

G = \( c'^2(\cos(c'/2) \sinh(c'/2) - c^2 \sin(c'/2) \cosh(c'/2) \)

D = \( (c'^2 - c^2) \sin(c'/2) \cosh(c'/2) \)

+ \( 2c^2 \cos(c'/2) \cosh(c'/2) \).

E = \( -c^2(c'^2 - c^2) \cos(c'/2) \sinh(c'/2) \)

2 Equations of motion (second sort)

\( -\omega_0^2 = -\frac{a_1^2}{z^2} + \frac{a_2^2}{z^2} \)

\( -\omega_0^2 = \frac{a_1^2}{z^2} - \frac{a_2^2}{z^2} \)

2.1 Dispersion equation

\( \omega^2 = c^2 \frac{\partial^2}{\partial z^2} - c^2 \frac{\partial^2}{\partial y^2} - \omega^2 \frac{\partial^2}{\partial x^2} = 0 \)

Since \( \gamma \) is negative, the roots are \(-c_1^2, -c_2^2\) and \(c_3^2\).

2.2 Solutions symmetric in flexure

\( \phi = A_1 \sin c_1 z + A_2 \sin c_2 z + A_3 \cosh c_3 z \)

\( n = B_1 \cos c_1 z + B_2 \cos c_2 z + B_3 \cosh c_3 z \)

2.2.1 The frequency equations (used in Hunt 1 of the program)

(a) \( \omega \) (i.e. \( c_1, c_2 \) real)

\[
\begin{vmatrix}
1^2 \cosh(c_1/2) & 2^2 \cosh(c_2/2) & 3^2 \cosh(c_3/2) \\
\omega^2 + a_1^2 & \omega^2 + a_2^2 & \omega^2 - a_3^2 \\
\sinh(c_1/2) & \sinh(c_2/2) & -\sin(c_3/2) \\
1^2 \sin(c_1/2) & 2^2 \sin(c_2/2) & 3^2 \cosh(c_3/2) \\
\end{vmatrix} = 0
\]

(b) \( \omega \) (i.e. \( c_1, c_2 \) complex)

G. \( D \ \cos(c_3/2) \)

E. \( -c_3 \sin(c_3/2) \)

G = \( c'^2(\sin(c'/2) \sinh(c'/2) + c^2 \cos(c'/2) \cosh(c'/2) \)

D = \( (c'^2 - c^2) \cos(c'/2) \cosh(c'/2) \)

- \( 2c^2 \sin(c'/2) \sinh(c'/2) \).

E = \( c'^2(c'^2 - c^2) \cos(c'/2) \sinh(c'/2) \)

- \( -c^2(c'^2 - c^2) \sin(c'/2) \cosh(c'/2) \)

2.3 Solutions antisymmetric in flexure

\( \phi = A_1 \cosh c_1 z + A_2 \cosh c_2 z + A_3 \cosh c_3 z \)

\( n = B_1 \sinh c_1 z + B_2 \sinh c_2 z + B_3 \sinh c_3 z \)

2.3.1 The frequency equations (used in Hunt 3 of the program)

(a) \( \omega \) (i.e. \( c_1, c_2 \) real)

\[
\begin{vmatrix}
1^2 \sinh(c_1/2) & 2^2 \sinh(c_2/2) & 3^2 \sin(c_3/2) \\
\omega^2 + a_1^2 & \omega^2 + a_2^2 & \omega^2 - a_3^2 \\
\sin(c_1/2) & \sin(c_2/2) & -\sinh(c_3/2) \\
1^2 \cosh(c_1/2) & 2^2 \cosh(c_2/2) & 3^2 \cos(c_3/2) \\
\end{vmatrix} = 0
\]

(b) \( \omega \) (i.e. \( c_1, c_2 \) complex)

G. \( n \ \sin(c_3/2) \)

E. \( c_3 \cos(c_3/2) \)

G = \( c'^2(\sin(c'/2) \sinh(c'/2) - c^2 \cos(c'/2) \cosh(c'/2) \)

D = \( (c'^2 - c^2) \sin(c'/2) \cosh(c'/2) \)

+ \( 2c^2 \cos(c'/2) \sinh(c'/2) \).

E = \( -c^2(c'^2 - c^2) \cos(c'/2) \sinh(c'/2) \)

+ \( c^2(c'^2 - c^2) \sin(c'/2) \cosh(c'/2) \)
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ILLUSTRATIONS OF UNWANTED RESPONSES

Figure 1. Illustrations of Unwanted Responses

DIMENSIONAL RATIOS FOR THE CRYSTALS USED TO OBTAIN THE RESULTS OF FIG. 2

Figure 3. Dimensional Ratios for the Crystals Used to Obtain The Results of Figure 2.

CHART OF OBSERVED UNWANTED MODES WITH COMPUTED CURVES

Figure 2. Chart of Observed Unwanted Mode with Computed Curves

VARIABLE VIBRATIONAL MODES OF A BAR
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Summary

Fundamental mode bulk acoustic wave (BAW) resonators and filters have been fabricated from ZnO/Si composite thin films prepared by sputter deposition of a-axis oriented polycrystalline ZnO onto single crystal silicon. Resonant frequencies of these devices, which are compatible with silicon IC technology, can be readily controlled in the 100 MHz to 1000 MHz range. Development of improved fabrication procedures is described, emphasizing the importance of smooth resonator surfaces and precise control of ZnO sputtering conditions.

Chemical etch treatments of the ZnO are shown to markedly reduce spurious resonances. Device modeling theory is described and the good agreement between experimental data and theory is discussed.

Filter insertion loss as low as 4.1 dB and bandwidths between 0.1 and 5 percent have been achieved, with values as high as 2700 observed, and out of band rejection of 45 dB was realized.

Keywords: Bulk Acoustic Wave, Thin Films, Resonators and Filters, Fabrication, Theory, Device Measurements.

Introduction

Fundamental mode bulk acoustic wave (BAW) resonators and filters fabricated from thin films of piezoelectric materials have been the subject of considerable interest in the past few years. The devices under development are intended to fill a gap which presently exists between silicon IC technology and frequency filtering technology for application in the 100 to 1000 MHz range. The resonator frequencies required of BAW filters near 100 MHz and the ultrasonic photolithographic resolution requirements, plus high propagation losses near 1000 MHz, limit the usefulness of a Si/Si-SAW approach for ultra miniature low loss resonators and filters. While the fundamental mode operation of quartz resonator filters have recently been extended above 100 MHz, it is not clear that these devices can be combined with a silicon monolithic structure. The purpose of this paper is to describe a silicon integrated circuit compatible resonator/filter based on a ZnO/Si diaphragm approach. The very small size of ZnO/Si based BAW devices is illustrated in Figure 1. A SEM cross sectional view of the thin diaphragm and its supporting substrate is shown in Figure 2.

Fabrication Procedures

Fabrication begins with a (100) oriented silicon wafer on which a thin heavily boron doped epitaxial layer has been grown. Boron diffusion has also been used to create this layer but epitaxial growth is preferred for ease in simultaneous doping with elements other than B.

An oxide layer is formed on both the epitaxial and substrate sides of the wafer. The oxide layer on the underside of the substrate is photolithographically processed to create an etch mask. The oxide on the epitaxial surface is kept intact to protect this surface (smoothness better than 50 Hz) during subsequent etch processing. A square diaphragm is then produced by a selective chemical etchant, ethylenediamine-pyrocatechol-water (EDPE-approximately 75 ml ED, 24 gm P, 24 ml H2O) which rapidly etches away the exposed undoped silicon substrate and leaves the highly boron doped silicon intact.

In order to act as a reliable etch stop it is essential that the boron doping be greater than 7 x 1019/cm3. In our experience, 1 x 1020/cm3 was optimal. Rapid etching was found to be conducive to well defined, blanch-free diaphragms. The best results were obtained with additions of an etch catalyst, 3 gm quinoline per liter of ethylenediamine, using an etch temperature of 115°C, which produced an etch rate of 160-170 microns per hour.

With heavy boron doping, you can expect large numbers of misfit dislocations due to the lattice contractile effects of boron. In (100) oriented wafers these dislocations form along both of the two orthogonal (110) directions on the (100) surface. During the final phases of chemical etching, when the thick substrate of undoped silicon is completely etched away to expose the etch stop layer, these misfit dislocations cause undesirable surface roughening of the underside of the diaphragm. This occurs because the dislocations are regions of enhanced chemical activity, where highly preferential
In this resonator, a 500 Å Cr/500 Å Al/200 Å Ti metallization was vacuum deposited to form the resonant top electrode. Next, a thicker low resistance 100 Å Cr/400 Å Al/200 Å Cr bond pad lead metallization was deposited to connect the electrode to a bonding-point well off of the thin diaphragm region. The lower Cr-layer promoted good adhesion, while the upper Cr-layer served to protect the Al from chemical attack during further processing that involved etching of the excess Al.

Device Properties and Analysis

A schematic cross-sectional view of a prototype Si single-resonator is shown in Figure 5. When the round trip transit time of the bulk wave between top (500) and bottom (510) surfaces of the composite crystal is equal to the inverse of the resonant frequency, the acoustic wave reflections add in phase, establishing a high fundamental mode resonance. Although the resonant wave is largely confined within the volume defined by the electrode area and the diaphragm thickness, some of the acoustic energy is present in the form of acoustic fringing fields just outside of this volume. This is the basis for one form of interresonator coupling where strong transmission from input to output ports of a two-pole resonator filter occurs at the resonant frequency. It is this kind of interresonator coupling that we are concerned with here.

In the resonator structure depicted in Figure 5, the 500 Å Cr extends well outside of the electrode metallization. This excess Cr was found to cause large spurious resonant content in the resonator characteristics. These spurious resonances could be largely eliminated by applying acoustic damping materials such as glycerine to the diaphragm edges, i.e., the regions where the diaphragm and supporting substrate meet. Substantial improvement in resonator quality was also consistently observed when the excess Cr was chemically etched away outside of the electrode perimeter so that only the regions immediately beneath the electrode metallization and between the electrodes of a coupled resonator filter was piezoelectrically active. Figure 6 shows a typical example of a device before and after Cr etching. We concluded that the spurious contributions were dramatically reduced by eliminating the effects of the acoustic discontinuity of the silicon diaphragm boundaries. The Cr/Si thickness ratio was also found to affect the spurious responses, with Cr/Si ratios of 0.5 or less favoring lower spurious content. The device of Figure 6 had a Cr/Si ratio of 0.44.

In order to understand the device characteristics in terms of the same interdependent parameters and material parameters, a one-dimensional analysis of the equations which describes the thin-film metallization leads to a cross-sectional array of 5100 oriented grooves that are sometimes as deep as 2000 Å. The diaphragm surface shown in Figure 5 had a roughness of about 1200 Å. Since this is one of the two surfaces forming the acoustic resonant cavity, it is important that it be as smooth as possible to assure a high cavity factor. In addition to the rear-doping we introduce impurities which expand the silicon lattice we should be due to prevent residual dislocations from ever appearing and thus prepare diaphragms with highly smooth surfaces. Germanium was best suited for this purpose, with 6.8 times as much Ge as Si required to compensate the lattice contractile effects of boron. As can be seen from Figure 4, silicon and boron co-doping resulted in diaphragms with almost no residual dislocations and the smooth surfaces. The surface shown in Figure 4 had a smoothness better than 500 Å.

The silicon is not a piezoelectric material, but 2 < 111 oriented (0001) polycrystalline ZnO film is required to allow electrical excitation and detection of longitudinal bulk acoustic waves. The orientation of this cubic-oriented layer must be closely controlled to obtain good results and careful attention to detail is necessary. A 2000 Å thick SiO2 layer is first sputtered onto the epitaxial surface to mask the orthogonal symmetry of the (111) surface. This SiO2 film also serves to prevent undesired metallurgical interactions between the silicon and a following titanium-gold layer that is needed for an electrical ground plane. This titanium-gold layer is a composite of 500 Å Ti/1000 Å Au/500 Å Ti that is sequentially sputter deposited in a 2-target system to form a low resistance electrical ground plane. The presence of the titanium layers promotes good adhesion of the gold and at the same time promotes the formation of a composite layer with trigonal symmetry comparable to growth of (0001) c-axis oriented ZnO. Precise control of the 360° sputtering conditions is essential to consistently produce high-quality and high resistivity, and 2-nm-thick films of high piezoelectric quality and high resistivity, and 2-nm-thick films of high piezoelectric quality and high resistivity. Using a side-mounted substrate holder in an 100:1 reactive sputtering system, a premixed 8% Argon:2% Oxygen gas film, and a pressure of 40 x 10⁻¹ torr was found to give optimum results. At 10 x 10⁻¹ torr, good piezoelectric quality was obtained but the film resistivity tended to be low. At 3 x 10⁻¹ torr, serious diaphragm buckling was encountered and the piezoelectric quality was completely degraded, even though high resistivity films were obtained. The very close control of sputtering pressure required was accomplished with a capacitance-type manometric pressure sensor coupled to a Granville/Pillar pressure control valve. Surface tension of the sputtered film was typically better than 200 Å.

A lift-off process was used to produce the resonator filter electrode metallization pattern.
longitudinal thickness mode bulk wave propagation and resonance was performed. The analysis takes into account the physical, acoustic, and piezoelectric properties of the resonator structure such as wave velocities, mass densities, film thicknesses, electrode area, resonator dissipation, and the piezoelectric coupling coefficient of the ZnO. When the electrical circuit elements such as series resistance of the lead metallization \( R_e \), series inductance of the bond wire \( L_0 \), and bond pad capacitance \( C_p \) are included: the equivalent circuit shown in Figure 7 results. In this model for a single resonator, which is based on the Mason equivalent circuit, \( C_p \) represents the ZnO film capacitance defined by electrode area and film thickness. The parallel equivalent circuit resonator resistance \( R_e \) (where \( R_e = 1/C_p \)) arises from resonator dissipation and diffraction losses. The acoustic-electrical susceptance \( (B_e) \), is formulated in terms of the physical thickness, density, velocity and piezoelectric constants for the composite films. An example of the agreement between theory and experiment is shown in Figure 8. When the separate materials and circuit parameters for this device (given below) were entered into the theoretical expressions described above, the resulting fit between the data and the theory was excellent. Materials thicknesses, Cr/Al = 0.15 um, 2M/ = 0.30 um, Au = 0.20 um, SiO = 0.15 um, Si = 11.2 um, \( R_e = 0.03 \) for the ZnO, circuit elements, \( L_0 = 28 \) ohms, \( C_p = 4.85 \) pf, \( L_1 = 20 \) mH, \( C_0 = 805 \) ohms, \( C_1 = 1220 \), \( L_3 = 0.9 \) ohm, \( C_2 = 11.4 \) pf, \( R_1 = 4.4 \) ohm, \( R_2 = 1220 \).

The thin film resonator-filter construction is shown in Figure 9. This illustration depicts a rectangular resonator geometry, but unless otherwise indicated all data described herein is for a semicircular resonator geometry. In addition, Figure 9 indicates a sector with the excess ZnO etched away. The equivalent circuit model for describing transmission and impedance frequency response of the acoustically coupled resonators is comprised of the models for each resonator and for the interresonator coupling. As shown in Figure 10, the acoustic coupling between resonators is modeled as in inverter network, as has previously been found valid for low frequency filters. By analysis of experimental filter transmission phase response, the inverter element was established to be capacitive for the fundamental "1/2" thickness mode and inductive for the "3/2" thickness mode. For low acoustic coupling between resonators, the magnitude of the inverter impedance \( Z_i \) is high, corresponding to zero electrical coupling. As the acoustic coupling increases, the \( Z_{eq} \) decreases, resulting in high transmission efficiency. The parasitic circuit elements \( L_3 \) and \( R_2 \), which shunt the acoustically coupled resonant elements represents the interelement shunt capacitance and resistance, and in practice, in the output lead transmission, the shunt capacitance becomes zero, and the approach of infinity. In the equivalent circuit of Figure 10, \( V_{10} \) = source voltage, \( Z_0 \) = source impedance, \( L_0 \) = lead inductance, \( C_p \) = parasitic pad capacitance, \( R_1 \) = lead resistance, \( R_2 \) = shunt resistance, \( C_1 \) = shunt capacitance, \( C_p \) = acoustoelectric impedance, \( C_0 \) = ZnO resonator capacitance, \( G_a \) = 1/\( R_e \) = resonator dissipative resistance, \( Z_{12} \) = equivalent resonant inductance, \( Z_{21} \) = interresonator equivalent coupling impedance, and

\[
Z_{12} = \begin{cases} 
\frac{1}{j\omega C_2} & \text{("1/2" Mode)} \\
\frac{1}{j\omega C_1} & \text{("3/2" Mode)} 
\end{cases}
\]

The above described models were implemented using a UNIVAC 1110 computer to provide rapid analysis of experimental data, and to provide an accurate assessment of the effects of various electrical and acoustic parameters. The comparison of experimental data and theory was accomplished by least mean square's fit of a data set. The data was input via a computer terminal and an x-y digitizer.

Figure 11a shows a photomicrograph of a filter M979-7C that was chosen to illustrate the capabilities of the computer fitting routine. Figure 11b shows the measured insertion loss, which was 12.4 dB at resonance for the fundamental "1/2" thickness mode frequency of 531 MHz. The x-y digitizing of experimental data ignored spurious response which, for this device, are on the low frequency side of the fundamental resonance. In general, it has been observed that for ZnO/Si thickness ratios near 0.35 to 0.45, the "1/2" mode spurious response was significantly reduced, especially on the high frequency side. In Figures 12, 13, and 14, the results of simultaneous computer fitting for insertion loss, input resistance and reactance, and output resistance and reactance are given. As may be seen, good fits are obtained for all sets of digitized data. The two-port phase delay data is seen to be accurately modeled for the capacitive inverter coupling model. The use of an inductive inverter coupling model resulted in a phase-offset by 180° relative to the plot shown in Figure 12b. The inductive inverter model was found to be correct for coupling at the full wavelength mode.

In order to decrease the insertion loss, the length of the acoustic coupling interface between resonators was increased. With a resonator filter electrode structure such as shown in Figure 15, the coupling interface was lengthened by a factor of 3.25, while the area of the electrodes was kept constant. Note that the ZnO was etched away between uncoupled finger edges of the electrode pattern to provide isolation. The increased length of the common interface was effective in decreasing insertion loss to as low as 4.1 dB to 8 dB for a number of devices on this initial wafer.
illustrated in Figure 16, these filters have characteristics indicating that an overcoupled response was achieved. Equivalent circuit modeling indicates that for reduction in series resistance to 5 ohms, and a parallel resonance resistance, $R_p$, of 800 ohms, a 2 dB insertion loss can be achieved for a critically coupled or over coupled design.

Filters with fundamental "1/2" mode resonances ranging from 200 MHz to 570 MHz have been fabricated with out-of-band rejection as great as 45 dB, and with bandwidth between 0.1 and 5 percent. Figure 17 contains several examples of these 2-port resonator filters. All of them had ZnO/Si thickness ratios between 0.44 and 0.52.

Conclusions

A ZnO/silicon BAW resonator and filter structure which is small enough to be incorporated within silicon integrated circuits has been investigated. The fabrication technology for producing highly planar, smooth ZnO/silicon diaphragms has been developed and found to be critically dependent on the silicon doping, chemical etching conditions, and ZnO deposition parameters. Control of ZnO deposition pressure provided buckle free, highly piezoelectric films, smooth enough for subsequent photolithography. Elimination of the ZnO film outside of the resonator electrode area, except between electrodes of a coupled resonator filter, has significantly reduced unwanted spurious modes. Control of the ZnO to silicon ratio further reduced the unwanted sidelobe content of coupled resonator filters.

One dimensional equivalent circuit analysis has adequately described the response of these devices in the absence of spurious response. This analysis and supporting experimental data indicates that low loss, low spurious response filters can be achieved with this technology in a form compatible with silicon integrated circuits.
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Figure 3. Substrate Surface of Etched Diaphragm, Made From Boron Dopes Epitaxial Silicon
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Figure 6. Effect of ZnO Removal at the Periphery of a Fundamental Mode ZnO/Si Resonator
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Summary

The coupling of elastic and electrical parameters in a piezoelectric material has been widely used in a number of practical applications such as transducers for digital and analog ultrasonic delay lines and resonators for oscillators and filters.

Basic dispersion relations for elastic waves in piezoelectric plates are used to show how to understand some of the features of these devices that are of general interest to the device engineer. Some of the elementary characteristics of extensional, shear, and flexural resonators and transducers are discussed.

The concept of an exact equivalent electrical circuit for the piezoelectric plate will be reviewed and used to show how to understand some of the more important characteristics of a delay line transducer, an oscillator resonator, and a crystal filter resonator.

In order to simplify the discussion, this paper will only mention a few of the many possible device configurations. The thickness mode piezoelectric delay line transducer, the high precision quartz crystal oscillator, the low cost wristwatch resonator, and the monolithic crystal filter are considered as examples of applications of recent and current interest. Many other applications of piezoelectric resonators, such as those leading to band elimination, will not be considered in this paper.

Introduction

In piezoelectric crystalline and ceramic materials electrical current and voltage are coupled to elastic displacement and stress. This coupling makes it possible to electrically excite elastic wave motions in these materials. The elastic motion can be used to launch elastic waves into other materials attached to the piezoelectric material (delay lines, ultrasonic testing, elastic wave velocity measurement, etc.) or elastic resonances can be excited by confining the elastic motion to a limited volume of the material (resonators, etc.). Resonators may be used in oscillators in frequency standards, transmission timing circuits, wrist watches, etc., or they may be coupled together electrically or elastically in frequency selective or amplitude or phase equalizing filters.

Figure 1 shows these three applications of the piezoelectric plate in schematic form. The resonator is shown at the bottom, an elastically coupled monolithic crystal filter is shown in the middle, and the ultrasonic delay line is shown at the top. In many applications the main reason for using the piezoelectric devices are likely to be:

1. Size:

A piezoelectric resonator is about 10⁻⁵ of the size of the electromagnetic waveguide or transmission line resonator at the same frequency.
2. Dependence of Frequency on Temperature:

Quartz resonators may have a few parts per million change in frequency for temperatures from $0^{\circ}$C to $50^\circ$C, or crystal filters can be used to convert temperature changes into easily measured frequency changes.

3. Time Stability:

Quartz resonators may have frequency changes of a few parts in $10^{10}$ per day or a few parts in $10^{9}$ per 20 years.

4. Loss and Q:

Quartz resonators with Q's of 5 x $10^6$ at 5 mHz are used in precision oscillators.

Ultrasonic bulk wave delay lines have been used for high speed digital and analog storage in data processing systems. Other special requirements may often be satisfied best by using a piezoelectric device.

**Basic Theory For Piezoelectric Plates**

Most of the important properties of piezoelectric delay line transducers and crystal or ceramic resonators and monolithic crystal filters may be understood in terms of the fundamental dispersion relations for waves in piezoelectric plates. The dispersion relations express the conditions on frequency and propagation wavenumber so that waves are solutions to the appropriate differential and constitutive equations.

Figure 2 shows the basic differential, constitutive, and boundary equations for a quasi-static linear representation of a piezoelectric plate. An exact solution for these equations for a three-dimensional system has not yet been found, except for some very limited conditions. A particularly useful approximate solution for plates reduces the three-dimensional equations to a truncated set of two-dimensional equations by integrating through the thickness of the plate.

Dispersion relations and corresponding wave solutions for the lower order three basic kinds of modes included in this approximate theory of a piezoelectric plate are shown in Figure 3 and Figure 4. Figure 3 shows dispersion relations and wave solutions for quartz plate modes varying along $x_1$. Figure 4 shows dispersion relations and wave solutions for quartz plate modes varying along $x_3$. In these two figures, $Q$ is proportional to the product of the plate thickness and the frequency, and $\omega$ is the wavenumber ($2\pi$ divided by the wavelength) along the respective lateral direction.

Plate distortions or mode shapes of mode displacements are shown in Figure 5. Higher order modes are not considered in this approximate theory. Figure 5 defines three kinds of shear distortions (thickness shear, thickness twist, and face shear), a flexural distortion, and an extensional distortion. All five of these distortions can vary along either $x_1$ or $x_3$. Figure 3 and Figure 4 show that the lower order face shear, flexural, and extensional modes all have zero frequency for zero wavenumber. Thickness shear and thickness twist both have a finite frequency for zero wavenumber. The finite frequency at zero wavenumber is called a cutoff frequency, since energy propagation ceases for frequencies below this frequency. Since these features of the lower modes are also found for exact solutions of an infinite piezoelectric plate, the much simpler approximate theory can be used to develop an understanding of the role of many of the important design parameters of piezoelectric devices.

**Application Of Basic Plate Theory To Resonator Design**

Resonators may use either cutoff or non-cutoff modes. The non-cutoff modes (flexural, face shear, and extensional) have frequencies which are primarily determined by the lateral dimensions of the plate. Since the face shear and extensional modes have linear dispersion relations as shown in Figure 3 and Figure 4, the resonant frequencies of these kinds of resonators vary inversely with the lateral dimensions and the overtones are harmonically related. For high overtone numbers the flexural dispersion relation is also linear so that the resonant frequency varies inversely with the lateral dimensions, and the high order overtones are harmonically related. For low frequencies, however, the flexural mode dispersion relation is quite curved, and the low order flexural modes are not harmonically related. Exact design relations for these resonators are somewhat complicated, but the basic principles can be understood in terms of the lateral dimensions as in Figure 3 or Figure 4. Since $\omega = \frac{2\pi}{\lambda}$, the resonant frequency will occur where...
The lateral dimension (plate length for example) is a number of half wavelengths. This means that \( L = \frac{n\lambda}{2} \) or \( \lambda = \frac{2L}{n} \). The resonator mode is the lowest frequency of the modes considered for the same number and plate dimensions. This small size is one of the reasons for the popularity of crystal resonators. Small size crystal-controlled oscillators such as those often in the new wrist watches.

Resonators using modes with a cutoff frequency resonate at the cutoff frequency for very large lateral dimensions (\( L_0 = \frac{n\lambda}{2} \) or \( \lambda_0 = \frac{2L_0}{n} \)). The cutoff frequency is inversely proportional to the plate thickness, and these modes are called thickness modes. A thin plate with large lateral dimensions may, therefore, have a high resonant frequency, so that these modes are popular for high frequency applications. Thickness overtones corresponding to various numbers of half wavelengths in the thickness are not harmonically related, especially for resonators made of material with a high piezoelectric coupling constant.

Figure 1 shows that as the resonant wavelength increases, (or the lateral dimensions decrease) the resonant frequency rises. An infinite number of resonant frequencies occur on each thickness overtone branch. These frequencies are called the anharmonics of the thickness mode plate. The thickness overtones and some of their various anharmonics are shown in Figure 6. For frequencies lower than the cutoff frequency, the resonator number increases, and the waves are evanescent, decaying exponentially along the lateral dimensions. For this condition, wave energy and strain become 90° out of phase, and the wave cannot propagate over a distance. The absence of energy propagation has important consequences in the design of high-Q thickness mode resonators and monolithic crystal filters.

A plate with thick and thin regions has a dispersion relation for propagation as shown in Figure 7. The cutoff frequency of the thicker region is lower than its lateral dimension is some multiple of a half wavelength. In an actual case, both lateral dimensions and a phase shift at the boundary need to be considered. At the resonant frequencies of the thinner region, the allowed energy in the thinner regions are integer multiples. Consequently, if the edges of the plate are far enough away, no energy can leave the thicker region, and a very high Q results. Resonators of this kind are called trapped energy resonators.

The thicker resonant region of the plate is commonly produced in two ways - by using a thick electrode or by contouring the plate. The thick electrode resonator is commonly used for filter and low precision oscillator crystals, for which only moderate stability and Q are required. The contoured plate resonator is commonly used for very high precision oscillator crystals, where very great stability and maximum Q are required. The contoured plate resonator is usually more expensive to make, and cost-performance tradeoffs must be examined carefully for any particular design.

The coupling between the elastic motion and the electrical current and voltage causes the resonant frequency of a piezoelectric plate resonator to depend on its electrical environment. Figure 5 shows the dispersion relation for the open-circuited and short-circuited thickness mode resonator. Short-circuiting a resonator of this type produces effects similar to mass loading. In an oscillator circuit a variable series capacitor can be used to provide the necessary electrical changes, and the resonant frequency may be adjusted or "pulled" by these changes.

A second consequence of this effect is that careful attention to the electrical environment is necessary in the design of oscillator resonators and filter crystals.

If the lateral dimensions of the plate are very large, infinite, the equations in Figure 2 can be solved exactly. In this situation it is important to define a consistent set of definitions for the generalized stiffness and strains at the system boundaries. For a simple electrical system, a consistent set of definitions including the signs of the voltage and current flow at each electrical port of the system. For the piezoelectric reso
between the electrical current and voltage and the stresses and particle velocities on the two plate surfaces. All of the transducer and resonator properties of the large area plate may be derived from these impedance equations. An exact equivalent circuit (with the same impedance equations) for the piezoelectric plate is shown in Figures 11, 12. Some properties of the plate are easier to understand in terms of the equivalent circuit, although both representations (circuit or impedance equations) are complete in themselves.

When the surfaces of the large area plate are stress free, the exact electrical impedance is shown in Figure 12. This condition is quite accurate for a resonator so that Figure 12 is a good description of the impedance of a piezoelectric thickness mode resonator. In Figure 12 the frequencies of zero impedance are resonant frequencies (short circuit natural frequencies) and the frequencies of zero admittance are antiresonant frequencies (open circuit natural frequencies). The frequencies of zero impedance are at the value of X for which 1/k = tan(x)/x. The first two resonant frequencies are at X = X1 and X = X2. The frequencies of zero admittance for infinite impedance are at the infinite values of tan(x)/x. The first two antiresonant frequencies are at X = X1 = 0 and X = X2 = 0. The shape of the tan(x)/x curve causes anharmonic behavior in the resonant frequencies. The antiresonant frequencies are harmonically related. Boundary or material loss causes shifts in these frequencies. A discussion of the loss question is beyond the scope of this paper. Figure 11 shows the ratio of the first resonant frequency to the first antiresonant frequency versus the piezoelectric coupling.15 The significance of these two frequencies is that a circuit composed of a resonator in series with a capacitor has a resonant frequency between f1 and f3, depending on the value of the capacitor. Figure 12 shows how to understand the well-known result that this effect is smaller for resonator overtone operation. In the design of crystal controlled oscillators, fundamental modes in plates made of materials with high piezoelectric coupling are used for applications in which a wider range of adjustment is desired and higher overtone modes in plates made of material with low piezoelectric coupling are used in applications in which relative insensitivity to circuit variation is desired.

Application Of The Basic Theory To The Design Of Piezoelectric Transducers

If a plate of material sustaining a mode with real wave-number is attached to a material which can support a corresponding propagating mode, the plate may transfer energy into that mode as a transducer. The transducer may also be used as a detector to convert elastic waves into an electrical signal.

The impedance equations or the exact equivalent circuit in Figures 9, 10 and 11 have also been used to understand both the sending and the receiving properties of the piezoelectric transducer.2,15,16 In the absence of transducer loss, it is possible to tune the two transducers for zero insertion loss with a bandwidth determined by the piezoelectric coupling. A compromise between insertion loss and bandwidth has been used in the design of digital delay lines.

Temperature Dependence And Time Stability Of Quartz Crystal Resonator Frequency

Two very important characteristics of the quartz crystal resonator are the temperature dependence and time stability of resonant frequency. Many other important resonator characteristics, such as the effects of changing to other materials, mounting and packaging, impedance level, and unwanted resonances are not discussed in this paper.

Early work on the temperature dependence of resonant frequency of quartz resonators operating in the modes shown in Figure 3 and Figure 4 (extensional, face shear, flexural, thickness-shear, and thickness-twist) showed either parabolic or cubic behavior, depending on the particular crystal cut used.1,14,19

Four useful properties of the crystal resonator, which depend on the crystal orientation, the resonator dimensional ratios, or the electric field distribution, have limited the design of resonators to a few crystal orientations and mode types. The four properties listed are not the only ones of importance, and each application has other criteria which will not be mentioned here.

1. The effective coupling to the mode of interest.
2. The suppression of other modes.
The temperature coefficient of the desired mode.

4. The complexity and resultant cost of manufacturing plates and bars of multiply rotated crystal cuts.

Figure 14 and Figure 15 show some of the resonator types which have been widely used. Figure 14 shows typical temperature characteristics for three common quartz flexural mode resonators. The turnover temperature (temperature of zero dependence of frequency on temperature) can be placed at various temperatures or the temperature coefficient may be made positive or negative.

Figure 15 shows temperature characteristics for an extensional mode (E), face shear modes (CT and DT), and thickness shear modes (BT, AT, and GT). The cubic temperature dependence of the AT and GT resonators gives a wide temperature range with very small frequency shifts. In Figure 15 the extensional and face shear modes are usually designed at lower frequencies than the thickness shear modes, so that the smaller frequency shift in parts per million does not imply a smaller shift in absolute frequency with temperature.

A second very useful property of the piezoelectric resonator is the inherent stability with time. This property, particularly for the quartz resonator, has not been matched by any other technology and a great deal of effort has been applied towards its optimization. Many studies reported over the last forty years have led to an understanding of the role of resonator fabrication techniques and design in determining the time stability. The effects of plate preparation, pretreatment cleaning, electrode metallization choice and thickness, mounting, and packaging have been studied in some detail. System demands for greater stability at lower cost make it necessary to continue to evaluate the capability of present fabrication techniques and of newer techniques. Some of the results of studies on time stability reported recently are listed in Figure 16 for various applications. Short term (ppm/√day) and long term (pp 10^-20 years) stabilities are shown. 16, 21, 27, 34 Although these aging rates are at first sight the same, some applications emphasize short term stability (precision oscillators), while other applications emphasize long term stability (crystal filters).

Resonator Design And Fabrication Techniques

It is not within the scope of this paper to discuss design and fabrication techniques in detail, but it seems worthwhile to at least outline some of the important considerations. Figure 17 is an outline of some of the important factors in a typical resonator design. The plate, electrode, attachment, enclosure, and test requirements are included. Figure 18 shows some of the important fabrication techniques used in the manufacture of quartz resonators.

Similar design and fabrication techniques are used for monolithic crystal filter production. For low cost resonator and monolithic crystal filter production the relationship between initial and end-of-life requirements, design, and fabrication techniques must be carefully optimized.

The Piezoelectric Crystal Oscillator

The oscillator is one of the most important applications of the piezoelectric resonator. The available impedance levels, time stability, and cost of the crystal resonator have been optimized for a wide variety of different kinds of applications, such as the precision crystal oscillator and the recently developed wrist watch. A very schematic representation of a crystal oscillator circuit, some properties of the oscillator, and some applications are shown in Figure 19.

Piezoelectric Crystal Filter

Two kinds of crystal filters are in current use. One kind uses crystal resonators to replace the tuned LC tanks of the conventional filter circuit. The higher Q of the crystal resonator is highly desirable in realizing higher frequency filters. The factors affecting the choice of a particular filter design will not be discussed here. In the last few years, techniques for putting several resonators on the same crystal plate and using the separation between the resonators to control the interresonator coupling have been developed.

These structures are true monolithic crystal filters, in the sense that all elements of the filter are on one piece of material with no assembly other than mounting and packaging being necessary. No external tuning is needed for some applications.
Various combinations of monolithic crystal multi-resonator devices and electrical components have been used to control stop band performance and optimize the filter cost. A two resonator ladder filter design in electrical form is shown in Figure 20. This design is easily transformed to a monolithic crystal filter design. Some properties and applications of interest are shown in Figure 20.

Ultrasonic Delay Line Transducer

Ultrasonic bulk wave delay lines have been developed for high frequency storage of information. Figure 21 shows some circuit considerations and application of the ultrasonic delay line and transducer.

Conclusions

The basic theory of the piezoelectric plate is reviewed, with special emphasis on the use of dispersion relations (conditions between wave number and frequency) to understand some of the properties of the trapped energy resonator and the monolithic crystal filter. An important approximate theory is mentioned and used to define the dispersion relation for flexural, extensional, face shear, thickness-shear, and thickness-twist modes.

The exact equivalent electrical circuit of the piezoelectric plate is used to show how to understand the effect of the electrical circuit on the frequency of a resonator. The temperature performance and the time stability of several kinds of quartz resonators are reviewed briefly. A list of resonator design and fabrication techniques are presented. Applications in oscillators, crystal filters, and delay line transducers are discussed.

No paper of this scope and length can possibly do full justice to the subject considered. The presentation of a very brief introduction to some basic principles is all that has been attempted.
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Figure 1. Three Applications of the Piezoelectric Plate: Resonator, Monolithic Crystal Filter, Ultrasonic Transducer

Figure 2. Basic Description of a Piezoelectric Transducer

Figure 3. Dispersion Curves for $X_3$ Propagation in an $X_2$ Plate
Figure 4. Dispersion Curves for \( X_1 \) Propagation in an \( X_2 \) Plate

Figure 5. Basic Mode Types in an \( X_2 \) Plate

Figure 6. Overtones and Anharmonics

Figure 7. Mass Loading and Thickness Contouring
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Figure 8. Piezoelectric Effects

IMPEDEANCE EQUATIONS FOR THICKNESS MODE PIEZOELECTRIC TRANSDUCER

I \[ T_0 = -j \frac{z}{S} U_0 \quad \frac{1}{S} \frac{U_b^*}{j \omega C_0} \frac{1}{A} \]

II \[ T_0 = -j \frac{z}{S} U_0 \quad \frac{1}{S} \frac{U_b^*}{j \omega C_0} \frac{1}{A} \]

III \[ V = \frac{\Phi A}{j \omega C_0} U_0 + \frac{\Phi A}{j \omega C_0} U_b + \frac{A}{j \omega C_0} \frac{1}{A} \]

\[ C = \cos k_r h, \quad S = \sin k_r h, \]

\[ k_r = \sqrt{\frac{\rho}{C_{frs}}} \quad z = \sqrt{\frac{\rho}{C_{frs}}} \]

\[ C_0 = \frac{\epsilon_{fr}^2 A}{h}, \quad \frac{\Phi A}{C_0} = \frac{\epsilon_{fr}^2 A}{h} \]

\[ \Phi = \frac{\epsilon_{fr}^2 A}{h} \]

\[ C_{frs} = C_{frs} + \frac{\epsilon_{frs}^2 \epsilon_{frs}}{\epsilon_{fr}} \]

Figure 10. Impedance Equations for Thickness Mode Piezoelectric Transducer

Figure 9. Boundary Conditions for a Xr Piezoelectric Plate
**Exact Equivalent Electrical Circuit**

\[ \Phi = \frac{\epsilon r r s}{h} \quad z_1 = \frac{\sqrt{c'} r r s}{c'} c_0 = \frac{\epsilon r r}{h} \]

\[ \omega h = \frac{\sqrt{\rho}}{2 \sqrt{c'} r r s} \quad 4 \phi^2 = \frac{4}{4} \left(\omega g c_0\right) z_1 k^2 \]

\[ k^2 = \frac{\epsilon r r s}{c' r r s} \quad \frac{\omega h}{2 \pi} = \frac{\pi}{2} \]

**Figure 11.** Exact Equivalent Electric Circuit

**Dependence of Ratio of Mechanical Series Frequency \( (\omega g) \) to Half Wave Frequency on the Piezoelectric Coupling**

\[ k^2 = \frac{1}{\left(\frac{\omega g}{\omega h}\right) \tan \left(\frac{\pi}{2} \frac{\omega g}{\omega h}\right)} \]

**Figure 13.** Dependence of Ratio of Mechanical Series Resonance Frequency to Half Wave Frequency on the Piezoelectric Coupling

**Electrical Impedance of Ideal Lossless Thickness Mode Resonator**

\[ Z = \frac{1}{I c g c_0} \left[ \frac{k^2 \tan(x)}{x} \right] \]

**Figure 12.** Electrical Impedance of Ideal Lossless Thickness Mode Resonator

**Temperature Coefficients**

**Figure 14.** Temperature Coefficients
Figure 15. Temperature Coefficients

Figure 16. Time Stability of Piezoelectric Resonators

Figure 17. Elementary Crystal Resonator Design Techniques

Figure 18. Elementary Crystal Resonator Fabrication Techniques
PIEZOELECTRIC CRYSTAL OSCILLATORS
CIRCUIT CONSIDERATIONS

Figure 19. Piezoelectric Crystal Oscillator

Figure 20. Piezoelectric Crystal Filter

Figure 21. Ultrasonic Delay Line Transducer

ULTRASONIC DELAY LINE TRANSUDERS
CIRCUIT CONSIDERATIONS
Equivalent Electrical Circuit
Impedance Level
Bandwidth
Tuning
Matching
APPLICATIONS
Ultrasonic Testing
Monolithic Delay Lines
Analog Dispersive Delay Line
Analog Nondispersive Delay Line

APPLICATIONS
Signal Selection - Pilot Tones
Channel Bank Sideband Selection
Television, Radio, Citizens Band
TEMPERATURE COMPENSATED CRYSTAL OSCILLATOR PANEL DISCUSSION

PANEL CHAIRMAN: Dr. D. E. Newell, Northern Illinois University - PANEL MEMBERS: Dennis Marvin-Motorola; Kurt Bowen-CTS Corp; A.J. Slobodnik, Jr.-Rome Air Development Center; Jack Saunders-Saunders Associates; Marvin Freiking-Rockwell International; Walter Galla-McCoy Electronics

Q: At what stability-temperature range does the practicality of digital compensation exceed analog compensation and what is the future of digital compensation?

Digital compensation becomes practical for units with an overall frequency tolerance of less than 0.5 ppm. The future of digital compensation is very much dependent on the suitability of the crystals that are produced.

Q: What are some of the critical component requirements affecting the miniaturization of TCXO's?

The quality of thermistors is one of the most important factors in the miniaturization of TCXO's. Chip thermistors offer a reasonable alternative to conventional devices. Screened thermistors on the other hand, are lacking in beta and in the consistency of the resulting device.

Q: What trends will be seen in the area of data collection and compensation techniques?

Automated data collection is one of the easiest and surest ways to reduce the oscillator labor cost. The demand for low cost units will make auto collection commonplace. Data collection of total oscillator performance parameters seems to be the easiest way to go for tighter tolerance oscillators, provided the compensation is done during the compensation run. Among the three common methods of accomplishing the voltage function, A) tweaking pot B) compensation based on crystal data C) pull data, there is a need to determine which is the most useful for a given accuracy. Because of the increasing availability of dedicated computational capabilities, analog compensation techniques will develop to point where the compensation operation will be done on the fly, not unlike digital compensation.

Several methods of compensation were reviewed during the course of the discussion. One method is implemented by varying the oscillating loop frequency. This approach is used for varactor modulator type systems. From this information, biasing resistors can be determined for a specific compensation network. The resistor value is determined by the data taken at several specific temperature points. A second approach involved the use pie-wise compensation segments controlled by switching networks. The segments are switched in and out according to preset temperature points.
Computerized compensation involves the combination of measured crystal data, table values of thermistors, and varactor data as the input for an interactive algorithm. A variation on this approach requires that the oscillator be subjected to a pull run. The results of the pull run are combined with other data in a computer program. In the most elaborate approach, the complete oscillator, including thermistors, is subjected to a pull run. Varactor pull data and thermistor values at specific temperatures are acquired. This data serves as the input data for a computer program.

Q: What are the effects of the accuracy of component data on the compensation approach?

At least one member of the panel indicated that the characterization of thermistors is so variable as to make it unusable. The variability of thermistors was a common complaint among most panel members. However it was agreed that there are cases where the nominal thermistor data may be used. Varactors are generally specified according to nominal value and slope. There is enough variability among devices such that the entire compensation network may be affected. There was a general feeling that the quality of data for the crystal has improved during the past five years and because of this the hysteresis and coupled mode analysis will become easier.

Q: What are the effects of sealing on compensation changes?

There is little information available on this topic fundamentally because most manufacturers have avoided extensive sealing of units. The broader range of environmental specifications, including tighter humidity specifications, may require sealing of units in the future. It may be possible to accomplish this sealing with a low-temperature hermetic seal. Circuit cards and components that absorb moisture may become a problem at some point. The change in the stray capacitance of coils, due to a condensing humidity environment, is presently one of the most serious environmental considerations.

Q: What are some of the major problems that remain in TCXO production?

A common concern expressed by members of the panel was the question of crystal hysteresis. This phenomena may be the limit factor in the production of a 1 ppm oscillator. The question of how to minimize the hysteresis was put forth as a vital concern to all. Other problems mentioned included trim range, room offset and frequency stability problems. With regard to frequency adjustment requirements continuing improvement in the quality and characteristics of the basis crystal will lead to an almost total elimination for this operation. Today a range of ± 10 ppm is no longer necessary for some units.

Q: What are the testing and burn in requirements likely to be for the future?

Temperature runs will obviously continue to be required for a long time. A ramp cycle is necessary for the design phase but logistical problems limit its usefulness in production. Discrete temperature runs are much easier to accomplish but must include enough points to truly characterize the unit under test. The trend for burn in is moving toward a 100% burn in of all units shipped. This probably the only effective way to eliminate the DOA and bad agers.

The following three papers were presented as further background material.
Temperature compensation of crystal oscillators has been successfully employed since the early 1960's and a large number of networks and techniques have been employed with varying degrees of success. This paper addresses several of the major methods which have been used for compensation of precision crystal oscillators. The methods which are considered are enumerated in Figure 1.

Before describing these methods, it may be desirable to review briefly the frequency vs temperature characteristics of AT and SC cut crystals. These are shown in Figure 2 for angles of cut which are nearly optimum for temperature compensation over the MIL temperature range. We note that the uncompensated AT cut crystal has a frequency deviation of about ±15 ppm. It can be optimized for a deviation of about ±1 ppm over the 0 to 50°C temperature range. The SC cut on the other hand has a deviation of about ±50 ppm. Thus a greater degree of improvement is required for the SC cut crystal if it is to be used over a wide temperature range. The SC cut crystal promises to hold several advances for TCXO applications. Among those reported are reduced frequency hysteresis, greatly improved temperature transient performance, and lower aging rates. The AT cut crystal has been used with both analogue and digital temperature compensation techniques, while most of the investigation with SC cuts has involved one of the digital methods.

The basic analogue compensated TCXO is shown in the block diagram of Figure 3. In this diagram a varactor is placed in the oscillator, usually in series with the crystal, so that it can pull the frequency of the crystal by exactly the same amount but in the opposite direction that it has drifted due to temperature. This is shown in the graph in the lower portion of Figure 3. The solid curve represents the frequency change of the crystal over the temperature range, while the dotted curve shows the frequency pulling effect of the varactor. If the varactor bias is carefully generated as a function of temperature, a nearly zero temperature coefficient can be obtained over a wide temperature range. TCXO's of this type have been used to obtain a frequency stability of ±0.5 ppm over a wide temperature range. Most of the units have employed fundamental mode crystals and have been in the 3 to 20 MHz frequency range. The AT cut fundamental crystal seems to be nearly optimum for temperature compensation over the MIL temperature range. We note that the uncompensated AT cut crystal has a frequency deviation of about +15 ppm. It can be optimized for a deviation of about ±1 ppm over the 0 to 50°C temperature range. The SC cut on the other hand has a deviation of about ±50 ppm. Thus a greater degree of improvement is required for the SC cut crystal if it is to be used over a wide temperature range. The SC cut crystal promises to hold several advances for TCXO applications. Among those reported are reduced frequency hysteresis, greatly improved
The output voltage \( V_1 \) is then determined by the cold thermistor, \( R_1 \), and the cold resistor, \( R_2 \). As the temperature increases, the output voltage decreases, pulling the oscillator frequency down to compensate for the positive slope of the crystal in the cold temperature region. As the temperature approaches the room temperature region, the cold thermistor resistance decreases until it becomes relatively negligible compared to \( R_1 \). The network output is then most strongly influenced by \( R_1 \) and \( R_2 \). This results in a positive voltage slope with temperature to compensate for the negative temperature coefficient of the crystal beyond the upper turning point.

Manual temperature compensation can be accomplished by replacing the \( R_1 \), \( R_2 \), and \( R_3 \) by potentiometers or the resistance decade boxes, and following a procedure similar to that described below.

Adjust \( R_1 \) for on frequency operation at \( 25^\circ \text{C} \). Cool the TCXO to the cold extreme and adjust \( R_2 \) for on frequency operation. If a large adjustment was required, the procedure must be repeated. The frequency is next checked in the vicinity of the lower turning point. If it is too high, the pullability must be increased. If too low, the pullability must be decreased. A change in pullability will unfortunately make it necessary to begin the compensation procedure again. After the cold temperature region has been compensated, the resistor \( R_1 \) is adjusted to put the unit on frequency at the highest temperature. A final confirming temperature run is then made. Failure to meet the specification at this point requires that the \( R_1 \) parameter be changed depending on where the excessive deviation is encountered. It has been found that the test operators become quite skilled with the procedure and a large number of TCXO's have been compensated to \( +0.5 \) ppm over the \(-20^\circ \text{C} \) to \( +70^\circ \text{C} \) temperature range using this procedure. The procedure generally requires 3 to 5 temperature runs.

This experimental analogue method of temperature compensation has been used for over two decades, however, most recent designs have employed a computer program to assist in selection of the components of the compensation network. Two methods of computer aided compensation are discussed. The first uses measured crystal parameters along with the nominal data for the thermistors and the varactor. This method has also been referred to as the “no pull” method. A flow diagram for the computer program developed by the author is given in Figure 5. Nominal data for the TCXO type being compensated is read into the computer from a disc file. The three coefficients for the cubic equation of the crystal are then inputted from the terminal. The operator is then given the opportunity to modify any parameters he desires and the program generates the resistor values using an iterative process. All values for the TCXO are then stored by serial number, and the test select values are printed for the operator who then installs the components. The major operations used by the program are shown in Figure 6. It is desirable to obtain the crystal coefficients \( A_1 \), \( A_2 \), and \( A_3 \) from measurements on the individual crystals, although for certain tolerance studies the formulas given, based on angle of cut, can be useful.

After finding the crystal temperature drift, the next formula can be used to determine the load capacitance necessary to pull the crystal back to frequency. Having found the load capacitance, the required varactor capacitance can be determined. From this capacitance, the required network voltage can be determined. This is done for temperature spaced about \( 10^\circ \text{C} \) over the temperature range. An iterative procedure is then used to determine the network resistor values and the pullability. The program is written in PASCAL and generally achieves a frequency stability of \( +0.2 \) ppm to \( +2 \) ppm with the calculated values. Provisions are also made to input frequency errors from the confirming temperature run. These errors are used by the program to generate corrected resistor values. With 1 or 2 correction runs, a stability of \( +0.5 \) can consistently be obtained.

The second method of computer compensation is shown on the flow diagram of Figure 7. With this method, the test station is equipped to measure the actual thermistor resistances and the required resistance values as well as the sensitivity of each resistor at several temperatures. Using this method, a frequency stability of \( +0.5 \) to \( +2 \) ppm can usually be obtained with calculated resistors. With several correction runs, a stability of \( +0.5 \) can consistently be obtained.

Most TCXO's in production today use the method of analogue temperature compensation however, as advances continue to be made with digital and integrated circuit technology, the use of digital temperature compensation is becoming more attractive. The block diagram of a digitally compensated TCXO is shown in Figure 8. A reasonably linear temperature sensor is used to generate a voltage which is proportional to temperature. This voltage is converted to a digital word using the A/D converter. The digital output of the converter is used as the address for a PROM. The memory is preprogrammed so that the word being addressed at a specific temperature contains the correction value required at that temperature. This correction value is then applied to a D/A converter which converts it to a voltage which is applied to the varactor. This technique has been used to achieve frequency stabilities in the \( +0.5 \) ppm region over a wide temperature range or \( +0.0 \) ppm over the \( 0^\circ \text{C} \) to \( 50^\circ \text{C} \) range.

The digital system results in errors due to the use of finite arithmetic and the equations describing two of the major sources of error are
The use of a microcomputer has several advantages over digital compensation because a smaller memory can be used. Additionally, the microcomputer allows the use of a simpler A/D converter. For example, it can count the frequency of a thermistor controlled temperature sensor oscillator or determine the period of a thermistor controlled timer.

An equation which can be used for interpolation is shown at the top of Figure 13. In the equation \( V_2 \) represents the correction required at temperature \( T_1 \) below the present ambient temperature, \( T_2 \) and \( V_s \) is the correction at \( T_2 \) above the present ambient.

Errors, of course, result from the use of linear interpolation. For a typical AT cut crystal, this error is less than \( 1 \times 10^{-5} \) for points stored at 3°C intervals. The error increases approximately as the square of the spacing.

A power series representation of the correction voltage can also be used by the microcomputer rather than the method of interpolation. This is shown by the second equation of Figure 13. It should be noted, however, that if only 3 terms of the power series are used, errors of a few ppm can result, and it may be necessary to include higher order terms. Finally, the last equation gives the error resulting from the finite correction time required by the microcomputer. Here \( R \) is the rate of change of temperature of the TCXO, and \( t \) is the time required to determine the correction. For example if \( R = 2^\circ \text{C}/\text{minute} \) and \( t = 50 \text{ msec} \), then if the crystal slope is 1.4 ppm/°C, the error resulting is \( 2.3 \times 10^{-3} \).

The final method of temperature compensation listed in Figure 1 is external temperature compensation. With this method the crystal is not actually pulled to frequency by changing the varactor voltage. Rather the correction is applied in some other way which may be tailored to a specific application. For example if the oscillator is used as the time base for a frequency counter, the output reading of the counter can be digitally corrected for the known frequency error. If the oscillator drives a time of day clock, the time can be corrected periodically. This technique has been referred to as a Time Compensated Clock Oscillator. The clock can also be corrected by the addition or deletion of pulses from the oscillator.

This brief description of TCXO techniques is intended to give the reader an overall understanding of the principles involved in temperature compensated crystal oscillators. It is hoped that the reader, after gaining a broad understanding of the principles involved, will gain a deeper understanding of a specific application. The reader is therefore advised to seek more specific information on any method contemplated for use prior to attempting precision temperature compensation.
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COMPUTER COMPENSATION WITH CRYSTAL DATA

FIGURE 6
COMPUTER COMPENSATION

\[
\begin{align*}
\frac{df}{f} &= A_1 (T - T_0) + A_2 (T - T_0)^2 + A_3 (T - T_0)^3 \\
A_1 &= \frac{-5.06 \times 10^6}{60} \\
A_2 &= -45 \times 10^9 \\
A_3 &= 108.6 \times 10^{-12}
\end{align*}
\]

\[
\frac{df}{f} = \frac{C_c}{2 (C_a + C_j)}
\]

\[
C_c = \frac{K}{(V + V_j)^3}
\]

\[
R_t = R_{10} \cdot \exp \left[ B \left( \frac{1}{T - 273} - \frac{1}{298} \right) \right]
\]
FIGURE 7
COMPUTER COMPENSATION WITH MEASURED DATA
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FIGURE 8
DIGITAL TCXO
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FIGURE 9
DIGITAL TEMPERATURE COMPENSATION

\[
\frac{\Delta f}{f} = \frac{S}{2} \left( \frac{T_m}{2^n} \right) \quad \text{Temp Error}
\]

\[
\frac{\Delta f}{f} = \frac{\Delta f}{f} \cdot \left( \frac{1}{2^n} \right) \quad \text{Voltage Error}
\]

\( T_m = \text{Total Temp Excursion} \)
\( S = \text{Max Crystal Slope} \)
\( b = \text{No. BITS} \)
\( n = \text{No. Words} \)
FIGURE 10
DIGITAL TEMPERATURE COMPENSATION

\[ 2^n = \frac{(\Delta f)}{(f_\text{MAX} - f_\text{MAX})(1 + b \ln 2)} \]

\[ n = \frac{S \cdot T_{n}}{2} \frac{(\Delta f)}{(f_\text{MIN} - f_\text{MAX})/2^n} \]

FIGURE 11
MICROCOMPUTER COMPENSATED CRYSTAL OSCILLATOR

FIGURE 12
MICROCOMPUTER COMPENSATED CRYSTAL OSCILLATOR

FIGURE 13
MICROCOMPUTER COMPENSATED CRYSTAL OSCILLATOR

\[ V = V_1 + \frac{(V_2 - V_1)(T - T_1)}{(T_2 - T_1)} \]

\[ V = a + b T + c T^2 + \cdots \]

\[ \frac{\Delta f}{f} = SR \Delta f \]
This paper describes a method of utilizing a low frequency mode of vibration of an AT cut resonator to temperature compensate a second AT cut resonator to an accuracy of ± 2 pp 107 over the temperature range 0° C to 70° C.

To the DMDTCXO (Dual Mode Digitally Temperature Compensated Crystal) a two loop oscillating scheme was developed to allow a 3.0 MHz AT cut resonator to vibrate in two modes of oscillation, approximately half the time each, as shown in Figure 1. The 810 kHz low frequency mode used was digitized to an eight bit address, and an eight bit correction word was used to compensate the 3.0 MHz mode of the resonator.

The second oscillating loop contains a second AT cut 3.0 MHz resonator that oscillates continuously. For one-half of the time the second resonator is phase-locked to the first resonator. During the remaining half cycle, the output is held at its previous value to present a continuous output from the system. If the frequency does not change too much before the loop is closed again, then the system can remain at a steady state frequency locked condition.

System Timing

The system timing diagram is shown in Figure 2. CLK2 enables the temperature sensing low frequency mode, while CLK2 enables the AT mode of resonator X1. The system is phase-locked during the sample portion of S/H, and held at this locked value during HOLD. A temperature address is counted at the signal labeled COUNT, and latched onto the address bus by the two latching signals.

Resonator

The resonators used had the following physical parameters: blank diameter 13.5 mm, electrode diameter 5.2 mm, plano-convex with 5.00 diopter contour.

The electrical parameters for the AT mode are shown in Figure 3. Some of the possible low frequency modes for the resonator are given in Figure 4, with the values in parentheses being calculated. The equivalent electrical parameters for the flexure mode used are given in Figure 5.

Results

Ferking describes the maximum error in a digitally compensated system such as this by the following relation:

\[ f = \frac{S + F}{n} \]

Here S = the maximum frequency versus temperature slope in ppm/°C; T = the temperature range of the compensation in °C; n = number of words in the memory; F = the maximum peak to peak frequency deviation in ppm; B = the number of bits in a correction word; and f = total frequency error.

For the resonator used, S = .7 ppm/°C, T = 70°C, F = 25ppm, B = 8, and n = 140. The maximum frequency error should be 2 pp 107.

The compensated frequency vs. temperature curve is shown in Figures 6, and 7. An analysis of the data shows that the greatest error is ± 2 pp 107. This error occurs around room temperature where the contribution from the slope of the curve is a maximum.

The compensated resonator was run over the temperature range 25°C to 50°C at several temperature rates, shown in Figure 8. This is the expected temperature transient response of an AT cut resonator with a slight improvement over an uncompensated resonator.

To determine the degree of hysteresis in the system, each resonator was subject to the following test. After stabilizing for one hour at the address corresponding to 20°C, the system was cooled to 0°C, then heated to 70°C, and then cooled back to 20°C. Here each resonator was stabilized at the address corresponding to 20°C for one hour. The frequency difference between the resonator after the temperature run and before was noted and is recorded in Figure 9.

The data shows that only two of the ten resonators tested showed any hysteresis effects. The amount of hysteresis exhibited by these two resonators was ± .1 Hz (± .3 pp 107). This hysteresis could be attributed to round off error in the data taking technique, seeing that the frequency counter used was only accurate to ± .1Hz. Further work must be done to determine what level of hysteresis actually exists in the system.

Conclusion

The use of a temperature sensing mode of oscillation in digitally compensated systems using SC cut resonators has received much attention recently. This paper presented a method of using a temperature sensing mode in an AT cut resonator to achieve good results in the ± 2 pp 107 range. Further areas of study might serve to
improve the spectral purity, reduce data taking requirements, and finally design a resonator that would have a temperature sensing mode that would compensate for the temperature transient response and hysteresis effects known to exist for the AT cut resonator.


Figure 3  AT Mode Resonator Parameters.

<table>
<thead>
<tr>
<th>MODE</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLEXURE</td>
<td>99</td>
<td>198</td>
<td>397</td>
<td>596</td>
<td>795</td>
<td>995</td>
<td>1595</td>
<td>1595</td>
</tr>
<tr>
<td>EXTENSION</td>
<td>185</td>
<td>365</td>
<td>695</td>
<td>945</td>
<td>11543</td>
<td><em>(573)</em></td>
<td><em>(573)</em></td>
<td><em>(573)</em></td>
</tr>
<tr>
<td>SHEAR</td>
<td>180</td>
<td>367</td>
<td>705</td>
<td>945</td>
<td>11543</td>
<td><em>(573)</em></td>
<td><em>(573)</em></td>
<td><em>(573)</em></td>
</tr>
</tbody>
</table>

* Low Frequency Mode used.
(Values are in kHz)

Figure 5  Low Frequency Mode Parameters.

<table>
<thead>
<tr>
<th>PARAMETERS</th>
<th>#82520</th>
<th>#82535</th>
</tr>
</thead>
<tbody>
<tr>
<td>C&lt;sub&gt;0&lt;/sub&gt;</td>
<td>2.5 pf</td>
<td>2.5 pf</td>
</tr>
<tr>
<td>R&lt;sub&gt;T&lt;/sub&gt;</td>
<td>60 Ω</td>
<td>60 Ω</td>
</tr>
<tr>
<td>f&lt;sub&gt;n&lt;/sub&gt;</td>
<td>2999518 Hz</td>
<td>2999942 Hz</td>
</tr>
<tr>
<td>f&lt;sub&gt;n&lt;/sub&gt;</td>
<td>20 pf</td>
<td>20 pf</td>
</tr>
<tr>
<td>C&lt;sub&gt;n&lt;/sub&gt;</td>
<td>7.5 mpf</td>
<td>7.5 mpf</td>
</tr>
<tr>
<td>L&lt;sub&gt;n&lt;/sub&gt;</td>
<td>381 mh</td>
<td>370 mh</td>
</tr>
<tr>
<td>Q</td>
<td>122,000</td>
<td>118,000</td>
</tr>
</tbody>
</table>
Figure 6. Temperature Compensation Curves for Resonators #82535 and #82520.

Figure 7
**Figure 8** Temperature Transient Curve for #82520, Compensated.

**Figure 9** Hysteresis Data

<table>
<thead>
<tr>
<th>Resonator</th>
<th>Address</th>
<th>Difference from 3.0 Mhz Initial</th>
<th>Difference from 3.0 Mhz Final</th>
<th>Hysteresis</th>
</tr>
</thead>
<tbody>
<tr>
<td>#82524</td>
<td>$69</td>
<td>$.5 Hz</td>
<td>$.5 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82502</td>
<td>$81</td>
<td>$.2 Hz</td>
<td>$.3 Hz</td>
<td>+0.1 Hz</td>
</tr>
<tr>
<td>#82510</td>
<td>$80</td>
<td>-.4 Hz</td>
<td>-.3 Hz</td>
<td>+0.1 Hz</td>
</tr>
<tr>
<td>#82533</td>
<td>$05</td>
<td>+.4 Hz</td>
<td>+.4 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82522</td>
<td>$02</td>
<td>-.1 Hz</td>
<td>-.1 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82503</td>
<td>$80</td>
<td>-.2 Hz</td>
<td>-.2 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82526</td>
<td>$37</td>
<td>+.2 Hz</td>
<td>+.2 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82538</td>
<td>$34</td>
<td>+.3 Hz</td>
<td>+.3 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82522</td>
<td>$69</td>
<td>+.1 Hz</td>
<td>+.1 Hz</td>
<td>0.0 Hz</td>
</tr>
<tr>
<td>#82528</td>
<td>$33</td>
<td>+.3 Hz</td>
<td>+.3 Hz</td>
<td>0.0 Hz</td>
</tr>
</tbody>
</table>

Mean Hysteresis: +0.02 Hz
A Temperature Compensated SC Cut Quartz Crystal Oscillator
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Northern Illinois University
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A method of temperature compensating a pullable SC Cut quartz crystal is presented. The B and C modes of the SC Cut are resonated simultaneously. The B mode is used as a temperature sensor which has a linearity of -25 ppm/°C. The C mode is compensated using the temperature information from the B mode. A dual mode oscillator is developed which allows the frequency of the C mode to be controlled without affecting the B mode. A digital compensation method uses a RAM for on board information storage and programming. The address to the RAM is temperature generated and the output of the RAM is converted to a voltage to control the C mode oscillator. The compensation information is programmed automatically, during a temperature scan of 1.5°C/min., using a phase-locked-loop, an up/down counter and a track-and-hold circuit all of which are connected to the oscillator only during the programming step. The system was compensated from -20°C to +20°C and accomplished an accuracy of ±0.5 ppm during a fast temperature scan of 5°C/min.

INTRODUCTION

Up until very recently, temperature compensated crystal oscillators (known as TCXO's) have almost always used the AT Cut quartz crystal. They also incorporate a temperature sensing means located externally or outside of the crystal enclosure. This has led to two very characteristic traits of TCXO's and they are 1) large unpredictable frequency excursions during temperature shock conditions and 2) frequency errors due to the thermal lag between the crystal and the temperature sensing devices. Within the last decade, a new quartz crystal orientation has been developed called the SC Cut. It has an orientation of (0,0) = (21.9°, 33.9°) about the Z and X crystallographic axes. Its modal spectrum shown in Figure 1 is very rich and must be dealt with accordingly in oscillator design. The main mode of interest is the C mode and this is because it is similar to the AT Cut fundamental except that the stress sensitivity of the C mode is 830 times less sensitive to stress. A graph comparing the sensitivities of various cuts is shown in Figure 2.

Another mode of interest is the B mode which is located about 104 higher in frequency than the C mode. The B mode is worthy of mention because it has a linear frequency-temperature coefficient of approximately -25 ppm/°C. It has been shown that this mode can be a very accurate temperature sensor of the crystal blank.

The SC Cut has not been easily applicable in TCXO's up to now because of its inherent stiffness characteristics due to a Co/C1 ratio which was almost three times that of AT Cuts. Its initial applications were in ovenized oscillators which do not consider stiffness or pullability in their temperature compensating schemes. However, SC Cuts now exist which offer limited but practical pullability ranges for use in TCXO's. Two SC Cuts are used in this study. They are both 5.115 MHz fundamentals manufactured by Colorado Crystal Corporation of Loveland, Colorado. Their parameters and temperature characteristics are shown in Figure 3. With the parameters shown, the approximate pullability of each crystal is about 60 ppm. This somewhat limits the maximum compensatable temperature range to −40°C to +100°C because the frequency excursion of the crystal at the low end of the temperature range exceeds the pullability of the crystal.

The purpose of this study is to investigate the possibility of an SC Cut TCXO which uses the B mode frequency as an on-blank temperature sensor to compensate the C mode over a temperature range of −20°C to 70°C with an accuracy of ±2 ppm, which, as calculated using a formula for worst case frequency error by Fronking, is all that is theoretically possible, given the crystal characteristics and some other digital constraints which will be mentioned later.

In order to accomplish this goal, a dual mode oscillator had to be developed which offered good isolation and independent control over each mode. A digital compensation system also had to be developed which could store and recall compensation information to stabilize the C mode over temperature. Due to the time constraints of the study, an automatic compensation system had to be devised to speed up the manual compensation process.

DUAL MODE OSCILLATOR

The dual mode oscillator consists of one 5.115 MHz SC Cut quartz crystal surrounded by two Pierce oscillators which are composed of two cascode amplifiers and two selective filters as shown in Figure 4. The cascode amplifier is required to
provide good input to output isolation and the necessary gain for startup and circuit losses during oscillation. One cascade stage is required for each mode. A selective filter is required at the input of each cascade amplifier in order to separate the desired mode with a certain degree of isolation from the other modes.

The filter passes only the desired mode to the input of the cascode amplifier. The other mode is trapped out. The tapping point for each mode is after the filter or on the input of the cascode amp.

The filters are a combination of a series pass and a parallel trap filter. Component values are calculated using the formulas in Table 1. Note that there are two different networks. One has a capacitance series element and the other has an inductive series element. This is due to the difference in the relationship of the mode to be counted. At the end of the other has an inductive series element. This is able for a precise time interval allowing the mode is after the filter or on the input of the cascode amp.

The location of certain capacitors, shown in Figure 4, is also very important. These capacitors (often referred to as "pi" capacitors) are necessary if the crystal is to run as an equivalent inductor and they fulfill the requirements for oscillation in such a case. Normally their location is on both sides of the crystal. For this application one of the capacitors is replaced by two capacitors and located after the filters. In this manner, the conditions for resonance in each oscillator are fulfilled only for those frequencies passed by the filters.

Overall the dual mode oscillator performed quite well. It has fair isolation (about 40dB) which was less than desired but still practical. The C mode had the best isolation. The C mode oscillator had to tolerate the hyperabrupt varactor in its filter and this caused some loss at isolation at the extremes of the varactor voltage. Yet, pulling the C mode had no effect on the B mode frequency. The voltage coefficient worked out to be about \( 3 \times 10^{-7} \) for a variance of 0.5V about a nominal 9V.

The tuning of the oscillator required a little patience due to a seesaw effect of one mode on the other. For moded isolation the tuning of the traps in the filters was critical. The isolation of the B mode however did not require as much isolation since it was only being used internally so most of the tuning procedure concentrated on the C mode oscillator.

The problem did occur with activity dips in the B mode of both crystals. One crystal had a dip between 550-650°C. The other crystal also had one but it was above 850°C so this crystal was used for compensation. The tuning of the oscillator required a little patience due to a seesaw effect of one mode on the other. For mode isolation the tuning of the traps in the filters was critical. The isolation of the B mode however did not require as much isolation since it was only being used internally so most of the tuning procedure concentrated on the C mode oscillator.

One problem did occur with activity dips in the B mode of both crystals. One crystal had a dip between 550-650°C. The other crystal also had one but it was above 850°C so this crystal was used for compensation.

**Digital Compensation System**

The block diagram of the digital compensation system is shown in Figure 7. The principle of the system is to generate a correction voltage to be applied to the C mode voltage controlled oscillator. The correction voltage will be generated by a digital-to-analog converter and a sample-and-hold circuit. The digital information to the DAC is from the output of a 4193 X 8 CMOS random access memory. The address for the RAM is generated by an eight bit frequency counter which samples the B mode of the TCXO. The counter is generated by a digital state machine. These increments, when applied to the DAC, will increase the correction voltage to the C mode output.

The flow chart in Figure 8 shows the order of sequence for the logical operations. For the first three states the system is in a known RAM state which means that the RAM is just outputting its stored contents. However, in the fourth state the address to the RAM is being setup by clearing the counter. In the next state the counter is enabled for a precise time interval allowing the B mode to be counted. At the end of this interval, the counter's output is latched which updates the addressing of the RAM. If the TCXO is to be programmed, the signal ROM to the digital state machine is pulled high externally so the fourth state is implemented whereby the R-bit line of the RAM is pulled low to program the RAM. Hopefully the data input to the RAM at that time is correct.

The purpose of this compensation system is that the frequency of the B mode represents an accurate linear temperature sensor which, if converted to digital information through a frequency counting scheme, could represent unique temperature increments, when applied to a RAM, could address the proper compensatory information necessary to correct the crystal's frequency deviations over temperature. The actual value of the address of the compensation data is not important; it does not need to be accurate because the RAM is programmed on-board. What is important is that each address is unique and repeatable for a given unique measurement of the B mode.

For programming, the information is input externally via a 24 pin DIP cable which is connected only during this phase. The data and address are also monitored for recording purposes. Programming is accomplished by holding the RAM line high and then adjusting the digital states so that the B mode is constantly at the desired frequency.

The temperature must be changing slowly and constantly at a rate of about 0.5°C per minute. Manual programming requires constant attention. If one address is missed, it is possible to poorly compensate one or the temperatures. This means finding and reprogramming these addresses.

One solution to this tedious task is to automatically compensate the oscillator. This can be done using a phase-locked loop as shown in Figure 9. The oscillator frequency is compared with a reference frequency in an X 1,000 phase detector. The phase difference generates a 0-5V voltage which pulls the C mode oscillator in the same direction which is compared with the output of the DAC. If the DAC is being swept by a 4193, eight-bit output counter, in the direction dependent on the polarity of the comparison of the DAC output and the phase detector voltage. If the DAC output is lower than the phase detector's, the counter will count up.
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otherwise it will count down. Or if the frequencies are as close as the resolution of the DAC will allow, the counter will toggle up and down. By gating certain signals from the digital state machine of the oscillator, shown in Figure 10, the RAM's R/W signal will be controlled in such a way that data is programmed only when the DAC is toggling on the high side of the phase detector voltage. This is done for optimum compensation results.

RESULTS

After a certain amount of time, dealing with poor results due to activity dips of the B mode and low frequency jitter in synthesizer used for the reference frequency, some favorable results occurred. The test runs were done very quickly because I was pressed for time. The programming of the compensation information was done at about 1.5°C/min. from cold to hot. After allowing the oscillator to settle at the cold end for 15 minutes, no heat treating or other stabilizing procedures were performed. Also the oscillator had no enclosure other than a cardboard box to reduce drafts on the crystal.

Usually the final test was performed immediately after the compensating step. The compensation and monitoring equipment, outside of the oven, was equipped to switch over from compensation to final frequency testing without opening the oven.

Figure 11 is a typical result of a temperature run. The increased error at the cold end, due to the high slope of the crystal's f-T curve, is a characteristic of digitally compensated systems with equally spaced temperature compensated points. If more temperature points (or addresses) could be assigned to the cold end this problem could be minimized.

For a slew rate of about 6°C/min, the results are within ±.5 ppm with most of the error at the cold end. On the second page of the figure, the chart shows what happens when the upper temperature limit is exceeded. Initially the frequency goes lower (towards the top of the chart) as the addresses start to repeat. The natural f-T curve of the crystal is taking control of the frequency. The chart also shows the oscillator coming back within the limits to the same frequency for which it was compensated. This indicates good address repeatability. Afterwards the oven is stepped to room temperature (by blasting CO2). While the temperature is changing, the frequency increases steadily to about 3 ppm above the compensated frequency. But once the CO2 value stops, the frequency recovers very quickly.

In Figure 12, the temperature shock characteristics are repeated. Every two minutes the oven temperature is reduced by 10°C. The increase in frequency after each shock is about 1 ppm.

CONCLUSION

This investigation, though far from exhausting all possibilities, has demonstrated a feasibility of an SC Cut TCXO with predictable stability over temperature. It points out the need for more "pullable" SC cuts as well as the need for pullable SC cuts with an inflection temperature that is lower than room temperature so as to offset the high slope of frequency deviation at the cold end.

The problem with the B mode activity dips is not a good omen if this method is to be used. The B mode must be absolutely predictable if it is to be useful. Since little of the manufacturing process concerns itself with these, more attention may just eliminate them. Obviously this must occur for this compensation method to be in production.

More testing should be done on the temperature shock characteristics. It is unclear whether or not the results as shown are a result of the circuit or the crystal. There are other characteristics which should be tested in greater detail such as frequency-temperature hysteresis.

The dual mode oscillator may also be improved by trying a cascode hybrid amp, like the MC 1550 by Motorola, because this device offers AGC control.

There are also many ways to improve the digital compensation schemes. The most obvious is to increase the addressable locations which will reduce the Δt between the compensated temperature points. It would also help to have more compensation at the extremes of temperature where the f-T curve of the crystal is greatest. Of course a micro-processor could be applied to interpolate data between known temperatures thereby reducing memory requirements and most likely replacing some of the control hardware with software.

My thanks to Colorado Crystal Corporation, CTS Knights, Inc. and Northern Illinois University for their assistance in the development of this thesis.
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Figure 1. SC Cut Modal Spectrum Examples.

Figure 2. Relative Stress Sensitivity of Various Cuts.

Source: Colorado Crystal Corp., Loveland, Colo.
**CRYSTAL #1**

<table>
<thead>
<tr>
<th></th>
<th>MODE C</th>
<th>MODE B</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>5.114832</td>
<td>5.613102</td>
</tr>
<tr>
<td>R1</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>C#</td>
<td>6.8</td>
<td>6.7</td>
</tr>
<tr>
<td>CI</td>
<td>4.377</td>
<td>4.013</td>
</tr>
<tr>
<td>Q</td>
<td>1146.521</td>
<td>351.485</td>
</tr>
</tbody>
</table>

**CRYSTAL #7**

<table>
<thead>
<tr>
<th></th>
<th>MODE C</th>
<th>MODE B</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>5.114807</td>
<td>5.610250</td>
</tr>
<tr>
<td>R1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>C#</td>
<td>6.6</td>
<td>6.6</td>
</tr>
<tr>
<td>CI</td>
<td>4.361</td>
<td>3.977</td>
</tr>
<tr>
<td>L1</td>
<td>222.055</td>
<td>202.342</td>
</tr>
<tr>
<td>Q</td>
<td>810.855</td>
<td>766.945</td>
</tr>
</tbody>
</table>

---

**Figure 3.** SC Cut Crystals Number 1 and Number 7.
Figure 4. Dual Mode Oscillator.
Table 1. Formulas For B and C Mode Filters.

<table>
<thead>
<tr>
<th>Type</th>
<th>C Mode</th>
<th>B Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W_5 \sqrt{\frac{1}{L(C_1 + C_2)}}$</td>
<td>$\frac{L_2 + L_1}{L_1 L_2 C}$</td>
</tr>
<tr>
<td></td>
<td>$W_2 \sqrt{\frac{1}{LC_2}}$</td>
<td>$\sqrt{\frac{L_2}{L_2 C}}$</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$\frac{1}{W_5^2} - \frac{1}{L C_2}$</td>
<td>$\frac{1}{W_5^2}$</td>
</tr>
<tr>
<td>$L_1$</td>
<td>$\frac{1}{W_5^2}$</td>
<td>$\frac{L_2}{W_5^2 C_2 L_2 - 1}$</td>
</tr>
<tr>
<td>TYPE</td>
<td>$C_1 \frac{L}{C_2}$</td>
<td>$L_1 \frac{L_2}{C}$</td>
</tr>
</tbody>
</table>
Figure 7. Block Diagram of Digital Compensation System.

Figure 8. Digital State Machine Flow Chart.
Figure 9. Phase Locked Loop Automatic Temperature Compensation.

Figure 10. Timing Diagram for Synchronous Automatic Compensation.
Figure 11. Dynamic F-T Behavior. (Continued on next page)

Figure 11. (Continued)

Figure 12. F-T Behavior During Successive Temperature Shocks.
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