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Technology Information System
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Lawrence Livermore National Laboratory
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SUMMARY

This report reviews prevailing methodologies of fact retrieval in science and technology and makes surprise-free projections for the decade to come. Numeric databases are shown to overtake in size and number the large bibliographic collections. This is expected to lead toward more sophisticated, interactive data analysis techniques with graphical display options. The availability of low-cost intelligent computer terminals, micro- and minicomputers, is shown to make aggregation and post-processing of retrieved information from different sources readily possible. This capability may come into conflict with legal constraints and is bound to affect the traditional marketing of information. It will lead to the extraction of higher forms of intelligence from text and data. The user community is seen to shift from expert information specialists, who act now as middlemen, to the end-users of information. This less experienced user community will challenge the ingenuity of system designers for self-guiding, adaptive, and yet more sophisticated man-machine interfaces. The merging of wide-band digital communication networks with computer technologies will make it possible to interconnect computers, information centers, word processors, and other peripherals, worldwide. Techniques of tabular and graphical fact retrieval are examined. The prospects of fact retrieval by voice, by means, and of two-dimensional displays, are discussed. The potential of two unusual three-dimensional display techniques, the computer-generated time-resolved integral hologram and the projection of virtual data images into space, are discussed. We conclude by examining the resulting problems and some solutions by example of our experience with the Integrated Technology Information System at the Lawrence Livermore National Laboratory.

"Fact retrieval is the identification and use of information about events and measurements by techniques that increase our knowledge, understanding, and ability to simulate and predict social and natural phenomena."

1. INTRODUCTION

The 1980's may well be called the decade of information. Quick access to factual information, the ultimate product of the post-industrial society, has been given a boost in the 1970's by the merging of computer technology with communications. This made it possible for us to generate, validate, and disseminate information faster and cheaper, and has brought it within the reach of any telephone.

TEXTUAL AND BIBLIOGRAPHIC DATABASES WERE CREATED FIRST. THIS MARKED THE BEGINNING OF WIDESPREAD, AUTOMATED TEXT RETRIEVAL SERVICES BY MACHINE, ALTHOUGH DIGITAL COMPUTERS ARE INNATELY BETTER SUITED TO PROCESS NUMBERS. THE LARGE BIBLIOGRAPHIC COLLECTIONS, NOW FULLY UP-TO-DATE IN MOST FIELDS OF INTEREST, REPRESENT A COMPREHENSIVE ONLINE INDEX TO THE BOOKS AND REPORTS OF OUR CIVILIZATION. BY THE END OF THE 1970's, 1500 DISCIPLINE-ORIENTED FILES PROVIDED QUICK REFERENCE TO 150 MILLION CITATIONS OF THE ABSTRACTED LITERATURE. OF THESE, SOME 450 DATABASES WERE IDENTIFIED AS BEING AVAILABLE ONLINE. THEY ARE THE 'SINE QUA NON' FOUNDATION ON WHICH WE CAN BUILD THE EVALUATED, NUMERIC DATA FILES. INDEED, THE RELATIVE EASE BY WHICH TEXT COULD BE EDITED INTERACTIVELY AND PRINTED IN DIFFERENT FORMS, GAVE RISE TO NUMEROUS COMPUTER-AIDED TYPESetting TECHNIQUES, A GREAT IMPROVEMENT OVER PREVIOUS MANUAL AND MECHANICAL MEANS TO SET TYPE,ALTHOUGH PRINTING AND DISTRIBUTION OF THE LITERATURE CONTINUED BY TRADITIONAL MEANS.

THE CREATION OF NUMERIC DATA FILES OF GENERAL INTEREST FOLLOWED. ONE OF THEIR CATEGORIES IS THE HUGE COLLECTION OF FILES CREATED BY AUTOMATED SENSORS TO DESCRIBE THE TIME- AND SPACE-DEPENDent PHENOMENA OF DEMOGRAPHIC AND ENVIRONMENTAL OBSERVATIONS. EVALUATED DATA OF MATERIAL PROPERTIES, WHICH ARE COSTLY AND COMPLEX TO GENERATE AND TO RETAIN BY COMPUTER IN TRADITIONALLY ACCEPTED FORMS, HAVE MADE THEIR APPEARANCE FOR USE BY A WIDER USER COMMUNITY ONLY IN RECENT YEARS. THE TOTAL NUMBER OF FACT FILES HAS BEEN ESTIMATED TO EXCEED 10,000.

Work performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore National Laboratory under contract number W-7405-ENG-48.
This trend toward numeric data files is expected to receive competition from electronic word processors. The rapid generation of written human communications by machine, and their sharing over wide-band, digital communications networks with other machines and powerful computers, are bound to create a natural mix of factual information, both textual and numeric. To work productively with these facts in large volumes will require the extraction of higher intelligence in concentrated forms. The problem is magnified by the fragmentation of the original information, dissimilar formats, and the necessity to present results in concert. This will challenge our ingenuity for innovative techniques of fact retrieval in the 1980s: How can we best establish practical procedures for the creation, storage, identification, validation, and display of the diversity and masses of factual data convincingly and with relative ease?

The immense power derivable from rapid access to accurate and up-to-date economic and technical information has been recognized by corporations and nations. Information management by machine in multinational business enterprises is reported to have increased corporate profits by as much as 30% in 1-2 years. It is our hope that the apprehensions expressed at the recent 7th international CODATA conference in Kyoto, Japan, alluding to the potential prospects of data piracy and information monopolies in science and technology, may give way to a mutual and controlled sharing of this emerging powerful resource. This will help developing countries to catch up, increase the productivity of industrially developed nations, and benefit mankind, in general, rather than a privileged few.

In this paper, I would like to review the status of fact retrieval in science and technology as I have had the privilege to observe and practice it at a large national laboratory where advanced computers and communications are commonplace. In the parlance of Herman Kahn, this should make it possible to make surprise-free projections for the years to come.

2. THE STATUS OF FACT RETRIEVAL TODAY

There is a saying that we must learn from the past, lest we be damned to repeat its mistakes. Our minds filter bits of information continuously. We compare them with past experience, establish their worth, and remember the essential facts for future use in an unending chain of analysis and synthesis. For these bits of information to be valuable, they must be factual, up-to-date, accurate, accessible, concise, usable, and controlled.

"Fact and Value"

Valuable facts are more than numbers alone. They can be descriptions of events, or well articulated and accredited postulates. For example, the letter written by Albert Einstein to President F. D. Roosevelt expressing apprehension that scientists in Germany may have split the atom, and that it should be possible to build a bomb because more neutrons were thought to be liberated in the fission process than were lost or absorbed, and that the U.S. could preempt them. This letter did not contain a number. But it was so valuable at the time that it started the enormous Manhattan Project, led to the early end of World War II, and ushered in the nuclear age. I am pointing this out to emphasize that fact retrieval need not be limited to numerical data to be of value. Indeed, the extraction of higher intelligence from descriptive text may well be of greater worth. It is capable of projecting our dreams and plans farther into the future than the knowledge of a more accurate event or measurement alone.

The extraction of new insights from large volumes of information, be they text or data, is clearly the challenge of the future. The real payoff in fact retrieval from the literature and numeric data files is, therefore, not only the speed by which this retrieval can be accomplished, but the new insight and understanding to be gained.
"Datedness and Accuracy of Facts"

Our judgment is only as good as our knowledge! And yet, our information systems today are still hampered by long delays before factual information enters the mainstream of computer-aided retrieval and evaluation. Estimates made in a report by the American Physical Society range from 2 years, for announcements of ongoing R&D in Bulletins, to 7 years, for compilations of evaluated numerical data derived from measurements. These estimates were made in 1970 but delays are probably much shorter today. In the United States, little has been given by government or industry to correct this situation. Other countries, more dependent on the flow of know-how and factual data from abroad than the United States, where 57% of all publications in the energy field originated in 1980, persisted in putting into action deliberate plans for national information systems.10,11

UP-TO-DATE INFORMATION IS DIFFICULT TO COME BY

This inadvertent delay before results of ongoing research can be retrieved by computer is further exaggerated in the United States by the inadequate funding of Information Analysis Centers which compile and evaluate the measured data. Recognized data evaluation centers, such as those at the NBS Office of Standard Reference Data, and others operating as members of the Standard Reference Data System, have been working for years with limited and inadequate budgets. The Numerical Data Advisory Board of the National Academy of Sciences, Committee on Data Needs, published in 1978 a report on National Data Needs for Critically Evaluated Physical and Chemical Data (CODAN).11 It recognized an urgent need for the doubling of support for data evaluation over a 6-year span of time just to catch up with the backlog of existing measured data. The overall national funding for data evaluation in 1977 was only $4.8 million, of which the government provided 90%. Little action of any consequence has been taken to date. Other countries, however, are taking the initiative to capture the transborder information flow and are establishing in new and old areas of R&D their own information analysis centers. We are faced, therefore, with a situation where data are being measured with automated, computer-based equipment in larger quantities than ever before, but where the users of these data in the United States are obliged to fish them out from the general literature and make their own value judgments of good or bad, to remeasure them, or to buy data from abroad where available.*

"The Cost of Facts"

It is difficult to attach a price tag for facts derived from news or events. Their value is determined by timing and circumstances, as was pointed out earlier with reference to Einstein's historic letter.

Primary publications are priced by page regardless of their value:

<table>
<thead>
<tr>
<th>Page Range</th>
<th>Domestic Price</th>
<th>Page Range</th>
<th>Domestic Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>001-025</td>
<td>$5.00</td>
<td>526-550</td>
<td>$12.00</td>
</tr>
<tr>
<td>026-030</td>
<td>6.00</td>
<td>551-575</td>
<td>19.00</td>
</tr>
<tr>
<td>051-075</td>
<td>7.00</td>
<td>576-600</td>
<td>26.00</td>
</tr>
<tr>
<td>076-100</td>
<td>8.00</td>
<td>601-626</td>
<td>33.00</td>
</tr>
<tr>
<td>151-125</td>
<td>9.00</td>
<td>627-650</td>
<td>40.00</td>
</tr>
<tr>
<td>126-150</td>
<td>10.00</td>
<td>651-675</td>
<td>47.00</td>
</tr>
<tr>
<td>151-175</td>
<td>11.00</td>
<td>676-700</td>
<td>54.00</td>
</tr>
<tr>
<td>176-200</td>
<td>12.00</td>
<td>701-725</td>
<td>61.00</td>
</tr>
<tr>
<td>201-225</td>
<td>13.00</td>
<td>726-750</td>
<td>68.00</td>
</tr>
<tr>
<td>226-250</td>
<td>14.00</td>
<td>751-775</td>
<td>75.00</td>
</tr>
<tr>
<td>251-275</td>
<td>15.00</td>
<td>776-800</td>
<td>82.00</td>
</tr>
<tr>
<td>276-300</td>
<td>16.00</td>
<td>301-325</td>
<td>89.00</td>
</tr>
<tr>
<td>301-350</td>
<td>17.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Online bibliographic references that point to the fact that potentially relevant publications took place are sold with even less discrimination at constant unit price, regardless of value or length of their primary publication:

- Offline printing: $0.05 per citation
- Online printing or viewing: $0.50 per citation

Online numeric data are not sold on a unit basis today. As a rule, they are part of a larger file and costs are based on algorithms of Computer Resource Units, storage costs, and connect times, as will be shown later on. As such, they are much cheaper today than the primary publication wherein they are embedded, or the online citations that point to them, even though these facts are the essential and costly part of any document.*

* Col. A. Alines, long-time advocate of data management in science and technology by computer has extended a challenge, to any one who could, to compile a report of horror stories where available data were not found in time, or were remeasured at great expense or even better, where the wrong data were used and caused the failure or delay of costly projects. So far, no one has volunteered. Those involved are too embarrassed to speak up. Perhaps we should ask the retired members of our professional societies to speak to us with courage of their mistakes and lessons learned.
Therein lies somewhat of a paradox: Demographic and time-series data of our environment are massive, and their value may become quickly obsolete. But, when we look at the cost of accurately measuring material properties in science and technology, we arrive at a very high unit cost. In the previously mentioned CODAN report, a literary publication in the sciences was estimated to cost $45,000 on the average in 1976 dollars and required 4,000 for printing. This was estimated from the time and effort required to do the measurements, assuming a year's worth of research and a median annual salary of about $22,500 with 100 percent overhead. The absolute worth of data in any publication is difficult to judge in the absence of compilations and comparison with other data or by expert evaluators.

To establish their worth obliges the potential user to familiarize himself with the subject matter, to review the publication in the sciences was estimated to cost $45,000 on the average of research and development expenditures for $1,000. Since ten publications are found to support one data sheet in most cases, the investment of a dollar can capture the essence of $500,000 in R&D expenditures for others to use with confidence.

The scarcity of up-to-date evaluated data compilations of physical and chemical properties probably accounts for their low market value. It leads inadvertently also to an unaccounted transborder flow of costly primary data. Other countries are making it their business to harvest these factual resources and to market them with advantage.

Storage requirements of facts by electronic means are assuming staggering proportions. We are committing more written communications, observations, and calculated data to computer-aided storage and retrieval than ever before. Estimates for some of the large data producers and users are:

<table>
<thead>
<tr>
<th>Site</th>
<th>50,000 Tapes</th>
<th>400,000</th>
<th>600,000</th>
<th>750,000</th>
<th>1,000,000</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lawrence Livermore National Laboratory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2,000,000</td>
</tr>
<tr>
<td>Bank of America</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shell Oil Development</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social Security Administration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exxon Geophysics Logging</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This represents (at a storage density of 6250 bits per inch for a 0.5-in.-wide magnetic tape of 2400 feet, inclusive of a 30% waste due to record gaps), a conservative capacity per tape of $10^9$ bits, or an overall requirement for the above sample of organizations of about $10^{12}$ bits. Only the IBM Photo-Digital storage systems with $10^{12}$ bits capacity each, comes close to filling such a demand; but, all of these mechanical, wet-chemical systems are now retired. Today, as we are entering the 1980s, the projected state-of-the-art for storage technology is estimated to be:

- **Magnetic** $10^9$ bits/cm²
- **Optical** $10^{10}$ bits/cm²
- **Electronic** $10^{11}$ bits/cm²

Of these, only the magnetic tape storage media represented by Automatic Tape Libraries (ATL) are marketed. To appraise the situation at the DOE National Laboratories, and to make demand forecasts for future storage requirements, a survey was made in 1979 with the following results:

### Survey Results on Storage Capacity at Nine DOE Sites for 1979.

<table>
<thead>
<tr>
<th>Site</th>
<th>Tape capacity</th>
<th>Disc capacity</th>
<th>Mass storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>DOE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oak Ridge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sandia/NM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Los Alamos</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savannah River</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argonne</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brookhaven</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Idaho Falls</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A data sheet may be a single reaction rate constant as a function of temperature. By 1978, 2323 data sheets had been produced in 16 years.
Survey Results on Projected Storage Capacity at Nine DOE Sites for 1984.

<table>
<thead>
<tr>
<th>Site</th>
<th>Tape drives</th>
<th>Tape (10^12 bits)</th>
<th>Disk drives</th>
<th>Disk capacity (10^15 bits)</th>
<th>Max archive storage</th>
<th>Exposed capacity (10^12 bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argonne</td>
<td>26</td>
<td>22.120</td>
<td>11.6</td>
<td>10^6</td>
<td>15.7</td>
<td>SOA</td>
</tr>
<tr>
<td>Brookhaven</td>
<td>30</td>
<td>8.000</td>
<td>8.06</td>
<td>50</td>
<td>20</td>
<td>SOA</td>
</tr>
<tr>
<td>Idaho Falls</td>
<td>14</td>
<td>28.000</td>
<td>8.84</td>
<td>47</td>
<td>77</td>
<td>SOA</td>
</tr>
<tr>
<td>CYBER System</td>
<td>13</td>
<td>33.000</td>
<td>10.8</td>
<td>9</td>
<td>4.3</td>
<td>SOA</td>
</tr>
<tr>
<td>Ferm Lab</td>
<td>40</td>
<td>55.000</td>
<td>59.4</td>
<td>80</td>
<td>9.8</td>
<td>ATL</td>
</tr>
<tr>
<td>LLNL</td>
<td>50</td>
<td>50.000</td>
<td>50.4</td>
<td>80</td>
<td>50</td>
<td>tape</td>
</tr>
<tr>
<td>LBL</td>
<td>16</td>
<td>20.000</td>
<td>11.4</td>
<td>14</td>
<td>2.4</td>
<td>optical disk</td>
</tr>
<tr>
<td>LLL</td>
<td>17</td>
<td>10.000</td>
<td>10.1</td>
<td>18</td>
<td>35.8</td>
<td>optical disk</td>
</tr>
<tr>
<td>Sandia/ALB</td>
<td>32</td>
<td>18.000</td>
<td>11.4</td>
<td>130</td>
<td>1.2</td>
<td>ATL</td>
</tr>
<tr>
<td>Oak Ridge</td>
<td>2</td>
<td>1.000</td>
<td>0.13</td>
<td>4</td>
<td>13</td>
<td>tape</td>
</tr>
<tr>
<td>Total</td>
<td>726</td>
<td>245.120</td>
<td>178.2</td>
<td>499</td>
<td>328</td>
<td>-</td>
</tr>
</tbody>
</table>

We observe an overall increase of anticipated archival storage by a factor of ten for 1984, and a simultaneous decrease of installed equipment. One of the interpretations offered is an expectation that optical devices should indeed be capable of providing 10 times the storage density now possible on magnetic tape. The results of this survey were used to set specifications for storage devices in the mid 1980s. However, to date we have received no indication from serious respondents. An extract from our specifications follows.

**EXPECTATIONS FOR ARCHIVAL MEMORY PERFORMANCE**

<table>
<thead>
<tr>
<th>Property</th>
<th>1980</th>
<th>1982</th>
<th>1984</th>
</tr>
</thead>
<tbody>
<tr>
<td>System capability (bits)</td>
<td>≥2 x 10^11</td>
<td>≥10^15</td>
<td>≥10^15</td>
</tr>
<tr>
<td>Read-write stations (No.)</td>
<td>≥2</td>
<td>≥6</td>
<td>≥10</td>
</tr>
<tr>
<td>Read-only stations (No.)</td>
<td>≥2</td>
<td>≥10</td>
<td>≥30</td>
</tr>
<tr>
<td>Accesses per hour</td>
<td>~2000</td>
<td>~8000</td>
<td>~30000</td>
</tr>
<tr>
<td>Transfer rate (bits/sec)</td>
<td>~10^12</td>
<td>~10^12</td>
<td>~10^12</td>
</tr>
<tr>
<td>System bit error rate</td>
<td>&lt;10^12</td>
<td>&lt;10^12</td>
<td>&lt;10^12</td>
</tr>
<tr>
<td>Undetected bit error rate</td>
<td>&lt;10^13</td>
<td>&lt;10^14</td>
<td>&lt;10^16</td>
</tr>
</tbody>
</table>

The rates at which data are being added today are equally staggering: At LLNL, anyone of the four CRAY computers can generate 10^15 bits of data per hour for a typical 2-D hydrodynamic calculation. As a rule, only 1/10 of that, or 10^14 bits, need probably be saved. A yet larger data source is the Landsat satellites where one pass would produce 10^16 bits of data, were it not for selective data suppression and compression. But the techniques of file retrieval from these large storage media are not our concern in this paper. They are specialized and are not likely to affect the general user requirements of fact retrieval. Most of our needs in the 1980s will probably be well satisfied by extraction of facts from prestaged archival data files, and from interactions with less powerful, but more numerous minicomputers that have entered our working environment.

"The Analysis of Facts"

Programmatic requirements of the Department of Energy have contributed significantly to the design and development of high-speed computers. Each new generation of the fastest machines has been used for data analysis and to simulate intricate models of nuclear weapons, laser fusion, magnetic fusion, reactor safety, biological/environmental phenomena, and socioeconomic energy predictions. But the rate of performance improvement is slowing down. It took all of the 1970s to gain another factor of ten.15

![Trend in execution bandwidth](image-url)
Recent advances in Josephson junctions and the GaAs technology suggest yet another quantum jump to $10^9$ operations per second in the 1980s. The significance of this expectation is that another generation of even more powerful micro- and minicomputers may also become available for general use. This would accelerate the dramatic changes of the traditional marketing and utilization of bibliographic/numeric data that we are seeing today. The post-processing of retrieved information toward higher forms of intelligence is clearly the challenge of the 1986.

"Directories to Databases of Facts"

To access and analyze information, one must first know where to find it! The publishing business traditionally prints periodic updates of reference books on topical issues. In recent years, these publications were augmented by printed directories to computer-based resources. The current "Directory of On-Line Databases," by Cuadra Associates lists 770 data files and 135 on-line services. The "Directory to Computer-Readable Databases," updated each year by Martha Williams under auspices of the American Society of Information Science, shows in its 1979 edition 528 distinct data files. The corresponding international directory to computer-based systems with European emphasis, EUSIDIC, published by Learned Information, Inc., lists more that 1280 databases. Unfortunately, these directories are not yet available online even though computers were used to compile them and to print them. This is bound to change in the near future as government and business recognize the value of these master guides to information stores.

"The Tools of Fact Retrieval"

Data storage and retrieval was the goal of the 1970s, and different database manipulation software was built commercially and at universities to bring it about. We distinguish two classes:

1) Data Management Systems (DMS), which permit access to and retrieval from already existing files, usually for single applications. Most bibliographic online information retrieval systems are of this type.

2) Database Management Systems (DBMS), which manage and maintain data in a prescribed structure for the purpose of being processed by multiple applications, independent of storage device class or access method. They organize data elements in some predefined arrangement in a database and retain relationships between different data elements within the database. These systems are commonly used with numeric/structured data under the user's control.

For large volumes of data, like those being communicated to earth from observation satellites, efficient and specialized programs were developed and are usually not suited for generalized applications by casual users. For comparatively small and diversified collections of data, a host of more generalized, less efficient data management systems have evolved. Depending on the logical relationship among data sets and data elements, the major DBMS models now in use are those best capable of working with:

- simple, COBOL-like 'flat files','
- hierarchical or tree-like data,
- graphs and networks, (CODASYL),
- relational tables, and
- data well represented by extended set theory models.

No definite bounds exist among the systems that implement these models. Most systems show considerable flexibility. No consensus has been reached to define the best model for general database work. An overview of their relative merits and historic dependence was made by Fry. But, to those shopping for potential, suitable candidates among the large number of systems, their underlying theory, strengths, and limitations may only be of partial interest. The questions more likely to be asked concern user-oriented features; the types of computers and operating systems on which the systems can be installed; the host languages to which they interface; and cost.

The online bibliographic retrieval systems and services have changed little since their inception in the late 1960s. Only the numbers of online topical data files and citations have quadrupled. Many still seem to believe that the greater the number of citations retrieved in retrospective searching, or by Selective Dissemination of Information (SDI), the better the service. Relevancy, recall, and precision were hotly debated issues and vary with the sophistication of the indexing and retrieval method, and whether keywords, and/or titles, and/or abstracts are scanned. At LLNL, we tried and documented several experiments and settled on searching by indexed keywords and words in titles. Abstracts introduced too much noise. Most of the bibliographic systems are patterned after DIALOG ( Lockheed) and provide Boolean operators for retrieval of whole words or compound expressions from indexed tables of keywords and authors. Sets can be created and combined to further refine a desired result. Few bibliographic information management systems offer capabilities for interactive algebraic work with numbers. Free-text searching of titles or abstracts is less frequently available. But, regardless of how these systems retrieve their citations, nearly all bibliographic information today is being delivered as a pile of paper. At best, it is printed or flashed on the CRT screen in reverse chronological order of its publication date, requiring the hapless recipient to just look at it!
Retrieval with embedded character strings, weighting of terms, and proximity indicators have become more prevalent with the large legal text retrieval systems, e.g., JURIX, LEXIS, and WESTLAW, among others.

A detailed comparative analysis of numeric/structured data management by means of the commercial systems, or by university systems, is difficult because of the continuous change exhibited by these systems, estimated to number about 65 worldwide.\footnote{1} Suffice it to say that most of them tend to be modular with interfaces to procedural languages and to statistical and graphical programs. Existence of a "Computer Database Management" is being offered each year by the University of California Extension Division, Los Angeles. Comparisons of 21 systems and their capabilities were made by Auerbach\footnote{2} and Datapro.\footnote{3}

One of the most promising retrieval systems for numeric/structured data developed during the 1970s for general use is the Chemical Information System, (CIS), sponsored by the National Institute of Health (NIH) and by the Environmental Protection Agency (EPA).

CIS is a network of chemical databases equipped with computer programs that permit interactive searching and retrieval from these databases. At the heart of the network is the Structure and Nomenclature Search System (SANSS) which is used to identify a chemical substance, given its name or its structure, and refer the user to all CIS files that contain data on the compound. Any such data can then be retrieved with simple commands from the appropriate node of the CIS network. A different way of using the CIS is to enter experimental data, such as mass spectral peaks, into the system, which will identify the compound at hand, using its files of ten of thousands of mass spectra, nmr spectra, or x-ray powder diffraction patterns. The entire CIS has been developed by cooperating agencies of the U.S. Government and is available for use by the public on a fee-for-service basis. It is accessible worldwide through the TELEMENET telecommunication network. Today, the CIS system is still a collage of files and programs originally provided by developers of each database. However, gradually, a unifying approach is being implemented that will make CIS the most comprehensive collection of physical and chemical data files.

The CODASYL reports\footnote{4}\footnote{5} published early in the 1970s, identified common and desirable features of database management systems and had a very beneficial impact on their evolution. They provided a basis for the database architecture and Federal database standards.\footnote{6} Generalized Database Management systems (GDBMS), tailored to account for attributes and peculiarities of data in science and technology, did not materialize as yet. In most cases they were adaptations of systems used in business. Attempts to point out the special requirements for scientific data were made by the specialists' conference on "Generalized Data Management System and Scientific Information" in 1978, sponsored jointly by the Department of Energy Office of Technical Information and the Agence de l'Energie Nucleaire.\footnote{7} This was followed by a NASA-sponsored conference on Engineering and Scientific Data Management.\footnote{8}

For those who may wish to further explore the evolution of fact retrieval during the 1970s, I would like to call your attention to the success of the automated indexing of the bibliographic citations by the Defense Documentation Center,\footnote{9}\footnote{10} the experiments of data "tagging and flagging" still ongoing by the American Institute of Physics,\footnote{11} and early attempts at integrating text and numeric data\footnote{12}. Additional topical literature is found in the Annual Reviews of Information Science,\footnote{13} especially in Volume 14 of the 1979 proceedings of the "Online Information" meetings,\footnote{14} and the international conferences on very large databases.\footnote{15}

"The Marketing of Facts"

Fact retrieval from commercial vendors costs about twice that from government installations where recovery of expenditures became an operational requirement during the 1970s. In the last few years, the pricing has remained reasonably stable, except for costs of connect-times. We quote from the Cuadra Associates Spring 1981 Edition of the online catalog:16

"Pricing policies for access to and use of the online database services are extremely complex. There are a number of components to the prices and they are combined in many different ways. In addition, prices are subject to change with fairly short notice. All of these factors make it difficult to treat the topic in a standard manner. However, there are some general points that can be made. In at least 50 percent of online services, there is an indication that some type of subscription is required for gaining access to the database. These subscriptions range from a few hundred dollars per year to several thousands of dollars. In some cases, the user subscribes to a package, which may include one or more databases and additional services (e.g., consulting). In other cases, the user has several options, each a combination of a subscription price and an associated usage charge.

In general, the major components of the usage prices for online database services differ according to the type of supplier and the type of database (e.g., whether it is a bibliographic database or a numeric database). There are two major groups of policies: one for the timesharing firms and their (largely) numeric databases, and one for the others, covering most of the other types of databases. There are, however, exceptions in each group, e.g., where a timesharing firm offers service on a referral database but prices it more like a bibliographic database.

Pricing by timesharing firms in business primarily for numeric databases, requires for most a monthly minimum (e.g., $100 per month) that is applied if the total usage charges for a given month do not reach the minimum level. The usage charges include the following components:

<table>
<thead>
<tr>
<th>Component</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connect Time</td>
<td>$1.00 -</td>
</tr>
<tr>
<td>Computer Resource Units</td>
<td>$10.00 - $1.25 per unit (varies with definition)</td>
</tr>
<tr>
<td>Disk Storage</td>
<td>varies</td>
</tr>
</tbody>
</table>

These rates can also vary within a specific service, depending on the speed of the terminal being used (e.g., 300 or 1200 baud) and the time of day in which the processing occurs (e.g., prime time vs non-prime time). In addition, the Computer Resource Units charged for a particular database may be greater than the standard timesharing rates charged for other data processing services. This difference occurs either because the database system that is being used is more demanding of resources, or because a surcharge has been added to the standard rates (by a multiplier or additive factor) as a royalty to the producer of the database. In most other cases, pricing by online services is based on an hourly connect-time rate, plus telecommunications costs for network access, if applicable. The hourly
connect-time rates that are cited in the supplier's literature may include the royalty, or the royalty may be cited separately. The range of connect-time rates (including applicable royalties) is from about $25 to $300 per hour. The average is approximately $65 per hour.

For bibliographic and some referral databases, there is an additional charge for offline printing, which is generally based on the number of citations or pages. The range of charges for offline printing is from $0.05 to $5.00 per citation, although for a few databases they may be considerably higher. The average is about $0.15. There may also be charges for online printing (i.e., displaying retrieved information directly at the terminal). The fees range from $0.50 to $50.00 per item. Both online and offline printing charges may vary depending on the amount of information that is printed. In some cases, the use of a service involves a startup fee, which often covers account setup, initial training, and materials. Occasionally this startup fee also includes the cost of a special terminal and/or leased lines to the online service's computer. Many of the online services that focus on the provision of database access also provide volume discounts or have subscription plans that provide for various levels of connect-time rates, depending upon the expected level of usage.

The cost of using the CIS is approximately $45 per connect hour for most components, $75 per connect hour for the major files, notably SANS and PDEm. In addition to the search costs, there is an annual $100 subscription fee, which is used to defray all storage costs. Costs now levied by other government information centers are similar.

Search times per database require on the average about 15 minutes and are reported to range from just a few minutes to more than an hour. If we consider the 5 million searches, or queries, conducted in 1979 against the 150 million records of computer-readable files in the United States and Canada alone, one arrives at an estimate for the total commercial revenue of marketing information on-line: $125,000,000/year. Actual costs to the buyer who provides the information specialists, terminals, and research facilities, are much greater.

"Other Issues of Fact Retrieval"

There are other issues which have their origin in the 1970s: Wide-band communications, the electronic office, user-friendly interfaces, security, copyrights, and novel ways of fact analysis and display. Because of their significance in the years to come, I treat them jointly by discussing their expected state of technology in the next decade.

3. PROSPECTS FOR THE FUTURE

The rapidly increasing high-speed digital communications are starting to link previously separate communication channels. Voice, data, and video are beginning to serve as an integrated medium for fact retrieval. Their analysis and synthesis on powerful micro- and minicomputers will bring about new forms of communicable intelligence. This, in turn, will increase the value of actual information and introduce controls for its exchange and use.

"The Communication of Facts"

Faster and cheaper computers forced increasing demands for high-speed transmission of digital data in the past decade. Rates increased from 9,600 bps for early telephone lines to 12-14 GHz for satellites approved in January, 1981, by the Federal Communications Commission (FCC) for Satellite Business Systems (SBS). The impact of this change in a relatively short span of time will even be greater when the additional 20 domestic satellites authorized by the FCC last December come into operation. This will permit full integration of voice, data, video, and image transmission. The advantages are bound to affect every-day communication for fact retrieval:

1) Communication costs will cease to be a function of distance.
2) Point-to-multipoint broadcasting will make simultaneous updating of distributed databases practical.
3) Organizational, computer-based networks could be established virtually overnight.
4) The higher frequencies will permit the use of smaller earth-station antennas, 5-7 m in diameter.

At the Lawrence Livermore National Laboratory we now use two antennas with the WESTAR satellites which link the Magnetic Fusion Energy Computer Center (MFECC) network with Princeton University. However, for most of us, it will take several years before the required number of ground stations are up and ready for use, and before the bandwidth for linking to these ground stations can be increased by local hyperchannel networks or fiber-optics communications, among others.
Today, as this paper is going to press, costs per month for cross-country communication between San Francisco and Washington, D.C., are typically those shown below:

<table>
<thead>
<tr>
<th>RATE</th>
<th>ANALOG</th>
<th>DIGITAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With Modems</td>
<td>Without</td>
</tr>
<tr>
<td>1,200 bps</td>
<td>$2,140</td>
<td>$2,048</td>
</tr>
<tr>
<td>2,400 bps</td>
<td>2,118</td>
<td>2,048</td>
</tr>
<tr>
<td>4,800 bps</td>
<td>2,430</td>
<td>2,048</td>
</tr>
<tr>
<td>9,600 bps</td>
<td>2,756</td>
<td>2,048</td>
</tr>
<tr>
<td>19,200 bps</td>
<td>5,942</td>
<td>2,048</td>
</tr>
<tr>
<td>56,000 bps</td>
<td>25,499</td>
<td>2,048</td>
</tr>
</tbody>
</table>

* Vendor sources unknown, conditioning would be required.
* No source available for vendor-supplied Data Service Units (DSUs) required to operate on the D.D.S. network.

The rates quoted are with and without Bell modems. Installation charges for analog communication are $100 without modems, and range from $254 to $639 with modems.

The digital computer networks ARPAANET, TTYMNET, and TELENET, made their entry in the 1970s. Of these, ARPAANET is sponsored by the Department of Defense and was the first large-scale experiment in computer communications by linking various large machines on many university campuses and government installations. Although successful for medium-size file transfer between computers, the 50K-bit lines and packet switching techniques are inefficient for low-speed terminals operating in full duplex. This does not really matter since traffic on the ARPAANET is still comparatively light. (Total number of bits moved on the MFECC network exceeded that of the ARPAANET already in 1974.) Nevertheless, ARPAANET became one of the most widely studied and publicized networks.

TYMNET developed quite differently. Its primary purpose was to interface large numbers of low-speed terminals to a relatively small number of time-shared computers operated by Tymshare, Inc. Most of these terminals also required full-duplex, character-by-character interaction with the machine. The inefficiencies echoing characters back and forth were solved by virtual circuits where data from many users shared the same physical record during transmission, so that the overhead of checksums and record headers could be divided among the users. Also, by controlling flow node-to-node, rather than circuit-end-to-circuit-end, there was no need to signal back a message requesting more data. This efficient operation permitted 40 300-baud interactive terminals to be served simultaneously by one 2,400 bps line. In 1972 the National Library of Medicine put the first non-Tymshare computer on the network. Since then, this Value Added Network (VAN), providing automated speed, code, and protocol conversion among terminals and computers, and error recovery by routing records around inoperative paths, has become one of the largest networks with more than 25,000 daily users in 1979, and connections to overseas.

TELENET commercialized the ARPAANET concept in 1975 and was approved as an international record carrier. It interconnects to TTYMNET and TRANSFAC in Europe, and the Canadian CNCP and TCTS networks. These three networks will continue to have a significant role for ground communication, and interconnect to satellite traffic as required. Existing and planned cable-video connections are expected to assume a significant share of the digital communications market.

The interconnection of these and other national carriers has brought about an international worldwide network. Hilsenrath at the National Bureau of Standards has recently surveyed the field and reports 250 different numerical data systems of which 53 deal with physical and chemical properties. The networks are TTYMNET, GTE TELENET, CYBernet, GE GEBICO, and CYPHERNET.
For communications among computers, the X.25 communications protocol is probably one of the most remarkable achievements of the past decade. It has simplified the physical interconnection of host computers over networks. However, the interprocess communications among computers requires either a translation of often incompatible primitive operators, or their standardization. Both approaches are presently in progress.\(^{40,41}\) The Systems and Network Architecture Division of the National Bureau of Standards has the mandate to study the issues involved and to formulate standards in digital communications. The related problems and opportunities for the then Energy Research and Development Administration (ERDA) were studied and reported by the Working Group on Computer Networking of the Office of Engineering, Mathematics, and Geosciences.\(^{42}\) Problems and solutions of distributed data management and computer networks are reviewed each year in conferences at the Lawrence Berkeley Laboratory.\(^{43}\)

For communication of facts among dissimilar databases, several standards evolved in the 1970s:

- ANSI 239.2 - 1971 American National Standard for Bibliographic Information Interchange on Magnetic Tape.
- ISO 646 - 1973 7-Bit Coded Character Set for Information Processing Interchange.
- ISO 962 - 1974 Information Processing - Implementation of the 7-Bit coded Character Set and its 7-Bit and 8-Bit Extensions on 9-Track 12.7 mm (0.5 in) Magnetic Tape.
- IAEA/INIS-9 (Rev 1) INIS: Magnetic Tape Specifications and Record Format.
- TID-4581-R3 ERDA Energy Information Data Base: Magnetic Tape Description.

These standards deal primarily with bibliographic information. The growing importance of numeric data in the mid 1970s led to the "ERDA Interlaboratory Working Group for Data Exchange," which studied the characteristics of the transmission of numeric data. Based on the previously established standards for bibliographic information, the group proposed a numeric data exchange format, officially referred to as the proposal for an "American National Standard Specification for an Information Interchange Data Description File Format." In 1978, this draft became the substance for the ANSI X3L5 committee, which included several refinements and extensions recommended by international reviewers. The CODATA "Task Group for Computer Use" endorsed the standard and asked UNESCO to have it disseminated in other countries for potential acceptance as an international ISO standard. Formal transmission of the final recommendation by the X3L5 committee for ANSI confirmation is scheduled for July 1981. It may take an additional 6-9 months before the standard could be officially accepted, printed, and distributed.

"The International System of Units (SI) for Numeric Facts"

Shortly after World War II, in 1954, it appeared as if the United States might have the resolve to change from its English system of units of measurements to the metric rationalized and coherent system of units based on the four MKSA (meter, kilogram, second, ampere) units, plus the degree Kelvin as the unit of temperature, and the candela as the unit of luminosity. Although the United States participated in these international deliberations, extension of MKSA and the adoption of the International System of Units (SI) did not receive final approval before 1976.\(^{44}\) Public and industrial support came even later. The advantages of only one unit for each physical quantity a well-defined set of unique abbreviations and symbols, and the retention of decimal multiples and submultiples of the base unit for each physical quantity, have made it now possible to exchange numeric databases with less difficulty.

The new SI system of measurement is being adopted throughout the world. Its details are published and controlled by an international treaty organization. However, for a number of reasons, it is inevitable that a few other units outside the system be used with it. It is this additional use of non-SI units that leads to controversy and difference between standards that define modern metric practice. Since a wide variety of metric units have been in use for years in various parts of the world, it is natural that tradition would promote use of these old units in formerly metric countries. For this reason, many European and international standards also recognize a number of non-SI units for use. To protect the new system from degradation, and to cooperate with people all over the world, the SI standard is recommended for all work with numeric factual data.

During the transition period, when technologists are still accustomed to recognize the validity of material properties by their remembered values in former units of measurement, I believe that database management systems for numeric data should offer the option of displaying values in original units of measurement, S1 units, or both. It is in this manner that our eyes and minds can be trained to learn, remember, and work with the new S1 units with growing confidence.

"Standards for Fact Attributes"

Accreditation of facts, especially of numerical data and measurements, requires a "shorthand" notation with attributes which a scientist or technologist would accept in place of the original descriptive text. The minimum necessary and sufficient set of such attributes has been discussed in the literature. The table below is a representative list.\(^{45}\)
Attributes of Scientific Data

1. Value
2. Uncertainty
3. Units of Measurement
4. Nominalization
5. Volume Components
6. Method of Measurement
7. Composition and Constants
8. Type of Data
9. Source of Data
10. Bibliographic Reference
11. Comments
12. Proprietary Status, Classification, etc.

One of the reasons why numerical databases in the pure sciences may not have come into greater use is precisely the lack of agreement on this topic. This may also explain why a recent survey carried out by the World Federation of Engineering Organizations still lists evaluated numerical property data banks as a desirable, yet less frequently used resource. A number of relatively low-level efforts are in progress to correct this. A more authenticated approach is needed. David Lide, Director of NBS/OSRD, emphasizes in a recent publication in Science that standards are urgently needed for critical data and data banks. Use of such standards for the reporting of numeric values for a single datum, and/or a set of data, in the different disciplines, could serve to establish confidence for both data creators and users. The NBS Computer Institute for Science and Technology and the Office of Standard Reference Data should document their recommendation in the existing series of Federal Information Processing Standards (FIPS).

"The Copyrighting of Facts"

Computer technology confounded the interpretation of traditional copyright laws. Unlike conventional printing techniques, computer-based systems were capable of storing, processing, retrieving, transferring, displaying, and reproducing works of authorship with ease. In addition, any one of the above processes requires, as a rule, the fixation of more than one copy, (core memory, disk storage, CRT display, etc.) and could thus be construed as a copyright violation. Also, authors and owners of copyrights of works argued that their creations should be patentable, because it is the idea, procedure, process, system, or method of operation that should be protected, rather than the form (i.e., source program, code) in which it is described, explained, or embodied. Section 117 of Public Law 94-553 of October 1976, therefore, did not confront these difficult issues and stipulated that computers did not afford the owner of copyright in a work any greater or lesser rights with regard to the use of the work by computers than those afforded under sections of the common copyright law. The National Commission on New Technological Uses of Copyrighted Works was established a few months later to study the matter. It issued the final report in July 1978, and recommended that Section 117 be removed and/or clarified to provide copyright protection for computer programs and databases. This was substantially enacted by Public Law 96-517 in December 1980, with the explicit provision that owners of a software product can copy, or authorize copying or adapting, the work without infringement on the copyright owner's rights if this action either constitutes an essential step in using the program with a machine, or serves archival purposes only.

The recommendations were based on public hearings with particular attention to the problems of copying computer-generated images, e.g., bibliographic citations. The problems of copyrighting numeric data were not explicitly addressed, and some confusion exists as to whether numeric time-series data of demographic or environmental observations, and of measurements, can or should be copyrighted. Before I offer an opinion as a user of numeric data, I would like to make the following observation.

The rearrangement of the contents of a copyrighted book, and its printing and marketing in modified form in competition with the original book, would probably be an infringement of fair use, as defined in Section 107 of PL 94-553. A similar situation can be inferred for numeric factual data. Since any information or data with a particular embodiment, e.g., the attributes of uncertainty, precision, normalization, operating conditions, material history, etc., can be protected by copyright, their rearrangement and reproduction in whole or substantial part would probably also be interpreted as an infringement when it affects detrimentally the rewards derived or expected by the owner from the original copyright. This observation, if substantiated, would have significant implications on the three processes by which factual databases in science and technology are created: collection (aggregation), derivation (analysis), and compilation (evaluation). In each case, the authors and owners of these emblems can request and receive copyright protection for their new works. Royalty payments to the owners of copyrights for the contributing works would have to be resolved in court, if not previously negotiated.

Let us look at some examples. The Department of Commerce makes available magnetic tapes containing numeric data of physical and chemical properties, evaluated under auspices of the NBS Office of Standard Reference Data. These databases are being sold to recover costs, and are copyrighted on behalf of the United States, as mandated in Sections 5 and 6, respectively, of the Standard Reference Data Act, also known as PL 98-394 (1984). Of the approximately dozen magnetic tapes now available from the Department of Commerce, only half contain material properties. The majority of the numeric data, measured and reported by the enormous, tax-supported research and development program in the United States, are, to the best of my knowledge, unprotected. Yet, they form the foundation on which compilers and evaluators in the United States and abroad build their topical databases which then are copyrighted and marketed without royalty payments to the experimentalists, the publishers of the primary literature, or the United States Government. Compilations of numeric data are thus treated similar to compilations of citations in bibliographies. The difficulties in data exchange and transfer arise only after such numeric compilations come into being and are copyrighted in a manner that is not in the interest of the United States.

In view of the importance of factual data in the 1980s, the copyright issue of numeric data, and the issue of transborder flow, will undoubtedly be very carefully examined.
"The Electronic Office, Video Transmission, and Electronic Mail"

Much has been written on this topic. It is clearly big business when we are given the capability of interconnecting word processors with computers, typesetters, and graphics devices, and can send a resultant illustrated report cross country in seconds. Productivity and creativity are increased. Work satisfaction is enhanced also as secretaries and electronic word specialists now create camera-ready copy that matches the quality previously reserved for publishing houses.

At the present time there are two competing yet complementary telecommunication and computer-based technologies available for transmitting, storing, retrieving and disseminating large volumes of information electronically. One of these, the Videotex (Viewdata) concept, exemplified by such systems as Antiope, Prestel, and Telidon aims at providing general information to a mass consumer and general business audience and is in an early developmental stage. The other, exemplified by bibliographic and numeric information systems, has been discussed before.

ELECTRONIC COMMUNICATIONS ARE LINKING:

On-line Information Centers:
DOE/RECON
NASA/RECON

Telephone Networks
and
Data Communication Networks

The Electronic Office

...in the nation and across continents

Video image and video text transmissions require wide-band communications. These can now be realized locally, but will not be possible cross-country at reasonable cost before sharing of satellite communications becomes commonplace. (One 256K-bit picture requires at least 3.6 minutes for transmission at common 1200 bps speeds.) But, more than 50,000 pictures can be stored on a $4,000 video tape or video disc machine when connected to an intelligent terminal and the appropriate AD and DA converters.

Electronic mail, usually understood as an expedient means of sending and receiving typed messages and reports, is going to be augmented by voice message systems. Voice input, although now available with limitations, will take longer to implement but is certainly going to become one of the modes of man-machine communication, together with touch-screen command selection as marketed, e.g., by Control Data Corporation in their PLATO system.

The conversion of video text into ASCII text by means of Optical Character Reader techniques is still to come. But, when it takes place -- and it is technically feasible now -- we will experience a total integration of:

Speech  ↔  ASCII Text  ↔  Video Text

The translation of printed text into speech is already being offered by the Kurzwell Reading Machine for the Blind.
"Encoding and Decoding of Facts"

Communications in the 1980s will require protection from eavesdropping and abuse. It is against the law to tap a telephone line. However, the upcoming swarm of communication satellites which is starting to blanket large geographic territories with data and video transmissions, virtually invites anyone with a parabolic roof antenna to "listen" in. User identifications and passwords, if transmitted in clear form, could be compromised. Governments, businesses, and banks have long ago learned to protect their interests by encoded transmissions. The flurry of sales of $2K to $15K roof antennas to harvest the multichannel free broadcasting of television programs will probably be short-lived.

Future users of satellite communications in science and technology will have the advantage of being able to choose from a variety of proven hardware/software combinations to protect their interests. I would like to draw your attention primarily to the public-key cryptosystems that have been proposed toward the end of the 1970s and are likely to have a significant role in the coming years. Their security emphasis has changed from statistical uncertainty to computational complexity. They have developed from conventional private-key cryptosystems to public-key cryptosystems, providing instant privacy and two-way authentication. Some of the essential observations, as summarized by Abraham Lempel, are:

1. Cryptography and the computational power of electronic computers, once mainly concerned with the making and breaking of secure military and diplomatic communications, have now become a major concern of the public at large. In the age of ever-growing computer data banks and electronic fund transfer, one cannot overestimate the importance of encryption schemes which provide adequate protection against unauthorized, often remote, access to stored data, render the data unintelligible to unauthorized listeners over a publicly accessible communications link, and incorporate a digital signature which can serve as a reliable two-way authentication. These formidable goals were set up to satisfy real market demands, answered in part by the Data Encryption Standard (DES). This is the official NBS scheme to be used by Federal departments and agencies, as well as others, for the cryptographic protection of computer data. Those critical of the DES argued that computers in the early 1980s, rather than toward the end of the decade, would have the power to break the DES code in a day. Alternate schemes have, therefore, become more attractive.

2. The concept of public-key cryptosystems, introduced in 1976 by Diffie and Hellman, envisioned a system for private communication that employs a public directory in which each subscriber places a procedure E to be used by other subscribers for the encryption of their messages addressed to him, while keeping secret his corresponding decryption procedure D. The existence of such a system would enable instant secure communication between subscribers who have never met or communicated before. For example, if subscriber A wants to send a private message M to subscriber B, he looks up EB in the directory under B, and transmits C = EB(M) in the open. Only B can decrypt C by applying his secret DB to C.

One of the major shortcomings of currently practiced cryptography—the DES, as well as the new public schemes—is the lack of proof that any of these schemes are, indeed, as hard to break as they are claimed to be. Nevertheless, encoding and decoding of factual data will necessarily become a way of life in the 1980s.

"The User Interface"

From the preceding review and projections, it becomes apparent that modern technology can link virtually any dissimilar pieces of hardware and software into integrated systems of higher purpose. Differences in format and standards cannot be avoided and do contribute to less efficient operation of the whole. But, they really do not pose a lasting hindrance. Economic pressures cause them to conform. The essential key required to unlock the enormous potential of stored information and factual data lies in the user interface. It is the mediator between man and machine. It makes the formidable aggregate of powerful computers and communications appear to be human, and it imbues us with qualities of exactness and precision more likely to be expected from a machine.

Different methodologies were employed in the past decade to accomplish this goal of translating English-like logical requests into machine instructions, and vice versa. In most cases, the interface has been tailored to serve well one particular Data Management System (DBMS), like the LLNL LLNL META-MACHINE described in a later section of this report. It translates pragmatic English commands into meta instructions for an open-ended number of programs which it controls. It can be readily adapted to languages other than English.
The META-MACHINE is fully self-guiding and supports interactive text and data retrieval, interactive modeling, electronic mail, and networking. It is the central controller for all man-machine and machine-machine communications. It is currently installed on a PDP-11/70 machine at LLNL, using INGRES as the relational database management system, and UNIX as the operating system (2.15 M bytes of core and 18 bytes of disk storage). However, INGRES and other subervient programs are invisible to the user. Unlike in other interfaces, all man-machine communications are deposited in an INGRES relational database and can therefore be changed in real time, online, without recompiling.

The META-MACHINE simulates in software a pseudo-computer where sequential instructions are retrieved from a 5-domain program relation table. These domains, consisting of a primary address, a state function code, a forwarding address, an execution string, and a functional clustering attribute, can be arranged and manipulated by the System Administrator with standard INGRES database management commands. Meta instructions in the execution string contain prompting statements to be forwarded to a user, confirmations, command strings for the underlying database management system, or instructions for other programs.

The user is prompted by a uniform command language. His requests are matched against the available options in the hashed primary address domain of the TIS program relation, and are exchanged and assembled into corollary instruction strings for whatever program is to be executed. The transmittal of the prompting strings to the appropriate user at a terminal, or the transfer of an instruction stack to a program, is carried out by a 40,000-byte program residing in core. The 17 state functions determine the destination and type of string delivery. The following figures illustrate this functional procedure. During man-machine interaction with the user, while the command execution strings are being assembled, partial transmission to the target program, local or remote, can be made in anticipation of the full command string. In this manner, and by anticipating permissible attributes and parameters through the functional command cluster attribute, considerable speed can be gained.

The META-MACHINE approach uses one data management technique for access to all information, data, and executive capabilities. This includes control of access rights by user for each of the major databases, the individual relations within each database, the user commands, the preformatted reports and graphical displays, and especially the information about other centers to which it automatically connects.

The flexibility of the META-MACHINE has been demonstrated by successful integration of bibliographic, numeric, project-oriented, administrative, and budgetary information or data files in one system. The report writer, exceeding the ANSI COBOL74 capabilities, is also driven by instructions from the META-MACHINE. Using this unified technique, the report writer was written in 2-3 man-weeks. Delivery of a report writer programmed by conventional techniques had been estimated to require six months and a minimum of $30,000.

The extensibility of the META-MACHINE was demonstrated when in three days we converted an electric car performance prediction model from batch to interactive use. This model, developed by the Transportation Systems Research program at LLNL for the DOE Office of Energy Systems Research, prompts the user for different scenarios: vehicle type, battery selection, time period, driving cycle, etc., and compares the calculated result with the performance of vehicles equipped with internal combustion engines. Fifteen other models are now in use for different vehicles such as hybrids, using flywheels, batteries, and other energy storage methods. The user of the interactive models can enter his own technical values if he wishes to explore conditions that are not part of the prepared options. Validation of these models is greatly simplified by having the input data stored in individual database relations from which they can be extracted, manipulated, compared, and plotted. Results of these calculations can be saved for parameter studies and time-series analyses.
Multilingual interaction with users is possible by simple translation of the user command language, in the program database, into languages other than English. The corollary instruction strings to the underlying database management system, or to other programs, remain the same.

Different command languages can be activated by the extensible TIS database language by translating the instructions from the available INGRES command language into those of a different, local or remote, database management system or execution program. Where additional options are offered by a new system, additional prompts are appended to the program relation with the appropriate addresses and states in the first domains. In this case, the user interaction strings remain the same.

Electronic mail has been augmented by integrating the local and ARPANET directories into one mail system with many options. Automatic file transfer between word processors and TIS has been used since 1980.

Networking became operational with the incorporation of the NBS Network Access Machine software into the TIS system. Fully automated and transparent connections are made to several host machines over the ARPANET and by telephone dial-out. These, include DOE/RECON, NASA/RECON, MACSYMA at MIT, NBS at SRI, LBL-UNIX, SERI, LBL-VAX, and the DOE Alternative Fuels Center in Oklahoma, among 22 other systems. To connect to DOE/RECON, for example, the user simply specifies the target by requesting: connect doerecon. The progress of the connection is displayed and requires between 7 and 45 seconds, depending on whether ARPANET or telephone lines are used. In some cases we activate at the remote host the needed resources immediately, in which case the target name is made identical to the resource, e.g.: connect macsyma.

At the present time, we offer over 64 major information resources that describe in a hierarchical manner material properties for energy storage materials, technology characterization data, systems data that are aggregates of components used in conjunction with energy storage applications, and a number of interactive models. Econometric files were added to permit market penetration studies. The results can be viewed in over 300 predefined tabular and graphical display formats.

In summary, the META-MACHINE and its implementation for the Technology Information System offers administrators and project staff a central focal point for communication and information management, more fully explained in its capabilities later on in this report. Conceptually, it functions as the basis for a stand-alone, intelligent gateway computer with capabilities of linking any user to local or remote sources of information, permitting him to extract and analyze the results, and to share them with others. To accommodate the larger traffic in communications and personal information management, we are planning to replace INGRES by installation of the directly compatible Intelligent Database Machine, IDM-500 by Britton Lee, Inc.25 This is also expected to off-load the CPU of the PDP-11/70 and to improve throughput by at least one order of magnitude.

"Extraction of Intelligence"

Facts, by themselves, do not convey understanding or knowledge. Their comparison with past experience, correlation with other data and/or predictions, and display in multidimensional color images, however, can be meaningful. As we approach the 1980s and are faced with a very large volume of factual data, it becomes increasingly necessary that we filter the data and extract new insight.

In the full-text retrieval service, NTIS has initiated a new type of automated indexing of citations with their Total Microfiche SDI Service, also known as "Selected Research in Microfiche" (SRIM). Since the fiche are being updated quarterly, the subscriber has always a reasonably up-to-date and comprehensive listing of full-length publications in his field of interest, indexed by author, subject, corporate author, contract grant number, accession report, and title—a really remarkable service making good use of the photographic storage medium. This should serve many users well in the 1980s.

In the bibliographic online information services, both Federal and commercial citations are still being delivered to the end-user "en masse" as raw material. It was pointed out already in 1971 that much could be done with the retrieved results while they were still on the host computer. These, and related aspects, were discussed in some detail at the forum on Interactive Bibliographic Systems held at Gaithersburg, MD, October 4-5, 1971, under the chairmanship of Charles Meadow (cf. pp. 173-174):

- Indexes by author, subject, category, etc.
- Statistics by country, organization, etc.
- Cross-correlations of data elements
- Graphical display of results
- Text analysis
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Of these, the first is always used in books. Indexes are sorely needed in bibliographic online information retrieval. At LLNL, we use the capabilities of the integrated Technology Information System, and offer online, interactive commands by which the above options can be carried out by the user immediately after completion of a search. The technique has been adapted especially to DOE/RECON and will be extended to other databases and information systems as required and where permissible. The user can thus create, review online, and annotate his personal or programmatic bibliography and/or library system.

Text analysis, although not new, has some fascination because it permits us to recognize significant migration or cross-fertilization of new ideas in R&D work. Let us take for example the laser field. When one creates an authority list of all single and multiterm expressions derived from titles and abstracts, one arrives at a reasonably stable, slowly changing body of descriptive terms. Newly appearing terms can easily be set aside and used to mark citations for closer inspection. It is thus possible to find the citation where laser beams were first used to weld the retina in an eye. In other words, one can filter out those citations that somehow do not follow the common pattern of previous descriptive indexing or word usage. They contain either typographical errors or, potentially, literary pearls. Other examples quickly come to mind. The techniques for doing this type of analysis have been known since the time when inverted tables, or secondary indexes were introduced for machine-aided look-up of facts. They could be used in the 1980s as a new means of SDI service, signaling unusual and different publications.

I would like to show an additional example of higher intelligence recently extracted by Japanese technologists from a bibliography on nuclear criticality experiments published at LLNL last year. This publication was released in three volumes with accurate computer-generated concordances. It served as the basis for graphical extraction of higher intelligence, e.g.:

One of the complex pie charts shows the number of reports published from each organization. Another depicts the type of experiments carried out at the different facilities, and finally, cumulative totals of experiments with different fuel enrichments are shown as a function of time. Although these illustrations were probably carried out by manual inspection of the factual data contained in the bibliography, computer programs could be written to do the same routinely.
The extraction of higher intelligence from numeric/structured data files is common practice. Numbers lend themselves directly to statistical analysis and graphical display. General and specialized programs are offered commercially or are under development at universities and Federal organizations. But, what is needed is an adaptation of some of these powerful tools for general use in a self-guided manner. As mentioned earlier, in the field of standard retrieval of bibliographic information, we see a shift from the information specialist as an intermediary to the end-consumer. The analysis and graphical display programs, however, are more complex and will require in the 1980s information specialists well familiar with the manipulation of numerical data and mathematics. The direct creation of electronic visuals (35mm slides, viewgraphs, films, etc.) by computer is the newest exploding technology for the 1980s.

An excellent example of what can be done for technologists with advanced tools is given by the Integrated Programs for Aerospace-Vehicle Design (IPAD). Early stages of the software are in use at Boeing and several other aerospace firms. The system manages the total flow of information and data for engineering and manufacturing. The National Aeronautics and Space Administration (NASA) is making major strides by sponsoring this development.

Another example is found in color graphics programs. Beautiful illustrations of double-helical DNA molecules and those of the Tomato Bushy Stunt Virus have graced the front covers of professional journals. They indicate the pictorial power in store for us in years to come. At the present time, these programs are still specialized and not suitable for direct linking with databases. Illustrations are usually produced manually by one-at-a-time adaptations to recently measured parameters, or extractions from an existing database. What is needed here, too, is a user-oriented tool by which anyone with access to the CIS databases, for example, could search, retrieve, display, and zoom in on the molecular structures of interest to him. A number of these sophisticated tools are in the public domain and will hopefully become available in simplified form as well.

I would like to conclude this section with a remark about pattern recognition. This powerful fact retrieval technique has been used primarily with numeric data, but there is no reason why it could not be used with structured, coded data or even with text. The following examples may serve this purpose:

The San Diego Police Department received a grant in 1975 from the Law Enforcement Assistant Administration (ARJIS) to plan for a computerized data processing system that could serve all of San Diego County. One of the goals was the implementation of an automated crime analysis capability. The Lawrence Livermore National Laboratory was requested to assist ARJIS project personnel under auspices of the National Technology Transfer Program. The results were impressive. Pattern recognition with the LLNL-developed PATTER program could identify correctly those crimes where the success of investigation and conviction was highest. Such an approach can be used for similar multivariate problems that are difficult to solve by statistical or conventional means. In another case, the same pattern recognition program was applied successfully to the primary data describing elements on a wall chart. It predicted correctly the acidic, basic, and graduated amphoteric characteristics of the elements. Pattern recognition has particular importance for work of unusual complexity and offers powerful solutions to problems with limited manpower and budgets.
"The Intelligent Gateway Computer"

Local office networks are starting to be interconnected with computers, remote information centers, and other resources. The results are not always simple or elegant, but they work and are prompted by the availability of networks and satellites which are removing distance-dependent communication costs. These developments magnify the opportunities for expanding available information resources and computer power enormously. However, to circumvent dissimilarities among different resources and communication protocols, a coordinated approach is needed. Ideally, it should permit a group of users to interact with each other, and with the rest of the world, in a cost-effective and practical manner.

The trend toward this direction has been apparent for some time. Computer terminals developed gradually from mere keyboards to being imbued with microprocessor brains and memories. The communication capabilities of these intelligent terminals, however, are usually intended to connect only to one, or to a few, remote computers or resources. Terminals of this type are offered for $15K to $25K, where some would be considered to be in the class
of minicomputers. In most cases, the manufacturers provide capabilities that are upward compatible only within their line of hardware. This prompts each owner and user of such an intelligent terminal to "upgrade" with even greater investments in time and money without necessarily coming closer to a more flexible and automated solution.

Common communication gateway computers also provide only a partial solution. As a rule, they are not very intelligent. They connect and may exert some control and perhaps do some accounting, but they do not provide translation of incompatible protocols among electronic text processors; they do not permit users to determine their capabilities or allow extraction and saving of information and data from other sources.

What is needed is a stand-alone, intelligent gateway computer. It should contain a master index to the available resources, connect authorized users automatically, translate protocols and formats, permit the aggregation of reasonable amounts of extracted information and data, and offer a resident library of software tools by which these data can be post-processed, analyzed, and displayed.

An Intelligent Gateway Computer

At LLNL, we were confronted with a similar problem in 1975 when the U.S. Department of Transportation asked us to study the concept and implementation of a "Transaction Controller" that would permit their analysts to interact with some 26 different computer centers where the statistics of passenger and cargo traffic by ship, air, trains, and trucks are kept. Our work evolved into the design and implementation of the META-MACHINE user interface for the Technology Information System, described previously. Presently, we are generalizing our experience in this field with the concept of a stand-alone, portable system.

The "Intelligent Gateway Computers" would serve a group of users who could retain their old terminals since the intelligence can now be made to reside in a time-shared, interactive minicomputer. A possible configuration might be a PDP-VAX-750 machine, coupled with an IDM-500 back-end database machine, and a versatile communications front for automated dial-out, dial-in, and network access. Our development work at LLNL points toward this direction and uses the META-MACHINE as the extensible and flexible interface.
4. FACT RETRIEVAL IN THREE DIMENSIONS AS A FUNCTION OF TIME

This is probably the ultimate goal of information management. But, as with speech and books, the technology advances first to a state where it can faithfully store and duplicate the information. Management of information, and extraction of higher levels of intelligence, follows later on. Here, I would like to draw your attention to two unusual three-dimensional display methods, those of holography and stereo-vision. Both were recently reviewed by Dr. Donald L. Vickers who is leading the graphics group at the Lawrence Livermore National Laboratory. The technical details and illustrations are extracts of his presentation and should give you an immediate insight to the potential of this upcoming technology for your future work.

"Crystallographers, for example, are encumbered with more than their share of the age-old problem of trying to perceive three-dimensional information. Consequently, they are more painfully aware than most of the irony of living in a three-dimensional world while having to communicate with fewer than three dimensions. Even the computer, with its great speed and ability to solve problems based on data with many dimensions, usually ignores the potential of communicating with the user in at least three dimensions when it comes to graphically presenting the results. Three-dimensional, computer-stored information nearly always is transformed into two dimensions and then plotted on paper, film, or the face of a cathode ray tube (CRT). There are, however, several displays on which three-dimensional computer data actually appear three-dimensional and stereoscopic. Two such displays are the integral hologram and the head-mounted display."

"Integral Holography"

Integral holography is several steps beyond the holography most are familiar with. Many scientists have seen a standard transmission hologram and the three-dimensional image which it forms when illuminated with the monochromatic light of a laser. Many have also seen the cylinder hologram, a cylinder of processed holographic film which, when illuminated with a laser, recreates a three-dimensional image inside the cylinder. As the cylinder is rotated, the object inside also appears to rotate and, thus, one may view both the back and front of the holographic image. Now, try to imagine a cylinder hologram that produces a holographic image which not only rotates as the cylinder is rotated, but which also moves or deforms -- this is an integral hologram. (Refer to figures on the next page.)

But even more amazing than a time-varying holographic image is that the source of illumination for viewing is an ordinary incandescent light bulb and not a laser. An integral hologram is made from a single exposure as it is in an ordinary cylinder hologram, rather, it is made up of 2160 individual slit holograms which are integrated by the observer's eye to form what appears to be a single holographic image. The 2160 slit holograms are made from consecutive frames of a 1080-frame 35-mm black and white movie film by a process described in the following paragraph. The holographic film containing the slit holograms is taped to the outside of a plastic cylinder about 40 cm in diameter such that each slit hologram subtends 1/60 of arc on the cylinder. As the cylinder is rotated, successive slit holograms come into view, giving to the holographic image an illusion of motion much like that in the 35-mm movie from which the integral hologram was made. The 1080 frames correspond to a 45-second movie shown at a rate of 24 frames per second.

The slit holograms are 24 cm high and 0.7 cm wide on the 1.25-m-long holographic film. They are made by shining a 7-mW HeNe laser through one frame of the 35-mm movie at a time, passing the resultant beam through a large cylindrical lens, and combining it with a reference beam. The interference patterns thereby generated are captured on holographic film which is advanced about 0.5 mm between exposures, thus causing some overlap among adjacent slit holograms. In the "standard" grade integral hologram, the apparent resolution of the holographic image is improved by exposing each frame of the 35-mm movie twice. This is why the 1080 frames of the 35-mm movie result in 2160 slit holograms. A coarser-looking "proof" grade hologram can be made by advancing the holographic film 1 mm and exposing each 35-mm frame once.

Two factors combine to allow the use of white light rather than laser light for illumination of the hologram. First, a cylindrical lens instead of a diffusion screen is used in the exposing process. Second, the subject of the hologram is a two-dimensional piece of 35-mm film and does not require a laser to "unroll" the third dimension. In fact, if monochromatic light were used one would not see the white image but just a small hoop-shaped band of it and the band would move up and down showing different parts of the holographic image as one raised and lowered one's head. As it is, the holographic film acts as a diffraction grating for the illuminating white light so that the holographic image one sees contains the colors of the rainbow, ranging from red at the top to violet at the bottom. As one moves up and down while looking at the holographic image the rainbow of colors appears to shift. Two restrictions are imposed on the nature of the illuminating white light: the bulb must be unfrosted, and the filament must be as near as practical to a single vertical line.

To date, the Lawrence Livermore National Laboratory (LLNL) has produced five computer-generated movies of scientific interest from which integral holograms have been made. One shows a nonrotating disk which, as the
Viewing stand showing the Time-Resolved X-ray integral hologram. This two-meter-high stand is on continual display in the lobby of one of the main buildings at Lawrence Livermore National Laboratory. The X-ray hologram was shown at the NATO/AGARD meeting.

Integral hologram showing the calcite crystal structure displayed in a portable viewing stand. The stand, about 40 cm in diameter, uses an ordinary incandescent light bulb for illumination. This stand and hologram were displayed at the NATO/AGARD meeting.
cylinder is rotated, warps according to the phase change in the beam of one of our large lasers. Another shows a rotating sheet which "grows into a mountain," the shape and altitude of which indicate the density of X rays emitted from a laser-bombarded target. Two of the five holograms are of direct interest to crystallographers. The first shows a rotating tetraglycine molecule which, as it rotates, changes from a "ball-and-stick" to a "filled-space" model. The second represents a rotating calcite crystal showing first the unit cell, then adding a cleavage rhombohedron, and finally showing the free rotation of the oxygen atoms about the carbon atom within the carbonate group, as it actually occurs at extremely high temperatures. Refer to figures on preceding page.

The concepts of integral holography are not new. Both the ideas of making composite holograms and of making, from a collection of two-dimensional perspectives (movies), holograms which can be viewed with white light have previously been published. Also in the literature are articles about how to make full-color holograms. What is new is the working combination of these concepts and the commercial availability of the integral hologram such that any interested researcher may take advantage of it.

Applications of integral holography to the areas of advertising and publicity are obvious. The integral hologram is also potentially very useful to both scientific education and research. Imagine the benefit of showing students not just a rotating three-dimensional model of a molecule, but a rotating three-dimensional holographic model that also shows how molecules and atoms combine during a chemical reaction. Already integral holograms have been used with resounding success as visual aids for technical papers in the area of chemistry, crystallography, and computer science. When used as an aid to help the researcher better understand the structure of some molecule or crystal he is working with, the integral hologram is more accurate, more versatile, less expensive, and requires much less effort to create than most complicated ball-and-stick models.

Up to now the integral holograms we have dealt with have been limited to 360° views. (Actually the tetraglycine and calcite integral holograms may be considered to have 720° of view since the molecules rotate twice for every rotation of the holographic cylinder.) Researchers, using a process which requires a monochromromatic point source for illumination, made an experimental integral hologram on a piece of holographic film 70 mm wide and about 7 m long which they spiraled around a plastic cylinder and were thus able to view a much longer movie sequence. When the process of making an integral hologram from a movie becomes more automated, it should be possible to use source and take-up reels which move a full-length movie's worth of holographic film around a rotating plastic viewing cylinder.

Fact retrieval by means of integral holography for most of us may still be some time in the future. However, we recognize that these advanced capabilities are coming up and have to be linked with the data in a user-oriented environment. This is where the producers of data and information specialists come in. Currently, there is probably only one place in the world with the facility for making a white-light integral hologram.*

"Stereo Vision of Facts"

We just learned how computer-generated integral holograms permit us to view complex data as three-dimensional movies. But we remained passive observers of a virtual, tantalizing imagery. To remember these images, to explore the meaning of their valleys and peaks, we still would have to use our minds to visualize their implications from different points of view. Would it not be nice and informative to be able to walk into the data, being able to touch them, to "feel" their irregularities, and to smooth them by hand. We may have done some of it in an abstract sense mathematically, but must have envied the sculptor who can project the images of his inward eye into reality and mold it by hand.

The technology to do this in information management is available. It has been explored during the seventies. I am bringing it here to your attention because technical difficulties and costs that may have prevented its widespread application in earlier years have decreased with the advent of inexpensive, powerful microcomputers that feed on data from larger stores. Stereo-vision of facts is made possible by a head-mounted, three-dimensional viewer. It was first built by Dr. Ivan E. Sutherland at Harvard College.64

The display itself uses refreshed CRT technology, but, unlike most CRT displays, this one is worn on the head like a pair of spectacles. Pictures drawn by a computer on the two CRTs are presented to the person wearing the spectacles, the observer, as a virtual image which appears to be made of glowing wire and is superimposed on the observer's field of view in such a way that it seems to float in space. The viewer and a virtual map of the United States are shown on the next page.

The computer-generated, or "synthetic," objects can be programmed to remain stationary as the observer walks around, between, or even through them. They can also be made to change in size as the observer stands still or as he evokes a response by his body motion or controls. Both a wand and light-studded gloves have been used to reach out and interact with the synthetic objects, allowing an observer to touch, connect, deform, erase, and even to create them by "drawing" in space. The unique three-dimensional environment created by the head-mounted display comes from the smooth teamwork of many special pieces of hardware. Refer to Figures.

The headset which actually presents the synthetic object(s) to an observer has two 2-cm-diameter CRTs mounted where the temple pieces would be located in normal eyeglasses. A picture drawn on the left CRT, for instance, is reflected off a mirror, through a lens, onto a half-silvered prism, and from there into the observer's left eye. The prism allows the observer to see the real objects in the surrounding room plus the virtual images or synthetic objects drawn by the computer. Stereoscopic viewing is possible by sending different pictures to the right and left eyes. In order for the computer to make a synthetic object appear stationary as the observer moves about, the computer must monitor the position and orientation of the observer's head. This is done with a counterbalanced head-position sensor which consists of a 2-m-long telescoping tube attached through universal joints to both the head set and pivotal reference point on the ceiling. The cyclic chain of events from the reading of the head-position sensors to the drawing of the vectors on the CRTs, takes place at the rate of at least 20 times a second in order to avoid flicker or jerking on the CRT. Future improvements may well use nonmechanical sensors to establish the head position of the viewer. The interaction of different components is shown below.

---

* The Multiplex Company of San Francisco, which has applied for a patent on their process. You may wish to address your inquiries to them or to Don Vickers, LLNL Graphics Group, L-73, Lawrence Livermore National Laboratory, P.O. Box 808, Livermore, CA 94550, USA.
Observer wearing the head set and harness of the head-mounted display. The lower part of the head position sensor shaft and the encoders for the lower universal joint are visible at the top of the figure.

USA map photographed from different angles through a head set eyepiece. The map consists of 649 line segments and was programmed to appear about 1 m wide and 6.8 m high. Data for the map was supplied by the Evans & Sutherland Computer Corporation. Only one view is shown here.
The wand, the most frequently used device for interaction with the three-dimensional synthetic objects, is equipped with four buttons, a switch, and a potentiometer. These signaling devices allow the observer to "tell" the computer whether he is drawing, erasing, or extracting data. The computer tracks the position of the wand by monitoring the length of line attached to take-up reels on the ceiling. These three spring-loaded lines also serve to counterbalance the weight of the wand and the cord attached to it. (Again, wireless position sensors can readily be envisioned to provide mobility to the user.)

It was quickly evident that four buttons were insufficient to do all the things one might like to do with such a wand, so a wall chart divided into quadrants was designed to multiply the effect of the buttons. Each quadrant of the chart corresponds to a different mode of operation, and each mode redefines the meaning of the four buttons. Of course, only an observer wearing the head set could see the confirmation signaled by the computer to the viewer in the form of a virtual cross. Thus the wand allowed interaction not only with the synthetic objects, but also with any other objects in the room which were "known" to the computer.

Though the head-mounted display was built at Harvard College, it was taken to the University of Utah by Professor Sutherland just a week or two after its completion. At the University of Utah it served as a research tool for several graduate students. Currently, however, it is inoperable and, though interest persists, funds are lacking. (Clearly, the head-mounted display is a prototype. It is not as yet a resource available to present-day crystallographers or to scientists of other disciplines.

Nonetheless, the head-mounted display has been used with modest success for looking at three-dimensional mathematical functions such as a 3-4-5 Triangle and Figure for analyzing three-dimensional electrocardiogram data, and for simulating arterial structure (one was able to walk through simulated arteries). It has been used to "trace" three-dimensional objects, to design three-dimensional, mathematically-defined surfaces and to simulate what a blind person would "see" if an electrode array were implanted in his visual cortex. To our knowledge, it never has been used to look at molecular or crystallographic data.

It is not difficult to imagine a next-generation head-mounted display system which would show colored synthetic objects as solids rather than as outlined drawings. Such a display might be equipped with remote head-position sensing and with telemetered communication both from the wand and to the CRTs, leaving the observer completely free to move around with no wires or harnesses to worry about. Such a display might be connected to a computer which is processing x-ray diffraction data and could be used to look online at a crystal structure model as it emerges from that data. The wand could be used to single out certain atoms in the synthetic image, or to make the image shrink or grow, allowing the observer to walk around it or even inside it.

The qualities that make the head-mounted display different from any other three-dimensional graphical I/O device are its abilities: (1) to produce three-dimensional images which are constantly updated under computer control and which change their view as the observer walks naturally about, just as real objects do, and (2) to superimpose a three-dimensional synthetic object on real three-dimensional objects. The data control wand adds the power: (1) to interact with these three-dimensional objects using natural pointing motions rather than by turning knobs or pushing buttons, and (2) to interact with real objects in the surrounding room. And, in spite of being limited to "wire-frame" drawings, the synthetic objects look startlingly real! When this comes about, the finding of facts may be as simple as picking up a synthetic book from a shelf, checking its computer-based index, and reading its virtual pages with all the quickness of the human mind, and projecting their data into space for a personal look and inspection. Computer-aided fact retrieval will then have become an extension of our natural environment."
View of computer head-mounted, three-dimensional viewer, hand-held wand for data manipulation, and control board on wall.

Observer pointing with the wand at the wall chart. The head mounted display and wand allowed user interaction not only with the computer-drawn objects floating in space, but also with real objects such as the chart.
5. THE INTEGRATED "TECHNOLOGY INFORMATION SYSTEM" AT LLNL

Capabilities of the Technology Information System (TIS) provide nationwide bibliographic and numeric database management, interactive modeling, electronic communications, and distributed networking. These capabilities are self-guided and are used successfully by those not intimately familiar with computers. The description of TIS is given here as an example of an operational, intelligent gateway computer, expected to serve technologists throughout the 1980s.84,86

TIS is a new-generation, dedicated information machine. Programmatic information is kept on TIS. When additional information or numeric data are needed, TIS connects to other information centers, in an automated and controlled manner. Authorized users simply specify the target name of the desired resource.

In addition, since much of the daily work in R&D is being documented on electronic word processors, we established the capability of linking with several of these machines for transfer of information and data to and from TIS. Translation of formats to WANG, LEXITRON, and QYX word processors is carried out by TIS as required. Now that commercial hardware/software have started to appear on the market, we are planning their procurement to free our resources for other areas.

Analysis, synthesis, and post-processing of information and data are needed to speed up progress, increase productivity, and transfer technology. TIS gives this capability to each user. You, the user, can define and create your own data files, reports, graphics, and communications by activating self-guiding routines. Initially, the results of your work belong to you alone. It requires a permit command to share the data or displays with someone else, a group of co-workers, or to release them for general use.

The system is accessible from any telephone at 300 or 1200 bps, over the ARPA computer network, and soon also over the worldwide TELENET/TYMNET system. FTS and WATS lines are provided for cost-effective use of communications and convenience. Here, I wish to highlight the major capabilities in database management, modeling, and communications. I hope that some of our experience may be useful to you as you are planning your integrated information systems.

The Technology Information System has been supported by the DOE Office for Energy Systems Research (DOE/ESR). The TIS user community now includes, principally, the staff of the Transportation Systems Research program at LLNL, and that of the Seasonal Thermal Energy Storage program at Battelle, PNL, as well as the DOE/ESR staff. There are about 170 authorized users throughout the country. Electronic communications and the automated access to other information centers is available to all users. This capability is used extensively by the Interagency Information Exchange committee and the DOE Technical Information Center. We are beginning to prototype an Integrated Information Network.

"Database Management Capabilities"

Information is the total of textual and numeric data displayed in a meaningful manner. Most systems specialize in one or the other. Also, most database management systems require a computer programmer or analyst to define the schema of a new database and to load it. Then, when this is done, the database is turned over to the user for retrieval and updating. When special features are required, e.g., more complex reports or graphical output, the services of a programmer are again needed.

The Technology Information System (TIS) offers the traditional database management procedures, but, in addition, TIS has the capability of direct database management by its users without programmer intervention. This permits the use of TIS as an extension of the yellow note pad, or desk calculator. Thus we distinguish on TIS two categories of databases, public and private.

The information in these databases is displayed in a hierarchical manner and can be selected with simple specification of an "Option Number," not unlike what you find in some of the popular word processors. However, a database on TIS is a collection of programmatic resources: data files, models, and electronic communications are all different options of the same database and can be tailored to individual programmatic requirements. Six major databases are among those now under development. We name especially the database established by the Transportation Systems Research (TSR) program 87 for DOE/ESR, the STES database, and that which contains the installation and technical specifications of thousands of expensive pieces of optics for the SHIVA/NOVA laser fusion program at LLNL.88 An extract from the display of the TSR database follows:

![Diagram of the Technology Information System (TIS) and Integrated Information System (IIS)]
The public databases are intended for general use in support of a particular program. Their information content can be viewed, used, and extracted as required. Temporary changes to these data can be done for display or for ad-hoc exploratory calculations by any user. When such changes are made, they are annunciated in the input record documenting a report or model run. Permanent changes can only be initiated by the originators of the data with the help of the Database Administrator.

In the private database, we offer the additional capabilities of database creation. The Create command, starts a self-guided routine that permits you to establish a hierarchical index for information in your own database system. You can specify and name the data files, and are prompted to describe each data field, indicating whether it will be used for textual data, integer data, or floating-point data; you are then asked to name the units of measurement and select an acronym by which you may wish to refer to the data field in the future as an equally valid name for the corresponding Option Number.

When these self-guided definitions are completed, data can be entered key-to-disk, from menu-driven forms that flash on the cathode ray screen. These display formats can be activated by initiation of the self-guided makeform routines and can be called into action as needed by name. In several cases we have had good results with data input of this type cross-country by secretarial help. The data fields are explicitly called out on the screen. When text characters are inadvertently entered into a numeric data field, the terminal keyboard locks and signals the error for immediate correction before proceeding. The Update command is used to append, replace and replicate data. It provides help instructions for the searching of erroneous records which can then be corrected in a systematic manner. Magnetic tapes are used for input when larger volumes of data are involved. Data can also be transfered over telephone lines or over the ARPANET computer network. In the latter case, we can accept data at an effective transmission rate of 36,000 bps.
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The display and extraction of information or numeric data can be carried out in two ways. First, each public data file comes equipped with one or several preferred display formats, also referred to as reports. These can be activated by name and provide the option to specify Boolean logic for the selection of those records that satisfy numeric and/or textual criteria. Reports can be graphs or tables. You can choose those that fit your terminal. Second, you can create your own reports by initiation of the print or plot commands. These routines guide you to indicate the data file for which the report is intended, the data fields to be printed, summed, labeled, ordered, footnoted, etc. Plots can be seen in black and white on Hewlett-Packard 2648 terminals, or in color on HP 7221 X-Y color plotters. The latter can be used to make viewsgraphs directly. These display patterns can be combined with text for reports which are activated by name as an automated sequence of commands. A device-independent interface is being prepared for graphics display on terminals from other manufacturers. In the example below, which shows a scatterplot of the 6200 Eutectic salts, created on TIS from the magnetic print tape to the corresponding NBS publication, we discovered 7 salts where the percentages of constituent materials exceeded 100%. These errors were brought to the attention of NBS/OSRD. This clearly illustrates the power of database management for Information Analysis Centers.

When needed, numeric data can be extracted for later use. They are prepared through the print command and then saved in separate files which serve as direct input to models or as inclusions in electronic mail.
Every report, graph, and sequence of presentations can be used initially only by the creator. A positive permit command is required to share the information with someone else, a group of co-workers, or the user community as a whole. Both in the public and private databases, the user is shown the availability of only those data files, report formats, and display patterns to which he has access.

For those who like to venture into more complex work with data files and reporting, many powerful UNIX utility routines are available. All routines are documented online.

Help is available online for most programs. Commands with many parameter options give help during initiation by the user prior to execution. You may type “help” at each step to receive guidance for the next question to be answered. We offer also online tutorials. This is described later when the link command is discussed under TIS communications.

"Modeling"

The execution of simulation models for performance prediction of energy storage systems, or for technical and economic analysis, can be carried out interactively or in the batch mode, in three ways as shown below. We prefer the first mode, which permits separation of data files from the models with inherent advantages.

MODELING

Old method:
- Batch processing
- Few users
- Data and Program intertwined

New method:
- Interactive
- Many users
- Data and Program separated

- The model may reside on TIS, which controls its input and output.
- The model may reside in TIS, and be activated by TIS, but prompting is carried out under model control. This is usually the case for imported models.
- The model may reside on another computer elsewhere in the country, but is controlled by TIS with regard to input or output.

The first method is well represented by the group of models developed at LLNL for performance prediction of electric and hybrid vehicles, powered on various energy storage devices. Originally, these models were used in the batch mode and the code was intertwined with input data. Their use was difficult, limited by computer printouts, and best left to those familiar with their intricacies. To make them interactive, and to prepare them for use by others, the modelers prepared succinct statements that describe the purpose, assumptions, methodology, and limitations of each
The descriptions and the interactive script for each model were then placed in a small data file and were made part of the overall Transportation Systems Research database. They provide, in this manner, dynamic, up-to-date documentation. The potential user can familiarize himself with any aspect of the model background by selective reference to the appropriate Option Numbers, which describe the origin, purpose, techniques, limitations, and input data files. Where there is ready access to the model, he is prompted to select the required parameter category or to give his own values. When all answers have been received by TIS, the data are extracted from the individual data files and presented for viewing and confirmation. Ad hoc changes can be made at this time. They affect the run, but not the content of the public database. Following execution in real time, the results are presented in tabular form or as graphical output. We have also devised efficient interactive input methods which the user may wish to use for repeated execution of models.

The bulk of models can be voluminous and difficult to handle. As a remedy, we envision the extraction of significant calculated parameters from the resulting large output file for viewing and decision making on TIS. The bulk of the output file could be left at the remote host machine. TIS would maintain the index and the bookkeeping. Alternatively, as being planned for the "CCC" model, the output file could be transferred to the LBL computer under TIS control for post-processing on LBL machines and printing on their peripherals. The effective transfer of such large volumes of data requires high-speed communications with transmission rates of at least 9,600 bps.

The third type of modeling capability on TIS is equally powerful. Here the model is executed on a foreign host computer under TIS control. TIS connects an authorized user to the distant computer automatically and activates the named model. An example is the Electric Vehicle Model (ELEVEC) at Jet Propulsion Laboratory. Another example is the "CCC" Thermal Energy Storage Program. "CCC" was moved from LBL to the Solar Energy Research Institute (SERI) computer to become part of their solar energy model library. It requires a CDC-7600 and considerable time to execute. In this case, TIS is used to prepare the input file for "CCC" execution at SERI and the retention and analysis of results.

This technique provides very powerful capability for the execution of models at any site under TIS control. It also offers the possibility of preparing input from common data files, executing the models at different sites under TIS control, and comparison of calculated results on TIS to establish the relative accuracy of models. (Candidates for effective procedure are the national energy models, which can not readily be moved from their home base.) With this approach, the user can also avail himself of any improved version of the model when it becomes available. Significantly, the models do not have to be translated for use elsewhere or divorced from the creative work of their originators. We are looking forward to an opportunity of using TIS in this capacity.
Modeling requires programming. The major languages available on TIS today are:

- FORTRAN IV
- PASCAL
- MACRO II
- BASIC
- SNOBOL
- LISP
- RATFOR
- "C"
- MB
- DC
- AS
- RATFOR
- BASIC
- DC
- MB
- LISP
- APL
- FORTRAN IV
- PASCAL
- MACRO II
- BASIC
- SNOBOL
- LISP
- RATFOR
- "C"
- MB
- DC
- AS

Several powerful text editors are supported by the UNIX operating system and provide online editing capabilities for a variety of different terminals. Large programs, requiring extensive computer time, can be scheduled by TIS for compilation or execution at night. The results of calculations can be saved in a user-specified library of data files.

Several statistical and graphical analysis routines are available on TIS. We have established, especially in graphics, a number of powerful programs, some of which permit online input in a prompting manner. This pertains to the creation of bar charts, pie charts, and milestone charts for administrative purposes. The graphs can be prepared in color as hard copy or directly as viewgraphs. Once created and named, the resulting format file can be released for use by others elsewhere and printed near-instantaneously cross-country on compatible equipment.

"Communications"

Effective communications are essential for information transfer among co-workers in different time zones. TIS offers the following capabilities:

- **comment** - a self-prompting routine to send public messages to the TIS database administrator.
- **write** - a diascript between two users.
- **link** - provides tutorials for one or a group of users.
- **electronic mail** - serves the entire user community, inclusive of voting, and the joint preparation of reports.
- **interconnection with word processors** - permits the transmission of letters and reports via TIS.

Work on an integrated system like TIS invites comments and requests for improvement to the TIS administrator. The self-guided comment routine offers this capability. These suggestions can be viewed by all users of the system and offer an opportunity to see the requests made by others, and the corrective response by TIS management.

The write command is a diascript between two users logged in on TIS at the same time. The write command, followed by the name of the user you wish to reach, prints an alert message on the remote terminal. A similar confirmation from the other side is required to establish communication. Typing then takes the place of dialogue. A signal can be typed to indicate the end of a question or statement, inviting the response, and so forth. (If you should be doing serious work on an editor or in graphics, and do not wish to be interrupted, you can issue the message off command to silence any disturbance.)
The link command is used for tutorial purposes. By previous agreement, it permits any two users to work together. One user becomes the teacher and works in the student's account. A dropfile can be created for subsequent perusal of the joint transactions. This capability is being used by TIS staff for cross-country tutorials. They are especially effective when used with a voice phone, permitting the student to see and hear instructions simultaneously. Arrangements can be made for class tutorials.

Electronic mail (em) permits you to send and receive messages, to answer and forward mail, to issue group mailings, and to file correspondence in a mail filing system of your own. Some 26 different options are available to compose and edit messages and reports, correct spelling by reference to the online Webster's dictionary, send blind copies, and check whether an addressee may have already read your mail. Of course, you can delete all mail.

Interconnection with Text Processors. We established the capability to connect TIS with several word processors: WANG, LEXTRON, and QYX. Connections to the FOUR PHASE system and VYDEC are planned. When used in conjunction with electronic mail, any letter or report typed on a word processor can be made part of an electronic mail message and sent on its way to the destination ahead of any written confirmations. Incompatible control characters among some of the different word processor systems are translated by TIS as required.

"Distributed Networking"

This is a very powerful TIS capability. It permits connection and use of other information centers and computers in an automated and controlled manner. At the present time, we have provisions for access to 21 other centers, thus vastly multiplying the information content and capabilities of TIS. The Network Access Machine software (NAM) used on TIS for this gateway function stems from earlier work by the NBS Computer Institute for Science and Technology.

To establish a connection, the arrangements require only one contract with TIS. Individual users on TIS are then granted access as needed for the duration of their work. Audit files keep accurate records of all transactions for accounting purposes.
The significant aspect of this capability is that individual users of TIS need not learn the access protocols, passwords, or peculiarities of the foreign host computers. They simply select the information center by Option Number or by target name. TIS does the rest. The power of this gateway approach was recently demonstrated during the 7th international CODATA conference in Kyoto, Japan. With a simple command, "connect DARC," TIS established a computer communication from Kyoto, Japan, via TIS at LLNL, to the DARC system at the Institute of Topology at the University of Paris, France. For extended periods of time each day, interactive graphics of the sophisticated DARC system were demonstrated in Japan, in full duplex at 1200 baud, without any noticeable delay in transmission.

TIS is also capable of retaining the viewed or extracted information, derived from a foreign host, in the user's account for subsequent processing and use where legally permissible. A cogent example is our interconnection to the extensive DOE/RECON information system. All citations retrieved can be placed into a file, aggregated, and processed interactively online for the immediate creation of subject and author indexes, or for topical concordances and text analysis in general. Any bibliographic field element can be cross-correlated with any other. Where required, citations can be complemented with key-to-disk annotations about their relevancy and ranking. Requests for full-text copies can be issued automatically. Citations can be augmented with numeric or descriptive data derived from the reports. Publication statistics can be shown graphically, online, and enhance further the insight possible from the retrieved information. This opens new vistas for extraction of higher intelligence from descriptive text in science and technology.

We expect to have similar links soon with NASA/RECON and with the unclassified Defense Technical Information Center (DTIC). These files are in the public domain and could be used to establish comprehensive, well-indexed bibliographies, now carried out more laboriously. This capability is equally applicable to numeric data and offers the opportunity of data aggregation from different sources into one topical summary. Use of commercial systems in this manner requires careful study of legal aspects and contractual agreements. With regard to the transfer of technology, we are making good use of the following procedure which does not require transfer of the data or models to TIS, and retains full control in the hands of the originators: A computer account is opened for the TIS user community on the remote host computer where the resources are located. The owners of the data and models release, periodically, those versions which they are prepared to share with TIS.
CONCLUSION

I believe we can look forward to the 1980s with excitement. In the past, technology often lagged behind our information requirements. The reverse may soon be true. We probably find it difficult to imagine ourselves using a pocket-portable flat-screen CRT terminal, homed in on a satellite and capable of searching and reading—wherever we are—any of the 5.2 million retrospective MARC files of the Library of Congress now being installed on DIALOG, or conducting a molecular structure search on the 4-million-large Structure and Nomenclature Search System, soon to be offered by CAS and CIS. On the home front, the new 9-digit ZIP code of the U.S. Postal Service should be capable, by itself, of delivering mail to anyone in the United States directly by cross-correlation with computer-based address lists and/or social security numbers. Orwell’s 1984 is only three years off.

The “Network Nation” is more than the title of a recent book. It marks the beginning of a new decade in which intelligent factual information may become the scarce and costly resource. National and international organizations are trying to come to grips with this situation. CODATA’s emphasis is on data in science and technology. UNESCO recognizes basic requirements for factual data in developing countries. Regional information centers in the Far East and Africa are being planned that could transfer the know-how of the post-industrial countries to those anxious to learn, but foresighted enough not to repeat the mistakes of the past. There are also signs of concern, one of which is the abuse of information. We are learning that CIS is bringing online for worldwide access commercially nonconfidential data and production volumes of chemical manufacturing plants in the United States. We are also aware that some countries find it expedient and in their interest to model the economy of the United States with U.S. demographic and time-series data on U.S. computers.

In our democracy, free access to information is essential. We should not be remiss in using it ourselves, first!

May God grant us the wisdom to know how to proceed.
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