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The optimum methodology of estimating and tracking target location parameters (e.g., range and bearing) in a passive multisensor, multitarget environment is investigated. Results of this study show that the localization parameters are best obtained via a two-step procedure. First estimate the time delay vector using the optimum multisensor multitarget time delay processor. Next obtain the localization parameter estimates from the time delay vector measurements via geometric mappings between targets and sensors.
The optimum multisensor, multitarget time delay processor was studied in detail. The optimum processor was first derived assuming that the observed random waveforms (consist of coherent Gaussian broadband signal waveforms in additive incoherent Gaussian, broadband noise) can be considered as Stationary Parameter Long Observation Time Process. Here the observed waveforms can be reduced to a finite dimensional, complex Gaussian observation vector. A Maximum Likelihood multisensor, multitarget time delay processor is obtained by reducing and solving the resulting vector likelihood equation.

The performance of the optimum processor is analyzed in terms of the Cramer-Rao Lower Bound. Analytical closed form expressions are obtained for the two-targets, two-sensors, and one-target, M-sensors (for any M) cases. In addition, relation between time delay estimation and localization parameter estimation is explored. Comparison between optimum and suboptimum implementation is considered. A joint time delay and spectral estimation processor is presented. A method for improved time delay estimation using a post correlator matched filter approach is also investigated.

To account for the moving target environment, a variable multisensor, multitarget time delay processor is derived. The basic derivation is obtained by partitioning the observation interval into smaller subinterval. It was shown that the length of each partitioned time interval must satisfy certain constraint related to time delay doppler and signal bandwidth. The variable time delay is modeled by a finite order polynomial over the whole observation time interval. By estimating the time delay and delay rate at any given point in time, the corresponding localization parameters and the target motion parameters can be derived through a zero memory geometric transformation. This is the integrated approach to multitarget signal/data processing.
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<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>SONAR</td>
<td>Sound Navigation and Ranging</td>
</tr>
<tr>
<td>SPLIT</td>
<td>Stationary Parameter Long Observation Time</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time Difference of Arrival</td>
</tr>
</tbody>
</table>

w.r.t. with respect to
CHAPTER 1

INTRODUCTION

If you want to hear anything more from me, give and take reason ... Nothing is surer than reason ... nothing is falser than the senses. -- ADELARD OF BATH

We are concerned with the general problem of estimating the target location parameters and the subsequent tracking of these parameters based on a passive observation of target signal waveforms from multiple sensor arrays. The physical situations which motivate our discussions are those arising in underwater sonar (Sound Navigation and Ranging) signal processing. A target in our discussion represents simply an acoustic source of interest. A sensor array consists of one or more hydrophone elements. By localization we mean defining the target position vector (range and bearing) w.r.t. a known reference point; e.g., the acoustic phase center of an array. By tracking we mean defining the target position vector as a function of time. We are interested in the optimum passive localization and tracking algorithm (or processor) operating in a multiple sensor and multiple target environment. We
assume that each target emits a noise-like signal and that each sensor observes a noise-corrupted version of the signal waveform.

In all our discussion we emphasize the study on optimum signal processing from the passive rather than active mode. A major difference between passive and active signal processing is that in the passive case the signal processor designer has no direct control and knowledge of the actual received signal characteristics. Thus, many advanced design techniques which are based on the optimum design of signal waveforms (e.g., methods of pulse compression) used routinely in the active systems are not applicable. This lack of precise knowledge of the reference signal waveforms in the passive case results in a greater uncertainty in the estimated target parameters. Despite the fact that passive processing suffers a greater uncertainty in the resulting estimates, many situations do arise where passive processing is either the only choice or is the preferred approach.

Consider the case of locating the epicenter of an earthquake. Since we have no prior knowledge of the location and the time of occurrence of an earthquake, one must rely on the passive observation of the signal (pressure wave) as it arrives at each of the seismic stations. Now consider the problem of localization and tracking of underwater acoustic sources using sonar. If the objective of the processor is to detect, localize, and track an acoustic source with minimum counterdetection probability, then
passive processing is mandatory. Furthermore, in the absence of noise, the received waveforms contain the true target signature and this could be a valuable aid in target classification. Perhaps a situation which exemplifies this usage is the simple procedure used by a physician in diagnosing a patient's health by listening at various locations of the body using a passive receiver; i.e., a stethoscope.

A more detailed explanation about the subject matter of our study is given below. As shown in Figure 1-1, there are five major elements in our investigation.

1. Multitarget Environment: We assume in our study that there are $J$ targets present within the operating environment of our sensors. We are particularly interested in the case where $J > 1$; i.e., more than one target is present. However, because of the general formulation of the problem, the single target case (a subject of intense study in the literature) can be obtained by letting $J = 1$ in our general $J$ target solution.

We assume that each target emits a known signal spectrum for the purpose of our study. Of course, in reality, the target signal spectrum must be estimated through a priori knowledge or using on-line spectral estimation techniques.
Figure 1-1. Passive Multisensor, Multitarget Processing
The assumption of a multitarget environment is warranted and justified for the following reasons: (a) improved sensor sensitivity due to advanced new sensor technology greatly increases the operating range of a sonar system; thus by virtue of the expanded coverage, the existence of a multitarget environment is more likely than ever, and (b) since sonar operations typically occur near high density shipping environments, the presence of multiple targets is a rule rather than an exception. In addition, conventional optimum processor design based on a single target assumption suffers considerably when operating in a multitarget environment.

2. Multisensor Arrays. We assume that each sensor array consists of multiple sensing elements (hydrophone) whose received target waveforms are available for processing. We assume that location of each sensor array is known w.r.t. a well defined point of reference.

3. Optimum Estimation of Localization Parameters. We assume that targets are stationary and we investigate the optimum processor which yields the best estimate of each target's range and bearing from a known reference point. We explore in some detail the differences between a one-step (direct) localization parameter estimation approach and a two-step (indirect) time delay followed by localization
parameter approach. We also investigate various sub-optimum approaches and evaluate their relative performances compared to the optimum processor.

4. **Optimum Variable Localization Parameter Estimation and Tracking.** Here we assume that each target is moving with a well defined trajectory and we seek an optimum localization parameter estimation and tracking algorithm operating in a multisensor, multitarget environment.

5. **Weak Signal in Noise Environment.** We assume that improved sensor technology increases sensor sensitivity, resulting in an improved capability to respond to a target which has a weak signal level. Very often targets with very weak signal levels are the targets of interest. Since signal level attenuates inversely proportional to the square of range, long range targets are, therefore, usually weak signal level targets.

1.1 **BACKGROUND**

The reasons for using sensor arrays to localize and track targets of interest are twofold. First, it is to gain spatial diversity, whereby target signals are received simultaneously at different points in space; their spatial separations contain informa-
tion on target location parameters. Second, it is to improve the signal-to-noise ratio (SNR) via spatial coherent integration of sensor outputs. This process is known as array processing or beamforming. Subsequent to the array processing, the SNRs are further enhanced by time domain processing for the purpose of detection, classification, parameter estimations, and tracking.

The combined array and temporal signal enhancement process is known as space-time processing. It can be pointed out here that a fundamental factor which limits the space-time processing gain is given by the triplet BLT, where B is the signal bandwidth, L is the array effective length, and T is the duration of time domain integration. Note that the overall processing gain directly limits the performance bound on detection, classification, parameter estimation, and tracking.

Implicit in any range and bearing estimation is the estimation of time difference of arrival (TDOA), or simply time delays between sensor pairs. These time delays contain all the available information about the target parameters of interest. Thus the time delay is the basic unit of information from which all other parameters of interest are extracted.

The measurement of time delay is mechanized through a Generalized Cross Correlation (GCC) function. The GCC is derived as a Maximum Likelihood Estimator (MLE) operating between any two sensor
arrays. Detailed discussion on the subject of the GCC can be found in Knapp and Carter,1 Carter,2 Hahn and Tretter,3 and Hassab and Boucher.4

In the above literature, the GCC is optimized under a single target assumption (or more specifically, a single coherent noise source). In the presence of multiple targets, or multipath environment, there are multiple correlation peaks. The existence of multiple correlation peaks causes performance degradation to the existing measurement system. The extent of this degradation is a function of signal spectral characteristics, SNR, signal-to-interference ratio (SIR), and the relative time delay separation.

In a multisensor, multitarget environment the primary cause of performance degradation of the existing system is due to the mismatch between the signal processor design and the environment in which the signal processor must operate. Therefore, a logical approach to minimize the loss of performance is to examine the optimum structure of the signal processor under a multisensor, multitarget environment. Knowing the form of the optimum processor, one can then explore various options for a practical system realization.
1.2 TECHNICAL OBJECTIVES

The primary objectives of this study are to (1) derive the optimum time delay estimator under a multisensor, multitarget environment, (2) evaluate the appropriate performance bound, (3) investigate suboptimal processor realizations and methods of improved multitarget parameter resolution, (4) extend the optimum multisensor, multitarget time delay processor to include variable time delay estimation, and (5) examine the problem of optimum variable localization parameter estimation and tracking.

1.3 PREVIOUS WORK

Optimum signal processor design under a stationary multisensor, multitarget environment has been studied by a number of researchers, i.e., the work by Schweppe\textsuperscript{5} on sensor array data processing for multiple signal source, Schultheiss\textsuperscript{6} on passive sonar detection in the presence of interference, and Anderson and Rudnick\textsuperscript{7} on rejection of coherent signal arrival. In addition, there are the works by Capon,\textsuperscript{8} Steinberg,\textsuperscript{9} Cox,\textsuperscript{10} McGarty,\textsuperscript{11} Rockmore and Bershad,\textsuperscript{12} and Owsley and Swope\textsuperscript{13}. With the possible exception of the work by Schweppe and Owsley-Swope, the primary efforts of these studies were on determining the effect of interference on the existing (single target) processor. Using a Least
Mean Square approach, Schweppe derived a decoupled beamformer. However, his formulation ignored the effect of dependence of the covariance matrix on the unknown parameter. On the other hand, Owsley and Swope derived a single frequency multichannel focused beamformer using a Weighted Least Square approach. However, Owsley and Swope's formulation did not include the bias correction term.

Optimum signal processor design under a non-stationary multi-sensor, multitarget environment has not been seen in the open literature. However, a few papers have been published in this area for a single target case. For example, Knapp and Carter\textsuperscript{14} studied the optimum GCC in the presence of source motion. Schultheiss and Weinstein\textsuperscript{15} calculated the lower bounds on the localization error. Chan, Riley and Plant\textsuperscript{16} investigated estimation of non-stationary delay by modeling the time delay as a finite impulse response (FIR) process. Finally, Friedlander\textsuperscript{17} studied the joint time delay and signal spectrum estimation using an Auto-Regressive Moving Average (ARMA) model.

The study of passive estimation and tracking of variable target parameters has received considerable interest in the literature. Most of the early studies have been concentrated on single target and single sensor array. However, the extension to multi-target, multisensor environments has received increasingly more attention. The complexity of this problem increases rapidly as the
number of targets and sensors increases. There are two notably
different approaches in attacking this problem. The first approach
starts from the target dynamic tracking filter (or data processor)
and attempts to model the measurement processes. One approach
which has received considerable attention recently is the Joint
Probability Data Association Filter (JPDAF) discussed by
Bar-Shalom, Bar-Shalom and Tze, and Fortmann, Bar-Shalom, and
Scheffe. Here the measurements were assumed to have a proba-
bilistic model. An underlying assumption for this approach is that
the signal process which produces the measurements cannot be modi-
fied to account for the multitarget problem. Therefore, one must
rely on modeling the measurement process. In fact, using a linear
superposition assumption, Ng and Bar-Shalom presented a model of
unresolved measurement for multitarget tracking. However, the
inability to change the signal process is a major limitation in
obtaining an overall satisfactory solution. This is true because
an optimum solution requires the implementation of an optimum sig-
nal processor.

The second approach, on the other hand, starts the investiga-
tion from the signal processor. Here one finds that the signal
processing gain increases in proportion to time. However, by
increasing the processing time one can no longer assume a
Stationary Parameter Long Observation Time (SPLOT) process, which
is the basic assumption used in many existing signal processor
designs. Typically, one finds that under a moving target assumption, a signal processor must estimate both the static and dynamic parameters. Failure to compensate for the parameter dynamic will result in a substantial loss in coherent integration. Consequently, it negates the very purpose of long integration time. Studies in these areas are notably pursued by Carter and Abraham, Schulteiss and Weinstein, and Moura and Baggeroer.

1.4 TECHNICAL APPROACH AND ORGANIZATION

This study provides a fundamental examination of the optimum signal processor design for time delay estimation under the assumption of a multisensor, multitarget environment. Using an MLE procedure, an optimum multisensor, multitarget time delay estimator is derived. The resulting signal processor is reduced to its simplest form for system realization. In addition, this study derives the appropriate performance bound for the resulting estimator. Comparisons between optimum and suboptimum realizations are also discussed. The optimum multisensor, multitarget time delay estimator is then refined to include the moving target environment. Finally, the variable time delay estimator is applied to the problem of variable localization parameter estimation and tracking.
The organization of this report is as follows: Chapter 2 discusses and formulates the multisensor, multitarget time delay estimation problem. Chapter 3 derives the optimum time delay estimator and an appropriate performance bound. In addition, the extension of time delay estimation to localization parameter estimation and power spectral estimation is considered. Chapter 4 provides some discussion on suboptimum processor realization. Chapter 5 discusses alternate approaches for improved multitarget parameter resolution. Chapter 6 extends the optimum time delay processor to include variable time delays. Chapter 7 examines the problem of optimum variable localization parameter estimation and tracking. Finally, Chapter 8 presents the summary, conclusions, and recommendations of the study.

1.5 STATEMENTS OF CONTRIBUTION AND SUMMARY

Under the assumption of a SPLOT process, the optimum multisensor, multitarget time delay processor was derived from a Maximum Likelihood (ML) viewpoint. The resulting processor was obtained by reducing the vector likelihood equation via straightforward, but somewhat tedious, manipulations to the simplest form. The optimum multisensor, multitarget processor provided the basis for the
subsequent detailed studies on time delay vector estimation, localization parameter estimation, power spectral estimation, suboptimum processor realization, and post GCC multitarget parameter estimation.

However, under a target or source motion environment, the SPLIT assumption is no longer valid. Thus the optimum processors derived for the stationary parameter case need to be refined to account for the target motion. The approach we have taken was to segment the observation interval into smaller subintervals. It was shown that if the signal time bandwidth product satisfies a certain criterion, one can again represent a time-compressed (or expanded) waveform in terms of Fourier coefficients. Consequently, under the approach just described, a variable time delay processor can be derived from an ML viewpoint. The variable time delay processor was then used to estimate variable localization parameters and target motion parameters. We also discussed a sequential fixed interval time delay tracking processor which was proposed to be used in target state tracking. Major findings of this study are summarized below.

1. The optimum multisensor, multitarget time delay estimator is a highly coupled, multi-channel signal processor. The estimator's performance in terms of the Cramer-Rao Lower
Bound (CRLB) was evaluated for the following cases: one target and two sensors, two targets and two sensors, and one target and M sensors. For the one-target, two-sensor case, the optimum multisensor, multitarget processor reduces to the GCC studied by Knapp and Carter.\textsuperscript{1} For the two-sensor, two-target case, the resulting processor was studied in detail. A closed-form analytical expression for the two-dimensional matrix CRLB was obtained. To the best of our knowledge, this result is original and did not appear in the open literature. The result of the study shows that the optimum processor provides a significant improvement over a conventional GCC processor. For the one-target, M-sensor case, the matrix CRLB for the time delay vector estimate was obtained. It is also believed that this result is original and does not appear elsewhere.

The results of this study indicate that for an M sensor array, the M - 1 inter-sensor time delays can be obtained from M - 1 correlations. This is a significant reduction from Hahn's approach,\textsuperscript{25} where a total of M(M - 1)½ correlations are required. Additionally, the results show that the variance of the time delay estimate between any two sensors decreases with M, the total number of sensors.
2. The localization parameter estimation was examined in detail using a one-target, three-sensor array as an example from two perspectives: (a) a one-step focused beamformer approach where a direct range and bearing estimate is sought, and (b) a two-step time delay to range and bearing approach where time delay estimates are first sought and range and bearing estimates are obtained via a geometric mapping. The study indicates that both approaches yield an identical performance bound. However, for practical implementation considerations, the two-step approach is generally preferred because of the symmetrical property of the GCC function in the time delay variable. Furthermore, the localization performance based on the optimum (ML) time delay processor was compared to the conventional approach, where the latter approach used two GCCs in parallel, one for each time delay. The result of this study shows that the optimum processor yields a one-sigma localization error ellipse, which is approximately one-half smaller than the conventional approach. This improvement comes directly from a better bearing estimation. The range variance is identical between the optimum and the conventional approach.
3. A major assumption used in the derivation of the optimum multisensor, multitarget time delay processor was the known target and noise spectra. To relax this constraint, a joint time delay and spectral estimator was derived. The result of this study shows that the time delay estimate and the spectral estimate are uncorrelated. This implies that for the unknown target spectrum case, a joint time delay and spectral estimator can be implemented. The spectral estimation process does not degrade the performance of the time delay estimate. Furthermore, it was found that while the variance of the time delay estimate decreases as an inverse function of the observation time, the variance of the spectral estimate decreases as an inverse square function of the observation time.

4. The optimum multisensor, multitarget time delay processor is an order of magnitude more complex than the conventional GCC processor. Therefore, for a practical implementation, a suboptimum realization should be considered. One suboptimum procedure is to assume a low target signal-to-background noise environment. It was found that the resulting processor is significantly simplified. From the multitarget viewpoint, the conventional GCC processor can be considered as a suboptimum processor. The performance of the GCC processor is compared to the optimum processor as a function of time delay separation.
5. Because of its simplicity, the conventional GCC processor is implemented in many existing sonar systems. On the other hand, the application of the optimum multisensor, multitarget processor requires a major modification of the conventional GCC approach. Therefore, an alternate approach is to provide additional multitarget processing at the GCC output. For this purpose, a post GCC multitarget estimator (or more appropriately the matched estimator) was investigated. In essence, the matched estimator determines the best estimate of the unknown parameter vector from a reference function which matches the observed noisy GCC output under a Least Mean Square (LMS) criterion. The matched estimator was simulated. The simulation results were compared to the theoretical predictions as well as to the optimum processor. The results of this study indicate that the matched estimator provides comparable performance with the optimum processor.

6. The optimum multisensor, multitarget processor which we have derived, studied, and discussed thus far was based on the assumption of a SPLOT process. This assumption is difficult to satisfy for a more general moving target environment. Therefore, we further refined our study to account for the effects of target motion.
The approach we have taken was to model the time delay motion by a finite order polynomial in time and partition the observation interval into N equal subintervals. It was shown that in order for the time-compressed waveform to be Fourier-representable, N must satisfy a certain constraint. When this assumption is valid, one can again express the multisensor, multitarget, multi-interval observations in terms of a multidimensional Fourier coefficient vector. The result of using an MLE approach yielded the multisensor, multitarget variable time delay processor. This processor provided an estimate of the time delay and its higher order derivatives at any time within the observation interval. It was shown that for time delay estimate, the minimum variance always occurs at the mid-point of the observation interval.

7. The time delay processors we have discussed thus far are batch processor; i.e., one must wait until the end of a T-second observation before one starts any computations. In many applications, this T-second solution delay is not acceptable. Therefore, we have investigated and proposed a sequential fixed-interval time delay processor. This processor obtains its current estimate by utilizing the most current subinterval observation and the prior estimates. We obtained an expression for the covariance calculation.
We next addressed the problem of variable localization parameter estimation and tracking. Our approach was similar to the stationary parameter case. We first estimated the time delay trajectory using the variable time delay processor. Localization parameters were then obtained via a geometric mapping from the time delay estimate. For target state estimation where we are interested in both the target position and velocity components, the mapping function utilized both time delay and time delay rate estimates.
2.1 INTRODUCTION

In this chapter we discuss the mathematical description of the sensor observations and formulate the general multisensor, multi-target time delay estimation problem. The optimum signal processor is sought via an MLE procedure. In general, we assume the target-sensor environment consists of $M$ sensors and $J$ targets (or $J$ arrival paths). Target waveforms are assumed mutually uncorrelated. As an introduction to the general multitarget, multisensor problem formulation, we first consider the basic description of observables for a single target case.

2.2 DESCRIPTION OF OBSERVABLES

Let $M$ sensor arrays be distributed arbitrarily in space. These $M$ sensor arrays then produce $M$ continuous waveforms which represent the $M$ spatial samples of a random field generated by the target signal in additive ambient noise. Let the $M$ waveforms be observed for a duration of $T$ seconds and let the received waveforms be written as:
\[ y(t, \mathbf{Z}_i) = a_i s_i(t) + n_i(t); \quad i = 1, 2, \ldots, M \quad (2.2-1) \]

where \(a_i\), \(s_i(t)\), and \(n_i(t)\) are the signal attenuation factor, signal waveform, and the noise waveform, respectively, for the \(i\)th sensor. We note that the observed waveform \(y(t, \mathbf{Z}_i)\) is a random function of space and time, and \(\mathbf{Z}_i\) is the location vector of the \(i\)th sensor with respect to a known reference point. See Figure 2-1.

Figure 2-1. Description of Passive Sensor Observation
To simplify the analysis, the following assumptions have been made:

1. **Pure Time Delay Channel** - The signal waveforms received at each sensor are identical except for a pure time delay. Thus, the signal waveform (for the single target case) of the \( i \)th sensor can be written as \( s_i(t) = s(t + D_i) \), where \( D_i \) is the propagation delay from the signal source to the \( i \)th sensor. Therefore, Equation (2.2-1) can be rewritten as:

\[
y(t, \mathbf{x}_i) = a_i s(t + D_i) + n_i(t); \quad i = 1, 2, \ldots, M \quad (2.2-2)
\]

From Figure 2-2, we see that the propagation time delay is given by the relation

\[
D_i = \frac{|\mathbf{r} - \mathbf{x}_i|}{c} \quad (2.2-3)
\]

where

- \( \mathbf{r} \) = position vector of the signal source
- \( \mathbf{x}_i \) = location vector of the \( i \)th sensor
- \( c \) = propagation speed of the medium.

2. Noise at each sensor is assumed additive with known spatial and temporal correlation function.
3. The observation time $T$ is much longer than the travel time of the wavefront across the sensor array.

4. Both the signal process and the noise process are mutually uncorrelated, zero mean, Gaussian, stationary in time, homogeneous in space (Yaglom\textsuperscript{26}), and have a known band-limited power spectrum.

We note that the set of observations $y(t, l_i); i = 1, 2, \ldots, M; t \in [0, T]$ contains a complete description of the observables. However, it has infinite dimensions and is analytically intractable. Therefore, we wish to represent the time-limited observation of the waveform by a finite set of discrete random variables. Because of
the time delays in the signal waveform, a convenient approach is to represent the observation in terms of a Fourier series expansion as discussed by MacDonald and Schultheiss, Knapp and Carter, and Rockmore. The resulting coefficients are almost uncorrelated for a large bandwidth time product as demonstrated by Hodgkiss and Nolte. Therefore, Equation (2.2-2) can be represented by a Fourier coefficient vector as:

\[
\alpha_k = \beta_k v_k + n_k ; \quad k = \pm 1, \pm 2, \ldots
\] (2.2-4)

where

\[
\alpha_k = (\alpha_{1k} \alpha_{2k} \ldots \alpha_{MK})^T
\] (2.2-5a)

\[
v_k = \left( a_1 e^{j\omega_k D_1} a_2 e^{j\omega_k D_2} \ldots a_M e^{j\omega_k D_M} \right)^T
\] (2.2-5b)

\[
\eta_k = (\eta_{1k} \eta_{2k} \ldots \eta_{MK})^T
\] (2.2-5c)

are the vectors of observation, signal steering, and additive noise, respectively, for all sensor outputs at frequency \( \omega_k = (2\pi k) T \).

Furthermore, the variables \( \alpha_{ik} \), \( \beta_k \) and \( \eta_{ik} \) are defined as follows:

\[
\alpha_{ik} = \frac{1}{T} \int_0^T y(t, \frac{\omega_k}{T}) e^{-j\omega_k t} dt
\] (2.2-6a)
\[ g_k = \frac{1}{T} \int_0^T s(t) e^{-j\omega_k t} \, dt \]  
\[ (2.2-6b) \]

\[ n_{ik} = \frac{1}{T} \int_0^T n_i(t) e^{-j\omega_k t} \, dt . \]  
\[ (2.2-6c) \]

Note that for real signal and noise waveforms, the Fourier coefficients are conjugate symmetric; i.e., \( c_{i,-k} = c_{i,k}^* \). Thus, for a band-limited process one only needs to consider frequency components \( k = 1, 2, \ldots, B \), where \( B \) is the highest cut-off frequency of either the signal or the noise spectrum. For a low pass power spectrum, \( B \) can be identified as the one-sided bandwidth.

Since both the signal and noise are zero mean Gaussian processes, it is easily established that \( \alpha_k \) is a zero mean Gaussian random vector with covariance matrix:

\[ R_k = E(\alpha_k \alpha_k^*) \]

\[ = S_k V_k V_k^* + N_k Q_k \]  
\[ (2.2-7a) \]
where $\mathbf{a}_k^*$ is the complex conjugate transpose of $\mathbf{a}_k$; $S_k$ and $N_k$ are the discrete signal and noise power spectral density, respectively, at frequency $\omega_k$; and $Q_k$ is the normalized spatial covariance matrix of the noise vector such that

$$\text{tr}(Q_k) = M$$  \hspace{1cm} (2.2-7b)

where $\text{tr}(\cdot)$ defines the trace of a matrix.

Now writing

$$\mathbf{a} = (\mathbf{a}_1^T \mathbf{a}_2^T \ldots \mathbf{a}_B^T)^T$$

as an MB dimensional complex column observation vector, we obtain the first and the second order moments of $\mathbf{a}$ as:

$$E(\mathbf{a}) = 0$$  \hspace{1cm} (2.2-8a)

$$E(\mathbf{a} \mathbf{a}^*) = \text{diag}(R_k)$$  \hspace{1cm} (2.2-8b)

which is a block diagonal since for a large bandwidth-time product,

$$E(\mathbf{a}_k \mathbf{a}_k^*) = 0 \quad \text{for } k \neq \ell .$$
Now let

\[ D = (D_1 \, D_2 \, \ldots \, D_M)^T \]

be the propagation delay vector, then the probability density function (pdf) of \( a_k \) conditioned on \( D \) is complex Gaussian (Appendix A) given by

\[
p(a_k | D) = \pi^{-M} |R_k|^{-1} \exp\{-a_k^* R_k^{-1} a_k\}
\]  

(2.2-9)

and since \( a_k \) and \( a_l \) are uncorrelated for \( k \neq l \), they are also independent. Hence, one can write

\[
p(a | D) = p(a_1, a_2, \ldots, a_B | D)
\]

\[
= \prod_{k=1}^{B} p(a_k | D)
\]

\[
= \pi^{-MB} \prod_{k=1}^{B} |R_k|^{-1} \exp\{-a_k^* R_k^{-1} a_k\}
\]

(2.2-10)

as the pdf of the complete observation vector \( a \) conditioned on the propagation time delay vector \( D \). Thus Equation (2.2-10) provides a complete statistical description of the observation conditioned on the unknown time delay vector.
2.3 STATEMENT OF THE PROBLEM

In this section we formulate the general multisensor, multi-target time delay estimation problem in terms of the observation vector described in the previous section. We consider the problem of optimum time delay estimation from \( M \) sensor arrays in the presence of \( J \) possible targets. The final objective of sensor array time delay estimation is to provide optimum estimates of target localization parameters (i.e., range and bearing). We assume that interarray separation is large compared to the size of each sensor array. Such an arrangement is normally found in large aperture surveillance systems. See, for example, the large seismic array described by Capon. \(^{30} \)

A recent study by Carter\(^2\) has shown that for passive localization of an acoustic source, the variance of the bearing error is inversely proportional to the square of the base length while the variance of the range error is proportional to the fourth-power of the ratio of the true range to the base length. Thus, a long base length is desirable in reducing the variance of the estimates.

Let the \( M \) sensor array outputs from \( J \) acoustic sources be written as:

\[
y(t, z_i) = \sum_{j=1}^{J} a_{ij} s_j(t + D_{ij}) + n_i(t); \quad t \in [0, T] \quad (2.3-1)
\]
where \( i = 1, 2, \ldots, M \); \( a_{ij} \) is the signal attenuation factor for the \( j \)th target to the \( i \)th sensor; \( D_{ij} \) is the propagation time delay from target \( j \) to sensor \( i \); and \( s_j(t) \) and \( n_i(t) \) are the band-limited signal and noise processes with the usual assumptions of zero mean, Gaussian, time stationary, and spatially homogeneous. Fourier expansion of Equation (2.3-1) yields the finite dimensional frequency domain representation as:

\[
\alpha_k = W_k B_k + n_k; \quad k = 1, 2, \ldots, B
\]  \hfill (2.3-2a)

where

\[
\alpha_k = (\alpha_{1k} \alpha_{2k} \ldots \alpha_{Mk})^T
\]  \hfill (2.3-2b)

\[
B_k = (B_{k1} B_{k2} \ldots B_{kJ})^T
\]  \hfill (2.3-2c)

\[
n_k = (n_{1k} n_{2k} \ldots n_{Mk})^T
\]  \hfill (2.3-2d)

and

\[
W_k = (a_{ij} e^{j\omega_k D_{ij}}); \quad i = 1, 2, \ldots, M
\]  \hfill (2.3-2e)

\[
j = 1, 2, \ldots, J
\]

is a \( M \times J \) complex "propagation delay" matrix, where \( M \) is the number of sensors, \( J \) is the number of targets, and \( \omega_k = (2\pi k)^{1/2} \) is the discrete frequency. Similar to the development in the last section, the observation vector \( \alpha_k \) is Gaussian with the following statistics:
\[ E(\alpha_k) = 0 \quad (2.3-3a) \]

\[ E(\alpha_k \alpha_k^*) = \begin{cases} 
0; & \text{if } k \neq \ell \\
R_k; & \text{if } k = \ell 
\end{cases} \quad (2.3-3b) \]

where

\[ R_k = W_k S_k W_k^* + N_k Q_k \quad (2.3-3c) \]

and

\[ S_k = E(\beta_k \beta_k^*) \quad (2.3-3d) \]

For uncorrelated sources, we have

\[ S_k = \text{diag}\{S_{k1}, S_{k2}, \ldots, S_{kJ}\} \quad (2.3-3e) \]

as a \( J \times J \) diagonal matrix with element \( S_{kj} \) as the signal power at frequency \( \omega_k \) of target \( j \). Thus, the pdf of \( \alpha_k \) conditioned on the time delay matrix defined by

\[ D = \{D_{ij}\}; \quad i = 1, 2, \ldots, M \]
\[ j = 1, 2, \ldots, J \quad (2.3-3f) \]
is

\[ p(a_k | D) = \pi^{-M} |R_k|^{-1} \exp\{-a_k^* R_k^{-1} a_k\}. \]  \hspace{1cm} (2.3-4)

Finally, writing

\[ a = (a_1^T \ a_2^T \ \cdots \ a_B^T)^T, \]  \hspace{1cm} (2.3-5a)

then the pdf of \( a \), the complete observation vector, conditioned on \( D \), the multisensor, multitarget time delay matrix, can be written as

\[
p(a | D) = \prod_{k=1}^{B} p(a_k | D)
\]

\[ = \pi^{-MB} \prod_{k=1}^{B} |R_k|^{-1} \exp\{-a_k^* R_k^{-1} a_k\}. \]  \hspace{1cm} (2.3-5b)

Equation (2.3-5b) constitutes the basis for the derivation of the multisensor, multitarget optimum time delay processor. An MLE is obtained by maximizing the conditional pdf with respect to each element of the propagation time delay matrix. Thus, symbolically one can write

\[ \hat{D}_{ML} = \text{Max Arg } p(a | D). \]  \hspace{1cm} (2.3-6)
CHAPTER 3
OPTIMUM MULTITARGET PARAMETER ESTIMATION

It is demonstrable, that things cannot be otherwise than as they are, as all things have been created for some end, they must necessarily have been created for the best end. -- VOLTAIRE

3.1 INTRODUCTION

In principle the optimum estimate of the time delay matrix $D$ is obtained by solving Equation (2.3-6) numerically. In general, a direct implementation of Equation (2.3-6) results in a very complex processor. However, without loss of performance, Equation (2.3-6) can be reduced to its simplest form by mathematical manipulations. The resulting processor is usually realizable.

In this chapter we investigate the fine structure of the optimum multitarget time delay signal processor. Since time delays are modeled as unknown constants, we seek an optimum estimator via an MLE approach. We provide a performance bound for the resulting estimator. We study in detail the two-sensor, two-target case. For the three-sensor, one-target case we establish the relationship between optimum localization parameter estimation and optimum time delay estimation. Finally, we investigate the structure of the optimum power spectral estimator when the target signal power spectrum is not known a priori.
3.2 THE LIKELIHOOD EQUATION

It was shown in Chapter 2, Equation (2.3-5b), that the pdf of the sensor observation vector \( \alpha \) conditioned on the time delay matrix \( D \) is given by

\[
p(\alpha | D) = \prod_{k=1}^{B} p(\alpha_k | D) \tag{3.2-la}
\]

where

\[
p(\alpha_k | D) = \pi^{-M} |R_k|^{-1} \exp\{-\alpha_k^T R_k^{-1} \alpha_k\}. \tag{3.2-lb}
\]

The \( ij \) element of the time delay matrix \( D \) is given by (see Equation (2.3-3f))

\[
D_{ij} = \frac{|r_j - \bar{x}_i|}{c}; \quad i = 1, 2, \ldots, M \quad j = 1, 2, \ldots, J \tag{3.2-2}
\]

where \( r_j \) and \( \bar{x}_i \) denote the vector locations of target \( j \) and sensor \( i \), respectively. The log-likelihood function of Equation (3.2-la) is defined by

\[
\Lambda(D) = \sum_{k=1}^{B} \log p(\alpha_k | D)
\]

\[= -MB \log(\pi) - \sum_{k=1}^{B} \Lambda_k(D) \tag{3.2-3a}
\]
where

$$A_k(D) = \log |R_k| + a_k^* R_k^{-1} a_k$$  \hspace{1cm} (3.2-3b)$$

and $R_k$ is the covariance matrix of the zero mean complex Gaussian vector $a_k$ given by (see Equation (2.3-3c))

$$R_k = W_k S_k W_k^* + N_k Q_k$$  \hspace{1cm} (3.2-3c)$$

where for the uncorrelated source case,

$$S_k = \text{diag}\{S_{k1}, S_{k2}, \ldots, S_{kJ}\}$$  \hspace{1cm} (3.2-3d)$$

is a $J \times J$ diagonal signal power density matrix whose $j$th diagonal entry denotes the discrete signal power density of target $j$ at frequency $\omega_k$. $N_k$ is the discrete noise power density, and $Q_k$ is the normalized covariance matrix. Finally, the $ij$ element of the $M \times J$ "propagation delay matrix", $W_k$, is defined by

$$W_k = \begin{pmatrix} a_{ij} e^{j \omega_k D_{ij}} \end{pmatrix}; \hspace{0.5cm} i = 1, 2, \ldots, M \hspace{1cm} j = 1, 2, \ldots, J$$  \hspace{1cm} (3.2-3e)$$

where $a_{ij}$ denotes the signal attenuation factor from target $j$ to sensor $i$. Now writing

$$W_k = (\tilde{V}_{k1} \tilde{V}_{k2} \ldots \tilde{V}_{kJ})$$  \hspace{1cm} (3.2-4a)$$
where

\[ \tilde{v}_{kj} = \left( a_{1j} e^{j\omega_k D_{1j}} a_{2j} e^{j\omega_k D_{2j}} \ldots a_{Mj} e^{j\omega_k D_{Mj}} \right)^T \]  \hspace{1cm} (3.2-4b)

is the attenuated signal steering vector of target \( j \) at frequency \( \omega_k \). Using the fact that \( S_k \) is a diagonal matrix for uncorrelated sources, we have the obvious identity:

\[ W_k S_k W_k^* = \sum_{j=1}^{J} S_{kj} \tilde{v}_{kj} \tilde{v}_{kj}^* \]

\[ = \sum_{j=1}^{J} S_{kj} P_{kj} \]  \hspace{1cm} (3.2-4c)

where \( P_{kj} \) is defined by

\[ p_{kj} = \tilde{v}_{kj} \tilde{v}_{kj}^* \]

\[ = \tilde{v}_{kj} \tilde{v}_{kj}^* . \]

Note that we have chosen to let

\[ \tilde{v}_{kj} = e^{j\omega_k D_{1j}} v_{kj} \]  \hspace{1cm} (3.2-4d)

or equivalently (to reference all time delays to the first sensor), one can write

\[ v_{kj} = \left( a_{1j} a_{2j} e^{j\omega_k \Delta_{1j}} \ldots a_{Mj} e^{j\omega_k \Delta_{M-1,j}} \right)^T \]  \hspace{1cm} (3.2-4e)
where $\Delta_{ij}$ is given by the relation

$$\Delta_{ij} = D_{i+1,j} - D_{i,j}; \quad i = 1, 2, \ldots, M-1.$$ (3.2-4f)

Now $P_{kj}$ is an $M \times M$ Hermitian matrix of rank one and is a function of the attenuation vector $a_j$ and the time delay vector $\Delta_j$. The vectors $a_j$ and $\Delta_j$ are given by

$$a_j = (a_{1j} \ a_{2j} \ \ldots \ a_{Mj})^T$$ (3.2-4g)

and

$$\Delta_j = (\Delta_{1j} \ \Delta_{2j} \ \ldots \ \Delta_{M-1,j})^T.$$ (3.2-4h)

Note that given $M$ sensors, there are $M-1$ independent time delay pairs from a possible total of $M(M-1)/2$. The selection of this set is not unique. However, for time delay estimation, it is reasonable to assume a set with minimum total delay. This set (for a line array) is given by the inter-sensor time delay vector:

$$\tau_j = (\tau_{1j} \ \tau_{2j} \ \ldots \ \tau_{M-1,j})^T; \quad j = 1, 2, \ldots, J$$ (3.2-4i)

where $\tau_{ij} = D_{i+1,j} - D_{ij}$.

Note that the $\Delta_{ij}$'s can be expressed in terms of the $\tau_{ij}$'s. For example:
\[
\Delta_{i,j} = D_{i+1,j} - D_{1,j}
\]
\[
= \sum_{n=1}^{i} D_{n+1,j} - D_{n,j}
\]
\[
= \sum_{n=1}^{i} \tau_{nj}
\]
\[
= U_i^T \tau_j
\]

where \(U_i\) is a column vector whose first \(i\) entries are one and the remainder are zero.

Furthermore, by writing the \(mn\) element of the matrix \(P_{kj}\) as \(p_{mn}^{kj}\), and from Equation (3.2-4e), we can identify the relation

\[
p_{mn}^{kj} = a_{mj} a_{nj} e^{j\omega_k (\Delta_{m-1,j} \Delta_{n-1,j})}; \quad m = 1, 2, \ldots, M \quad n = 1, 2, \ldots, M
\]

(3.2-5a)

Now utilizing the relation in Equation (3.2-4j), we obtain

\[
p_{mn}^{kj} = a_{mj} a_{nj} e^{j\omega_k (U_{m-1} - U_{n-1})^T \tau_j}
\]

(3.2-5b)
Thus we have shown that the observation covariance matrix can be expressed as a function of inter-sensor time delays instead of the actual propagation delays. Therefore, the direct observable quantities are time delays instead of the propagation delays.

Using Equation (3.2-4c) in (3.2-3c), one obtains an alternate expression for the observation covariance matrix:

\[ R_k = \sum_{j=1}^{J} S_{kj} P_{kj} + N_k Q_k \cdot \]  

(3.2-6)

Equation (3.2-6) can also be summed in the following way:

\[ R_k = S_{k1} P_{k1} + \tilde{N}_{k1} \tilde{Q}_{k1} \]
\[ = S_{k2} P_{k2} + \tilde{N}_{k2} \tilde{Q}_{k2} \]
\[ \quad \quad \quad \quad \quad \quad \vdots \]
\[ \quad \quad \quad \quad \quad \quad \vdots \]
\[ \quad \quad \quad \quad \quad \quad \vdots \]
\[ = S_{kJ} P_{kJ} + \tilde{N}_{kJ} \tilde{Q}_{kJ} \]  

(3.2-7a)

where

\[ \tilde{N}_{kj} = \sum_{i=1}^{J} S_{ki} + N_k ; \quad j = 1, 2, \ldots, J \]  

(3.2-7b)
and

$$\tilde{Q}_{kj} = \left( \sum_{i=1}^{J} S_{ki} P_{ki} + N_k Q_k \right) / \tilde{N}_{kj}. \quad (3.2-7c)$$

Note that $\tilde{Q}_{kj}$ can be regarded as an equivalent noise process and is independent of the parameter $i_j$. For simplicity we shall assume the propagation attenuation coefficients are known and, for convenience, assume they are equal to unity.

Finally, writing the incremental (intersensor) time delay vector for all targets as

$$\phi = (I_1^T I_2^T \ldots I_J^T)^T, \quad (3.2-8)$$

a $p$-parameter column vector where $p = J(M-1)$, the vector log-likelihood function (Equations (3.2-3a) and (3.2-3b)) becomes

$$\Lambda(\phi) = -MB \log(\pi) - \sum_{k=1}^{B} \Lambda_k(\phi) \quad (3.2-9)$$

where

$$\Lambda_k(\phi) = \log |R_k| + \alpha_k R_k^{-1} \alpha_k. \quad (3.2-10)$$
The MLE of $\theta$ is one that maximizes the likelihood function $\Lambda(\theta)$. A necessary condition for the location of the maximum is given by the vector likelihood equation

$$\nabla \Lambda(\theta) = - \sum_{k=1}^{B} \nabla \Lambda_k(\theta) = 0 \quad (3.2-11)$$

where $\nabla$ is the gradient operator given by the column vector

$$\nabla = \left( \frac{\partial}{\partial \theta_1}, \frac{\partial}{\partial \theta_2}, \ldots, \frac{\partial}{\partial \theta_p} \right)^T \quad (3.2-12)$$

3.3 MULTIPLE PARAMETER ESTIMATION

It was shown in the previous section that the optimal estimate of the time delay vector is hinged on solving the vector likelihood equation. For the MLE, we have

$$f(\theta) \triangleq \nabla \Lambda(\theta) = - \sum_{k=1}^{B} \nabla \Lambda_k(\theta) = 0 \quad (3.3-1)$$

where $f(\theta)$ is a vector function. The likelihood function $\Lambda_k(\theta)$ is defined as in Equation (3.2-10).

In this section we examine the solution of the likelihood equation in general and in Section 3.5 we explore in detail the structure of the optimum multitarget, multisensor processor.
Let $e_j$ denote the $j$th element of the time delay vector $e$, then Equation (3.3-1) can be written as

$$\frac{3}{\partial e_j} \Lambda(e) = \sum_{k=1}^{B} \frac{3}{\partial e_j} \Lambda_k(e) = 0; \quad j = 1, 2, \ldots, p. \quad (3.3-2)$$

From Equation (3.2-10) we obtain

$$\frac{3}{\partial e_j} \Lambda_k(e) = |R_k|^{-1} \frac{3}{\partial e_j} |R_k| + \alpha_k \frac{3}{\partial e_j} \alpha_k$$

$$= \text{tr} \left( R_k^{-1} \frac{3}{\partial e_j} R_k \right) + \alpha_k \frac{3}{\partial e_j} \alpha_k \quad (3.3-3)$$

where $\text{tr}(\cdot)$ denotes the trace of a matrix. Note that the evaluation of the first term is a straightforward application of the chain rule. The exact procedure can be found in Rockmore. The derivative of Equation (3.3-3) w.r.t. $e_i$ is

$$\frac{3^2}{\partial e_i \partial e_j} \Lambda_k(e) = \text{tr} \left( \frac{3R_k^{-1}}{\partial e_i} \frac{3}{\partial e_j} R_k + R_k^{-1} \frac{3^2}{\partial e_i \partial e_j} R_k \right) + \alpha_k \frac{3^2}{\partial e_i \partial e_j} \alpha_k \quad (3.3-4)$$

Using the linear property of the trace operator and the relation

$$\frac{3R_k^{-1}}{\partial e_i} = -R_k^{-1} \frac{3}{\partial e_i} R_k^{-1}.$$
Equation (3.3-4) becomes

$$
\frac{\partial^2 \lambda_k(c)}{\partial \theta_i \partial \theta_j} = -\text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_i} R_k^{-1} \frac{\partial R_k}{\partial \theta_j} \right) + \text{tr} \left( R_k^{-1} \frac{\partial^2 R_k}{\partial \theta_i \partial \theta_j} \right) + \frac{\partial^2 R_k^{-1}}{\partial \theta_i \partial \theta_j} \alpha_k.
$$

(3.3-5)

Equation (3.3-5) is important in evaluating the performance bound of an estimator. Substituting Equation (3.3-3) in Equation (3.3-1), one obtains the set of necessary conditions for the ML estimate:

$$
f_i(c) = -\sum_{k=1}^{\infty} \left[ \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_i} \right) + \frac{\partial R_k^{-1}}{\partial \theta_i} \alpha_k \right] = 0; \ i = 1, 2, \ldots, p.
$$

(3.3-6)

Equation (3.3-6) is usually non-linear. The structure of the optimum processor can be found by reducing the required mathematical operations to simplest form. In principle, Equation (3.3-6) can be solved by searching the p-parameter space for a simultaneous null. A more efficient algorithm, however, is implementing a closed-loop null tracker. Further discussion on this important subject is beyond the scope of this study.

We remark that Equation (3.3-6) is the necessary condition for the existence of a maximum. For sufficiency it requires not only
the condition given in Equation (3.3-6) but also the following (Bryson and Ho$^{31}$):

$$\frac{\partial}{\partial \theta} f(\theta) = \frac{\partial^2 \Lambda(\theta)}{\partial \theta^2} < 0 .$$  \hspace{1cm} (3.3-7)

By this we mean the square matrix $\frac{\partial^2 \Lambda(\theta)}{\partial \theta^2}$ must be negative definite.

3.4 ESTIMATOR PERFORMANCE EVALUATION

In this section we derive the multi-parameter CRLB and show that the resulting estimate obtained from solving Equation (3.3-6) satisfies the bound for a large observation time. Therefore, the resulting estimate is efficient.

The CRLB for an unbiased estimate of the $i$th parameter is given by Van Trees$^{32}$

$$\text{VAR}(\hat{\theta}_i)_{\text{ML}} \geq (J^{-1})_{ii}$$  \hspace{1cm} (3.4-1)

where $(\ )_{ii}$ denotes the $i$th diagonal element of a matrix and $J$ is the Fisher Information Matrix whose $ij$ element is defined by

$$J_{ij} = -\mathbb{E}\left(\frac{\partial^2 \Lambda(\theta)}{\partial \theta_i \partial \theta_j}\right) ; \hspace{0.5cm} i = 1, 2, \ldots, p \hspace{1cm} j = 1, 2, \ldots, p$$  \hspace{1cm} (3.4-2)
where Λ(\(\theta\)) is the log-likelihood function. Using Equations (3.3-2) and (3.3-5) in (3.4-2), we immediately obtain

\[
J_{ij} = -\sum_{k=1}^{B} \left[ \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_j} R_k^{-1} \frac{\partial R_k}{\partial \theta_i} \right) \right] \bigg| \begin{bmatrix} \theta = \theta_0 \\
\end{bmatrix} \tag{3.4-3}
\]

where \(\theta_0\) denotes the true parameter value. Equation (3.4-3) can be simplified as follows: Taking the derivative of the identity \(R_k^{-1} R_k = I\) first w.r.t. \(\theta_j\) and then w.r.t. \(\theta_i\), one obtains the relation

\[
\left( R_k^{-1} \frac{\partial^2 R_k}{\partial \theta_i \partial \theta_j} + \frac{\partial^2 R_k}{\partial \theta_i \partial \theta_j} R_k \right) = - \left( \frac{\partial R_k^{-1}}{\partial \theta_j} \frac{\partial R_k}{\partial \theta_i} + \frac{\partial R_k^{-1}}{\partial \theta_i} \frac{\partial R_k}{\partial \theta_j} \right) \tag{3.4-4}
\]

Substituting Equation (3.4-4) in Equation (3.4-3), the latter can be simplified to

\[
J_{ij} = \sum_{k=1}^{B} \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_j} R_k^{-1} \frac{\partial R_k}{\partial \theta_i} \right) \bigg| \begin{bmatrix} \theta = \theta_0 \\
\end{bmatrix} \tag{3.4-5a}
\]

\[
= \sum_{k=1}^{B} \text{tr} \left( - \frac{\partial R_k^{-1}}{\partial \theta_j} \frac{\partial R_k}{\partial \theta_i} \right) \bigg| \begin{bmatrix} \theta = \theta_0 \\
\end{bmatrix} \tag{3.4-5b}
\]

Note that because \(\text{tr}(AB) = \text{tr}(BA)\), we have \(J_{ij} = J_{ji}\). Equation (3.4-5b) agrees with the expression obtained by Bangs. However, the derivation presented here is somewhat simpler and more direct.
Next we proceed to show that the MLE, \( \hat{\theta}_{\text{ML}} \), of \( \theta \) obtained by simultaneously solving the set of equations in Equation (3.3-6) is unbiased and achieves the CRLB.

Let \( f(\theta) = (f_1(\theta) \ f_2(\theta) \ldots f_p(\theta))^T \)

and write the Taylor series expansion of \( f(\theta) \) about the true parameter value \( \theta_o \) as follows:

\[
f(\theta) = f(\theta_o) + \frac{\partial f(\theta)}{\partial \theta} |_{\theta = \theta_o} (\theta - \theta_o) + \ldots .
\]  

(3.4-6)

Since \( f(\hat{\theta}_{\text{ML}}) = 0 \) by definition, we have after neglecting higher order terms (small random error assumption):

\[
-f(\theta_o) = \frac{\partial f(\theta_o)}{\partial \theta} (\hat{\theta}_{\text{ML}} - \theta_o).
\]  

(3.4-7)

Now assume the law of large number applies so that (for a sufficiently long observation time) one can replace the derivative by its expected value. Taking the expected value on both sides of Equation (3.4-7), one obtains

\[
E(\hat{\theta}_{\text{ML}}) = \theta_o - \left\{ E\left[ \frac{\partial f(\theta_o)}{\partial \theta} \right] \right\}^{-1} E[f(\theta_o)].
\]  

(3.4-8)
But from Equation (3.3-6)

$$E[f_i(\theta_0)] = \sum_{k=1}^{8} \left[ \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_i} \right) + \text{tr} \left( \frac{\partial R_k^{-1}}{\partial \theta_i} R_k \right) \right] \bigg| \theta = \theta_0$$

$$= \sum_{k=1}^{8} \left[ \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial \theta_i} + \frac{\partial R_k^{-1}}{\partial \theta_i} R_k \right) \right] \bigg| \theta = \theta_0$$

(3.4-9)

Therefore, $E(\hat{\theta}_{ML}) = \theta_0$, and $\hat{\theta}_{ML}$ is an unbiased estimator. Post multiplying Equation (3.4-7) by its conjugate transpose and taking the expectation yields

$$E[f(\theta_0) f^*(\theta_0)] = E \left[ \frac{\partial f(\theta_0)}{\partial \theta} \right] \left( \hat{\theta}_{ML} - \theta_0 \right) (\hat{\theta}_{ML} - \theta_0)^T$$

$$E \left[ \frac{\partial f(\theta_0)^*}{\partial \theta} \right].$$

(3.4-10)

Now recall that $f(\theta) = \nabla \Lambda(\theta)$, so one can write

$$E \left[ \frac{\partial f(\theta_0)}{\partial \theta} \right] = E \left[ \frac{\partial^2 \Lambda(\theta)}{\partial \theta^2} \right] \bigg| \theta = \theta_0$$
Furthermore, we have the relation

$$E[f_0, f^*_0] = E[\nabla \Lambda(\theta) \nabla^T \Lambda(\theta)] = J.$$  \hspace{1cm} (3.4-12)

Therefore, substituting Equations (3.4-11) and (3.4-12) in (3.4-10) yields

$$E\left[ (\hat{\theta}_{ML} - \theta_0) (\hat{\theta}_{ML} - \theta_0)^T \right] = J^{-1} E\left[ f_0, f_0^* \right] J^{-1}$$

$$= J^{-1}$$  \hspace{1cm} (3.4-13a)

or

$$\text{VAR}(\hat{\theta}_1)_{ML} = (J^{-1})_{11}.$$  \hspace{1cm} (3.4-13b)

Thus we have shown that the multi-parameter MLE is an efficient, unbiased estimator for large observation time.
3.5 MULTISENSOR, MULTITARGET PARAMETER ESTIMATION

In this section we investigate the detailed structure of the optimum signal processor for multiple parameter estimation. For the purpose of target localization, the parameter set of interest is time delays, range, and bearing. There are two possible approaches in estimating the localization parameters. The first is via a geometric transformation from measured time delays; the second is via a direct range and bearing signal processor. From the results of this study, we will clarify the relative merits between these two approaches. In Section 3.5.1, we derive the optimum multisensor, multitarget time delay processor. In Section 3.5.2 we discuss the various methodologies of obtaining range and bearing. Finally, in Section 3.5.3 we briefly discuss the problem of optimum time delay estimation with unknown target power spectra.

3.5.1 Time Delay Estimation

It was shown in Section 3.3 that the MLE of the time delay parameter vector $\theta$ required the simultaneous solution of the vector likelihood equation:

$$\frac{\partial \Lambda(\theta)}{\partial \theta_j} = - \sum_{k=1}^{3} \frac{\partial \Lambda_k(\theta)}{\partial \theta_j} = 0; \quad j = 1, 2, ..., J(M - 1)$$

(3.5.1-1a)
where
\[
\frac{\partial \Lambda_k(\theta)}{\partial \theta_j} = \text{tr}\left(\frac{1}{R_k} \frac{\partial R_k}{\partial \theta_j}\right) + \frac{\partial^*}{\partial \theta_j} \frac{1}{R_k} a_k.
\]  
(3.5.1-1b)

We will explore the detailed structure of the optimum signal processor by simplifying Equation (3.5.1-1a). Recall from Equation (3.2-6) that
\[
R_k = S_k j p_k j + N_k j q_k j
\]  
(3.5.1-2a)

where
\[
q_k j = \left(\sum_{i=1}^{J} s_k i p_k i + N_k q_k \right) / N_k j
\]  
(3.5.1-2b)

and
\[
N_k j = \sum_{i=1, i \neq j}^{J} s_k i + N_k.
\]  
(3.5.1-2c)

For notational simplicity we shall assume in Equation (3.5.1-la) that there are J targets but with two sensors. The \( \theta_j \)'s in this case correspond to the time delay for each target. In the case of more than two sensors, \( \theta_j \) must be replaced by each element of the inter-sensor time delay vector \( (\tau_{i1}, \tau_{i2}, \ldots, \tau_{iMj}) \) of target j, where \( \tau_{ij} \) denotes the time delay between sensors i + 1 and i of target j.
Applying the well-known matrix inversion Lemma

\((H^{T}R^{-1}H + M^{-1})^{-1} = M - MH^{T}(HMH^{T} + R)^{-1}HM\) to \(R_{k}^{-1}\), we obtain

\[ R_{k}^{-1} = (S_{k}P_{kj} + N_{kj}Q_{kj})^{-1} \]

\[ = \frac{\tilde{Q}_{kj}^{-1} - \frac{S_{k}N_{kj}^{-2}}{1 + G_{kj}S_{k}N_{kj}^{-2}} \tilde{Q}_{kj}}{N_{kj}} P_{kj} \tilde{Q}_{kj}^{-1} \]  

(3.5.1-3)

where \(G_{kj} = V_{kj}^{-1} V_{kj}\) is defined as the effective array gain for target \(j\). The derivative of \(R_{k}^{-1}\) w.r.t. \(\theta_{j}\) can be written as

\[ \frac{\partial R_{k}^{-1}}{\partial \theta_{j}} = -|\tilde{h}_{kj}|^{2} \tilde{Q}_{kj}^{-1} \left( \frac{\partial P_{kj}}{\partial \theta_{j}} - \tilde{a}_{kj} \frac{\partial G_{kj}}{\partial \theta_{j}} P_{kj} \right) \tilde{Q}_{kj}^{-1} \]  

(3.5.1-4a)

where we have defined

\[ |\tilde{h}_{kj}|^{2} = \frac{\frac{S_{k}N_{kj}^{-2}}{1 + G_{kj}S_{k}N_{kj}^{-2}}}{1 + G_{kj}S_{k}N_{kj}^{-2}} \]  

(3.5.1-4b)

\[ \tilde{a}_{kj} = N_{kj} |\tilde{h}_{kj}|^{2} \]  

(3.5.1-4c)

Using Equations (3.5.1-3) and (3.5.1-4a), the first term in Equation (3.5.1-1b) can be written as follows:

\[ \text{tr} \left( R_{k}^{-1} \frac{\partial R_{k}}{\partial \theta_{j}} \right) = \frac{S_{kj}N_{kj}^{-2}}{N_{kj}} \text{tr} \left( \tilde{Q}_{kj}^{-1} \frac{\partial P_{kj}}{\partial \theta_{j}} \right) \]

\[ - S_{kj} |\tilde{h}_{kj}|^{2} \text{tr} \left( \tilde{Q}_{kj}^{-1} P_{kj} \tilde{Q}_{kj}^{-1} \frac{\partial P_{kj}}{\partial \theta_{j}} \right) \]  

(3.5.1-5a)
But this can be further simplified using the following relations:

\[
\text{tr} \left( \tilde{Q}_{k,j}^{-1} \frac{\partial P_{k,j}}{\partial \theta_j} \right) = \text{tr} \left[ \tilde{Q}_{k,j}^{-1} \left( \frac{\partial V_{k,j}}{\partial \theta_j} V_{k,j}^* + V_{k,j} \frac{\partial V_{k,j}^*}{\partial \theta_j} \right) \right]
\]

\[
= V_{k,j}^* \tilde{Q}_{k,j}^{-1} \frac{\partial V_{k,j}}{\partial \theta_j} + \frac{\partial V_{k,j}^*}{\partial \theta_j} \tilde{Q}_{k,j}^{-1} V_{k,j}
\]

\[
= \frac{\partial G_{k,j}}{\partial \theta_j}
\]

(3.5.1-5b)

and

\[
\text{tr} \left( \tilde{Q}_{k,j}^{-1} P_{k,j} \tilde{Q}_{k,j}^{-1} \frac{\partial P_{k,j}}{\partial \theta_j} \right) = \text{tr} \left[ \tilde{Q}_{k,j}^{-1} V_{k,j} \tilde{V}_{k,j}^* \tilde{Q}_{k,j}^{-1} \left( \frac{\partial V_{k,j}}{\partial \theta_j} V_{k,j}^* + \frac{\partial V_{k,j}^*}{\partial \theta_j} \right) \right]
\]

\[
= G_{k,j} \frac{\partial G_{k,j}}{\partial \theta_j}
\]

(3.5.1-5c)

Thus Equation (3.5.1-5a) reduces to

\[
\text{tr} \left( \mathbf{R}_{k,j}^{-1} \frac{\partial \mathbf{R}_{k,j}}{\partial \theta_j} \right) = \frac{S_{k,j}}{N_{k,j}} \frac{\partial G_{k,j}}{\partial \theta_j} - S_{k,j} |\tilde{h}_{k,j}|^2 G_{k,j} \frac{\partial G_{k,j}}{\partial \theta_j}
\]

\[
= \mathbf{a}_{k,j} \frac{\partial G_{k,j}}{\partial \theta_j}
\]

(3.5.1-6)
Using Equations (3.5.1-1b), (3.5.1-4a) and (3.5.1-5c) in (3.5.1-1a), the likelihood equation becomes

\[ \frac{\partial \Lambda(\theta)}{\partial \theta_j} = \sum_{k=1}^{B} |h_{kj}|^2 \alpha_{kj} \tilde{q}_{kj} \left( \frac{\partial p_{kj}}{\partial \theta_j} - \alpha_{kj} \frac{\partial G_{kj}}{\partial \theta_j} \rho_{kj} \right) \tilde{q}_{kj}^{-1} \alpha_{kj} \\
- \alpha_{kj} \frac{\partial G_{kj}}{\partial \theta_j} \quad j = 1, 1 \ldots J \]

= 0. \hspace{1cm} (3.5.1-7)

Equation (3.5.1-7) reduces to that obtained by Bangs\textsuperscript{33,34} for the single target case. It should be pointed out that our development up to here in many ways parallels Bang's work. However, there are also major differences. We are interested in a multitarget environment while Bangs' work dealt exclusively with single target. We are interested in joint time delay vector estimation while Bangs' work is primarily concerned with range and bearing estimation. Thus, our work in this section can be considered as an extension of Bangs' original work to include the multitarget, multisensor environment.

For time delay estimation, the likelihood equation (Equation (3.5.1-7)) can be further simplified as follows.
Recall from Equations (3.2-4e and 3.2-4j) that the steering vector for target $j$ is

$$v_{kj} = \left( e^{j\omega_k u_{k1}^j} e^{j\omega_k u_{k2}^j} \cdots e^{j\omega_k u_{k-M+1}^j} \right)^T$$  \hspace{1cm} (3.5.1-8a)

where the attenuation coefficients $a_{ij}$ were assumed known and for convenience they were assumed to have unity.

Therefore, the $mn$ element of $P_{kj}$ is

$$p_{mn}^{mn} = e^{j\omega_k (u_{m-1}^j - u_{n-1}^j)^T \tau_j}$$  \hspace{1cm} (3.5.1-8b)

but

$$\frac{\partial p_{mn}^{mn}}{\partial \tau_{ij}} = j\omega_k (u_{m-1}^j - u_{n-1}^j)^T \frac{\partial \tau_j}{\partial \tau_{ij}} \left[ e^{j\omega_k (u_{m-1}^j - u_{n-1}^j)^T \tau_j} \right]$$

$$= j\omega_k \phi_{i}^{mn} p_{kj}$$  \hspace{1cm} (3.5.1-8c)

where $\phi_{i}^{mn} = (u_{m-1}^j - u_{n-1}^j)^T \frac{\partial \tau_j}{\partial \tau_{ij}}$ and $\phi_{i}^{mn}$ is defined as the $mn$ element of the matrix $\Phi_i$ given by

$$\phi_{i}^{mn} = \frac{\partial \phi_{i}^{mn}}{\partial \tau_{ij}}$$

$$= (u_{m-1}^j - u_{n-1}^j)^T \frac{\partial \tau_j}{\partial \tau_{ij}}; \hspace{1cm} i = 1, 2, \ldots, M-1$$

$$m = 1, 2, \ldots, M$$

$$n = 1, 2, \ldots, M$$
\[
\begin{cases}
1; & \text{if } n \leq i < m-1 \\
-1; & \text{if } m \leq i \leq n-1 \\
0; & \text{otherwise .}
\end{cases}
\] (3.5.1-8d)

Note that for a system of \( M \) sensors, \( \Phi_i \) is an \( M \times M \) matrix.

For example, let \( M = 3 \), then

\[
\Phi_1 = \begin{bmatrix}
0 & -1 & -1 \\
1 & 0 & 0 \\
1 & 0 & 0 \\
\end{bmatrix}; \quad \Phi_2 = \begin{bmatrix}
0 & 0 & -1 \\
0 & 0 & -1 \\
1 & 1 & 0 \\
\end{bmatrix}.
\]

Define \( 1_M \) as an \( M \times M \) square matrix of ones, and \( V_{kj} \) as a diagonal "steering matrix", whose diagonal elements correspond to the elements of the steering vector \( V_{kj} \); i.e.,

\[
V_{kj} = \text{diag}\left\{ 1, e^{j\omega_k U_{1j}}, e^{j\omega_k U_{2j}}, \ldots, e^{j\omega_k U_{M-1j}} \right\}.
\] (3.5.1-9)

Then the following relations can be easily established:

\[
P_{kj} = V_{kj} 1_M V_{kj}^* \] (3.5.1-10a)

and

\[
\frac{\partial P_{kj}}{\partial \tau_{ij}} = j\omega_k V_{kj} \Phi_i V_{kj}^*. \] (3.5.1-10b)
Furthermore, using Equation (3.5.1-10b), Equation (3.5.1-5b) can be written as

\[ \frac{\partial G_{k,j}}{\partial \tau_{i,j}} = j\omega_k \text{tr}(\tilde{Q}_{k,j}^{-1} V_{k,j} \phi_i V_{k,j}^*) . \]  

(3.5.1-10c)

Finally, using Equations (3.5.1-10a), (3.5.1-10b), (3.5.1-10c) and replacing \( e_j \) by \( \tau_{i,j} \), the likelihood equation (Equation (3.5.1-7)) can be simplified to

\[ \frac{\partial \Lambda(t)}{\partial \tau_{i,j}} = \sum^{B}_{k=1} j\omega_k \left[ |\tilde{h}_{k,j}|^2 \tilde{Q}_{k,j}^{-1} V_{k,j} (\phi_i - \tilde{b}_{k,j}^i) \right] V_{k,j}^* \tilde{Q}_{k,j}^{-1} a_k - \tilde{b}_{k,j}^i \]

= 0  

(3.5.1-11a)

where

\[ \tilde{b}_{k,j}^i = \tilde{a}_{k,j} \text{tr}(\tilde{Q}_{k,j}^{-1} V_{k,j} \phi_i V_{k,j}^*) \]  

(3.5.1-11b)

is the bias correction term and for \( i = 1, 2, ..., M-1 \) and \( j = 1, 2, ..., J \) where \( M \) is the number of sensors and \( J \) is the number of targets. Note that the \( J(M - 1) \) equations are coupled and must be solved jointly for the stationary point. For long observation time such that the frequency samples are dense over the frequency bands of the signal and the noise, the summation in Equation (3.5.1-11a) can be replaced by integration as follows:
\[ Z_{ij}(\tau) = \frac{\partial N(\tau)}{\partial \tau_{ij}} \]

\[ = \frac{T}{2\pi} \int_0^\infty j\omega \left\{ |\tilde{h}_j(\omega)|^2 \alpha^*(\omega) \tilde{Q}_j^{-1}(\omega) V_j(\omega) \left[ \phi_i - b_i^j(\omega) l_M \right] \right\} \]

\[ V_j^*(\omega) \tilde{Q}_j^{-1}(\omega) \frac{\alpha(\omega)}{T} - \tilde{b}_i^j(\omega) \}

\[ \omega ; \]

\[ i = 1, 2, \ldots, M-1 \]

\[ j = 1, 2, \ldots, J. \]

\[ (3.5.1-12a) \]

Note that in obtaining Equation (3.5.1-12a) the relations

\[ T \alpha_k = \alpha(\omega) \text{ and } |\tilde{h}_k|^2 = T|\tilde{h}(\omega)|^2 \]

have been used.

It is recalled that for the jth target

\[ |\tilde{h}_j(\omega)|^2 = \frac{S_j(\omega)/N_j^2(\omega)}{1 + G_j(\omega) S_j(\omega)/N_j(\omega)} \]

\[ (3.5.1-12b) \]

\[ \tilde{a}_j(\omega) = N_j(\omega) |\tilde{h}_j(\omega)|^2 \]

\[ (3.5.1-12c) \]

\[ \tilde{b}_i^j(\omega) = \tilde{a}_j(\omega) \text{ tr} \{ \tilde{Q}_j^{-1}(\omega) V_j(\omega) \phi_i(\omega) V_j^*(\omega) \} \]

\[ (3.5.1-12d) \]

\[ \tilde{Q}_j^{-1}(\omega) = N_j(\omega) \left[ \sum_{i=1}^J S_i(\omega) P_i(\omega) + N(\omega) Q(\omega) \right]^{-1} \]

\[ (3.5.1-12e) \]
\[ \tilde{N}_j(\omega) = \sum_{i=1 \atop i \neq j}^J S_i(\omega) + N(\omega) \quad (3.5.1-12f) \]

\[ P_j(\omega) = V_j(\omega) \ I_M \ V_j^*(\omega) \quad (3.5.1-12g) \]

and

\[ G_j(\omega) = \frac{V_j^*(\omega)}{V_j^*(\omega) \ G_j^{-1}(\omega) \ V_j(\omega)} \quad (3.5.1-12h) \]

The optimum multitarget, multisensor time delay signal processor is shown in Figure 3-1. There is a total of \( J(M - 1) \) processing channels for the case of \( M \) sensors and \( J \) targets. For simplicity we show a single processing channel. Note that the processing channels are tightly coupled. The signal conditioning filters depend on the time delay parameters from other processing channels as well. This is an order of magnitude more complex compared to a single target case. A number of suboptimal realizations can be found as discussed in Section 4. Finally, we remark that for convenience, we show the optimum processor (Figure 3-1) in the continuous frequency domain. For practical considerations, the discrete counterpart, Equation (3.5.1-11a), is normally used since the correlation process can be mechanized easily via the Fast Fourier Transform (FFT) algorithm.
Figure 3.1. A Multisensor, Multitarget Time Delay Processing Channel.
Using Equations (3.5.1-12b-f), we shall study the specific structure of the optimum time delay processor for a number of simple but important cases.

3.5.1.1 Case 1: One Target and Two Sensors ($J = 1$, $M = 2$).
For convenience we assume $Q(\omega) = I$; i.e., the noise processes are equal in power and uncorrelated between sensors. Noise processes being uncorrelated between sensors is a reasonable assumption since in practice sensors are separated at least at a half wavelength spacing.

The steering vector is $\mathbf{v} = (1 \ e^{j \omega T})^T$. The following relations can be verified easily:

$$\tilde{Q}^{-1}(\omega) = Q^{-1}(\omega) = I \quad (3.5.1-13a)$$
$$G(\omega) = \mathbf{v}^* Q^{-1} \mathbf{v} = 2 \quad (3.5.1-13b)$$
$$b(\omega) = \text{tr}(Q^{-1} \mathbf{v} \, \mathbf{v}^*) = 0 \quad (3.5.1-13c)$$
$$|h(\omega)|^2 = \frac{S(\omega)/N^2(\omega)}{1 + 2 S(\omega)/N(\omega)} \quad (3.5.1-13d)$$

and
Thus from Equation (3.5.1-12a), the likelihood equation is

\[
Z(T) = \frac{1}{T} \int_0^\infty j\omega|h|^2 a^* V \Phi_1 \gamma^* \alpha \, dw = 0. \tag{3.5.1-14a}
\]

This simple time delay processor is diagrammed in Figure 3-2. This processor is identical to the one studied by Carter\(^35\) and can be shown as follows. From Equation (3.5.1-14a), we have

\[
Z(\tau) = \frac{1}{2\pi} \int_0^\infty j\omega|h|^2 a^* \left[ \begin{array}{cc}
1 & 0 \\
0 & e^{j\omega T}
\end{array} \right] \left[ \begin{array}{cc}
1 & -1 \\
0 & 1
\end{array} \right] \left[ \begin{array}{cc}
1 & 0 \\
0 & e^{-j\omega T}
\end{array} \right] \alpha \, dw
\]

\[
= \frac{T}{2\pi} \int_{-\infty}^{\infty} j\omega|h|^2 \frac{a_1(\omega) a_2^*(\omega)}{T} e^{j\omega T} \, dw
\]

\[
= \frac{T}{2\pi} \int_{-\infty}^{\infty} j\omega|h|^2 G_{12}(\omega) e^{j\omega T} \, dw
\]

\[
= \frac{T}{2\pi} \frac{3}{\omega} \int_{-\infty}^{\infty} |\tilde{h}|^2 G_{12}(\omega) e^{j\omega T} \frac{dw}{2\pi}
\]

\[
= T \frac{3}{\omega} R_{12}(\tau) \tag{3.5.1-14b}
\]
Figure 3.2. Optimum Two-Sensor, One-Target Time Delay Processor
where $G_{12}$ is the estimated cross power spectrum between channels $\alpha_1(\omega)$ and $\alpha_2(\omega)$, and $R_{12}(\tau)$ is the GCC function studied by Knapp and Carter. A block diagram of this processor is shown in Figure 3-2(b). Note that the null of $Z(\tau)$ corresponds to the peak of $R_{12}(\tau)$. Furthermore, the discrete form of Equation (3.5.1-14b) is

$$Z(\tau) = \sum_{k=-B}^{B} j\omega_k |h_k|^2 \alpha_{1k} \alpha_{2k} e^{j\omega_k \tau}$$  \hspace{1cm} (3.5.1-14c)

$$= \frac{3}{\sigma^2} \sum_{k=-B}^{B} |h_k|^2 \alpha_{1k} \alpha_{2k} e^{j\omega_k \tau}.$$  \hspace{1cm} (3.5.1-14d)

From Equation (3.5.1-14b), we note that the GCC function is directly proportional to the likelihood function. The optimum estimate is determined by locating the peak of the GCC function or, equivalently, the null of its derivative. We have shown in Section 3.4 that the MLE is efficient for a long observation time. We have also obtained a general closed form expression for the CRLB. The CRLB for this case can be determined easily. From Equations (3.4-1) and (3.4-5) we have

$$\text{VAR}(\hat{\tau}) \geq \left[ \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R_{k}}{\partial \tau} \frac{\partial R_{k}}{\partial \tau} \right) \right]^{-1}.$$  \hspace{1cm} (3.5.1-15a)
Now combining Equations (3.5.1-4a) and (3.5.1-10b), we obtain

\[
\frac{\partial R_k}{\partial t} = \frac{\partial P_k}{\partial t} = \jmath \omega_k \ S_k \ V_k \ \Phi_1 \ V_k^* \tag{3.5.1-15b}
\]

\[
\frac{\partial R_k^{-1}}{\partial t} = -\jmath \omega_k |\h_k|^2 \ V_k \ \Phi_1 \ V_k^* . \tag{3.5.1-15c}
\]

Thus

\[
\text{tr} \left( - \frac{\partial R_k^{-1}}{\partial t} \frac{\partial R_k}{\partial t} \right) = -\omega_k^2 |\h_k|^2 \ S_k \ \text{tr} (V_k \ \Phi_1^2 \ V_k^*) \tag{3.5.1-15d}
\]

\[
= 2\omega_k^2 |\h_k|^2 \ S_k
\]

and the CRLB is

\[
\text{VAR}(\hat{\tau}) \geq \left( 2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k}{1 + 2 \ S_k/N_k} \right)^{-1} \tag{3.5.1-16a}
\]

\[
\geq 2\pi \left( 2T \int_{0}^{\infty} \frac{c(\omega)}{1 - c(\omega)} \ \omega^2 d\omega \right)^{-1} \tag{3.5.1-16b}
\]

which is identical to the expression derived by Carter.² Note that T is the observation time and
\[ c(\omega) = \left( \frac{S(\omega)}{S(\omega) + N(\omega)} \right)^2 \]  

(3.5.1-16c)

is known as the magnitude square coherence (MSC) function for the case of two equal-noise power channels.

3.5.1.2 Case 2: Two Targets and Two Sensors \((J = 2, M = 2)\).

Again assuming \(Q_k = I\) for simplicity. The parameter vector consists of two elements; i.e., \(\theta = (\tau_1, \tau_2)^T\), the time delays to target number one and target number two. The optimum estimates can be obtained by solving simultaneously the two likelihood equations:

\[
\frac{\partial \Lambda(\tau_1, \tau_2)}{\partial \tau_1} = \int_0^\infty j\omega|\tilde{h}_1|^2 \alpha^* \tilde{Q}_1^{-1} v_1 (\Phi_1 - \tilde{b}_1 1_M) \tilde{Q}_1^{-1} \alpha - \tau \tilde{b}_1 \frac{d\omega}{2\pi} = 0
\]

(3.5.1-17a)

\[
\frac{\partial \Lambda(\tau_1, \tau_2)}{\partial \tau_2} = \int_0^\infty j\omega|\tilde{h}_2|^2 \alpha^* \tilde{Q}_2^{-1} v_2 (\Phi_2 - \tilde{b}_2 1_M) \tilde{Q}_2^{-1} \alpha - \tau \tilde{b}_2 \frac{d\omega}{2\pi} = 0
\]

(3.5.1-17b)
where for notational simplicity, we have suppressed the frequency dependency. The two likelihood equations can be further simplified using the following relations:

\[
|h_1|^2 = \frac{S_1/(S_2 + N)^2}{1 + G_1 S_1/(S_2 + N)} \quad (3.5.1-17c)
\]

\[
\bar{a}_1 = \frac{S_1/(S_2 + N)}{1 + G_1 S_1/(S_2 + N)} \quad (3.5.1-17d)
\]

\[
\bar{b}_1 = \bar{a}_1 \text{tr} \left( \frac{\partial^2 P_1}{\partial \tau_1} \right)
\]

\[
= -\bar{a}_1 \, \bar{c}_2 \, \text{tr} \left[ (V_2^* \, V_1) \ast \frac{1}{M} \, (V_2^* \, V_1) \phi_1 \right] \quad (3.5.1-17e)
\]

\[
\bar{c}_2 = \frac{(1 + S_2/N) \, S_2/N}{1 + 2 \, S_2/N} \quad (3.5.1-17f)
\]

\[
G_1 = 2(1 + S_2/N) - \bar{c}_2 \, |v_1^* \, v_2|^2 \quad (3.5.1-17g)
\]

and

\[
\phi_1 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \quad (3.5.1-17h)
\]
By exchanging indices between 1 and 2, we obtain a similar set of equations for the second processor channel. Therefore, a simpler form of the likelihood equation is:

\[
\frac{\partial \Lambda(\tau_1, \tau_2)}{\partial \tau_1} = \frac{T}{2\pi} \int_{0}^{\infty} j\omega e^{j\omega \tau_1} d\omega \left[ |\tilde{h}_1|^2 \tilde{G}_{x_1x_2}(\omega) + \tilde{a}_1 \tilde{c}_2 (1 + \frac{1}{T} |\tilde{h}_1|^2 \tilde{Q}_1^{-1} \tilde{\alpha}|^2 e^{-j\omega \tau_2} \right] = 0
\]

\[
\frac{\partial \Lambda(\tau_1, \tau_2)}{\partial \tau_2} = \frac{T}{2\pi} \int_{0}^{\infty} j\omega e^{j\omega \tau_2} d\omega \left[ |\tilde{h}_2|^2 \tilde{G}_{y_1y_2}(\omega) + \tilde{a}_2 \tilde{c}_1 (1 + \frac{1}{T} |\tilde{h}_2|^2 \tilde{Q}_2^{-1} \tilde{\alpha}|^2 e^{-j\omega \tau_1} \right] = 0
\]

(3.5.1-18a)

(3.5.1-18b)

where

\[
\tilde{x} = \tilde{Q}_1^{-1} \tilde{\alpha}
\]

\[
\tilde{y} = \tilde{Q}_2^{-1} \tilde{\alpha}
\]

and

\[
\tilde{G}_{x_1x_2}(\omega) = \frac{x_1(\omega) x_2(\omega)}{1}
\]

\[
\tilde{G}_{y_1y_2}(\omega) = \frac{y_1(\omega) y_2(\omega)}{1}
\]

are the cross power spectra, respectively, for \(x\) and \(y\).
Substituting Equations (3.5.1-17g and f) in Equation (3.5.1-17c) yields the optimum two-target, two-sensor spectral shaping filters:

\[ |\hat{h}_1|^2 = \frac{S_1/(S_2+N)^2}{1 + \left(2 - \frac{S_2/N}{1 + 2 \cdot S_2/N} |v_1^* v_2|^2\right) S_1/N} \]  \hspace{1cm} (3.5.1-18c)

and similarly,

\[ |\hat{h}_2|^2 = \frac{S_2/(S_1+N)^2}{1 + \left(2 - \frac{S_1/N}{1 + 2 \cdot S_1/N} |v_2^* v_1|^2\right) S_2/N} \]  \hspace{1cm} (3.5.1-18d)

Note that the filters \( |\hat{h}_1|^2 \) and \( |\hat{h}_2|^2 \) are a function of the steering vectors, and that the target of interest is treated as part of the signal process and remaining targets are treated as part of the noise process.

A block diagram of this dual channel processor is shown in Figure 3-3. It is seen that the dual processor is tightly coupled. In Chapters 4 and 5 we discuss a number of suboptimum procedures for simplifying the complex structure of this processor in light of improved multitarget time delay resolution.

Using Equations (3.4-1) and (3.4-5), the CRLB of the time delay estimates for the two-target, two-sensor case can be found as follows:
Figure 3-3. Optimum Two-Sensor, Two-Target Time Delay Processor
\[ \text{VAR}(\tau_i) \geq \frac{1}{1 - M_{12}^2} \frac{1}{J_{ii}} \quad \text{for } i = 1, 2 \quad (3.5.1-19a) \]

where \( M_{12} \) is the coefficient of mutual dependence given by

\[ M_{12} = \frac{J_{12}}{(J_{11} J_{22})^{1/2}} \quad (3.5.1-19b) \]

and the quantities \( J_{ij} \) are defined by (Equation (3.4-5))

\[ J_{ij} = \sum_{k=1}^{2} \left[ \text{tr} \left( - \frac{\partial R_k^{-1}}{\partial \tau_i} \frac{\partial R_k}{\partial \tau_j} \right) \right] \quad (3.5.1-19c) \]

From the relations

\[ R_k = S_{k1} P_{k1} + S_{k2} P_{k2} + N_k I \quad (3.5.1-19d) \]

and

\[ - \frac{\partial R_k^{-1}}{\partial \tau_i} = \tilde{h}_{ki} \tilde{q}_{ki} \left( \frac{\partial P_{ki}}{\partial \tau_i} - \tilde{\alpha}_{ki} \frac{\partial G_{ki}}{\partial \tau_i} \right) p_{ki} \quad (3.5.1-19e) \]

one obtains after some straightforward but tedious algebraic manipulations: (See Appendix B)

\[ J_{11} = \frac{T}{\pi} \int_0^\infty \omega^2 \left[ \frac{(S_1/N)^2}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right]^2 \gamma_1 \, d\omega \quad (3.5.1-20a) \]
\[ J_{12} = \frac{T}{\pi} \int_0^\infty \omega^2 \left[ \frac{S_1 S_2/N^2}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1}{1 + 2 S_2/N} \right] \gamma_{12} \, d\omega \]  
(3.5.1-20b)

\[ J_{22} = \frac{T}{\pi} \int_0^\infty \omega^2 \left[ \frac{(S_2/N)^2}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{1 + S_1/N}{1 + 2 S_1/N} \right]^2 \gamma_2 \, d\omega . \]  
(3.5.1-20c)

Therefore, using Equation (3.5.1-19) the CRLB of the optimum two-sensor two-target time delay estimates is given by

\[
\text{VAR}(\hat{\tau}_1) \geq \frac{2 \pi}{(1 - M_{12}^2)} \left\{ 2T \int_0^\infty \omega^2 \left[ \frac{(S_1/N)^2}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right]^2 \gamma_1 \, d\omega \right\}^{-1} 
\]  
(3.5.1-21a)

\[
\text{VAR}(\hat{\tau}_2) \geq \frac{2 \pi}{(1 - M_{12}^2)} \left\{ 2T \int_0^\infty \omega^2 \left[ \frac{(S_2/N)^2}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{1 + S_1/N}{1 + 2 S_1/N} \right]^2 \gamma_2 \, d\omega \right\}^{-1} 
\]  
(3.5.1-21b)
where

\[
G_1 = (1 + S_2/N) \left[ 2 - \left( \frac{S_2/N}{1 + 2 S_2/N} \right) |\nu_2^* \nu_1^2| \right]
\] (3.5.1-22a)

\[
G_2 = (1 + S_1/N) \left[ 2 - \left( \frac{S_1/N}{1 + 2 S_1/N} \right) |\nu_2^* \nu_1^2| \right]
\] (3.5.1-22b)

and the quantities \(\gamma_1\), \(\gamma_{12}\) and \(\gamma_2\) are given by (Appendix B):

\[
\gamma_1 = 1 - \left( \frac{S_2/N}{1 + S_2/N} \right)^2 \sum_{n=0}^{3} A_n \cos^n \omega \Delta_{12}
\] (3.5.1-23a)

\[
\gamma_{12} = \cos \omega \Delta_{12} - 2 \left\{ \frac{S_1 S_2/N^2}{(1 + G_1 S_1/(S_2 + N))(1 + 2 S_2/N)} \right\} \sin^2 \omega \Delta_{12}
\] (3.5.1-23b)

and

\[
\gamma_2 = 1 - \left( \frac{S_1/N}{1 + S_1/N} \right)^2 \sum_{n=0}^{3} B_n \cos^n \omega \Delta_{12}
\] (3.5.1-23c)

where \(\Delta_{12} = \tau_1 - \tau_2\) is the time delay separation between targets 1 and 2. \(A_n\), \(B_n\) are defined by the following:

\[
A_0 = 4 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right] - 1
\] (3.5.1-24a)
\[ A_1 = -4 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{S_2/N}{1 + 2 S_2/N} \right] \] (3.5.1-24b)

\[ A_2 = 1 - A_0 \] (3.5.1-24c)

\[ A_3 = -A_1 \] (3.5.1-24d)

\[ B_0 = 4 \left[ \frac{S_2/N}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{1 + S_1/N}{1 + 2 S_1/N} \right] - 1 \] (3.5.1-24e)

\[ B_1 = -4 \left[ \frac{S_1/N}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{S_2/N}{1 + 2 S_1/N} \right] \] (3.5.1-24f)

\[ B_2 = 1 - B_0 \] (3.5.1-24g)

\[ B_3 = -B_1 . \] (3.5.1-24h)

Note that if both targets have identical power spectra \((S_1 = S_2)\) and identical time delays \((\tau_1 = \tau_2)\) then it can be shown that

\[ \gamma_1 = \frac{1 + 2 (S_2/N)}{(1 + S_2/N)^2} \] (3.5.1-25a)

\[ \gamma_2 = \frac{1 + 2 S_1/N}{(1 + S_1/N)^2} \] (3.5.1-25b)

\[ \gamma_{12} = 1 . \] (3.5.1-25c)
Therefore, using Equations (3.5.1-25a-c) in (3.5.1-20a-c), we obtain
\[ J_{11} = J_{22} = J_{12}. \]
Hence, \[ M_{12}^2 = \frac{J_{12}^2}{(J_{11}J_{22})} = 1. \]
Thus, the time delay variance is infinite indicating the inherent inappropriateness of a two-target formulation to a one-target problem.

Another observation is that letting the interference power be zero (i.e., \( S_2 = 0 \)), Equation (3.5.1-20a) reduces to Equation (3.5.1-16a), the time delay CRLB for the single target case. Note that because of the following inequality:
\[
\int_0^\infty \omega^2 \left[ \frac{(S_1/N)^2}{1 + G_1 S_1/(S_2+N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right]^2 \gamma_1 d\omega \\
\leq \frac{1}{(1 - M_{12}^2)} \int_0^\infty \omega^2 \left( \frac{S_1}{N} \right)^2 \frac{1}{1 + 2 S_1/N} d\omega , \quad (3.5.1-26)
\]
we conclude that the time delay CRLB of the two-target case (Equation (3.5.1-21a)) is always larger than the time delay CRLB of a single target case (Equation (3.5.1-16)). For convenience, let \( S = S_1 \) be the target power spectrum and \( I = S_2 \) be the interference power spectrum, then one can define a degradation ratio of a two-target CRBL over a single target CRBL as
\[ R_d = \sqrt{\frac{\text{two-target CRLB}}{\text{one-target CRLB}}} \]

\[ = \frac{1}{(1 - M^2_{12})^{1/2}} \left[ \frac{1}{\int_0^\infty \omega^2 \left( \frac{(S/N)^2}{1 + 2 S/N} \right) dw} \right]^{1/2} \]

\[ \times \left[ \int_0^\infty \omega^2 \left( \frac{(S/N)^2}{1 + G_1 S/(I + N)} \right) \left( \frac{1 + I/N}{1 + 2 I/N} \right)^2 \gamma_1 \, dw \right]^{1/2} \]

(3.5.1-27)

Note that \( R_d \geq 1 \) and that \( R_d \) is a function of SNR, interference-to-noise ratio (INR), and relative time delay separation.

For the purpose of illustrating the two-sensor, two-target CRLB performance behavior, we assume a one-sided power spectrum of 100 Hz bandwidth centered at 50 Hz. Furthermore, we assume that signal, interference, and noise processes have identical bandwidths. Figures 3-4 and 3-5 present the multitarget shaping function \( \gamma_1 \), and \( \gamma_{12} \), respectively, as a function of frequency for a number of interference-to-signal ratios (ISRs). Two effects can be seen: (1) the function \( \gamma_1(\omega) \) reduces the low frequency band contribution to the CRLB while the function \( \gamma_{12}(\omega) \) reduces the high frequency band contribution to the coefficient of mutual dependence; (2) as ISR decreases, both \( \gamma_1(\omega) \) and \( \gamma_{12}(\omega) \) approach unity. Figure 3-6 presents the two-sensor, two-target degradation ratio (Equation (3.5.1-27)) as a function of time delay separation for a number of ISR values. Note that identical signal, interference, and noise power spectra of 100 Hz bandwidth are used. As shown in Figure 3-6, the degradation ratio is oscillatory as a function of time delay separation, which is...
Figure 3-6. Two-Sensor, Two-Target Cramer-Rao Lower Bound Degradation Ratio Versus Time Delay Separation (SNR = 0 dB)
plotted in terms of the noise inverse bandwidth. The oscillatory behavior decreases as separation increases. Two major peaks are observed. The first occurs when time delay separation approaches zero and the other occurs at 4 times the inverse bandwidth. Note that the first peak goes to infinity at zero while the second decreases as ISR decreases. Thus, targets with identical spectrum and spatial location yield the worst estimate since they are not separable in frequency and(or) space. In order to see the effect of different signal and interference spectra on the resulting estimate, we fix the ISR but vary the interference spectrum. We choose a noise bandwidth of 5000 Hz ($B = 5000$). The results are presented in Figures 3-7 and 3-8. Two observations can be made: (1) degradation ratio is no longer infinite at zero time delay separation with non-identical signal and interference spectra, and (2) comparison between Figures 3-6 and 3-7 shows that the degradation ratio as a function of time delay separation is bandwidth independent.

3.5.1.3 Case 3: One Target and M Sensors ($J = 1$, $M = M$). For M sensors and with $Q_k = I$, the parameter set consists of $M-1$ independent time delays. For convenience we select the intersensor time delay as the minimum time delay set. If we denote this parameter set by $\alpha = (\tau_1, \tau_2, \ldots, \tau_{M-1})^T$, then the optimum estimate of this time delay set is given by the $M-1$ likelihood equation:

$$\frac{3A}{h_i} = \int_0^\infty j\omega \left| h_i \right|^2 \alpha^* \hat{Q}_i^{-1} V_i(\Phi_i - \tilde{b}_i 1_M) V_i^* \hat{Q}_i^{-1} \alpha - T\tilde{b}_i \right| \frac{d\omega}{2\pi} = 0 \quad (3.5.1-28)$$
Figure 3-7. Two-Sensor, Two-Target CRLB Degradation Ratio Versus Time Delay Separation and Interference Spectrum (SNR = 0 dB, INR = 0 dB)
for \( i = 1, 2, \ldots, M-1 \).

It was derived in Appendix C that the CRLB of time delay estimate for every inter-sensor time delay is identical and is given by

\[
\text{VAR}(\hat{\tau}_i) \geq \left[ \frac{M}{\omega_k^2} \sum_{k=1}^{B} \frac{S_k^2/N_k^2}{1 + M \frac{S_k}{N_k}} \right]^{-1} \quad ; \quad i = 1, 2, \ldots, M-1
\]

(3.5.1-29a)

or in continuous form

\[
\text{VAR}(\hat{\tau}_i) \geq 2\pi \left[ \frac{M T}{\int_{0}^{\infty} \frac{S^2(\omega)/N^2(\omega)}{1 + M \frac{S}{N}(\omega)/N(\omega)} \omega^2 \text{d}\omega} \right]^{-1} \quad (3.5.1-29b)
\]

Thus, the CRLB of any two adjacent sensors improves with increased \( M \), the total number of sensors. Furthermore, Appendix C shows that the time delay estimate between any two sensors also has the same CRLB. In addition, the covariance of any two time delay estimates is

\[
\text{COV}(\hat{\tau}_i, \hat{\tau}_j) = \begin{cases} \frac{1}{2} \text{VAR}(\hat{\tau}_i) & \text{if } |i-j| = 1 \\ 0 & \text{if } |i-j| > 1 \end{cases} \quad (3.5.1-30a)
\]

In other words, the correlation coefficient is
Thus far, we have studied only the optimal time delay processing of a multisensor array system. The objective of a passive sonar system, however, is to localize an acoustic source of interest (i.e., obtaining its range and bearing). For passive localization, a minimum of three sensors (assuming omni-directional response) is needed. However, for a far field assumption, two sensors can yield good bearing information. In the following section, we study in some detail the optimum processor structure for range and bearing estimations from a three-sensor array.

3.5.2 Localization Parameter Estimation

In this section we examine in detail the optimum processor structure for estimating localization parameters (i.e., range and bearing). We compare the performance of the optimum processor to the conventional approach, where range and bearing are obtained from the measurement of two time delay pairs. We discuss briefly the optimality of the direct range and bearing estimation approach and of the indirect time delay estimation approach.
Consider a general three-sensor array geometry shown in Figure 3-9. We are interested in obtaining an optimum estimation of range and bearing using outputs from a three-sensor array. From Appendix D, we note that the range and bearing information is contained in the two incremental time delays. Let \( \tau_1 \) denote the time delay between sensor 1 and 2, and let \( \tau_2 \) denote the time delay between sensors 2 and 3. Then one can write

\[
\tau_1 = D_2 - D_1 = \frac{r - \sqrt{r^2 + L_1^2 - 2rL_1 \cos(\pi - \theta)}}{c} \tag{3.5.2-1}
\]

\[
\tau_2 = D_3 - D_2 = \frac{\sqrt{r^2 + L_2^2 - 2rL_2 \cos(\theta - \phi)} - r}{c} \tag{3.5.2-2}
\]
where $D_i; i = 1, 2, \text{ and } 3$ are the propagation delays. The steering matrix is

$$V_k = \text{diag} \left\{ e^{-j\omega_k \tau_1}, 1, e^{j\omega_k \tau_2} \right\}. \quad (3.5.2-3)$$

Therefore, Equations (3.5.1-10a) and (3.5.1-10b) become

$$P_k = V_k \mathbf{1}_M V_k^* \quad (3.5.2-4a)$$

$$\frac{\partial P_k}{\partial \theta_i} = j\omega_k V_k \frac{\partial \phi}{\partial \theta_i} V_k^* \quad (3.5.2-4b)$$

where $\theta_i$ is any time-delay related parameter of interest, and the matrix $\phi$ is given by (see Equation 3.5.1-8d)

$$\phi = \begin{bmatrix}
0 & -\tau_1 & -(\tau_1 + \tau_2) \\
\tau_1 & 0 & -\tau_2 \\
(\tau_1 + \tau_2) & \tau_2 & 0
\end{bmatrix}. \quad (3.5.2-4c)$$

The likelihood equations for range and bearing can be obtained from Equation (3.5.1-11a) as
\[
\frac{\partial \Lambda(r, \vartheta)}{\partial r} = \sum_{k=1}^{B} j \omega_k \left[ |h_k|^2 a_k^* Q_k^{-1} V_k \left( \frac{3 \Phi}{3r} - b_r \right) \right] = 0 \quad (3.5.2-5a)
\]

and
\[
\frac{\partial \Lambda(r, \vartheta)}{\partial \vartheta} = \sum_{k=1}^{B} j \omega_k \left[ |h_k|^2 a_k^* Q_k^{-1} V_k \left( \frac{3 \Phi}{3\vartheta} - b_\vartheta \right) \right] = 0 \quad (3.5.2-5b)
\]

where from Equation (3.5.1-11b) we have
\[
\tilde{b}_r = a_k \text{ tr} \left( Q_k^{-1} V_k \frac{3 \Phi}{3r} V_k^* \right) \quad (3.5.2-5c)
\]
\[
\tilde{b}_\vartheta = a_k \text{ tr} \left( Q_k^{-1} V_k \frac{3 \Phi}{3\vartheta} V_k^* \right). \quad (3.5.2-5d)
\]

For a single target in uncorrelated noise, it is easily verified that the biases are zero, i.e., \( b_r = b_\vartheta = 0 \). Furthermore, for convenience we write \( |\tilde{h}_k| = |h_k| \) and \( \tilde{Q}_k^{-1} = I \), i.e., assuming spectrally identical but spatially uncorrelated noise power spectrum for each sensor.

Therefore, the range and bearing likelihood equations reduce to
\[
\frac{\partial \Lambda(r, \vartheta)}{\partial r} = \sum_{k=1}^{B} j \omega_k |h_k|^2 a_k^* V_k \frac{3 \Phi}{3r} V_k^* a_k = 0 \quad (3.5.2-6a)
\]
where from Equation (3.5.1-4b) one obtains

\[ |h_k|^2 = \frac{S_k}{N_k^2 (1 + \frac{3k}{N_k})} \]  

Using the definitions of \(V_k\), \(\phi\) and the resulting derivatives \(\partial \phi / \partial r\) and \(\partial \phi / \partial \theta\), the likelihood equations can be manipulated to yield (Appendix F)

\[ \frac{\partial \Lambda(r, \theta)}{\partial r} = \frac{T}{2\pi} \frac{3}{3r} \int_{-\infty}^{\infty} |h(\omega)|^2 G(\omega; \tau_1, \tau_2) \, d\omega = 0 \]  

(3.5.2-7a)

\[ \frac{\partial \Lambda(r, \theta)}{\partial \theta} = \frac{T}{2\pi} \frac{3}{3\theta} \int_{-\infty}^{\infty} |h(\omega)|^2 G(\omega; \tau_1, \tau_2) \, d\omega = 0 \]  

(3.5.2-7b)

where

\[ G(\omega; \tau_1, \tau_2) = G_{21}(\omega)e^{j\omega \tau_1} + G_{32}(\omega)e^{j\omega \tau_2} + G_{31}(\omega)e^{j\omega (\tau_1 + \tau_2)} \]  

(3.5.2-7c)

and \(G_{ij}(\omega) = T \alpha_i^* \alpha_j^*\) is the estimated cross-power spectrum between sensor i and j. Now we define the joint parameter ambiguity function by

\[ R(\tau_1, \tau_2) = \int_{-\infty}^{\infty} |h(\omega)|^2 G(\omega; \tau_1, \tau_2) \, d\omega \]
\[
= \int_{-\infty}^{\infty} |h(\omega)|^2 \left[ G_{21}(\omega)e^{j\omega \tau_1} + G_{32}(\omega)e^{j\omega \tau_2} + G_{31}(\omega)e^{j\omega(\tau_1+\tau_2)} \right] \frac{d\omega}{2\pi}
\]

\[= R_{21}(\tau_1) + R_{32}(\tau_2) + R_{31}(\tau_1 + \tau_2). \quad (3.5.2-8)\]

Therefore, the optimum (ML) estimate of range and bearing is obtained by seeking the simultaneous nulls of the likelihood equations:

\[\frac{\partial \Lambda(r, \theta)}{\partial r} = T \frac{\partial}{\partial r} R(\tau_1, \tau_2) = 0 \quad (3.5.2-9a)\]

\[\frac{\partial \Lambda(r, \theta)}{\partial \theta} = T \frac{\partial}{\partial \theta} R(\tau_1, \tau_2) = 0. \quad (3.5.2-9b)\]

Now relate the time delays to range and bearing by

\[
\begin{bmatrix}
r \\
\theta
\end{bmatrix} = \begin{bmatrix}
f_1(\tau_1, \tau_2) \\
f_2(\tau_1, \tau_2)
\end{bmatrix} = \mathbf{f}(\tau_1, \tau_2) \quad (3.2.5-9c)
\]

and its inverse by

\[
\begin{bmatrix}
\tau_1 \\
\tau_2
\end{bmatrix} = \mathbf{f}^{-1}(r, \theta). \quad (3.5.2-9d)
\]
Then the joint estimation of range and bearing can be realized by an open loop processor described in Figure 3-10. In the literature, this is known as a focused beamformer because the optimum estimate of range and bearing is obtained when the beam is focused on the target.

Note that the optimum estimate of range and bearing \((r^*, \theta^*)\) must correspond to the time delay pair \((\tau_1^*, \tau_2^*)\) which defines the peak of the joint time delay ambiguity function \(R(\tau_1, \tau_2)\). Therefore, an equivalent theoretical approach is to first seek the optimum time delay pair \((\tau_1^*, \tau_2^*)\) and then transform it to the corresponding range and bearing. For practical applications, however, it is sometimes more convenient and simpler to search and track in the time delay parameter than the range and bearing parameters since the ambiguity function is symmetrical and uni-modal (for high SNR) in the time delay variables. More importantly, for a low SNR environment where a T-second observation MLE processor fails to be efficient, the symmetric property of the time delay ambiguity function allows a simple tracking filter design which could provide optimum estimates by increasing the effective coherent integration time.

Unfortunately, the resulting non-linear transformation from time delays to range and bearing for the practical approach renders the otherwise Gaussian noise process to be non-Gaussian.

Note the focused beamformer implementation shown in Figure 3-10 requires a two-dimensional (2-D) peak detector. However, a time delay approach using only two 1-D null detectors can be realized
Figure 3-10. Optimum Range and Bearing Estimation from Three-Sensor Arrays (Focused Beamformer)
without any loss of performance. This can be seen as follows. Rewriting Equations (3.5.2-9a and b) in terms of the time delay variables and using the chain rule of differentiation yields

\[
\frac{\partial \Delta(r, \theta)}{\partial r} = T \left[ \frac{\partial R(\tau_1, \tau_2)}{\partial \tau_1} \frac{\partial \tau_1}{\partial r} + \frac{\partial R(\tau_1, \tau_2)}{\partial \tau_2} \frac{\partial \tau_2}{\partial r} \right] = 0 \quad (3.5.2-10a)
\]

\[
\frac{\partial \Delta(r, \theta)}{\partial \theta} = T \left[ \frac{\partial R(\tau_1, \tau_2)}{\partial \tau_1} \frac{\partial \tau_1}{\partial \theta} + \frac{\partial R(\tau_1, \tau_2)}{\partial \tau_2} \frac{\partial \tau_2}{\partial \theta} \right] = 0 \quad (3.5.2-10b)
\]

Using the simple relations

\[
\tau_1 = -\frac{L_1}{c} \cos \theta - \frac{L_2}{2rc} \sin^2 \theta \\
\tau_2 = -\frac{L_2}{c} \cos \theta + \frac{L_2}{2rc} \sin^2 \theta
\]

as shown in Equations (D-2a) and (D-2b), respectively in Appendix D, we observe that the derivatives of \(\tau_1\) and \(\tau_2\) w.r.t. range are zero only for infinite range and the derivatives w.r.t. bearing are zero only at the endfire direction. Therefore, for all other situations, the necessary and sufficient conditions for Equations (3.5.2-10a) and (3.5.2-10b) to be true are

\[
\frac{\partial R(\tau_1, \tau_2)}{\partial \tau_1} = 0 \quad (3.5.2-10c)
\]
\[ \frac{\partial R(t_1, t_2)}{\partial t_2} = 0. \]

(3.5.2-10d)

Thus, using Equation (3.5.2-8) in (3.5.2-10a-d) yields

\[ \frac{\partial R(t_1, t_2)}{\partial t_1} = \frac{\partial}{\partial t_1} \left[ R_{21}(t_1) + R_{31}(t_1 + t_2) \right] \]

\[ = \frac{T}{2\pi} \frac{\partial}{\partial t_1} \int_{-\infty}^{\infty} |h(\omega)|^2 \]

\[ \left[ G_{21}(\omega)e^{j\omega t_1} + G_{31}(\omega)e^{j\omega (t_1+t_2)} \right] d\omega \]

(3.5.2-10e)

and

\[ \frac{\partial R(t_1, t_2)}{\partial t_2} = \frac{\partial}{\partial t_2} \left[ R_{32}(t_2) + R_{31}(t_1 + t_2) \right] \]

\[ = \frac{T}{2\pi} \frac{\partial}{\partial t_2} \int_{-\infty}^{\infty} |h(\omega)|^2 \]

\[ \left[ G_{32}(\omega)e^{j\omega t_2} + G_{31}(\omega)e^{j\omega (t_1+t_2)} \right] d\omega \]

(3.5.2-10f)
where we have used the fact that

\[ \frac{\partial R_{32}(\tau_2)}{\partial \tau_1} - \frac{\partial R_{21}(\tau_1)}{\partial \tau_2} = 0. \]  

(3.5.2-10g)

An optimum three-sensor array processor using two correlators is shown in Figure 3-11.

We next calculate the CRLB for the optimum three-sensor array processor. First we calculate the CRLB for the optimum time delay estimate and compare it to the conventional approach. Then the CRLB for the localization parameters is obtained by relating it to the time delay estimate.

From Appendix C, we obtain the elements of the Fisher Information matrix for optimum one-target three-sensor time delay estimation as:

\[ J_{ij} = \text{tr} \left( \frac{\partial \Phi}{\partial \tau_i} \frac{\partial \Phi}{\partial \tau_j} \right) \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + 3 S_k^2/N_k} \right). \]  

(3.5.2-11)

From Equation (3.5.2-4c) we find

\[ \frac{\partial \Phi}{\partial \tau_1} = \begin{bmatrix} 0 & -1 & -1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}; \quad \frac{\partial \Phi}{\partial \tau_2} = \begin{bmatrix} 0 & 0 & -1 \\ 0 & 0 & -1 \\ 1 & 1 & 0 \end{bmatrix}. \]  

(3.5.2-12a)
Figure 3-11. Optimum Range and Bearing Estimation from Three-Sensor Arrays Using Two Correlators
and therefore

\[
\text{tr}\left( \frac{\partial \Phi}{\partial \tau_1} \frac{\partial \Phi}{\partial \tau_1} \right) = -4 \quad (3.5.2-12b)
\]

\[
\text{tr}\left( \frac{\partial \Phi}{\partial \tau_1} \frac{\partial \Phi}{\partial \tau_2} \right) = -2 \quad (3.5.2-12c)
\]

and

\[
\text{tr}\left( \frac{\partial \Phi}{\partial \tau_2} \frac{\partial \Phi}{\partial \tau_2} \right) = -4 \quad . \quad (3.5.2-12d)
\]

From Appendix B, the CRLB for a two-parameter joint estimation is:

\[
\text{VAR}(\tau_1) \geq \frac{1}{(1 - \frac{M_{12}^2}{J_{11}})} \frac{1}{J_{11}} \quad (3.5.2-13a)
\]

\[
\text{VAR}(\tau_2) \geq \frac{1}{(1 - \frac{M_{12}^2}{J_{22}})} \frac{1}{J_{22}} \quad (3.5.2-13b)
\]

where \(M_{12}\), the coefficient of mutual dependence, is given by

\[
M_{12} = \frac{J_{12}}{(J_{11} - J_{22})^{1/2}} \quad . \quad (3.5.2-13c)
\]

Now using Equations (3.5.2-11) and (3.5.2-12a-d) or Equation (3.5.1-29a), we obtain

\[
\text{VAR}(\tau_1) = \text{VAR}(\tau_2) \geq \left[ 3 \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + 3 \frac{S_k}{N_k}} \right) \right]^{-1} \quad . \quad (3.5.2-14)
\]
Note that for the general case of $M$ sensors it was shown in Appendix C that the CRLB of the incremental time delay estimates is given by

$$\text{VAR}(\tau_i) \geq \left[ M \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k}{1 + M S_k/N_k} \right) \right]^{-1} ; \quad i = 1, 2, \ldots, M-1 .$$

(3.5.2-15)

Thus, the time delay estimate improves with the increased number of spatial sensor observations.

We now discuss the conventional approach to estimating range and bearing. A conventional three-sensor array signal processor is shown in Figure 3-12. In the conventional approach, only two cross-power spectra are processed. For this case, the CRLB of the time delay estimate is given by (see Equation (3.5.1-16a))

$$\text{VAR}_c(\tau_1) = \text{VAR}_c(\tau_2) \geq \left[ 2 \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + S_k/N_k} \right) \right]^{-1} .$$

(3.5.2-16a)

Therefore, the time delay variance ratio of the optimum to the conventional is

$$\frac{\text{VAR}(\tau_1)}{\text{VAR}_c(\tau_1)} = \frac{1}{3} \sum_{k=1}^{B} \frac{\omega_k^2}{\sum_{k=1}^{B} \omega_k^2} \left( \frac{S_k^2/N_k^2}{1 + 3 S_k/N_k} \right) .$$

(3.5.2-16b)
Figure 3-12. Conventional Range and Bearing Estimation from Three-Sensor Arrays Using Two Correlators
and for a flat signal and noise power spectra, Equation (3.5.2-16b) is simplified to

$$\frac{\text{VAR}(\varphi_1)}{\text{VAR}_C(\varphi_1)} = \left(\frac{2}{3}\right)\left(\frac{1 + 3\, S/N}{1 + 2\, S/N}\right). \quad (3.5.2-16c)$$

Thus, at low SNR, the CRLB of the optimum processor is improved by a factor of \(\frac{2}{3}\) (1.8 dB) with respect to the conventional approach.

Because the two time delays are correlated due to common noise channels, a more meaningful approach is to compare the one sigma error ellipse area between the optimum and the conventional. From Appendices C and E, we obtain the two time delay covariance matrices as

$$P_o = \begin{bmatrix} 1 & -\frac{1}{2} \\ -\frac{1}{2} & 1 \end{bmatrix} \quad \text{VAR}(\varphi_1)$$

$$P_c = \begin{bmatrix} 1 & -\frac{S/N}{1 + 2\, S/N} \\ -\frac{S/N}{1 + 2\, S/N} & 1 \end{bmatrix} \quad \text{VAR}_C(\varphi_1) \quad (3.5.2-16d)$$

where \(P_o\) and \(P_c\) denote, respectively, the optimum and conventional covariance matrices. Therefore, the ratio of their area is

$$\frac{A_o}{A_c} = \frac{\pi |P_o|^{\frac{1}{2}}}{\pi |P_c|^{\frac{1}{2}}}.$$
Using Equations (3.5.2-16d-e) in Equation (3.5.2-16f) yields the desired result:

\[
\frac{A_0}{A_C} = \sqrt{\frac{1}{3} \left( 1 + \frac{3S/N}{1 + S/N} \right)}.
\]  

(3.5.2-16g)

Thus Equation (3.5.2-16g) states that in a low SNR environment \((S/N \ll 1)\), the error ellipse of the optimum approach has an area equal approximately to one half the conventional approach. This represents a substantial loss in performance by the conventional approach. On the other hand, in a high SNR environment \((S/N \gg 1)\) the conventional processor approaches the optimum.

The CRLB on the localization parameters for the focused beamformer can be obtained as follows. Defining the Fisher Information matrix by

\[
F = \begin{bmatrix} F_{rr} & F_{re} \\ F_{er} & F_{ee} \end{bmatrix},
\]

then the CRLB for the range and bearing estimates is:

\[
\text{VAR}(\hat{r}) = \frac{1}{(1 - M_{12}^2)} \frac{1}{F_{rr}}.
\]  

(3.5.2-17a)
\[ \text{VAR}(\hat{\omega}) = \frac{1}{1 - M_{12}^2} \frac{1}{F_{ee}} \]  
(3.5.2-17b)

where

\[ M_{12} = \frac{F_{re}}{(F_{rr} F_{ee})^{1/2}}. \]  
(3.5.2-17c)

Again from Appendix C, we find:

\[ F_{rr} = -\text{tr} \left( \frac{\partial \Phi}{\partial r} \frac{\partial \Phi}{\partial r} \right) \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_{k}^2/N_k^2}{1 + 3 S_{k}^2/N_k} \right) \]  
(3.5.2-18a)

\[ F_{re} = -\text{tr} \left( \frac{\partial \Phi}{\partial r} \frac{\partial \Phi}{\partial \theta} \right) \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_{k}^2/N_k^2}{1 + 3 S_{k}^2/N_k} \right) \]  
(3.5.2-18b)

and

\[ F_{ee} = -\text{tr} \left( \frac{\partial \Phi}{\partial \theta} \frac{\partial \Phi}{\partial \theta} \right) \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_{k}^2/N_k^2}{1 + 3 S_{k}^2/N_k} \right). \]  
(3.5.2-18c)

Now

\[ \text{tr} \left( \frac{\partial \Phi}{\partial r} \frac{\partial \Phi}{\partial \theta} \right) = \text{tr} \left[ \left( \sum_{i=1}^{2} \frac{\partial \tau_i}{\partial r} \frac{\partial \Phi}{\partial \theta} \right) \left( \sum_{j=1}^{2} \frac{\partial \Phi}{\partial \tau_j} \frac{\partial \tau_j}{\partial \theta} \right) \right] \]

\[ = \sum_{i=1}^{2} \sum_{j=1}^{2} \left( \frac{\partial \tau_i}{\partial r} \frac{\partial \tau_i}{\partial \theta} \right) \text{tr} \left( \frac{\partial \Phi}{\partial \tau_i} \frac{\partial \Phi}{\partial \tau_j} \right) \]  
(3.5.2-19a)
and using Equations (3.5.2-12a-d), we obtain

\[
\text{tr} \left( \frac{\partial \phi}{\partial r} \frac{\partial \phi}{\partial \theta} \right) = -4 \left( \frac{\partial \tau_1}{\partial r} \frac{\partial \tau_1}{\partial \theta} + \frac{\partial \tau_1}{\partial r} \frac{\partial \tau_2}{\partial \theta} + \frac{\partial \tau_2}{\partial r} \frac{\partial \tau_2}{\partial \theta} + \frac{\partial \tau_2}{\partial r} \frac{\partial \tau_1}{\partial \theta} \right) 
\]

(3.5.2-19b)

and similarly

\[
\text{tr} \left( \frac{\partial \phi}{\partial \theta} \frac{\partial \phi}{\partial \theta} \right) = -4 \left[ \left( \frac{\partial \tau_1}{\partial \theta} \right)^2 + \frac{\partial \tau_1}{\partial \theta} \frac{\partial \tau_2}{\partial \theta} + \left( \frac{\partial \tau_2}{\partial \theta} \right)^2 \right] 
\]

(3.5.2-19c)

\[
\text{tr} \left( \frac{\partial \phi}{\partial \theta} \frac{\partial \phi}{\partial \theta} \right) = -4 \left[ \left( \frac{\partial \tau_1}{\partial \theta} \right)^2 + \frac{\partial \tau_1}{\partial \theta} \frac{\partial \tau_2}{\partial \theta} + \left( \frac{\partial \tau_2}{\partial \theta} \right)^2 \right]. 
\]

(3.5.2-19d)

Using Equations (3.5.2-1) and (3.5.2-2) and evaluating the derivatives at the true range and bearing (R, B), we obtain the following:

\[
\left. \frac{\partial \tau_1}{\partial r} \right|_{R,B} = \frac{1}{2c} \left( \frac{L_1 \sin B}{R} \right)^2 
\]

(3.5.2-20a)

\[
\left. \frac{\partial \tau_2}{\partial r} \right|_{R,B} = -\frac{1}{2} \left( \frac{L_2 \sin(B - \phi)}{R} \right)^2 
\]

(3.5.2-20b)

\[
\left. \frac{\partial \tau_1}{\partial \theta} \right|_{R,B} = \frac{L_1}{c} \sin B - \frac{L_2}{c} \left( \frac{\sin 2B}{R} \right) 
\]

(3.5.2-20c)
and

\[ \frac{\partial^2 \tau_2}{\partial \theta \partial \phi} \bigg|_{R,B} = \frac{L_2}{c} \sin(B - \phi) + \frac{L_2^2}{2c} \left( \frac{\sin 2(B - \phi)}{R} \right). \]  

(3.5.2-20d)

For simplicity we assume a special case where the sensor arrays are co-linear with equal separation \((L = L_1 = L_2)\) and the target is at broadside. Thus, substituting Equations (3.5.2-20a-d) in Equations (3.5.2-9b-d) yields:

\[ \text{tr} \left( \frac{\partial \phi}{\partial r} \frac{\partial \phi}{\partial \theta} \right) \bigg|_{R,B} = 0 \]  

(3.5.2-21a)

\[ \text{tr} \left( \frac{\partial \theta}{\partial r} \frac{\partial \phi}{\partial \theta} \right) \bigg|_{R,B} = \frac{1}{c^2} \left( \frac{L}{R} \right)^4 \]  

(3.5.2-21b)

and

\[ \text{tr} \left( \frac{\partial \phi}{\partial r} \frac{\partial \phi}{\partial \theta} \right) \bigg|_{R,B} = -12 \left( \frac{L}{c} \right)^2. \]  

(3.5.2-21c)

Therefore, the CRLB of range and bearing evaluated at the true range and bearing is given by:

\[ \text{VAR}(\hat{r}) \geq \frac{1}{(1 - M^2/12)} \left\{ -\text{tr} \left[ \left( \frac{\partial \phi}{\partial r} \right)^2 \right] \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_{k}^2/N_{k}^2}{1 + 3 S_{k}/N_{k}} \right) \right\}^{-1}. \]  

(3.5.2-22a)
And because of Equation (3.5.2-21a), range and bearing estimates are uncorrelated. Using Equation (3.5.2-14) these can be expressed in terms of the variance of the time delay estimate as follows:

\[
\text{VAR}(\hat{\theta}) \geq \frac{1}{(1 - N_{12})} \left\{ -\text{tr} \left[ \left( \frac{\partial \Phi}{\partial \theta} \right)^2 \right] \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + 3 \frac{S_k^2/N_k^2}{N_k}} \right) \right\}^{-1}
\]

(3.5.2-22b)

For the special case of a co-linear array and a broadside target, we find

\[
\text{VAR}(\hat{r}) \geq \frac{3 \text{VAR}(\hat{\tau}_1)}{-\text{tr} \left( \frac{\partial \Phi}{\partial \theta} \right)^2}
\]

(3.5.2-23a)

\[
\text{VAR}(\hat{\theta}) \geq \frac{3 \text{VAR}(\hat{\tau}_1)}{-\text{tr} \left( \frac{\partial \Phi}{\partial \theta} \right)^2}
\]

(3.5.2-23b)

\[
\text{VAR}(\hat{r}) \geq 3c^2 \left( \frac{R}{c} \right)^4 \text{VAR}(\hat{\tau}_1)
\]

(3.5.2-24a)

\[
\text{VAR}(\hat{\theta}) \geq \frac{1}{4} \left( \frac{c}{c} \right)^2 \text{VAR}(\hat{\tau}_1)
\]

(3.5.2-24b)
Taking the ratio of Equation (3.5.2-24a) to Equation (3.5.2-24b) yields

$$\text{VAR}(\hat{r}) > 12 \frac{R^4}{L^2} \text{VAR}(\hat{\theta}),$$  \hspace{1cm} (3.5.2-24c)

which relates the range variance to the bearing variance. Thus, we obtain the well known results that the variance of the range estimate is proportional to the fourth power ratio of the true range to base line length, and the variance of the bearing estimate is inversely proportional to the square of the base length.

Note that the range and bearing variances of the focused beamformer approach (Equations (3.5.2-24a-b)) agree with Equations (G-15) and (G-16) of Appendix G, which were obtained via a geometric mapping from time delay measurements. Therefore, the one-step focused beamformer approach and the two-step time delay approach yield identical statistical performance.

Let \( S_o \) and \( S_c \) denote the area of the range/bearing one-sigma localization error ellipse for the optimum and the conventional approach, respectively. Then from Equations (3.5.2-24a) and (3.5.2-24b) one obtains

$$S_o = \pi \sqrt{\text{VAR}(\hat{r}) \text{VAR}(\hat{\theta})}$$

$$= \sqrt{\frac{3}{2}} \left( \frac{\pi R^2 c^2}{L^3} \right) \text{VAR}(\hat{\tau}_1).$$ \hspace{1cm} (3.5.2-25a)
On the other hand, for the conventional approach, it can be shown (Appendix G) that

$$S_c = \left( \frac{\pi R^2 c^2}{L^3} \right) \sqrt{\frac{(1 + 3 S/N)(1 + S/N)}{(1 + 2 S/N)}} \text{VAR}_c(\hat{\tau}_1). \quad (3.5.2-25b)$$

Therefore, using the relation given in Equation (3.2.5-16d), the ratio of the error ellipse area is

$$\frac{S_o}{S_c} = \sqrt{\frac{1 + 3 S/N}{1 + 3 S/N}} \quad (3.5.2-25c)$$

which has the same ratio as in time delay estimation (see Equation 3.5.2-16g). Thus Equation (3.5.2-25c) implies that the optimum processor yields a one-sigma localization error ellipse which is approximately one half \((1/\sqrt{3})\) that of the conventional approach in a low SNR environment. This improvement comes directly from a better bearing estimation using the optimum approach.* Note, it can be shown that the ranging performance is identical between the conventional and the optimum approach. (See Appendix G.)

*It was pointed out by Dr. J. Tannielo of the Naval Underwater Systems Center that optimum range and bearing estimation can also be achieved using the conventional approach. However, one must provide separate and different spectral shaping filters for range and bearing estimation.
3.5.3 Power Spectral Estimation

Our discussion thus far assumes that all target power spectra are known. This is one of the strongest assumptions we have made in studying the optimum signal processor. The resulting processors contain spectral shaping filters which are functions of the known target power spectra. In an actual implementation, the power spectra must be either known a priori or estimated. In this section we briefly examine the methodology of spectral estimation in a multisensor, multitarget environment and the relations between power spectral estimation and time delay estimation.

Thus, we seek the estimate $\hat{S}_{kj}$, the signal power spectral level of target $j$ at frequency $k$. Recall from Equation (3.2-6) that the spectral levels are contained in the observation covariance matrix $R_k$. Let $\mathbf{S}$ be a column vector of all the unknown spectral levels. Thus, $\mathbf{S} = (S_{11} \ S_{21} \ldots \ S_{B1}; S_{12} \ S_{22} \ldots \ S_{B2}; \ldots ; S_{1j} \ S_{2j} \ldots \ S_{Bj})^T$ is a JB dimension vector. Therefore, from Equation (3.2-9) the likelihood equation for $\hat{S}_{kj}$ is

$$\frac{\partial \Lambda(S)}{\partial S_{kj}} = - \frac{\partial \Lambda_k(S)}{\partial S_{kj}} = 0; \quad j = 1, 2, \ldots, J \quad \text{and} \quad k = 1, 2, \ldots, B \quad (3.5.3-1)$$

Note that the likelihood equations are decoupled in frequency. This implies that each equation can be solved separately. Now from Equation (3.2-10) we obtain...
\[
\frac{\partial A_k(S)}{\partial S_{kj}} = \text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial S_{kj}} \right) + \frac{\partial}{\partial S_{kj}} \frac{\partial A_k^{-1}}{\partial S_{kj}}
\] (3.5.3-2)

where \( R_k \) and \( R_k^{-1} \) are given by Equations (3.5.1-2a) and (3.5.1-3).

Hence, the derivative of \( R_k \) and \( R_k^{-1} \) w.r.t. \( S_{kj} \) is given by

\[
\frac{\partial R_k}{\partial S_{kj}} = P_{kj} = V_{kj} V_{kj}^* \quad (3.5.3-3a)
\]

\[
\frac{\partial R_k^{-1}}{\partial S_{kj}} = \frac{\partial}{\partial S_{kj}} \left( S_{kj} P_{kj} + \tilde{N}_{kj} \tilde{Q}_{kj} \right)^{-1}
\]

\[
= \frac{\partial}{\partial S_{kj}} \left( \frac{\tilde{Q}_{kj}^{-1}}{N_{kj}} - \frac{S_{kj}/N_{kj}}{1 + G_{kj} S_{kj}/N_{kj}} \right) \tilde{Q}_{kj}^{-1} P_{kj} \tilde{Q}_{kj}^{-1}
\]

\[
= - \left[ \frac{1}{N_{kj}} - \frac{S_{kj}/N_{kj}}{1 + G_{kj} S_{kj}/N_{kj}} \right]^2 \tilde{Q}_{kj}^{-1} P_{kj} \tilde{Q}_{kj}^{-1}
\]

\[
= - \frac{\tilde{Q}_{kj}^{-1} P_{kj} \tilde{Q}_{kj}^{-1}}{(1 + G_{kj} S_{kj}/N_{kj})^2}. \quad (3.5.3-3b)
\]

Therefore, the first term in Equation (3.5.3-2) can be written as

\[
\text{tr} \left( R_k^{-1} \frac{\partial R_k}{\partial S_{kj}} \right) = \text{tr} \left( \frac{\tilde{Q}_{kj}^{-1} V_{kj} V_{kj}^*}{N_{kj}} \right)
\]

\[
- \frac{S_{kj}/N_{kj}}{1 + G_{kj} S_{kj}/N_{kj}} \tilde{Q}_{kj}^{-1} V_{kj} V_{kj}^* \tilde{Q}_{kj}^{-1} V_{kj} V_{kj}^*
\]
Substituting Equations (3.5.3-3b) and (3.5.3-4) into (3.5.3-2), one obtains

$$aA(S) = \frac{G_{kj}}{N_{kj}} - \frac{\tilde{S}_{kj/N_{kj}}}{1 + G_{kj} \tilde{S}_{kj/N_{kj}}} \frac{G_{kj}^2}{N_{kj}}$$

(3.5.3-4)

Solving Equation (3.5.3-5) yields

$$S_{kj} = \frac{|V_{kj}^* \tilde{Q}_{kj}^{-1} \alpha_k|^2}{G_{kj}^2} - \frac{N_{kj}}{G_{kj}} \tilde{S}_{kj} \quad k = 1, 2, \ldots, \beta$$

$$j = 1, 2, \ldots, \gamma$$

(3.5.3-6)

Thus, in order to estimate the J target power spectra, a total of J yields must be solved if the optimum steering vector $V_{kj}^*$ is known. If it is not known, then the J(M - 1) time delay equations must be solved simultaneously with the JB spectral equations. However, in practice the target spectrum can be modeled with a considerably smaller set of unknown parameters. Therefore, sampling the spectrum
at appropriate frequencies should provide sufficient information to estimate the unknown spectral parameters.

Note that Equation (3.5.3-6) is an unbiased spectral estimator. This can be shown easily as follows.

Taking the expected value of Equation (3.5.3-6) yields

\[
E(S_{kj}) = \frac{1}{G_{kj}} E|V_{kj}^* Q_{kj}^{-1} \alpha_k|^2 - \frac{N_{kj}}{G_{kj}}
\]

\[
= \frac{1}{G_{kj}} V_{kj}^* Q_{kj}^{-1} E(\alpha_k^* \alpha_k) Q_{kj}^{-1} V_{kj} - \frac{N_{kj}}{G_{kj}}
\]  \hspace{1cm} (3.5.3-7)

But from Equations (2.3-3a) and (3.2-7a):

\[
E(\alpha_k^* \alpha_k) = S_{kj} V_{kj}^* V_{kj} + N_{kj} Q_{kj}
\]  \hspace{1cm} (3.5.3-8)

Substituting Equation (3.5.3-8) into (3.5.3-7) yields

\[
E(S_{kj}) = S_{kj} + \frac{N_{kj} V_{kj}^* Q_{kj}^{-1} \alpha_k Q_{kj}^{-1} V_{kj}}{G_{kj}} - \frac{N_{kj}}{G_{kj}}
\]

\[
= S_{kj}
\]  \hspace{1cm} (3.5.3-9)

Next we briefly examine the optimum spectral estimator for the one-target and two-target cases.
3.5.3.1 Case 1: One Target, M Sensors (J=1, M=M). For a single target, we have $N_{kj} = N_k$, $Q_{kj}^{-1} = Q_k$, and $G_{kj} = G_k = V_k^* Q_k^{-1} V_k$. Equation (3.5.3-6) becomes

$$
\hat{S}_k = \frac{|V_k^* Q_k^{-1} a_k|^2}{G_k^2} - \frac{N_k}{G_k}. \quad (3.5.3-10)
$$

Furthermore, by letting $Q_k = I$ (i.e., noises are uncorrelated from sensor to sensor), then Equation (3.5.3-10) can be simplified to

$$
\hat{S}_k = \frac{|V_k^* a_k|^2}{M^2} - \frac{N_k}{M}. \quad (3.5.3-11)
$$

Figure 3-13 shows the optimum one-target multisensor spectral estimator.

3.5.3.2 Case 2: Two Targets, M Sensors (J=2, M=M). For the two-target case, Equation (3.5.3-6) becomes

$$
\hat{S}_{k1} = \frac{|V_{k1}^* Q_{k1}^{-1} a_{k1}|^2}{G_{k1}^2} - \frac{\hat{S}_{k2} + N_k}{G_{k1}}. \quad (3.5.3-12a)
$$

$$
\hat{S}_{k2} = \frac{|V_{k2}^* Q_{k2}^{-1} a_{k2}|^2}{G_{k2}^2} - \frac{\hat{S}_{k1} + N_k}{G_{k2}}. \quad (3.5.3-12b)
$$
Figure 3-13. Optimum One-Target, Multisensor Spectral Estimator
Recall that

\[
\tilde{Q}_{k_1}^{-1} = (\hat{S}_{k_2} + N_k) \left( S_{k_2} v_{k_2} v_{k_2}^* + N_k Q_k \right)^{-1}
\]

\[= (1 + \hat{S}_{k_2}/N_k) \left[ Q_k^{-1} - \frac{\hat{S}_{k_2}/N_k}{1 + M \hat{S}_{k_2}/N_k} Q_k^{-1} v_{k_2} v_{k_2}^* Q_k^{-1} \right].\]

(3.5.3-13a)

Similarly,

\[
\tilde{Q}_{k_2}^{-1} = (1 + \hat{S}_{k_1}/N_k) \left[ Q_k^{-1} - \frac{\hat{S}_{k_1}/N_k}{1 + M \hat{S}_{k_1}/N_k} Q_k^{-1} v_{k_1} v_{k_1}^* Q_k^{-1} \right].
\]

(3.5.3-13b)

Also

\[
G_{k_1} = v_{k_1}^* \tilde{Q}_{k_1}^{-1} v_{k_1}
\]

\[= (1 + \hat{S}_{k_2}/N_k) \left[ v_{k_1}^* Q_k^{-1} v_{k_1} - \frac{\hat{S}_{k_2}/N_k}{1 + M \hat{S}_{k_2}/N_k} (v_{k_1}^* Q_k^{-1} v_{k_1})^2 \right].\]

(3.5.3-13c)

and

\[
G_{k_2} = (1 + \hat{S}_{k_1}/N_k) \left[ v_{k_2}^* Q_k^{-1} v_{k_2} - \frac{\hat{S}_{k_1}/N_k}{1 + M \hat{S}_{k_1}/N_k} (v_{k_2}^* Q_k^{-1} v_{k_2})^2 \right].
\]

(3.5.3-13d)
For simplicity assume \( Q_k = 1 \), then \( \frac{v_k^*}{v_{k1}} Q_{k1}^{-1} v_{k1} = \frac{v_k^*}{v_{k2}} Q_{k2}^{-1} v_{k2} = M \). Now the following relations can be obtained:

\[
G_{k1} = \frac{M (1 + \hat{S}_{k2}/N_k)}{1 + M \hat{S}_{k2}/N_k} \tag{3.5.3-14a}
\]

\[
G_{k2} = \frac{M (1 + \hat{S}_{k1}/N_k)}{1 + M \hat{S}_{k1}/N_k} \tag{3.5.3-14b}
\]

\[
|v_{k1}^* Q_{k1}^{-1} \alpha_k|^2 = (1 + \hat{S}_{k2}/N_k)^2 \left| v_{k1}^* \alpha_k \right| - \frac{\hat{S}_{k2}/N_k}{1 + M \hat{S}_{k2}/N_k} \left( v_{k1}^* v_{k2} \right) \left( v_{k2}^* \alpha_k \right) \tag{3.5.3-14c}
\]

\[
|v_{k2}^* Q_{k2}^{-1} \alpha_k|^2 = (1 + \hat{S}_{k1}/N_k)^2 \left| v_{k2}^* \alpha_k \right| - \frac{\hat{S}_{k1}/N_k}{1 + M \hat{S}_{k1}/N_k} \left( v_{k1}^* v_{k2} \right) \left( v_{k1}^* \alpha_k \right) \tag{3.5.3-14d}
\]

Substituting the above into Equation (3.5.3-12a-b) and simplifying yields
\[ \hat{S}_{k1} = A_{k2} \left( A_{k1} \left| \nu_{k1}^* \alpha_k - B_{k2} \nu_{k2}^* \alpha_k \right|^2 - N_k \right) \]  
(3.5.3-15a)

\[ \hat{S}_{k2} = A_{k1} \left( A_{k1} \left| \nu_{k2}^* \alpha_k - B_{k1} \nu_{k1}^* \alpha_k \right|^2 - N_k \right) \]  
(3.5.3-15b)

where \( A_{ki} \) and \( B_{ki} \) are defined by

\[ A_{ki} = \frac{1 + M \hat{S}_{ki}/N_k}{M}; \quad i = 1, 2 \]  
(3.5.3-15c)

and

\[ B_{ki} = \frac{\hat{S}_{ki}/N_k}{1 + M \hat{S}_{ki}/N_k} \nu_{k1}^* \nu_{k2}^*; \quad i = 1, 2 . \]  
(3.5.3-15d)

The optimum two-target \( M \) sensor spectral estimator is shown in Figure 3-14.

We have already shown that the optimum spectral estimator is an unbiased estimator. In the remainder of this section we briefly discuss the estimator performance bound. There are two cases of particular interest: (1) power spectral estimation with known time delay, and (2) joint time delay and spectral estimation.

3.5.3.3 Case 1: Power Spectral Estimation with Known Time Delay. Consider the two-target \( M \) sensor problem. The optimum power spectral estimator is given in Figure 3-14. The spectral CRLB can be derived as follows.
Figure 3.14. Optimum Two-Target Power Spectral Estimator

\[ A_{ki} = \frac{1 + M \tilde{S}_{ki}/N_k}{M} \]  
\[ B_{ki} = \frac{\tilde{S}_{ki}/N_k}{M} \]  

\( \text{FOR } i = 1 \text{ AND } 2 \)
For each frequency $\omega_k$, we have the relation

$$\text{VAR}(\hat{S}_{k,j}) = [F^{-1}]_{jj} \quad j = 1, 2 \quad (3.5.3-16)$$

where $F$ is the $2 \times 2$ Fisher information matrix whose $j\ell$ element is given by

$$F_{j\ell} = -E\left[ \frac{\partial^2 \Lambda(S)}{\partial S_{kj} \partial S_{k\ell}} \right]$$

$$= \text{tr} \left( R_{k}^{-1} \frac{\partial R_{k}}{\partial S_{kj}} R_{k}^{-1} \frac{\partial R_{k}}{\partial S_{k\ell}} \right)$$

$$= -\text{tr} \left( \frac{\partial R_{k}^{-1}}{\partial S_{kj}} \frac{\partial R_{k}}{\partial S_{k\ell}} \right) \quad (3.5.3-17)$$

where Equations (3.5.3-2) and (3.4-4) have been used. Using Equations (3.5.3-3a) and (3.5.3-3b), Equation (3.5.3-17) reduces to

$$F_{j\ell} = \text{tr} \left( \frac{Q_{k,j}^{-1} V_{k,j} V_{k,j}^* Q_{k,j}^{-1} \tilde{N}_{k,j}^2}{(1 + G_{k,j} S_{k,j}/N_{k,j})^2} V_{k,\ell} V_{k,\ell}^* \right)$$

$$= \frac{|V_{k,\ell}^* Q_{k,j}^{-1} V_{k,j}^*|^2 \tilde{N}_{k,j}^2}{(1 + G_{k,j} S_{k,j}/N_{k,j})} \quad (3.5.3-18a)$$
Note for \( j = 1 \), Equation (3.5.3-18a) further reduces to

\[
F_{jj} = \left[ \frac{G_{kj}/\bar{N}_{kj}}{1 + G_{kj} S_{kj}/N_{kj}} \right]^2.
\]

(3.5.3-18b)

Thus, the spectral CRLB is

\[
\text{VAR}(\hat{S}_{kj}) = \frac{1}{(1 - M_{12}^2)} \frac{1}{F_{jj}}
\]

\[
= \frac{1}{(1 - M_{12}^2)} \left( S_{kj} + \frac{\bar{N}_{kj}}{G_{kj}} \right)^2 ; \quad j = 1, 2 \quad (3.5.3-19a)
\]

where

\[
M_{12} = \frac{F_{12}}{(F_{11} F_{22})^{1/2}}
\]

\[
= \frac{|V_k^* Q_{k1} - V_{k1}|^2}{(G_{k1} G_{k2})}
\]

(3.5.3-19b)

is the spectral coefficient of mutual dependence. Note that for a single target case, the spectral CRLB is
$$\text{VAR}(\hat{S}_k) = -\left\{ \mathbb{E} \left[ \frac{\partial^2 \Lambda(S)}{\partial S_k^2} \right] \right\}^{-1}$$

$$= \left\{ \text{tr} \left( \frac{\partial R_k^{-1}}{\partial S_k} \frac{\partial R_k}{\partial S_k} \right) \right\}^{-1}$$

$$= \left[ S_k + \frac{N_k}{G_k} \right]^2$$

where $G_k = \mathbf{V}_k^* \mathbf{Q}^{-1}_k \mathbf{V}_k$ is known as the array gain.

3.5.3.4 Case 2: Joint Time Delay and Spectral Estimation. For simplicity, we assume a single target and two sensors. Therefore, the unknowns are $\tau$, the time delay, and $S_k$, the spectral level at frequency $\omega_k$. Note that because the spectral likelihood equation is independent for each frequency $\omega_k$, we only need to consider the joint estimate between $\tau$ and $S_k$. Now let $\theta_1 = \tau$, and $\theta_2 = S_k$, then the joint time delay spectral CRLB evaluated at the true parameter values is

$$\text{VAR}(\hat{\theta}_i) \geq (F^{-1})_{ii}, \quad i = 1, 2$$

(3.5.3-21a)

where the $ij$ element of the Fisher information matrix is given by

$$F_{ij} = -\mathbb{E} \left( \frac{\partial^2 \Lambda(S, \tau)}{\partial \theta_i \partial \theta_j} \right).$$

(3.5.3-21b)
Now

\[ F_{11} = -E \left( \frac{\partial^2 \Lambda(S, \tau)}{\partial \tau^2} \right) \]

\[ = - \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R_k^{-1}}{\partial \tau} \frac{\partial R_k}{\partial \tau} \right) \]

\[ = 2 \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k \]

(3.5.3-21c)

where Equation (3.5.1-15c) has been used. Also

\[ |h_k|^2 = \frac{S_k/N_k^2}{1 + 2 S_k/N_k}. \]

From Equation (3.5.3-18b) we obtain

\[ F_{22} = -E \left( \frac{\partial^2 \Lambda(S, \tau)}{\partial S_k^2} \right) \]

\[ = \left( \frac{G_k/N_k}{1 + G_k S_k/N_k} \right)^2. \]

(3.5.3-21d)

Finally, the cross term is
\[
F_{12} = -E \left( \frac{\partial^2 \Lambda(S, \tau)}{\partial \tau \partial S_k} \right)
\]

\[
= -\text{tr} \left( \frac{\partial R_k^{-1}}{\partial \tau} \frac{\partial R_k}{\partial S_k} \right)
\]

\[
= j\omega_k |h_k|^2 \text{tr}(V_k \phi_1 V_k^* V_k^* V_k^* V_k^*) \quad (3.5.3-21e)
\]

where relations in Equations (3.4-2) and (3.4-5b) have been used.

But from Equation (3.5.1-13e), we obtain

\[
\text{tr}(V_k \phi_1 V_k^* V_k^* V_k^*) = \text{tr} \left\{ \begin{bmatrix} 1 & 0 \\ 0 & e^{-j\omega t} \end{bmatrix} \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & e^{-j\omega t} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & e^{j\omega t} \end{bmatrix} \begin{bmatrix} 1 & 1 \\ 0 & e^{j\omega t} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & e^{j\omega t} \end{bmatrix} \right\}
\]

\[
= \text{tr} \begin{bmatrix} 1 & 0 \\ 0 & e^{j\omega t} \end{bmatrix}
\]

\[
= 0 \quad (3.5.3-21f)
\]

Thus, \( F_{12} = 0 \), indicating that spectral estimates and time delay estimate are uncorrelated. Hence, using Equation (3.5.3-21a) the CRLB is given by
\[
\text{VAR}(\hat{\tau}) = \left( 2 \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k \right)^{-1} \quad (3.5.3-22a)
\]

and

\[
\text{VAR}(\hat{S_k}) = \left( S_k + \frac{N_k}{G_k} \right)^2 \quad (3.5.3-22b)
\]

which is identical to the time delay estimate with a known spectrum and to the spectral estimate with a known time delay, respectively. Thus, we conclude that joint time delay spectral estimation does not degrade the time delay estimates nor the spectral estimates.

It is interesting and revealing to show the explicit dependence of the time delay spectral performance on the observation time \( T \). Let \( S(\omega) \) and \( N(\omega) \) be the true continuous signal and noise power spectra. Now recall from Equations (2-13d) and (3.5.1-13d) that \( S_k = E(\beta_k^* \beta_k) \) and \( |h_k|^2 = c_k/N_k^2/(1 + 2 S_k/N_k) \), where \( \beta_k \) is the Fourier coefficient of the signal waveform from \( T \) seconds of observation. Also recall the relation that for sufficiently large \( T \), we have \( T S_k = S(\omega_k) \), \( T N_k = N(\omega_k) \), and \( |h_k|^2 = T|h(\omega_k)|^2 \). Consequently, Equations (3.5.1-22a) and (3.5.1-22b) can be manipulated as follows to yield
\[ \text{VAR}(\hat{\tau}) = \left[ \frac{T}{\pi} \sum_{k=1}^{B} \omega_k^2 |h(\omega_k)|^2 S(\omega_k) \left( \frac{2\pi}{T} \right) \right]^{-1} \]

\[ = \frac{\pi}{T} \left[ \int_{0}^{T} \omega^2 \left( \frac{S^2(\omega)/N^2(\omega)}{1 + \frac{S(\omega)/N(\omega)}{S(\omega)/N(\omega)}} \right) d\omega \right]^{-1} \]  \hspace{1cm} (3.5.3-23a)

\[ \text{VAR}(\hat{S}_k) = \frac{1}{T^2} \left[ (TS_k) + \frac{(TN_k)}{G_k} \right]^2 \]

\[ = \frac{1}{T^2} \left[ S(\omega_k) + \frac{N(\omega_k)}{G(\omega_k)} \right]^2 \]  \hspace{1cm} (3.5.3-23b)

where \( S(\omega_k) \) denotes \( S(\omega) \) evaluated at frequency \( \omega = (2\pi k) \frac{1}{T} \).

Thus, Equations (3.5.3-23a) and (3.5.3-23b) indicate that while the time delay variance is inversely proportional to \( T \), the spectral variance is inversely proportional to the square of \( T \). In other words, the spectral variance is more effectively reduced by increasing the observation time than the time delay variance.
CHAPTER 4
SUBOPTIMUM REALIZATION OF MULTISENSOR, MULTITARGET
TIME DELAY PROCESSOR

One must learn by doing the thing: for though you think you know it, you have no certainty until you try. -- SOPHOCLES

4.1 INTRODUCTION

In Chapter 3 we derived the optimum (MLE) multisensor, multi-target time delay estimator. The result yields a highly coupled multi-channel processor. For practical applications, it is desired to seek suboptimum realizations which can substantially simplify the required implementation. In this section we examine the suboptimum processor based on a weak signal in noise assumption. This is the case of considerable interest since in passive signal processing, a weak signal in noise represents the usual environment at which a signal processor must operate.

4.2 WEAK SIGNAL IN NOISE SUBOPTIMUM PROCESSOR REALIZATION

Assuming that

$$S(\omega)_j/N(\omega) << 1 \text{ for } j = 1, 2, \ldots, J$$

(4.2-1a)
and using Equations (3.5.1-17c-g), Equation (3.5.1-12) becomes

\[
|h_j(\omega)|^2 = \frac{S_j(\omega)/\tilde{N}_j(\omega)}{1 + G_j(\omega) S_j(\omega)/\tilde{N}_j(\omega)} = \frac{S_j(\omega)/\tilde{N}_j(\omega)}{1 + M S_j(\omega)/N(\omega)}
\]  (4.2-1b)

\[
\tilde{a}_j(\omega) = \tilde{N}_j(\omega)|h_j(\omega)|^2 = \frac{S_j(\omega)/\tilde{N}_j(\omega)}{1 + M S_j(\omega)/N(\omega)}
\]  (4.2-1c)

\[
\tilde{Q}_j^{-1}(\omega) = \tilde{N}_j(\omega) \left[ \sum_{i=1}^{J} S_i(\omega) P_i(\omega) + N(\omega) Q(\omega) \right]^{-1}
\]  (4.2-1d)

\[
= Q^{-1}(\omega) \tilde{N}_j(\omega)/N(\omega)
\]  (4.2-1e)

\[
\tilde{N}_j(\omega) = \sum_{i=1}^{J} S_i(\omega) + N(\omega)
\]  (4.2-1f)

\[
P_j(\omega) = V_j(\omega) 1_M V_j^*(\omega)
\]  (4.2-1g)

\[
\tilde{b}_i^j(\omega) = \left[ \frac{S_i(\omega)/\tilde{N}_i(\omega)}{1 + M S_j(\omega)/N(\omega)} \right] \text{tr} \left[ \tilde{Q}_j^{-1} V_j(\omega) \Phi_i V_j^*(\omega) \right]
\]  (4.2-1h)

and the simplified likelihood Equation (3.5.1-12) of estimating time delay between sensors i and i + 1 due to target j becomes:

\[
Z_{ij}(\tau) = \frac{\partial \Lambda(\tau)}{\partial \tau_{ij}}
\]
Note that Equation (4.2-2) results in a substantial simplification of Equation (3.5.1-12). For the two-target and two-sensor case studied in Section 3.5.1, the resulting two likelihood equations (3.5.1-17a) and (3.5.1-17b) become:

\[
\frac{\partial \Lambda (\tau_1, \tau_2)}{\partial \tau_1} = \int_0^\infty j \omega \left\{ |h_1|^2 \alpha^* Q^{-1} V_1 (\phi_1 - b_1 \mathbf{l}_M) \right\} \frac{d\omega}{2\pi} = 0 \quad (4.2-3a)
\]

\[
\frac{\partial \Lambda (\tau_1, \tau_2)}{\partial \tau_2} = \int_0^\infty j \omega \left\{ |h_2|^2 \alpha^* Q^{-1} V_2 (\phi_1 - b_2 \mathbf{l}_M) \right\} \frac{d\omega}{2\pi} = 0 \quad (4.2-3b)
\]
where

\[ |h_1|^2 = \frac{S_1/(S_2 + N)^2}{1 + 2S_1/N} \]  \hspace{1cm} (4.2-3c)

\[ |h_2|^2 = \frac{S_2/(S_1 + N)^2}{1 + 2S_2/N} \]  \hspace{1cm} (4.2-3d)

\[ Q^{-1} = I \]  \hspace{1cm} (4.2-3e)

\[ \Phi_1 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \]  \hspace{1cm} (4.2-3f)

\[ b_1 = -\left( \frac{S_1/N}{1 + 2S_1/N} \right) \left( \frac{S_2/N}{1 + 2S_2/N} \right) \left[ e^{j\omega(\tau_1-\tau_2)} - e^{-j\omega(\tau_1-\tau_2)} \right] \]  \hspace{1cm} (4.2-3g)

\[ b_2 = -\left( \frac{S_1/N}{1 + 2S_1/N} \right) \left( \frac{S_2/N}{1 + 2S_2/N} \right) \left[ e^{j\omega(\tau_2-\tau_1)} - e^{-j\omega(\tau_2-\tau_1)} \right] \]  \hspace{1cm} (4.2-3h)

Using Equations (4.2-3c) through (4.2-3h), Equations (4.2-3a) and (4.2-3b) can be further simplified to

\[ \frac{\partial A(\tau_1, \tau_2)}{\partial \tau_1} = \frac{T}{2\pi} \int_{-\infty}^{\infty} j\omega \left\{ |h_1|^2 G_{x_1 x_2} \right. + \frac{S_1S_2/N^2}{(1 + 2S_1/N)(1 + 2S_2/N)} \\

\left. \left( 1 + \frac{1}{T} |h_1|^2 Q^{-1} a|^{2} \right) e^{-j\omega T_2} \right\} e^{j\omega T_1} d\omega \]

\[ = 0 \]  \hspace{1cm} (4.2-4a)
\[
\frac{\partial \mathcal{L}(\tau_1, \tau_2)}{\partial \tau_2} = \frac{T}{2\pi} \int_{-\infty}^{\infty} j\omega \left\{ |h_2|^2 \hat{G}_{x_1 x_2} + \frac{S_1 S_2/N^2}{(1 + 2S_1/N)(1 + 2S_2/N)} \right\} \\
\quad \times \left( 1 + \frac{1}{T} |h_2 v_2^T Q^{-1} \alpha|^2 \right) e^{-j\omega \tau_1} e^{j\omega \tau_2} d\omega \]
\]

where \( x = (x_1, x_2)^T = Q^{-1} \alpha, \hat{G}_{x_1 x_2} \) is the estimated cross power spectrum, and \( v_1, v_2 \) are the time delay steering vectors. A block diagram of this processor is shown in Figure 4-1. Note that given two sensors, a single channel GCC under a multiple target environment is known to be biased. The coupling shown in Figure 4-1 provides the required bias correction. Note that the bias correction term is a function of SNR and INR. When the power spectra are not known, the quantities SNR and INR must be substituted by their estimated values. Thus, the optimum power spectral estimator discussed in Section 3.5.3 is applicable. Finally, if the signal spectrum and interference spectrum are separable (i.e., no overlapped region), the two channels become uncoupled.

4.3 A SINGLE TARGET ASSUMPTION SUBOPTIMUM PROCESSOR

For completeness we now include a study on the suboptimum multi-target processor using a single target formulation. The resulting
Figure 4-1. Suboptimum Two-Sensor, Two-Target Time Delay Processor
processor performance has been studied widely in the context of the localization variables (i.e., range and bearing\textsuperscript{7,10,11,12,34,36}). However, a direct study on the time delay variable has not been seen in the open literature.

A single target processor can be obtained from the multitarget processor by setting the interference power spectra to zero. For the two-sensor case, the resulting processor reduces to the GCC processor discussed in Section 3.5.1. The time delay is obtained from the GCC by locating the peak of the GCC function (assuming that SNR is sufficiently high so that a dominant peak can be detected). In the presence of interference the resulting estimates are known to be biased. In addition, they affect the time delay variance performance. Here we shall quantify the performance in more detail.

Consider a general two-sensor, J target problem. Let the true time delay to target \( j \) be \( \tau_j \) for \( j = 1, 2, \ldots, J \). Then the frequency domain representation from \( T \) seconds of observation time can be written as

\[
\begin{align*}
\alpha_{1k} &= \nu_{1k} \beta_k + n_{1k} \\
\nu_{2k} &= \nu_{2k} \beta_k + n_{2k} ; \quad k = 1, 2, \ldots, 8
\end{align*}
\]

where the complex vectors \( \nu_{1k}, \nu_{2k} \) and \( \beta_k \) are defined by

\( \text{(4.3-1a)} \)  
\( \text{(4.3-1b)} \)
\[ v_{ik} = \left( e^{j\omega_k D_{i1}} e^{j\omega_k D_{i2}} \ldots e^{j\omega_k D_{ij}} \right); \quad i = 1, 2 \quad (4.3-2a) \]

and

\[ B_k = \left( \beta_{k1}, \beta_{k2}, \ldots, \beta_{kj} \right)^T \quad (4.3-2b) \]

where \( D_{ij} \) is the propagation time delay from target \( j \) to sensor \( i \) and \( \beta_{kj} \) is the Fourier component of the signal spectrum of target \( j \). The peak of the GCC is obtained by locating the null of the function (see Equation 3.5.1-14c)

\[ f(\tau) = \sum_{k=-B}^{B} j\omega_k |h_k|^2 \alpha_{1k} \alpha_{2k}^* e^{j\omega_k \tau} \quad (4.3-3a) \]

where \( |h_k|^2 \), the spectral shaping filter, is given by

\[ |h_k|^2 = \frac{S_{k1/N_k^2}}{1 + \frac{2}{S_{k1/N_k}}} \quad (4.3-3b) \]

Note that without loss of generality we have let \( j = 1 \) be the target of interest and let the remaining \( J - 1 \) targets be interferences. An alternate selection of the frequency shaping filter is the multi-target spectral shaping filter (see Equation (3.5.1-4b)):

\[ |\tilde{h}_k|^2 = \frac{S_{k1/N_k^2}}{1 + G_{k1} S_{k1/N_k}} \quad (4.3-4a) \]
where from Equations (3.5.1-2c) and (3.5.1-3)

\[ N_{k1} = \sum_{j=2}^{J} S_{kj} + N \]  

(4.3-4b)

and

\[ G_{k1} = \frac{\gamma_{k1} Q_{k1}}{J_k} v_{k1} \]

\[ = \frac{\gamma_{k1}}{N_k} \left[ \sum_{j=2}^{J} S_{kj} \frac{p_{kj}}{N_k} + N_k Q_{k} \right]^{-1} \frac{v_{k1}}{v_{k1}} \]

\[ = \frac{\tilde{N}_{k1}}{N_k} \frac{\gamma_{k1}}{v_{k1}} Q_{k1}^{-1} \frac{v_{k1}}{v_{k1}} \]

\[ = 2 \frac{\tilde{N}_{k1}}{N_k} \]  

(4.3-4c)

for the two sensors with \( Q_k = 1 \).

Therefore, a simpler form of Equation (4.3-4a) is

\[ |h_k|^2 = \frac{S_{k1}/N_{k1}^2}{1 + 2 \frac{S_{k1}/N_k}{N_{k1}}}. \]  

(4.3-4d)

For example, for the two-target case, Equation (4.3-4d) reduces to

\[ |\tilde{h}_k|^2 = \frac{S_{k1}/(S_{k2} + N_k)^2}{1 + 2 \frac{S_{k1}/N_k}{N_{k1}}}. \]  

(4.3-4e)
The basic derivation of the bias and variance is shown in Appendix H (Equations (H-8e) and (H-17b)). The expressions for the bias and the variance for the two-target case with identically flat signal, interference, and noise power spectra are given by Equations (H-12) and (H-21a) as

\[ b_1 = \frac{1}{1 + S/I} \ (\tau_2 - \tau_1) \]  

(4.3-5a)

and

\[ \text{VAR}(\hat{\tau}_1) = \frac{2\pi}{T} \left[ \frac{1 - (a_1^2 \rho(2\Delta_1) + a_2^2 \rho(2\Delta_2) + 2a_1 a_2 \rho(\Delta_1 + \Delta_2))}{2(a_1 \rho(\Delta_1) + a_2 \rho(\Delta_2))^2 R(0)} \right] \]  

(4.3-5b)

where \( \frac{S}{I} \) is the signal-to-interference ratio and

\[ a_1 = \frac{S/N}{1 + S/N + I/N} \]  

(4.3-6a)

\[ a_2 = \frac{I/N}{1 + S/N + I/N} \]  

(4.3-6b)

\[ \Delta_1 = \hat{\tau}_1 - \tau_1 \]  

(4.3-6c)

\[ \Delta_2 = \hat{\tau}_1 - \tau_2 \]  

(4.3-6d)
\[ R(\tau) = \int_{\omega_1}^{\omega_2} \omega^2 \cos \omega \tau \, d\omega \quad (4.3-6e) \]

\[ \rho(\tau) = \frac{R(\tau)}{R(0)}. \quad (4.3-6f) \]

Note that in the limit as \( \Delta_1 \to 0, \Delta_2 \to \infty \), we have \( \rho(\Delta_2) \to 0 \), \( \rho(\Delta_1) \to 1 \) and the steady state variance is

\[ \text{VAR}_\infty(\tau_1) = \lim_{\Delta_1 \to 0, \Delta_2 \to \infty} \text{VAR}(\tau_1) \]

\[ = \frac{2\pi}{T} \left( \frac{1}{2} \frac{a_1^2}{a_1^2} \right) \frac{1}{R(0)} . \quad (4.3-7) \]

Therefore, one can define a normalized variance as

\[ \frac{\text{VAR}(\tau_1)}{\text{VAR}_\infty(\tau_1)} = \left( \frac{a_1^2}{1 - a_1^2} \right) \left[ \frac{1 - (a_1^2 \rho(\Delta_1) + 2a_1 a_2 \rho(\Delta_1 + \Delta_2) + a_2^2 \rho(\Delta_2))}{2(a_1 \rho(\Delta_1) + a_2 \rho(\Delta_2))^2} \right] . \quad (4.3-8) \]

Note that Equation (4.3-7) does not reduce to the single target case because of the presence of spectral interference. This is certainly true for the case of two omni-directional sensor arrays since interference power is not spatially attenuated as a function of time delay separation. However, for sensor arrays with large base length
separation, this condition is again satisfied since a small spatial separation could produce a large time delay separation and insignificant spatial attenuation.

4.4 GCC PERFORMANCE IN THE PRESENCE OF INTERFERENCE

Performance of the GCC in the presence of interference is compared to the optimum processor in the remainder of this section. Figure 4-2 shows the interference of the expected value of the GCC due to signal only by the GCC from a second target with an identical spectrum shape but a 3 dB smaller signal power. It can be seen that (1) the two GCCs are merged to one (i.e., it fails to resolve the target from the interference), and (2) the peak of the combined GCC is biased. Figure 4-3 shows the same GCC in the form of a 3-D interference pattern as a function of target-interference time delay separation. (Note the combined GCC in Figure 4-2 corresponds to the curve with unity separation in Figure 4-3.) Since the MLE is asymptotically an unbiased estimator, the optimum processor has no bias for sufficient integration time. Therefore, it resolves the multitarget ambiguity. This is the primary advantage of the optimum multitarget processor. Figure 4-4 shows the bias characteristics of the GCC. Note that when the time delay separation is small, the bias is proportional to the separation, indicated by Equation (4.3-5a). Figure 4-5 presents the resulting GCC variance. The GCC variance about the estimated mean is
Figure 4-2. Multitarget Time Delay Interference (SNR = 20 dB, INR = 7 dB)
Figure 4-3. Multitarget Time Delay Interference as a Function of Time Delay Separation (SNR = 10 dB, INR = 7 dB)
Figure 4.4. GCC Bias in the presence of interference (SNR = 10 dB, INR = 7 dB)
Figure 4-5. Normalized GCC Variance in the Presence of Interference (SNR = 10 dB, INR = 7 dB)
normalized by the corresponding variance with no interference (Equation (3.5.1-16b)). Also shown in Figure 4-5 is the CRLB of the optimum two-target processor. This optimum processor not only resolves the bias but also has a smaller steady state variance. Note that even with no time delay interference, the variance of the GCC does not approach the bound because of the presence of interference in the frequency domain. Also note that with no time delay separation between target and interference, the CRLB is singular, reflecting the inherent inappropriateness of a two-target formulation to a one-target estimation problem.

Also shown in Figure 4-5 is the total Root Mean Square (RMS) error of the conventional GCC processor in the presence of interference. Note that the CRLB of the optimum two-target processor results in a significantly reduced total RMS error. Finally, we remark that identical signal and interference power spectra are the worst conditions. For different signal and interference spectra, the optimum processor is well behaved even at zero time delay separation (see Figure 3-7).
CHAPTER 5
IMPROVED MULTITARGET PARAMETER RESOLUTION

Ideas must work through the brains and the arms of good and brave men, or they are no better than dreams. -- EMERSON

5.1 INTRODUCTION

In Chapter 3 we studied the optimum multitarget multisensor parameter estimator using the MLE procedure. In Chapter 4 we studied a number of suboptimum realizations. We pointed out that the GCC processor can be considered as a suboptimum processor in a multitarget environment. The use of GCC in a multitarget environment results in a poor multitarget parameter resolution; i.e., it yields a single biased estimate when separation between targets is small. The use of an Optimum Multitarget Processor (OMP) can provide a significant improvement in resolution (as shown in Figure 4-5). Unfortunately, the OMP also requires a major modification of many existing systems where GCC processors have already been implemented. Therefore in this chapter we investigate alternate procedures for improved multitarget parameter resolution.

The particular approach to be studied is the post GCC multitarget processor. In this approach, additional multitarget processing capability is provided at the GCC outputs. Thus with this
approach, the GCC processor needs no modification. In effect, the existing GCC processor can serve conveniently as a pre-processor of a multitarget estimator.

This chapter is organized as follows. Section 5.2 derives the post GCC multitarget processor. Section 5.3 presents the estimator performance bound. Section 5.4 discusses the simulation procedure and results. Specifically, we compare the performance of the conventional GCC processor, the post GCC multitarget processor, and the optimum multitarget processor.

5.2 POST GCC MULTITARGET PROCESSOR

From Equation (3.5.1-14b), the GCC output can be written as

$$R(\tau) = \sum_{k=-B}^{B} |h_k|^2 \alpha_{1k} \alpha_{2k}^* e^{j\omega_k \tau}$$  \hspace{1cm} (5.2-1)

where $|h_k|$, $\alpha_{1k}$ and $\alpha_{2k}^*$ are defined as shown in Appendix H. Now Equation (5.2-1) can be written as

$$R(\tau) = \bar{R}(\tau) + W(\tau)$$  \hspace{1cm} (5.2-2a)

where $\bar{R}(\tau)$ denotes the deterministic component and $W(\tau)$ the random component of the noisy GCC output. For practical application, Equation (5.2-1) is usually realized via a Fast Fourier Transform (FFT).
Thus the GCC output consists of a discrete set of observations. Therefore, let $\Delta t$ be the sampling time, then the discrete GCC output can be written as

$$R(n\Delta t) = \overline{R}(n\Delta t) + W(n\Delta t); \quad n = 0, \pm 1, \pm 2, \ldots, \pm N/2 . \quad (5.2-2b)$$

Using Equation (5.2-1), the deterministic and the random components of $R(n\Delta t)$ can be obtained. For example, taking the expected value on both sides of Equation (5.2-1), the deterministic component is

$$\overline{R}(n\Delta t) = \sum_{k=-B}^{B} |h_k|^2 \frac{\alpha_{1k}}{\alpha_{2k}} e^{j\omega_k n\Delta t} . \quad (5.2-3a)$$

But from Appendix I, we have the relation

$$\frac{\alpha_{1k}}{\alpha_{2k}} = \sum_{i=1}^{J} S_{ki} e^{-j\omega_k \tau_i} \quad (5.2-3b)$$

where $\tau_i$ is the true time delay between two sensors for target $i$ and $S_{ki}$ is the corresponding target discrete power spectral density. Substituting Equation (5.2-3b) into Equation (5.2-3a) yields

$$\overline{R}(n\Delta t) = \sum_{i=1}^{J} \sum_{k=-B}^{B} S_{ki} |h_k|^2 e^{j\omega_k (n\Delta t - \tau_i)}$$

$$= \sum_{i=1}^{J} S_i \rho_i (n\Delta t - \tau_i) \quad (5.2-3c)$$
where the $i$th target power $S_i$ and the normalized auto-correlation are given by

$$S_i = \sum_{k=-B}^{B} S_{ki} \quad (5.2-3d)$$

$$\rho_i(n\Delta t - \tau_i) = \sum_{k=-B}^{B} \left( \frac{S_{ki}}{S_i} \right) |h_k|^2 e^{j\omega_k (n\Delta t - \tau_i)}. \quad (5.2-3e)$$

The covariance of the random component is given by (see Appendix I)

$$\Lambda_{nm} = E[W(n\Delta t) W(m\Delta t) - \bar{W}(n\Delta t) \bar{W}(m\Delta t)]$$

$$= \sum_{k=-B}^{B} |h_k|^4 \left[ G_{11}(k) G_{22}(k) e^{-j\omega_k n\Delta t} + G_{12}(k) G_{21}(k) e^{j\omega_k m\Delta t} \right] e^{j\omega_k n\Delta t} \quad (5.2-4a)$$

where $G_{11}(k)$, $G_{22}(k)$, and $G_{12}(k)$ are the discrete auto-spectra and discrete cross spectrum, respectively, given by:

$$G_{11}(k) = \sum_{i=1}^{J} \alpha_{ik}^* \alpha_{ik} = \sum_{i=1}^{J} S_{ki} + N_{ik} \quad (5.2-4b)$$

$$G_{22}(k) = \sum_{i=1}^{J} \alpha_{2k}^* \alpha_{2k} = \sum_{i=1}^{J} S_{ki} + N_{2k} \quad (5.2-4c)$$
and

\[ G_{12}(k) = \frac{\alpha_{1k}}{\alpha_{2k}} = \sum_{i=1}^{J} S_{ki} e^{-j\omega_k \tau_i} \]  

(5.2-4d)

Now define the 2J unknown parameter vector by

\[ \theta = (S_1, S_2, \ldots, S_J; \tau_1, \tau_2, \ldots, \tau_J)^T \]  

(5.2-5a)

and the assumed matching function by

\[ h_n(\theta) = \sum_{i=1}^{J} S_i \rho_i(n\Delta t - \tau_i) \]  

(5.2-5b)

then the observation Equation (5.2-2b) can be written as

\[ R(n\Delta t) = h_n(\theta) + W(n\Delta t); \quad n = 0, \pm 1, \pm 2, \ldots, \pm N/2 \]  

(5.2-5c)

In matrix notation, this can be written as

\[ \mathbf{Z} = \mathbf{h}(\theta) + \mathbf{W} \]  

(5.2-6a)

where

\[ \mathbf{Z} = [R(-N\Delta t/2), \ldots, R(N\Delta t/2)]^T \]  

(5.2-6b)
\[ h(e) = \begin{bmatrix} h_{-N/2}(e), \ldots, h_{-N/2}(e) \end{bmatrix}^T \quad (5.2-6c) \]

\[ w = \begin{bmatrix} w(-N\Delta t/2), \ldots, w(N\Delta t/2) \end{bmatrix}^T \quad (5.2-6d) \]

are \( N+1 \) dimensional vectors.

Note that the noise vector is zero mean with matrix covariance

\[ E(ww^T) = \Lambda \quad (5.2-6e) \]

where the \( mn \) element of \( \Lambda \) is given by Equation (5.2-4a). Using an LMS error criteria, the best estimate of the unknown parameter vector \( \omega \) is obtained by minimizing the function

\[ J(\omega) = [Z - h(\omega)]^T [Z - h(\omega)]. \quad (5.2-7) \]

Thus the best estimate of \( \omega \) is given by

\[ \hat{\omega} = \text{Min } \text{Arg } J(\omega) \quad (5.2-8a) \]

or equivalently the vector null equation

\[ \frac{\partial J(\omega)}{\partial \omega} \bigg|_{\omega = \hat{\omega}} = \left[ \frac{\partial h(\omega)}{\partial \omega} \right]^T \left[ Z - h(\hat{\omega}) \right] = 0. \quad (5.2-8b) \]
Note that because we are trying to find a best match of the observed GCC output to an assumed reference function, the resulting estimator is appropriately called the Matched Estimator.

5.3 ESTIMATOR PERFORMANCE EVALUATION

In this section we present the multi-parameter covariance matrix bound for the post GCC multitarget processor. Rewriting the vector null equation (5.2-8b) as

\[ \mathbf{y}(\mathbf{e}) = \left[ \frac{\partial \mathbf{h}(\mathbf{e})}{\partial \mathbf{e}} \right]^T \left[ \mathbf{Z} - \mathbf{h}(\mathbf{e}) \right] = \mathbf{0}, \]  

(5.3-1)

the Taylor series expansion of \( \mathbf{y}(\mathbf{e}) \) about \( \mathbf{e}_0 \), the true parameter vector yields (ignoring the higher order terms)

\[ \mathbf{y}(\mathbf{e}) = \mathbf{y}(\mathbf{e}_0) + \left. \frac{\partial \mathbf{y}(\mathbf{e})}{\partial \mathbf{e}} \right|_{\mathbf{e} = \mathbf{e}_0} (\mathbf{e} - \mathbf{e}_0). \]  

(5.3-2a)

Since by definition \( \mathbf{y}(\hat{\mathbf{e}}) = \mathbf{0} \), we must have

\[ \mathbf{y}(\mathbf{e}_0) = - \left. \frac{\partial \mathbf{y}(\mathbf{e})}{\partial \mathbf{e}} \right|_{\mathbf{e} = \mathbf{e}_0} (\hat{\mathbf{e}} - \mathbf{e}_0) \]  

\[ = - \mathbf{A}(\mathbf{e}_0) \delta \mathbf{e} \]  

(5.3-2b)
where \( \delta e \triangleq (\hat{e} - e_0) \) and

\[
A(e_0) = \frac{\partial y(e)}{\partial e} \bigg|_{e = e_0} = \frac{\partial h(e)}{\partial e} \left[ (Z - h(e_0)) - \left( \frac{\partial h(e)}{\partial e} \right)^T \right] \left( \frac{\partial h(e)}{\partial e} \right) \bigg|_{e = e_0, e = \hat{e}_0, e = e_0} \\
= -H^T(e_0) H(e_0)
\]

(5.3-2c)

In deriving Equation (5.3-2c), it was assumed that the first term is negligible for sufficiently high SNR. Therefore, from Equation (5.3-2b), one obtains the matrix covariance equation

\[
\text{COV}[\gamma(e_0)] = A(e_0) \text{COV}[\delta e] A(e_0).
\]

(5.3-2d)

But from Equation (5.3-1)

\[
\text{COV}[\gamma(e_0)] = H^T(e_0) \Lambda H(e_0).
\]

(5.3-2e)

Therefore, the estimator's matrix covariance is

\[
\text{COV}[\delta e] = A^{-1}(e_0) H^T(e_0) \Lambda H(e_0) A^{-1}(e_0).
\]

(5.3-3)
5.4 SIMULATION

A computer program was developed on the VAX-11/780 at NUSC to simulate the multitarget GCC output. For simplicity, a two-sensor, two-target environment was chosen. The GCC output observation window was set at ten times the reciprocal signal bandwidth. Both targets are assumed to have a broadband flat spectra. One thousand Monte Carlo iterations were used for each time delay separation. Simulation results are plotted along with the theoretical performance predictions.

5.4.1 Simulation Procedure

Figure 5-1 diagrams the simulation procedure. The multitarget GCC output observation vector (Equation (5.2-6a)) was generated by adding observation noise sequence with prescribed covariance to the noise-free GCC component. The noise vector was generated using the following procedure: (1) calculating the multitarget GCC covariance matrix from Equation (5.2-4a), (2) factoring the matrix into lower and upper triangular matrices using the Gramm-Schmidt orthogonalization procedure, and (3) multiplying the lower triangular matrix by a white noise vector to produce the desired correlated observation noise vector. Finally, the GCC observation vector was processed by the matched estimator.
Figure 5-1. Post GCC Multitarget Processor Simulation
5.4.2 Discussion of Results

Since a detailed investigation of the matched estimator will be shown elsewhere, only a brief discussion of the simulation results will be presented here. Figure 5-2 shows the bias characteristics of a conventional GCC estimator; the target assumed a broadband, one-sided spectrum between 0 and $B$ Hz while the interference assumed a broadband, one-side spectrum between $\frac{B}{2}$ and $B$ Hz, the target strength is at 0 dB and the interference is at -1 dB. Note the large bias when targets are separated just below the reciprocal signal bandwidth. In this region, targets are not resolved with the conventional GCC estimator. Figures 5-3 and 5-4 show the normalized rms (normalized by the time delay standard deviation of target only) performance of a conventional GCC estimator, the post GCC matched estimator, and the optimum multitarget estimator as a function of time delay separation. While Figure 5-3 assumed identical broadband signal and interference spectra, Figure 5-4 assumed the interference occupied the upper half frequency band but maintained the same interference power. Note that the conventional GCC rms was clipped at a degradation ratio of 20 for time delay separation less than the reciprocal signal bandwidth. Both Figures 5-3 and 5-4 show the marked improvement of the matched estimator over the GCC estimator. Note the close performance between the matched estimator and the optimum processor.
Figure 5-2. GCC Bias Versus Time Delay Separation (SNR = 0 dB, INR = -1 dB; S:0 + B, I:B/2 + B, N:O + B)
Figure 5-3. Degradation Ratio Versus Time Delay Separation (SNR = 0 dB, INR = -1 dB; S:0 → B, I:0 → B, N:0 → B)
Figure 5-4. Degradation Ratio Versus Time Delay Separation (SNR = 0 dB, INR = -1 dB, S:O + B, I:B/2 + B, N:O + B)
6.1 INTRODUCTION

Our study on the optimum multisensor, multitarget parameter estimation thus far has assumed that all targets are stationary in space. The resulting set of observed signal waveforms yields a well-known Stationary Parameter Long Observation Time (SPLOT) process. The optimum multitarget estimator under this assumption was derived and presented in Chapter 3. Note that for a stationary parameter process, the resulting estimator (MLE) is asymptotically efficient. Thus an optimum estimator can always be found for the stationary parameter case by selecting an arbitrarily long observation window. This, however, is not necessarily true for the variable parameter case where, by increasing the observation window, it may also be necessary to increase the order of the dynamic model. In addition, the variable time delay dynamic causes an incoherent signal integration which results in a reduced signal processing gain when the stationary optimum processor is used.
In reality, targets are more likely moving than stationary; we therefore devote this and the next chapter to addressing this important problem. In our discussion we shall differentiate the estimation process from the tracking process as follows. The estimation process is an open loop, batch process whereby the best estimate of the unknown parameter is derived from $T$ seconds of observation. On the other hand, the tracking process is a sequential process whereby the best estimate of the unknown parameter is given continuously as a function of time.

The variable time delay estimation of a single target environment has been studied by a number of researchers. For example, Knapp and Carter\cite{14} studied the optimum GCC in the presence of source motion and concluded that the optimum processor requires a time compression and expansion operation. Schultheiss and Weinstein\cite{15} studied the lower bounds on the localization errors of a moving source observed by a passive array. Chan, Riley and Plant\cite{16} investigated the estimation of nonstationary delay by modeling the time delay as a finite impulse response (FIR) process. Friedlander\cite{17} studied the joint time delay and signal spectrum estimation using an ARMA modeling approach. In this chapter we study the problem of variable time delay estimation and tracking with a strong emphasis on practical estimator realization. In addition, our formulation includes the general multisensor, multitarget environment.
This chapter is organized as follows. Section 6.2 develops the likelihood equation. Section 6.3 presents the variable time delay estimator. Section 6.4 derives the estimator performance bounds. Finally, Section 6.5 discusses the problem of variable time delay tracking.

6.2 THE LIKELIHOOD EQUATION

Let the M sensor array outputs from J moving acoustic sources be written as (see Equation (2.3-1)

\[ y(t, \xi_i) = \sum_{j=1}^{J} a_{ij} s_j(t + D_{ij}(t)) + n_i(t); \quad t \in [0, T] \quad (6.2-1) \]

where \( i = 1, 1, \ldots, M; a_{ij} \) is the known signal attenuation factor and for convenience assumed unity; \( D_{ij}(t) \) is the variable propagation time delay from target \( j \) to sensor \( i \); and \( s_j(t) \) and \( n_i(t) \) are the band-limited signal and noise processes with the usual assumptions of zero mean, Gaussian, time stationary, mutually uncorrelated, and spatially homogeneous. Note that it is the time dependence of the propagation delays that renders the observed waveforms non-stationary.

Now let the time delay variation over a T-second observation be modeled by a Pth order Taylor polynomial:
$$D(t) = D + \dot{D}t + \cdots + \frac{D^{(P)}}{P!}t^P$$  \hspace{1cm} (6.2-2)$$

where $D^{(P)}$ denotes the $P$th order derivative of $D(t)$ evaluated at $t = 0$.

We segment the $T$-second observation into $N$ equal subintervals (Figure 6-1) and let $\Delta t = T/N$. Furthermore, let $D_{\text{MAX}}$ be the maximum time delay rate and $B$ be the signal bandwidth. Then from the development shown in Appendix J, we can select $\Delta t$ to satisfy the relation.

$$\frac{8}{B} \leq \Delta t \leq \frac{1}{4 \cdot B_{\text{MAX}}}$$ \hspace{1cm} (6.2-3a)

so that the resulting loss in coherence is negligible. Furthermore, the time delay variation within the $\Delta t$-second interval will be essentially linear. Therefore, using the results from Appendix J, the frequency domain representation of the observed waveform from the $i$th sensor and the $n$th interval is

$$\alpha_{i kn} = \frac{1}{\Delta t} \int_{(n-1)\Delta t}^{n\Delta t} y(t, x_i) e^{-j\omega_k t} dt$$

$$= \frac{1}{\Delta t} \int_{(n-1)\Delta t}^{n\Delta t} \left[ \sum_{j=1}^{J} s_j(t + D_{ij}(t)) + n_i(t) \right] e^{-j\omega_k t} dt$$
\[ \sum_{j=1}^{J} e^{\jmath \omega_k D_{ij}(t_n)} + \eta_{i kn} \]

\[ = \mathbf{W}_{i kn}^* \mathbf{B}_{kn} + \eta_{i kn} \]  \hspace{1cm} (6.2-3b)

where \( \omega_k = 2\pi k / \Delta t \), \( t_n = (n - 1/2) \Delta t \) and

\[ \mathbf{W}_{i kn}^* = \left( e^{\jmath \omega_k D_{ij}(t_1)} \cdots e^{\jmath \omega_k D_{ij}(t_N)} \right) \]  \hspace{1cm} (6.2-3c)

\[ \mathbf{B}_{kn} = (b_{k1n} \cdots b_{kJn})^T. \]  \hspace{1cm} (6.2-3d)

Figure 6-1. Polynomial Model of Variable Time Delay
In addition, $\beta_{kjn}$ and $\eta_{ikn}$ are defined by the relations

$$\beta_{kjn} = \frac{1}{\Delta t} \int_{(n-1)\Delta t}^{n\Delta t} s_j(t) e^{-j\omega_k t} \, dt$$ \hspace{1cm} (6.2-3e)

$$\eta_{ikn} = \frac{1}{\Delta t} \int_{(n-1)\Delta t}^{n\Delta t} n_i(t) e^{-j\omega_k t} \, dt.$$ \hspace{1cm} (6.2-3f)

Note that $D_{ij}(t_n)$ is $D_{ij}(t)$ evaluated time $t_n$. When $D_{ij}(t)$ is modeled by a Pth order polynomial, $D_{ij}(t_n)$ contains $P + 1$ unknown coefficients. Furthermore, $\beta_{kjn}$ and $\eta_{ikn}$ are zero mean, complex Gaussian variables whose covariances are given by

$$E(\beta_{kjn} \beta_{k'j'n'}^*) = \begin{cases} S_{kjn} & \text{if } k=k', j=j', \text{ and } n=n' \\ 0 & \text{otherwise} \end{cases}$$ \hspace{1cm} (6.2-3g)

and

$$E(\eta_{ikn} \eta_{i'k'n'}^*) = \begin{cases} N_{ikn} & \text{if } i=i', k=k', \text{ and } n=n' \\ 0 & \text{otherwise} \end{cases}.$$ \hspace{1cm} (6.2-3h)

Thus we have utilized the assumption that target waveform and noise waveform Fourier coefficients are uncorrelated for different targets, different frequencies, and at different observation intervals.
Now define the $M$ sensor observation vector, $a_{kn}$, at the $n$th observation interval as

$$a_{kn} = (a_{1kn} a_{2kn} \ldots a_{Mkn})^T; \ k=1, \ldots, B. \quad (6.2-4a)$$

Then one can write

$$a_{kn} = W_{kn} \beta_{kn} + \eta_{kn} \quad (6.2-4b)$$

where

$$W_{kn} = \begin{bmatrix}
    w_{1kn}^* \\
    \vdots \\
    w_{2kn}^* \\
    \vdots \\
    w_{Mkn}^*
\end{bmatrix} \quad (6.2-4c)$$

$$\eta_{kn} = (\eta_{1kn} \eta_{2kn} \ldots \eta_{Mkn})^T. \quad (6.2-4d)$$

Note that $a_{kn}$ is a zero mean, complex Gaussian vector whose covariance matrix is

$$R_{kn} = E(a_{kn} a_{kn}^*)$$

$$= W_{kn} S_k W_{kn}^* + N_k Q_k \quad (6.2-4e)$$
where it is defined as in Chapter 2 that

\[ S_k = E(\bar{\sigma}_{kn} \bar{\sigma}_{kn}^*) = \text{diag} \{ S_{k1}, \ldots, S_{kJ} \} \]

\[ N_k Q_k = E(n_{kn} n_{kn}^*) . \] (6.2-4f)

Note that \( S_k, N_k \) and \( Q_k \) are independent of the observation intervals for known signal and noise spectra.

Furthermore, writing

\[ \alpha_n = (\alpha_{1n}^*, \alpha_{2n}^*, \ldots, \alpha_{Bn}^*)^* \] (6.2-5a)

and denoting the set of \( M \) sensors, \( J \) target, and \( P \) order polynomial unknown parameter vector as \( \mathbf{a} \), then the pdf of \( \alpha_n \) is given by

\[ p(\alpha_n | \mathbf{a}) = \pi^{-BM} \prod_{k=1}^{B} |R_{kn}|^{-1} \exp\{-\alpha_{kn}^* R_{kn}^{-1} \alpha_{kn}\} . \] (6.2-5b)

Finally, writing

\[ \alpha = (\alpha_1^*, \alpha_2^*, \ldots, \alpha_N^*)^* , \] (6.2-5c)

we have the pdf of the complete observation vector as

\[ p(\alpha | \mathbf{a}) = \prod_{n=1}^{N} p(\alpha_n | \mathbf{a}) . \] (6.2-5d)
since observations are independent between intervals.

Substituting Equation (6.2-5b) into (6.2-5d) yields

\[ p(\alpha|\theta) = \pi^{-BMN} \prod_{n=1}^{N} \prod_{k=1}^{B} |R_{kn}|^{-1} \exp\{-\alpha_{kn}^{*} R^{-1}_{kn} \alpha_{kn}\}. \quad (6.2-6a) \]

The corresponding log-likelihood function is

\[ \Lambda(\theta) = \log p(\alpha|\theta) = -BMN \log (\pi) - \sum_{n=1}^{N} \sum_{k=1}^{B} \Lambda_{kn}(\theta) \quad (6.2-6b) \]

where

\[ \Lambda_{kn}(\theta) = \log|R_{kn}|^{*} + \alpha_{kn}^{*} R^{-1}_{kn} \alpha_{kn}. \quad (6.2-6c) \]

Note that Equation (6.2-6c) is a direct generalization of the development shown in Chapter 3 from a single observation interval to a multiple observation interval. The likelihood equation is given by

\[ \nabla \Lambda(\theta) = -\sum_{n=1}^{N} \sum_{k=1}^{B} \nabla \Lambda_{kn}(\theta) = 0. \quad (6.2-6d) \]

Note that for \( n = 1 \), Equation (6.2-6d) reduces to Equation (3.2-11) in Chapter 3.
6.3 VARIABLE TIME DELAY ESTIMATION

We noted in the previous section that the multi-interval, multi-sensor and multitarget likelihood equation is simply a generalization of a single observation interval case. Therefore, many of the results developed in Chapter 3 are either applicable or can be generalized. In this section we examine in some detail the variable time delay estimator.

We can write

\[ W_{kn} = (V_{k1n}, V_{k2n}, \ldots, V_{kJn}) \]  (6.3-1a)

in Equation (6.2-4c) where the complex column steering vector at interval \( n \) is given in accordance with Equation (3.5.1-8a) by

\[ V_{kjn} = \left( e^{j\omega_k U_{1j}(t_n)}, e^{j\omega_k U_{2j}(t_n)}, \ldots, e^{j\omega_k U_{M-1j}(t_n)} \right) \]  (6.3-1b)

where

\[ \tau_{ij}(t_n) = (\tau_{1j}(t_n), \tau_{2j}(t_n), \ldots, \tau_{M-1,j}(t_n)) \]  (6.3-1c)

and

\[ \tau_{ij}(t_n) = D_{i+1,j}(t_n) - D_{i,j}(t_n) \]

\[ = \tau_{ij} + \tau_{ij} t_n + \ldots + (\tau_{ij}/p!) t_n^p. \]  (6.3-1d)
Note that $\tau_{ij}(t_n)$ is the variable time delay difference between sensors $i$ and $i + 1$ of target $j$, and $\tau_{ij}$, $\dot{\tau}_{ij}$, $\ddot{\tau}_{ij}$ etc are the time delay, delay rate, and delay acceleration, etc evaluated at $t = 0$.

Now define the $i$th order polynomial coefficient vector for the $M - 1$ variable time delay of the $j$th target by

$$\tau_j^{(i)} = (\tau_{1j}^{(i)}, \tau_{2j}^{(i)}, \ldots, \tau_{M-1,j}^{(i)})^T; \quad i = 0, 1, \ldots, P$$

$$j = 1, 2, \ldots, J \quad (6.3-2a)$$

and the complete $q = J(M-1)(P+1)$ parameter vector for $M$ sensors, $J$ targets, and $P$ order polynomial by

$$\theta^T = (\tau_1^{(0)}, \ldots, \tau_1^{(P)}; \tau_2^{(0)}, \ldots, \tau_2^{(P)}; \ldots; \tau_J^{(0)}, \ldots, \tau_J^{(P)}).$$

$$\quad (6.3-2b)$$

Using Equations (6.2-4f) and (6.3-1a) in (6.2-4e), one can rewrite the covariance matrix $R_{kn}$ as

$$R_{kn} = \sum_{j=1}^{J} S_{kj} P_{knj} + N_k Q_k$$

$$\quad (6.3-3a)$$

where we have defined as in Chapter 3 the relation

$$P_{knj} = V_{knj} V_{jn}^*.$$  

$$\quad (6.3-3b)$$
Note the close similarity between Equations (6.3-3a) and (3.2-3c). In fact, with minor modification, the developments presented in Chapter 3 are directly applicable. Carrying out the mathematical manipulation as shown in Section 3.5.1, the optimum estimate of the parameter vector $\theta$ is given by (see Equation (3.5.1-7)) the simultaneous solution of

$$\frac{\partial \Lambda(\theta)}{\partial \theta_i} = \sum_{n=1}^{N} \sum_{k=1}^{B} \left| \bar{h}_{kjn} \right|^2 \frac{a_{kn}}{\bar{a}_{kn}} \bar{o}_{kjn}^{-1} \left( \frac{a_{kn}}{\bar{a}_{kn}} \frac{a_{kn}}{\bar{a}_{kn}} \bar{P}_{kjn} - \bar{a}_{kjn} \frac{a_{kn}}{\bar{a}_{kn}} \bar{P}_{kjn} \right) \bar{o}_{kjn}^{-1} \bar{a}_{kn}$$

$$= 0; \text{ for every } \theta_i \in \Omega_j \text{ and } j = 1, \ldots, J \quad (6.3-4a)$$

where $\Omega_j$ is the parameter set associated with target $j$ defined by relation $\Omega_j = \{ \Omega_j^i; i = 0, \ldots, P \}$. Furthermore, the various quantities appearing in Equation (6.3-4) are defined as follows:

$$\left| \bar{h}_{kjn} \right|^2 = \frac{S_{kjn}/\bar{N}_{kj}^2}{1 + G_{kjn} S_{kjn}/\bar{N}_{kj}} \quad (6.3-4b)$$

$$\bar{a}_{kjn} = \bar{N}_{kj} \left| \bar{h}_{kjn} \right|^2 \quad (6.3-4c)$$

$$G_{kjn} = V_{kjn} \bar{O}_{kjn}^{-1} V_{kjn} \quad (6.3-4d)$$

$$\bar{O}_{kjn}^{-1} = \sum_{i=1}^{J} \left( S_{ki} P_{kin} + N_k Q_k \right) \bar{N}_{kj} \quad (6.3-4e)$$
and

$$\tilde{N}_{kj} = \sum_{i=1}^{J} S_{ki} + N_k.$$  \hfill (6.3-4f)

Now combining Equations (6.3-1b) and (6.3-3b), one obtains the $\lambda m$ element of the matrix $P_{kjn}$ as

$$P_{km} = e^{j \omega_k (U_{k-1} - U_{m-1})^T \tau_j(t_n)}.$$  \hfill (6.3-5a)

Therefore, for any parameter $\theta_i$ belonging to the target $j$ parameter set $\Omega_j$, we have

$$\frac{\partial P_{\lambda m}}{\partial \theta_i} = j \omega_k (U_{k-1} - U_{m-1})^T \frac{\partial \tau_j(t_n)}{\partial \theta_i} P_{\lambda m}$$

$$= j \omega_k \frac{\partial \phi_{\lambda m}}{\partial \theta_i} P_{\lambda m}.$$  \hfill (6.3-5b)

where

$$\phi_{\lambda m} = (U_{k-1} - U_{m-1})^T \tau_j(t_n).$$  \hfill (6.3-5c)

Recall the definition of the vector $U_1$, a column vector whose first $i$ entries are one and the remainder are zero. Hence the derivative $\phi_{\lambda m}$ w.r.t. $\theta_i$ can be evaluated as follows.

Let $\theta \in \tau_{ij}^{(0)}$ (i.e., the constant delay terms), then we have
\[ \frac{\partial \phi_{lm}}{\partial \theta_i} = \begin{cases} 1; & \text{if } m \leq i \leq \ell-1 \\ -1; & \text{if } \ell \leq i \leq m-1 \\ 0; & \text{otherwise} \end{cases} \]

\[ = \phi_i. \quad (6.3-5d) \]

This is identical to that obtained in Equation (3.5.1-8d). Furthermore, if we let \( \phi_i \in \tau_{ij}^{(p)} \) (i.e., the pth derivative terms), we obtain

\[ \frac{\partial \phi_{lm}}{\partial \theta_i} = \begin{cases} \frac{t^p}{n/p!}; & \text{if } m \leq i \leq \ell-1 \\ -\frac{t^p}{n/p!}; & \text{if } \ell \leq i \leq m-1 \\ 0; & \text{otherwise.} \end{cases} \quad (6.3-5e) \]

Now let \( \Phi_n \) be the matrix whose \( \ell m \) element is \( \phi_{lm} \), then we have the following relations

\[ \frac{\partial \Phi_n}{\partial \theta_i} = \frac{t^p}{n/p!} \frac{\partial \Phi_n}{\partial \theta_i^{(0)}} = \frac{t^p}{n/p!} \phi_i \]

\[ = (6.3-5f) \]

where \( \theta_i^{(p)} = \tau_{ij}^{(p)}. \) Note the above relation is independent of \( j. \)

Now combining Equations (6.3-5b) and (6.3-5f), one can write

\[ \frac{\partial P_{kn}}{\partial \theta_i} = j w_k v_{kn} \frac{\partial \Phi_n}{\partial \theta_i} v_{k*} \]

\[ = (6.3-6a) \]
where \( V_{kjn} \) denotes a diagonal matrix and is related to the vector \( V_{kjn} \) by the simple relation

\[
V_{kjn} = I V_{kjn}
\]  

(6.3-6b)

where \( I \) is an \( M \times M \) identity matrix.

In addition, one can write

\[
\frac{\partial \omega_{kjn}}{\partial \theta_i} = \frac{\partial}{\partial \theta_i} \left( \omega_{kjn} \tilde{a}_{kjn} \tilde{b}_{kjn} \right) = I \omega_k \quad \text{tr} \left( \frac{\partial \omega_{kjn}}{\partial \theta_i} \right) = \frac{\partial}{\partial \theta_i} \left( \omega_{kjn} \tilde{a}_{kjn} \tilde{b}_{kjn} \right).
\]  

(6.3-6c)

Finally, using Equations (6.3-5f), (6.3-6a), and (6.3-6c) in (6.3-4a) yields the desired form of the likelihood equation

\[
\frac{\partial L(\theta)}{\partial \theta_i} = \sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k \frac{t^n}{p^n} \left[ \tilde{h}_{kjn}^2 \tilde{a}_{kn} \tilde{b}_{kn} V_{kjn} (\phi_i - \tilde{b}_{kn}^{(i)} \tilde{b}_{jn}^{(i)}) \right]
\]

\[
= 0; \quad i = 1, \ldots, M-1
\]

\[
p = 0, \ldots, P
\]

\[
j = 1, \ldots, J
\]

(6.3-7a)
where the bias term is given by

\[ \tilde{b}_{jn}^{kj} = \tilde{a}_{kj} \text{tr}(\tilde{\Theta}_{kj}^{-1} V_{kj} \Phi_j V_{kj}^*) \]  

(6.3-7b)

Note that by setting \( N = 1, P = 0 \), it can be readily shown that Equation (6.3-6a) reduces to Equation (3.5.1-11a), the stationary time delay, single interval case that we have studied in Chapter 3. In general, simultaneously solving the set of equations as shown in Equation (6.3-6a) yields the optimum estimate of the unknown parameter set. Optimality here assumes that our Fourier representation of the time-compressed waveform as shown in Appendix J is valid. In the following section we will examine the performance bound and the processor structure of this estimator.

6.4 PERFORMANCE BOUND AND ESTIMATOR REALIZATION

In this section we investigate the appropriate performance bound of the multisensor, multitarget variable time delay estimator. We then study the structure of the estimator for a few simple but important cases. Performance comparison is made between the variable time delay estimation and the stationary time delay estimation.
6.4.1 Variable Time Delay Performance Bound

For a sufficiently long observation time or sufficiently high SNR, an appropriate bound for the variable time delay estimator is the CRLB. The CRLB is given by

\[ \text{VAR}(\theta_i) \geq (J^{-1})_{ii} \]  

(6.4.1-1a)

where \((J)_{ii}\) denotes the \(i\)th diagonal element of a matrix and \(J\) is the Fisher Information Matrix whose \(ij\) element is given by

\[ J_{ij} \triangleq E\left( \frac{\partial^2 \Lambda(\theta)}{\partial \theta_i \partial \theta_j} \right); \quad i = 1, \ldots, q \quad \text{and} \quad j = 1, \ldots, q \]  

(6.4.1-1b)

where \(\Lambda(\theta)\) is the log-likelihood function given by Equation (6.2-6b).

Using Equation (6.2-6b) and carrying out the same mathematical manipulations shown in Section 3.4, one obtains

\[ J_{ij} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( - \frac{\partial^2 R^{-1}}{\partial \theta_i \partial \theta_j} \right) \bigg|_{\theta = \theta_0} \]  

(6.4.1-2a)

where the observation covariance matrix is given in Equation (6.3-3a) and the partial derivatives are given by

\[ \frac{\partial R_{kn}}{\partial \theta_j} = s_{kj} \frac{\partial R_{kn}}{\partial \theta_j} \]  

(6.4.1-2b)
Estimator Realization

In this section we study the structure of the variable time delay estimator for a number of simple but important cases. We are working primarily with Equations (6.3-6a) and (6.4.1-2).

6.4.2.1 Case 1: One Target and Two Sensors with Delay Rate

(J = 1, M = 2, p = 1, N ≥ 2). For convenience we assume Q_k = 1; i.e., the noise processes are equal in power and uncorrelated between sensors. The unknown parameter vector is \( \mathbf{e} = (\tau, \hat{t})^T \). The variable time delay is given by

\[
\tau(t_n) = \tau + \hat{t} t_n \tag{6.4.2-1a}
\]

where

\[
t_n = (n - \frac{1}{2}) \Delta t; \quad n = 1, ..., N. \tag{6.4.2-1b}
\]

The steering vector at \( t_n \) is \( v_{kn} = \left( 1 e^{j \omega_k t_n} \right) \). In addition, the following relations can be verified easily using Equations (6.3-4b) to (6.3-4f) (suppressing the j index for simplicity).
\[ \tilde{Q}_{kn}^{-1} = Q_k^{-1} = 1 \]  
(6.4.2-1c)

\[ G_{kn} = V_{kn}^* \tilde{Q}_{kn}^{-1} V_{kn} = 2 \]  
(6.4.2-1d)

\[ |\tilde{h}_{kn}|^2 = \frac{S_k/N_k}{1 + 2 \frac{S_k}{N_k}} \Delta = |h^*_k|^2 \]  
(6.4.2-1e)

\[ \tilde{a}_{kn} = N_k |\tilde{h}_{kn}|^2 \tilde{\beta} \tilde{a}_k \]  
(6.4.2-1f)

\[ \Phi_1 = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} ; \ V_{kn} = \begin{bmatrix} 1 & 0 \\ 0 & e^{jw_k \tau(t_n)} \end{bmatrix} \]  
(6.4.2-1g)

and the bias term is zero since

\[ b_{kn}^* = \tilde{a}_{kn} \text{tr}(\tilde{Q}_{kn}^{-1} V_{kn} \Phi_1 V_{kn}^*) \]

\[ = 0. \]  
(6.4.2-1h)

Hence, letting \( \theta_1^{(0)} = \tau, \theta_1^{(1)} = t \) in Equation (6.3-6a) and using the relations shown from Equation (6.4.2-1c) to (6.4.2-1h) yields the likelihood equation for the optimum estimate of \( \tau \) and \( t \). They are given as follows:

\[ \frac{\partial \Lambda(\theta)}{\partial \tau} = \sum_{n=1}^{N} \sum_{k=1}^{B} jw_k |h_k|^2 \tilde{a}_{kn}^* V_{kn} \Phi_1 V_{kn}^* \tilde{a}_{kn} = 0 \]  
(6.4.2-2a)
The above equations can be further simplified by noting that
\[
V_{kn}^* \phi_1 V_{kn} = \begin{bmatrix}
1 & 0 \\
0 & e^{j\omega_k \tau(t_n)}
\end{bmatrix}
\begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & e^{-j\omega_k \tau(t_n)}
\end{bmatrix}
\]

and writing
\[
\alpha_{kn} = \begin{bmatrix}
\alpha_{1kn} \\
\alpha_{2kn}
\end{bmatrix}
\]

so that
\[
\alpha_{kn}^* V_{kn}^* \phi_1 V_{kn} \alpha_{kn} = \alpha_{1kn} \alpha_{2kn}^* e^{j\omega_k \tau(t_n)} - \alpha_{1kn}^* \alpha_{2kn} e^{-j\omega_k \tau(t_n)}
\]

Using Equation (6.4.2-2e), the likelihood equation can be rewritten as
\[
\frac{\partial \Lambda(\tau, t)}{\partial \tau} = \sum_{k=-B}^{B} \sum_{n=1}^{N} j \omega_k |h_k|^2 \alpha_{1kn} \alpha_{2kn} e^{j \omega_k (\tau + tt_n)}
\]
\[
= \sum_{k=-B}^{B} \sum_{n=1}^{N} j \omega_k |h_k|^2 \alpha_{1kn} \alpha_{2kn} e^{j \omega_k (\tau + tt_n)}
\]
\[
= \frac{\partial}{\partial \tau} R(\tau, t)
\]
\[
= 0 . \quad (6.4.2-3a)
\]

where \(R(\tau, t)\) is generally called the broadband ambiguity function and is given by
\[
R(\tau, t) = \sum_{k=-B}^{B} \sum_{n=1}^{N} |h_k|^2 \alpha_{1kn} \alpha_{2kn} e^{j \omega_k (\tau + tt_n)} . \quad (6.4.2-3b)
\]

Similarly, we have
\[
\frac{\partial \Lambda(\tau, t)}{\partial \tau} = \frac{\partial}{\partial \tau} R(\tau, t) = 0 . \quad (6.4.2-3c)
\]

Thus the optimum estimate of \(\tau, t\) is given by the pair \((\hat{\tau}, \hat{t})\) which peaks the ambiguity function \(R(\tau, t)\). If the frequency samples are sufficiently dense, then the broadband ambiguity function can be written as
Figure 6-2 diagrams one possible implementation of this processor. Note that frequency samples from each subinterval are phase-compensated and then summed. Note the similarity between Figures 6-2 and 3-2.

We next examine the performance bound of this estimator. The parameters of interest are \( \theta_1 = \tau \) and \( \theta_2 = \lambda \). The covariance matrix can be evaluated using Equation (6.4.2-2). The detail of the derivation is given in Appendix D. The main results are given below:

\[
\text{VAR}(\hat{\tau}) = \left[ \frac{2\pi (4N^2 - 1)}{N^2 - 1} \right] \frac{1}{\lambda^2} \quad (6.4.2-5a)
\]

\[
\text{VAR}(\hat{\lambda}) = \left[ \frac{24\pi^2 N^2}{N^2 - 1} \right] \frac{1}{\lambda^4} \quad (6.4.2-5b)
\]

and

\[
\text{COV}(\hat{\tau}, \hat{\lambda}) = -\left[ \frac{12\pi N^2}{N^2 - 1} \right] \frac{1}{\lambda^2} \quad (6.4.2-5c)
\]

where

\[
\lambda = \frac{2\pi}{\Delta \tau} \sum_{k=-B}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2 S_k/N_k} \quad (6.4.2-5d)
\]
Figure 6-2. Two-Sensor, One-Target Time Delay Doppler Processor
Note that the above equations indicate that the number of observation subintervals, \( N \), must be equal to or greater than two for the resulting estimate to be meaningful. Note that the estimates, \( \hat{\tau} \) and \( \hat{t} \), allow the time delay to be estimated at any point within the observation interval \([0, T]\). Thus at any time \( t \in [0, T] \), the estimated time delay is given by

\[
\hat{\tau}(t) = \hat{\tau} + \hat{t} t; \quad t \in [0, T].
\]  

(6.4.2-6)

Since \( \hat{\tau} \), \( \hat{t} \) are unbiased, \( \hat{\tau}(t) \) is also unbiased. Furthermore, the variance of the resulting estimate is

\[
\text{VAR}(\hat{\tau}(t)) = \text{VAR}(\hat{\tau}) + t^2 \text{VAR}(\hat{t}) + 2t \text{COV}(\hat{\tau}, \hat{t})
\]

\[
= \left[ \frac{8\pi N^2}{(N^2 - 1)\lambda T} \right] \left[ (1 - \frac{1}{4N^2}) - 3(\frac{\hat{t}}{\lambda}) + 3(\frac{\hat{t}}{\lambda})^2 \right]
\]  

(6.4.2-7)

where Equations (6.4.2-5a) to (6.4.2-5c) have been used.

Note that \( \text{VAR}(\hat{\tau}(t)) \) is quadratic in \( t \). It is easy to verify that the variance is minimum at \( t = \frac{T}{2} \); i.e., the midpoint of the observation interval. Finally, if \( N \) is substantially greater than one, then Equation (6.4.2-7) can be approximated by
\begin{equation}
\text{VAR}(\hat{\tau}(t)) = \left[ \frac{8\pi}{\lambda T} \right] \left[ 1 - 3(\frac{t}{T}) + 3(\frac{t}{T})^2 \right] \tag{6.4.2-8a}
\end{equation}

and when evaluated at the midpoint of the interval, Equation (6.4.2-7) yields the minimum variance

\begin{equation}
\text{VAR}(\hat{\tau}(\frac{T}{2})) = \frac{2\pi}{\lambda T}. \tag{6.4.2-8b}
\end{equation}

This is equal exactly to the CRLS for the stationary target case (see Equation (3.5.1-16a)).

Thus one can conclude that the presence of time delay rate (or doppler) degrades the performance of time delay estimate w.r.t. the stationary time delay case. Therefore, defining the Doppler Degradation Ratio (DDR) as the ratio of the time delay variance of the variable time delay case to that of the stationary time case, one obtains, by using Equations (6.4.2-7) and (6.4.2-8b), the following:

\begin{equation}
\text{DDR} = \frac{\text{VAR}(\hat{\tau}(t))}{\text{VAR}(\hat{\tau}(\frac{T}{2}))} = \left( \frac{4N^2}{N^2 - 1} \right) \left[ 1 - \frac{1}{4N^2} - 3(\frac{t}{T}) + 3(\frac{t}{T})^2 \right]. \tag{6.4.2-9a}
\end{equation}

For $N \gg 1$, we have the following approximation:

\begin{equation}
\text{DDR} \approx 4 \left[ 1 - 3(\frac{t}{T}) + 3(\frac{t}{T})^2 \right]. \tag{6.4.2-9h}
\end{equation}
On the other hand, if the stationary processor is used directly over $T$ seconds of observation in the presence of time delay doppler, the question is what would be the resulting performance of the time delay estimate. We note in Appendix J that time delay doppler causes an effective additional phase shift and signal attenuation on the resulting Fourier coefficient representation. In the development presented in Section 6.2, we accounted for the additional time delay but not the signal attenuation. The reason was that by subdividing the T-second observation into smaller subintervals, the resulting loss in signal coherence is negligible. However, if we attempt to process the T-second observation without subdivision, the loss in signal coherence must be accounted for. This can be accomplished as follows and the resulting performance bound is easily obtained.

Let $\dot{D}_1$ and $\dot{D}_2$ be the propagation time delay rates as observed by sensors 1 and 2, respectively. Then the Fourier representation of the observation is given by

$$
\tilde{c}_{1k} = \beta_k a_1 e^{j\omega_k \frac{\dot{D}_1 T}{2}} + \eta_{1k} \quad (6.4.2-10a)
$$

$$
\tilde{c}_{2k} = \beta_k a_2 e^{j\omega_k \frac{\dot{D}_2 T}{2}} + \eta_{2k} \quad k = 1, \ldots, B \quad (6.4.2-10b)
$$

where $a_1$ and $a_2$ are the signal attenuation coefficients given, respectively, by $a_1 = \text{sinc}(\omega_k \frac{\dot{D}_1 T}{2})$ and $a_2 = \text{sinc}(\omega_k \frac{\dot{D}_2 T}{2})$,
where $\text{sinc}(\cdot) = \frac{\sin(\cdot)}{\cdot}$ (see Appendix J). Hence writing Equations (6.4.2-10a) and (6.4.2-10b) in vector notation yields

$$\tilde{a}_k = B_k \bar{V}_k + n_k; \quad k = 1, \ldots, B$$  \hspace{1cm} (6.4.2-11a)

where the steering vector $\bar{V}_k$ is given by

$$\bar{V}_k = \begin{pmatrix} a_1 e^{j\omega_k D_1(T)} & a_2 e^{j\omega_k D_2(T)} \end{pmatrix}^T. \hspace{1cm} (6.4.2-11b)$$

The observation covariance matrix is

$$\bar{R}_k = E(\tilde{a}_k \tilde{a}_k^*)$$

$$= S_k \bar{p}_k + N_k Q_k \hspace{1cm} (6.4.2-12a)$$

where

$$\bar{p}_k = \bar{V}_k \bar{V}_k^* = \bar{V}_k \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \bar{V}_k^* \hspace{1cm} (6.4.2-12b)$$

Note that $1_2$ is a $2 \times 2$ matrix of one and the diagonal matrix $\bar{V}_k$ is defined by the relation $\bar{V}_k = I \bar{V}_k$. The parameter of interest is the time delay $\tau$ defined by the relation $\tau = D_2(T) - D_1(T)$. The variance of the stationary time delay estimate is given by (see Equation (3.5.1-15a)).
\[
\text{VAR}_s(\tau) \geq \sum_{k=1}^{B} \text{tr} \left( - \frac{\partial R_k^{-1}}{\partial \tau} \frac{\partial R_k}{\partial \tau} \right)^{-1}.
\]

(6.4.2-13a)

Following the procedure shown in Section 3.5.1, we obtain

\[
\text{tr} \left( - \frac{\partial R_k^{-1}}{\partial \tau} \frac{\partial R_k}{\partial \tau} \right) = -\omega_k^2 |h_k|^2 S_k \text{tr}(\bar{V}_k \phi_k^2 \bar{\Phi}_k)
\]

\[
= (a_1^2 + a_2^2) \omega_k^2 |h_k|^2 S_k
\]

(6.4.2-13b)

since it can be verified that

\[
\text{tr}(\bar{V}_k \phi_k^2 \bar{\Phi}_k) = -(a_1^2 + a_2^2).
\]

(6.4.2-13c)

Substituting Equation (6.4.2-13b) in (6.4.2-13a) yields

\[
\text{VAR}_s(\tau) \geq \left[ \sum_{k=1}^{B} (a_1^2 + a_2^2) \omega_k^2 \frac{S_k^2/N_k}{1 + 2 S_k^2/N_k} \right]^{-1}
\]

\[
\geq \frac{2\pi}{\lambda T}
\]

(6.4.2-14a)

where

\[
\tilde{\lambda} = \sum_{k=-B}^{B} \left( \frac{a_1^2 + a_2^2}{2} \right) \omega_k^2 \frac{S_k^2/N_k}{1 + 2 S_k^2/N_k} \frac{2\pi}{T}
\]


\[ I = \int_{-B}^{B} \frac{a^2 \omega^2}{1 + \frac{1}{2} \frac{S^2(\omega)/N^2(\omega)}{S(\omega)/N(\omega)}} d\omega \]  

(6.4.2-14b)

and

\[ a^2 \leq \frac{1}{2} \left[ \text{sinc}^2(\omega \frac{D_1}{2}) + \text{sinc}^2(\omega \frac{D_2}{2}) \right]. \]  

(6.4.2-14c)

Hence the DDR (i.e., the ratio of Equation (6.4.2-14a) to (6.4.2-8b)) is

\[
\text{DDR} = \frac{\text{VAR}_s(\tau)}{\text{VAR}(\tau(\frac{T}{2}))}
\]

\[ = \frac{\lambda}{\bar{\lambda}} \]

\[ \geq 1. \]  

(6.4.2-15)

since \( \bar{\lambda} \leq \lambda \). Assuming \( \overset{\circ}{D} = \overset{\circ}{D}_1 = \overset{\circ}{D}_2 \), Figure 6-3 shows the DDR for the variable delay approach and the stationary time delay processor approach.

6.4.2.2 Case 2: One Target and Two Sensors with Variable Time Delay (\( J = 1, M = 2, p = P, N > 2 \)). In Section 6.4.2.1 we studied the one-target, two-sensor case with linear time delay rate. The studies on the performance bound showed that the variance of the estimates improve with \( T \) for time delay and \( T^3 \) for time delay rate. Therefore,
Figure 6-3. Doppler Degradation Ratio for Variable Delay Model and Stationary Delay Model
increasing the observation time improves the estimates. However, increasing the observation time will also be likely to increase the order of the model. In this section, we extend the study to a more general case where the variable time delay is modeled by a Pth order polynomial in time.

Let the variable time delay function be modeled as

\[ \tau(t) = \tau + \tau t + \ldots + \frac{\tau^{(p)}}{p!} t^p \]

\[ = h^T(t) \theta \]  

(6.4.2-16a)

where

\[ h(t) = (1 \ t \ t^2/2 \ldots \ t^{P/P!})^T \]  

(6.4.2-16b)

and \( \theta \) is the parameter vector given by

\[ \theta = (\tau \ \tau \ \ldots \ \tau^{(P)})^T \]  

(6.4.2-16c)

Using Equation (6.3-7a), the likelihood equations consist of solving \( P + 1 \) simultaneous equations given by (the subscript \( j \) has been suppressed for notational simplicity since \( j = 1 \))

\[ \frac{\partial \Lambda(\theta)}{\partial \tau^{(p)}} = \sum_{\eta=1}^{N} \sum_{k=1}^{B} j_{\eta k} \left( \frac{\tau^{(p)}}{p!} \right) |h_k|^2 \alpha_k \nu_k \phi_1 \nu_k^* \alpha_k = 0 \]  

(6.4.2-17)

for \( p = 0, 1, \ldots, P \).
Using Equation (6.4.2-2e), Equation (6.4.2-17) can be simplified to

\[
\frac{\partial \Lambda(\Theta)}{\partial \tau(p)} = \sum_{k=-B}^{B} \sum_{n=1}^{N} j \omega_k \left( \frac{\tau_p}{p!} \right) |h_k|^2 \alpha_{1kn} \alpha_{2kn} e^{j \omega_k \tau(t_n)}
\]

\[
= \frac{3}{\partial (p)} \sum_{k=-B}^{B} \sum_{n=1}^{N} |h_k|^2 \alpha_{1kn} \alpha_{2kn} e^{j \omega_k h^T(t_n) \Theta}
\]

\[
= 0 \quad (6.4.2-18)
\]

for \( p = 0, 1, \ldots, P \) and \( t_n = (n - \frac{1}{2}) \Delta t \).

Note that although \( \tau(t) \) is \( P \)th order over the observation interval \( T \), \( \Delta t \) was chosen so that the variation of time delay is nearly linear over \( \Delta t \). Hence, results derived in Appendix J are applicable. A signal processor which realizes Equation (6.4.2-18) is given in Figure 6-4. Note the close similarity between Figures 6-4 and 6-2.

We next examine the performance bound of this estimator.

Using the results from Section 6.4.1, the \( ij \) element of the Fisher Information Matrix is

\[
J_{ij} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( -\frac{\partial R_{kn}^{-1}}{\partial \Theta_i} \frac{\partial R_{kn}}{\partial \Theta_j} \right)
\]
Figure 6-4. Two-Sensor, One-Target Variable Time Delay Processor.
\[
\text{tr} \left( \frac{\partial R_{kn}}{\partial \tau (t-t_i)} \frac{\partial R_{kn}}{\partial \tau (j-j_1)} \right) = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R_{kn}}{\partial \tau (t-t_i)} \frac{\partial R_{kn}}{\partial \tau (j-j_1)} \right). \tag{6.4.2-19a}
\]

Now utilizing Equations (6.3-5f), (6.3-6a), and the relation

\[R_{kn} = S_k P_{kn} + N_k Q_k, \tag{6.4.2-19b}\]

one obtains

\[\frac{\partial R_{kn}}{\partial \tau (t)} = S_k \frac{\partial P_{kn}}{\partial \tau (t)} = j\omega_k \left( \frac{t_i}{t_1} \right) V_{kn} \Phi_1 V_{kn}^* \tag{6.4.2-19c}\]

\[\frac{\partial R_{kn}^{-1}}{\partial \tau (t)} = -|h_k|^2 Q_k^{-1} \frac{\partial P_{kn}}{\partial \tau (t)} Q_k^{-1} \tag{6.4.2-19d}\]

\[= -j\omega_k \left( \frac{t_i}{t_1} \right) |h_k|^2 V_{kn} \Phi_1 V_{kn}^* \]

where \(Q_k = I\), i.e., noise processes, are uncorrelated and

\[|h_k|^2 = \frac{S_k/N_k^2}{1 + 2 S_k/N_k} \tag{6.4.2-19e}\]

\[V_{kn} = \begin{bmatrix} 1 & 0 \\ 0 & e^{j\omega_k \tau(t_n)} \end{bmatrix}. \tag{6.4.2-19f}\]

Substituting Equations (6.4.2-19c) and (6.4.2-19d) in (6.4.2-19a) yields
\[ J_{ij} = -\sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k^2 \left[ \frac{t_n^{i+j-2}}{(i-1)! (j-1)!} \right] |h_{ik}|^2 S_k \text{tr}(V_{kn} \Phi_k^2 V_{kn}^*) \]

\[ = C_{ij} \sum_{k=-B}^{B} \omega_k^2 \frac{S_{k/N_k}^2}{1 + 2 S_{k/N_k}} \]

\[ = C_{ij} \frac{\Delta t}{2\pi} \quad \text{(6.4.2-20a)} \]

where \( \lambda \) is as given in Equation (6.4.2-5d) and \( C_{ij} \) is defined by

\[ C_{ij} = \sum_{n=1}^{N} \frac{t_n^{i+j-2}}{(i-1)! (j-1)!} \quad \text{(6.4.2-20b)} \]

Let \( C \) be a matrix whose \( ij \) element is \( C_{ij} \), then it can be shown that

\[ C = H^T H \quad \text{(6.4.2-21a)} \]

where \( H \) is an \( N \times (P + 1) \) matrix given by

\[
H = \begin{bmatrix}
1 & t_1 & t_1^{2/2} & \ldots & t_1^{P/P!} \\
1 & t_2 & t_2^{2/2} & \ldots & t_2^{P/P!} \\
& \ddots & \ddots & \ddots & \ddots \\
& & \ddots & \ddots & \ddots \\
1 & t_N & t_N^{2/2} & \ldots & t_N^{P/P!}
\end{bmatrix} \quad \text{(6.4.2-21b)}
\]
Note that the matrix $H$ relates the $N$ subinterval midpoint time delay to the parameter vector of interest. Namely,

\[
\mathbf{\tau} = H \mathbf{e}
\]  \hspace{1cm} (6.4.2-21c)

where the vector $\mathbf{\tau}$ is defined by

\[
\mathbf{\tau} = (\tau(t_1) \tau(t_2) \ldots \tau(t_N))^T.
\]  \hspace{1cm} (6.2-21d)

Therefore, using Equation (6.4.2-20a) the covariance matrix of the parameter vector $\mathbf{e}$ is bounded below by

\[
\text{COV}(\mathbf{e}) \geq \mathbf{J}^{-1} \geq 2\pi N (H^TH)^{-1} \mathbf{A}^{-1}.
\]  \hspace{1cm} (6.4.2-22)

For $p = 1$, Equation (6.4.2-22) reduces to Equations (6.4.2-5a), (6.4.2-5b), and (6.4.2-5c).

Furthermore, if $\hat{\mathbf{e}}$ is the estimated parameter vector, then the estimated time delay at any time within the interval $[0, T]$ is (see Equation (6.4.2-16a)).

\[
\hat{\tau}(t) = h(t)^T \hat{\mathbf{e}}.
\]  \hspace{1cm} (6.4.2-23)
Hence, the variance of the resulting time delay estimate is

\[
\text{VAR}(\hat{\tau}(t)) = h^T(t) \text{COV}(\hat{\theta}) h(t) = \frac{2\pi N h^T(t) (H^TH)^{-1} h(t)}{\lambda T} .
\]

### 6.4.2.3 Case 3: One Target and Three Sensors with Variable Time Delay ($J = 1$, $M = 3$, $p = P$, $N > 2$)

We studied the problem of estimating localization parameters of a stationary target in Section 3.5.2. We discussed at length the rationale for the two-step approach; i.e., first estimate the time delay between sensor arrays and then map the estimated time delays to the localization parameters via the target array geometry. We studied the optimum multisensor time delay processor and examined the resulting estimator performance bound. In this section we extend our investigation to the moving target case. Our immediate concern, however, is on the two-variable time delay estimation from a three-sensor array.

Let the two variable time delays (see Section 3.5.2) be modeled by a $P$th order polynomial as

\[
\tau_1(t) = \tau_1 + \tau_1 t + \ldots + (\tau_1^{(P)}/P!) t^P = h^T(t) \theta_1
\]

\[(6.4.2-25a)\]
\[ \tau_2(t) = \tau_2 + \frac{t^2}{2} + \ldots + \left(\frac{\tau_2^{(p)}}{p!}\right)t^p \]

\[ = h^T(t) \theta_2 \quad \text{(6.4.2-25b)} \]

where

\[ h(t) = (1 \ t \ t^2/2 \ldots \ t^p/p!)^T \quad \text{(6.4.2-25c)} \]

\[ \theta_i = (\tau_i \ \dot{\tau}_i \ \ddot{\tau}_i \ldots \ \tau_i^{(p)})^T; \quad i = 1, 2 \quad \text{(6.4.2-25d)} \]

and the \(2(P + 1)\) parameter vector of interest is

\[ \theta = (\theta_1^T \ \theta_2^T)^T. \quad \text{(6.4.2-25e)} \]

Note that, \(\theta_i\), the ith element of \(\theta\) is given by

\[ \theta_i = \begin{cases} \tau_1^{(i-1)}; & \text{if } i \leq P + 1 \\ \tau_2^{(i-P-2)}; & \text{if } i > P + 1 \end{cases} \quad \text{(6.4.2-25f)} \]

for \(i = 1, 2, \ldots, 2(P + 1)\).

From Equation (6.3-6a) the likelihood equations are

\[ \frac{\partial \Lambda(\theta)}{\partial \theta_i} = \frac{\partial \Lambda(\theta)}{\partial \tau_1^{(i-1)}} \]
\[ \sum_{n=1}^{N} \sum_{k=1}^{B} j^{\omega_k} \frac{t_n^{(i-1)}}{(i-1)!} |h_k|^2 \alpha_{kn}^* V_{kn} \phi_1 V_{kn}^* \alpha_{kn} = 0. \quad (6.4.2-26a) \]

for \( i \leq P + 1 \); and

\[ \frac{\partial \Lambda(e)}{\partial \theta_1} = \frac{\partial \Lambda(e)}{\partial \tau_2} \]

\[ \sum_{n=1}^{N} \sum_{k=1}^{B} j^{\omega_k} \frac{t_n^{(i-P-2)}}{(i-P-2)!} |h_k|^2 \alpha_{kn}^* V_{kn} \phi_2 V_{kn}^* \alpha_{kn} = 0 \quad (6.4.2-26b) \]

for \( i > P + 1 \).

Now using Equations (3.5.1-8d), (3.5.2-3) and (3.5.-6c), the matrices \( V_{kn} \), \( \phi_1 \) and \( \phi_2 \) are given by

\[ V_{kn} = \text{diag} \left[ e^{-j\omega_k \tau_1(t_n)} \ 1 \ e^{j\omega_k \tau_2(t_n)} \right] \quad (6.4.2-26c) \]

\[ \phi_1 = \begin{bmatrix} 0 & -1 & -1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \quad (6.4.2-26d) \]
\[
\Phi_2 = \begin{bmatrix}
0 & 0 & -1 \\
0 & 0 & -1 \\
1 & 1 & 0 \\
\end{bmatrix}
\]  \tag{6.4.2-26e}

and

\[
|h_k|^2 = \frac{S_k/N_k^2}{1 + 3S_k/N_k^2}.
\]  \tag{6.4.2-26f}

Therefore, the following relations can be shown:

\[
\alpha_{kn}^* V_{kn} \Phi_1 V_{kn} \alpha_{kn} = A_{kn} - A_{kn}^*,
\]  \tag{6.4.2-27a}

where

\[
A_{kn} = \alpha_{1kn} \alpha_{2kn}^* e^{j\omega_k \tau_1(t_n)} + \alpha_{1kn} \alpha_{3kn}^* e^{j\omega_k(\tau_1(t_n)+\tau_2(t_n))}
\]  \tag{6.4.2-27b}

and

\[
\alpha_{kn}^* V_{kn} \Phi_2 V_{kn}^* \alpha_{kn} = B_{kn} - B_{kn}^*,
\]  \tag{6.4.2-27c}

where

\[
B_{kn} = \alpha_{1kn} \alpha_{3kn}^* e^{j\omega_k(\tau_1(t_n)+\tau_2(t_n))} + \alpha_{2kn} \alpha_{3kn}^* e^{j\omega_k \tau_2(t_n)}.
\]  \tag{6.4.2-27d}
Thus substituting Equations (6.4.2-27a) to (6.4.2-27d) in Equations (6.4.2-26a) and (6.4.2-26b) yields the set of simplified likelihood equations

\[
\frac{\partial \Lambda(e)}{\partial \tau_1^{(i-1)}} = \frac{3}{3} \sum_{k=-B}^{B} \sum_{n=1}^{N} |h_k|^2 \left( \alpha_{1kn} \alpha_{3kn} e^{j\omega_k \tau_1(t_n)} + \alpha_{1kn} \alpha_{3kn} e^{j\omega_k (\tau_1(t_n) + \tau_2(t_n))} \right)
\]

\[= 0; \text{ for } i = 1, \ldots, P + 1 \quad (6.4.2-28a)\]

and

\[
\frac{\partial \Lambda(e)}{\partial \tau_2^{(i-P-2)}} = \frac{3}{3} \sum_{k=-B}^{B} \sum_{n=1}^{N} |h_k|^2 \left( \alpha_{2kn} \alpha_{3kn} e^{j\omega_k \tau_2(t_n)} + \alpha_{1kn} \alpha_{3kn} e^{j\omega_k (\tau_1(t_n) + \tau_2(t_n))} \right)
\]

\[= 0; \text{ for } i = P + 2, \ldots, 2P. \quad (6.4.2-28b)\]

The above two sets of equations can be combined into one as follows. We note that \(\alpha_{2kn} \alpha_{3kn} e^{j\omega_k \tau_2(t_n)}\) is not a function of \(\tau_1^{(i-1)}\) for \(i = 1, \ldots, P + 1\) and that \(\alpha_{1kn} \alpha_{2kn} e^{j\omega_k \tau_1(t_n)}\) is not a function of \(\tau_2^{(i-P-2)}\) for \(i = P + 2, \ldots, 2P\). Therefore, we can add these two terms, respectively, to Equations (6.4.2-28a) and
Now we can define the $2(P + 1)$ parameter ambiguity function by

$$R(e) = \sum_{k=-B}^{B} \sum_{n=1}^{N} |h_k|^2 \left( a_{1kn} \alpha_{2kn} e^{j\omega_k \tau_1(t_n)} + a_{2kn} \alpha_{3kn} e^{j\omega_k \tau_2(t_n)} + a_{1kn} \alpha_{3kn} e^{j\omega_k (\tau_1(t_n) + \tau_2(t_n))} \right).$$

(6.4.2-29)

Therefore, combining Equations (6.4.2-28a), (6.4.2-28b) and (6.4.2-29), we find that the optimum estimate of $e$ is given by $\hat{e}$ which peaks the ambiguity function $R(e)$, or equivalently the corresponding null of $\frac{\partial R(e)}{\partial \theta_i}$; or more specifically one can write

$$\frac{\partial R(e)}{\partial \theta_i} = 0; \text{ for } i = 1, 2, \ldots, 2P$$

(6.4.2-30)

where $\theta_i$ is as given in Equation (6.4.2-25f).

We next derive the performance bound of this estimator. From Equation (6.4.1-2), the $ij$ element of the Fisher Information Matrix is
\[ J_{ij} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( -\frac{\partial R_{kn}^{-1}}{\partial \tau_i} \frac{\partial R_{kn}}{\partial \tau_j} \right); \ i = 1, \ldots, 2 (P + 1) \]
\[ j = 1, \ldots, 2 (P + 1) \]

(6.4.2-31a)

\[
J_{ij} = \begin{cases} 
J_{ij}^{(11)} & \text{if } i \leq P + 1, \ j \leq P + 1 \\
J_{ij}^{(12)} & \text{if } i \leq P + 1, \ j > P + 1 \\
J_{ij}^{(21)} & \text{if } i > P + 1, \ j \leq P + 1 \\
J_{ij}^{(22)} & \text{if } i > P + 1, \ j > P + 1 
\end{cases} 
\]

(6.4.2-31b)

Thus the Fisher Information Matrix can be partitioned into four submatrices as

\[
J = \begin{bmatrix} 
J_{ij}^{(11)} & J_{ij}^{(12)} \\
\cdots & \cdots \\
J_{ij}^{(21)} & J_{ij}^{(22)} 
\end{bmatrix} 
\]

(6.4.2-31c)

Using Equations (6.4.2-25f) and (6.4.2-31b), and the procedures shown in Section (6.4.2.2), elements of each submatrix can be evaluated as follows:

\[
J_{ij}^{(11)} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( -\frac{\partial R_{kn}^{-1}}{\partial \tau_i} \frac{\partial R_{kn}}{\partial \tau_j} \right)
\]

(6.4.2-31c)
\[
\begin{align*}
\text{(6.4.2-32a)} \quad & \quad = - \sum_{n=1}^{N} \sum_{k=1}^{B} \omega_n^2 \frac{t_n^{i+j-2}}{(i-1)! (j-1)!} \left| h_k \right|^2 s_k \text{tr}(v_{kn} f_1^2 v_{kn}^*) \\
& = c_{ij}^{(11)} \sum_{k=-B}^{B} \omega_k^2 \frac{s_k^2/N_k^2}{1 + 3 s_k^2/N_k^2} \\
& = c_{ij}^{(11)} \lambda_3 \frac{\Delta t}{\pi}
\end{align*}
\]

where

\[
\text{(6.4.2-32b)} \quad \text{tr}(v_{kn} f_1^2 v_{kn}^*) = -4
\]

\[
\text{(6.4.2-32c)} \quad c_{ij}^{(11)} = \sum_{n=1}^{N} \frac{t_n^{i+j-2}}{(i-1)! (j-1)!}
\]

\[
\lambda_3 = \frac{2\pi}{\Delta t} \sum_{k=-B}^{B} \omega_k^2 \frac{s_k^2/N_k^2}{1 + 3 s_k^2/N_k^2}
\]

\[
\text{(6.4.2-32d)} \quad \int_{-B}^{B} \omega_2 \frac{S(\omega)/N(\omega)}{1 + 3 S(\omega)/N(\omega)} \, d\omega
\]

Furthermore, let \( C^{(11)} \) be a square matrix whose \( ij \) element is \( c_{ij}^{(11)} \), then it can be shown that

\[
C^{(11)} = H_1^T H_1
\]
where $H_1$ is an $N \times (P + 1)$ matrix given by

$$
H = \begin{bmatrix}
1 & t_1 & t_1^2/2 & \ldots & t_1^{P}/P!
\end{bmatrix} \begin{bmatrix}
1 & t_2 & t_2^2/2 & \ldots & t_2^{P}/P!
\end{bmatrix} \ldots \begin{bmatrix}
1 & t_N & t_N^2/2 & \ldots & t_N^{P}/P!
\end{bmatrix}
$$

(6.4.2-32f)

Hence, one can write

$$J^{(11)} = (H^T H)_{ij} \lambda_3 \frac{\Delta t}{\pi}.$$  

(6.4.2-32g)

Similarly, one obtains

$$J^{(22)} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R_{kn}^{-1}}{\partial \tau_2^{(1-P-2)}} \frac{\partial R_{kn}}{\partial \tau_2^{(3-P-2)}} \right)$$

$$= - \sum_{n=1}^{N} \sum_{k=1}^{B} \sum_{i=1}^{(i+j-2)(P+1)} \omega_k \left[ \frac{t_n^{(i+j-2)(P+1)}}{(i-P-2)! (j-P-2)!} \right] |h_{kj}|^2 S_k \text{tr}(V_{kn} \phi_2^2 V_{kn}^T)$$

$$= C^{(22)}_{ij} \lambda_3 \frac{\Delta t}{\pi}.$$  

(6.4.2-33a)
where

\[ C_{ij}^{(22)} = \sum_{n=1}^{N} \frac{t_n^{i+j-2(P+1)}}{(i-P-2)! (j-P-2)!} \]

= \( C_{i'j'}^{(11)} \) \hspace{1cm} (6.4.2-33b)

where \( i' = i - P - 1 \) and \( j' = j - P - 1 \).

Thus if \( C^{(22)} \) is a matrix whose \( ij \) element is given by \( C_{ij}^{(22)} \), then one can write

\[ C^{(22)} = C^{(11)} \]

= \( H^T H \) \hspace{1cm} (6.4.2-33c)

Therefore, one can also write

\[ J^{(22)} = J^{(11)} \] \hspace{1cm} (6.4.2-33d)

Finally, we note that since \( J \) must be symmetric, we have

\[ J^{(21)} = (J^{(12)})^T \] \hspace{1cm} (6.4.2-34)

The submatrix \( J^{(12)} \) can be evaluated as follows:
\[ J_{ij}^{(12)} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( -\frac{\partial R_{kn}^{-1}}{\partial \tau_2^{(i-1)}} \frac{\partial R_{kn}}{\partial \tau_2^{(j-P-2)}} \right) \]  
(6.4.2-35a)

where

\[ -\frac{\partial R_{kn}^{-1}}{\partial \tau_1^{(i-1)}} = |h_k|^2 \frac{\partial P_{kn}}{\partial \tau_1^{(i-1)}} \]

\[ = j\omega_k \left[ \frac{t^{i-1}_n}{(i-1)!} \right] |h_k|^2 V_{kn} \Phi_1 V_{kn}^* \]  
(6.4.2-35b)

\[ \frac{\partial R_{kn}}{\partial \tau_2^{(j-P-2)}} = S_k \frac{\partial P_{kn}}{\partial \tau_2^{(j-P-2)}} \]

\[ = j\omega_k \left[ \frac{t^{j-P-2}_n}{(j-P-2)!} \right] V_{kn} \Phi_2 V_{kn}^* \]  
(6.4.2-35c)

Hence one can write

\[ J_{ij}^{(12)} = -\sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k^2 \frac{t^{i+j-P-3}_n}{(i-1)! (j-P-2)!} |h_k|^2 S_k \text{tr}(V_{kn} \Phi_1 \Phi_2 V_{kn}^*) \]

\[ = C_{ij}^{(12)} \lambda_3 \Delta t \frac{\lambda t}{2\pi} \]  
(6.4.2-35d)

since \( \text{tr}(V_{kn} \Phi_1 \Phi_2 V_{kn}^*) = -2 \).

Now

\[ C_{ij}^{(12)} = C_{ij}^{(11)} \]
where \( j' = j - P - 1 \). We can also write \( C^{(12)} \), the matrix whose \( ij \) element is \( C_{ij}^{(12)} \), as

\[
C^{(12)} = H^TH. \tag{6.4.2-35e}
\]

Finally, the submatrix \( J^{(12)} \) is given by

\[
J^{(12)} = (H^TH) \frac{\Delta t}{2\pi}. \tag{6.4.2-35f}
\]

Thus combining Equations (6.4.2-32g), (6.4.2-33a), and (6.4.2-35f), the Fisher Information matrix is

\[
J = A \lambda_3 \frac{T}{2\pi N} \tag{6.4.2-36a}
\]

where the relation \( T = N\Delta t \) has been used and the matrix \( A \) is given by

\[
A = \begin{bmatrix}
2H^TH & H^TH \\
H^TH & 2H^TH
\end{bmatrix}. \tag{6.4.2-36b}
\]

Therefore, the covariance bound is

\[
\text{COV} \left( \hat{\theta} \right) \geq J^{-1} \geq \frac{2\pi N}{\lambda_3^2} A^{-1} \tag{6.4.2-37a}
\]
Note for a fixed time delay with one observation interval, we have \( H = 1 \), and Equation (6.4.2-37b) is easily shown to be identical to Equation (C-24a) for the three-sensor array case.

Note that if \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2)^T \) is the estimate obtained from solving Equation (6.4.2-30), then the time delay estimates at any point within the interval \([0, T]\) are given by

\[
\begin{bmatrix}
\hat{\tau}_1(t) \\
\hat{\tau}_2(t)
\end{bmatrix} = \begin{bmatrix}
\hat{h}^T(t) & 0^T \\
0^T & h^T(t)
\end{bmatrix} \begin{bmatrix}
\hat{\theta}_1 \\
\hat{\theta}_2
\end{bmatrix}
\]

(6.4.2-38a)

and the matrix covariance is

\[
\text{COV} \begin{bmatrix}
\hat{\tau}_1(t) \\
\hat{\tau}_2(t)
\end{bmatrix} = \begin{bmatrix}
\hat{h}^T(t) & 0^T \\
0^T & h^T(t)
\end{bmatrix} \text{COV} (\hat{\theta}) \begin{bmatrix}
h(t) & 0 \\
0 & h(t)
\end{bmatrix}
\]

(6.4.2-38b)
6.5 VARIABLE TIME DELAY TRACKING

In the previous sections, we studied the problem of variable time delay estimation using the following procedure:

1. modeling the time delay variation over a T-second observation interval by a Pth order polynomial,

2. partitioning the observation interval into \( N \) equal subintervals,

3. obtaining the Fourier representation of the observed waveforms for each subinterval, and

4. estimating the polynomial coefficients from the combined observation vector of each subinterval.

A criterion in selecting \( N \) was presented. It was shown in Appendix J that when \( N \) satisfies this constraint, the resulting loss of signal coherence due to time delay rate is minimal. Furthermore, when this constraint is satisfied, the time delay variation over each subinterval is essentially linear.

If targets are to be tracked over a time interval which is considerably longer than \( T \) seconds, then the above mentioned procedure
need modification. There are two possible approaches: (1) increase $T$ to accommodate the total observation interval by increasing the order of the polynomial, or (2) select a suitable choice of a fixed observation window and the order of the polynomial; as time increases, the fixed-length observation window and the assumed polynomial model will also move in time. A major drawback of the first approach is the solution delay. One must wait until the end of the observation interval before one can start the estimation procedure. For many real-time applications, this kind of solution delay is unacceptable. Therefore, our major emphasis in this section is on the second approach where observations from a $T$-second sliding window will be used for parameter estimation. Furthermore, we will study the recursive sequential nature of the algorithm which incorporates estimates from the previous cycle.

6.5.1 **Sequential Fixed-Interval Time Delay Tracking**

Consider a simple two-sensor case with observed variable time delay. Note that the general multisensor, multtarget case can be similarly treated with more complicated notation. Figure 6-5 illustrates the problem of our interest. Suppose that time delay variation over an observation interval $[0, T]$ can be modeled by a $P$th order polynomial. Thus one can write the time delay as
\[ \tau_0(t) = \tau_0 + \frac{\tau_0^2}{2} + \ldots + \frac{\tau_0^{(p)} t^p}{p!} \]

\[ = h^T(t) e_0 \]  \hfill (6.5-1a)

where

\[ h^T(t) = (1 \ t \ t^2/2 \ldots \ t^{p/p!}) \]  \hfill (6.5-1b)

\[ e_0 = (\tau_0 \ \tau_0 \ldots \tau_0^{(p)})^T. \]  \hfill (6.5-1c)

Note that the subscripts denote the time at which the polynomial coefficients are evaluated.

---

**Figure 6-5. Sequential Fixed-Interval Time Delay Tracking**
Assume that there are $N$ subintervals and let $\alpha_n$, $n = 1, 2, \ldots$ be the observation vector of Fourier coefficients for each subinterval. Then the best estimate of $\theta_0$ is obtained by maximizing the density function $p(\alpha_N \mid \alpha_{N-1} \ldots \alpha_1 \mid \theta_0)$ as discussed in the previous sections. Now suppose a new observation vector $\alpha_{N+1}$ is available. Again we wish to estimate $\theta_1$ over the interval $[\Delta t, T + \Delta t]$. Now suppose the best estimate of $\theta_1$ is found and a new observation vector $\alpha_{N+2}$ is available, what is the best procedure in estimating $\theta_2$ over the interval $[2\Delta t, T + 2\Delta t]$. Here we study this fixed-interval recursive time delay tracking algorithm in some detail.

First we write the parameter vector $\theta_n$ as

$$\theta_n = (\tau_n \hat{\tau}_n \nu_n \ldots \tau_n^{(P)})^T$$

(6.5-2a)

so that the time delay variation over the interval $[n\Delta t, T + n\Delta t]$ can be written as

$$\tau_n(t) = \tau_n + \hat{\tau}_n(t - n\Delta t) + \ldots + \tau_n^{(P)}(t - n\Delta t)^P/P!$$

(6.5-2b)

Furthermore, denoting the time-dependent state vector $\varepsilon_n(t)$ as

$$\varepsilon_n(t) = (\tau_n(t) \hat{\tau}_n(t) \ldots \tau_n^{(P)})^T$$

(6.5-2c)

then from Equation (6.5-2b) one obtains the state propagation equation.
\( e_n(t) = H(t - n\Delta t) a_n \)  \[ (6.5-3a) \]

where

\[
H(t) = \begin{bmatrix}
1 & t & t^2 & \ldots & t^{p/P!} \\
0 & 1 & t & \ldots & t^{p-1/(p-1)!} \\
0 & 0 & 1 & \ldots & t^{p-2/(p-2)!} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{bmatrix}
\]  \[ (6.5-3b) \]

Assume that the best estimate of \( \theta_0 \) is \( \hat{\theta}_0 \) obtained using methods discussed in Sections 6.3 and 6.4. In addition, let \( M_0 = \text{COV}(\hat{\theta}_0) \) be the covariance matrix. Now consider the problem of estimating \( \theta_1 \) from the observation set \((\theta_0, \alpha_2, \alpha_3, \ldots, \alpha_{N+1})\). We shall consider a Maximum A Posterior (MAP) estimate obtained by maximizing the a posteriori density function \( p(\theta_1 | \hat{\theta}_0, \alpha_2, \alpha_3, \ldots, \alpha_{N+1}) \). But one can write

\[
p(\theta_1 | \hat{\theta}_0, \alpha_2, \ldots, \alpha_{N+1}) = \frac{p(\alpha_2, \ldots, \alpha_{N+1} | \theta_1, \hat{\theta}_0) p(\theta_1 | \hat{\theta}_0)}{p(\theta_0, \alpha_2, \ldots, \alpha_{N+1})}.
\]  \[ (6.5-4a) \]

However, maximizing the left-hand side of Equation (6.5-4a) w.r.t. \( \theta_1 \) is the same as maximizing the numerator on the right-hand side of Equation (6.5-4a) since the denominator is not a function of \( \theta_1 \).
Furthermore, the set of observations \((\alpha_2, \alpha_3, \ldots, \alpha_{N+1})\) does not depend on \(\tilde{\alpha}_0\). Hence the quantity one wants to maximize is

\[
L(\alpha_1) = \log\{p(\alpha_2, \ldots, \alpha_{N+1}|\alpha_1) p(\alpha_1|\tilde{\alpha}_0)\}. \tag{6.5-4b}
\]

Now from Equation (6.2-6a), we obtain

\[
p(\alpha_2, \ldots, \alpha_{N+1}|\alpha_1) = \pi^{-2BN} \prod_{n=2}^{N+1} \prod_{k=1}^{B} |R_{kn}|^{-1} \exp\left(-\alpha_1^T R_{kn}^{-1} \alpha_k\right). \tag{6.5-4c}
\]

But from Equation (6.5-3a), the best estimate of \(\alpha_1\) in the absence of new observation is

\[
\hat{\alpha}_0(\Delta t) = H \hat{\alpha}_0 \tag{6.5-4d}
\]

where \(H = H(\Delta t)\). Since the change of the state over one subinterval will be small, we model \(\alpha_1\) by the relation

\[
\alpha_1 = H \hat{\alpha}_0 + e_1 \tag{6.5-4e}
\]

where \(e_1\) is a random Gaussian error vector with mean \(E(e_1) = 0\), and covariance \(E(e_1 e_1^T) = \Sigma_1\). Thus using Equation (6.5-4e), one can write

\[
p(\alpha_1|\tilde{\alpha}_0) = (2\pi)^{(P+1)/2} |\Sigma_1|^{-1/2} \exp\left(-\frac{1}{2}(\alpha_1 - \hat{\alpha}_1)^T \Sigma_1^{-1} (\alpha_1 - \hat{\alpha}_1)\right). \tag{6.5-4f}
\]
where

\[ \tilde{e}_1 = E(\tilde{e}_1 | \tilde{e}_0) = H \tilde{e}_0 \]  \hspace{1cm} (6.5-4g)

\[ P_1 = E[(\tilde{e}_1 - \tilde{e}_1)(\tilde{e}_1 - \tilde{e}_1)^T] \]

\[ = H M_0 H^T + \tilde{E}_1. \]  \hspace{1cm} (6.5-4h)

Substituting Equations (6.5-4c) and (6.5-4f) in (6.5-4b) and simplifying, then the maximum of \( L(\tilde{e}_1) \) is obtained by solving the set of necessary and sufficient conditions

\[ \frac{\partial L(\tilde{e}_1)}{\partial \tilde{e}_1} = \frac{\partial \Lambda(\tilde{e}_1)}{\partial \tilde{e}_1} - P_1^{-1} (\tilde{e}_1 - \tilde{e}_1) = 0 \]  \hspace{1cm} (6.5-5a)

\[ \frac{\partial^2 L(\tilde{e}_1)}{\partial \tilde{e}_1^2} < 0 \]  \hspace{1cm} (6.5-5b)

where

\[ \Lambda(\tilde{e}_1) = -\sum_{n=2}^{N+1} \sum_{k=1}^{B} \Lambda_{kn}(\tilde{e}_1) \]  \hspace{1cm} (6.5-5c)

and

\[ \Lambda_{kn}(\tilde{e}_1) = \log |R_{kn}| + \alpha_{kn} R_{kn}^{-1} \alpha_{kn} \]  \hspace{1cm} (6.5-5d)

as was defined in Equation (6.2-6c).
By repeated application of steps from Equations (6.5-4a) to (6.5-5d), one obtains the necessary conditions for the estimate of the state vector \( \hat{e}_i \) at \( t = i \Delta t \) as

\[
\frac{\partial L(e_i)}{\partial e_i} = \frac{\partial^2 L(e_i)}{\partial e_i^2} - p_i^{-1} (e_i - \tilde{e}_i) = 0
\]  
(6.5-6a)

\[
\frac{\partial^2 L(e_i)}{\partial e_i^2} < 0
\]  
(6.5-6b)

for \( i = 0, 1, 2, \ldots \)

where

\[
\Lambda(e_i) = - \sum_{n=1}^{N+i-1} \sum_{k=1}^{B} \Lambda_{kn} (e_i)
\]  
(6.5-6c)

\[
\Lambda_{kn}(e_i) = \log |R_{kn}| + \alpha_k R_{kn}^{-1} \alpha_k
\]  
(6.5-6d)

\[
e_i = H \hat{e}_{i-1} + \xi_i
\]  
(6.5-6e)

\[
\tilde{e}_i = \mathbb{E}(e_i | \hat{e}_{i-1}) = H \hat{e}_{i-1}
\]  
(6.5-6f)

\[
p_i = \mathbb{E}[(e_i - \tilde{e}_i) (e_i - \tilde{e}_i)^T] = H M_{i-1} H^T + \xi_i
\]  
(6.5-6g)

and furthermore
\[ E_i = E(e_i e_i^T) \]  \hspace{1cm} (6.5-6h)

and

\[ M_i = \text{COV}(\hat{e}_i). \]  \hspace{1cm} (6.5-6i)

Note that in Equation (6.5-6a), since \( \tilde{e}_i = \hat{e}_i \), \( \Lambda(e_i) \) can be linearized about \( \hat{e}_i \) to yield

\[
\frac{\partial \Lambda(e_i)}{\partial e_i} = f(\tilde{e}_i) + \left( \frac{\partial f(\tilde{e}_i)}{\partial e_i} - p_1^{-1} \right) (e_i - \tilde{e}_i) = 0 \]  \hspace{1cm} (6.5-7a)

or solving yields

\[
\hat{e}_i = \tilde{e}_i - J^{-1} (\tilde{e}_i) f(\tilde{e}_i) \]  \hspace{1cm} (6.5-7b)

where

\[
J(\tilde{e}_i) = \frac{\partial f(\tilde{e}_i)}{\partial e_i} - p_1^{-1} \]  \hspace{1cm} (6.5-7c)

\[
f(\tilde{e}_i) = \frac{\partial \Lambda(e_i)}{\partial e_i} \bigg|_{\hat{e}_i = \tilde{e}_i} \]  \hspace{1cm} (6.5-7d)

\[
\frac{\partial f^T(\tilde{e}_i)}{\partial e_i} = \frac{\partial^2 \Lambda(e_i)}{\partial e_i^2} \bigg|_{\hat{e}_i = \tilde{e}_i} \]  \hspace{1cm} (6.5-7e)

which is known as the Hessian. \(^{39}\)
Finally, using Equation (6.5-5c) and results from Section 3.3, we obtain the following explicit expressions for the first and second vector derivative of $\Lambda(e_i)$ w.r.t. $e_i$.

\[
\frac{\partial \Lambda(e_i)}{\partial e_i} = - \sum_{n=i+1}^{N+i-1} \sum_{k=1}^{B} \frac{\partial \Lambda_{kn}(e_i)}{\partial e_i}
\]

\[
= - \sum_{n=i+1}^{N+i-1} \sum_{k=1}^{B} \left[ \text{tr} \left( R_{kn}^{-1} \frac{\partial R_k}{\partial e_i} \right) + \alpha_{kn}^* \frac{\partial R_{kn}^{-1}}{\partial e_i} \alpha_{kn} \right]
\]  

(6.5-7f)

and

\[
\frac{\partial^2 \Lambda(e_i)}{\partial e_i \partial e_j} = - \sum_{n=i+1}^{N+i-1} \sum_{k=1}^{B} \frac{\partial^2 \Lambda_{kn}(e_i)}{\partial e_i \partial e_j}
\]

\[
= \sum_{n=i+1}^{N+i-1} \sum_{k=1}^{B} \left[ \text{tr} \left( R_{kn}^{-1} \frac{\partial^2 R_{kn}}{\partial e_i \partial e_j} \right) - \text{tr} \left( R_{kn}^{-1} \frac{\partial R_{kn}}{\partial e_i} \frac{\partial R_{kn}}{\partial e_j} \right) + \text{tr} \left( R_{kn}^{-1} \frac{\partial R_{kn}^{-1}}{\partial e_i} \frac{\partial R_{kn}}{\partial e_j} \right) \right]
\]

\[
- \alpha_{kn}^* \frac{\partial^2 R_{kn}^{-1}}{\partial e_i \partial e_j} \alpha_{kn}
\]

(6.5-7g)

where $e_i, e_j$ are the $i, j$ element of the vector $e_i$.

Lastly, if $\hat{e}_n$ is the estimate at the instant $t = n\Delta t$, then from Equation (6.5-3a), the best estimate of $\hat{e}_n$ at any time inside the interval $[n\Delta t, (n+N)\Delta t]$ is...
\[ \hat{e}_n(t) = H(t - n\Delta t) \hat{e}_n \]  \hspace{1cm} (6.5-8a)

and the covariance is

\[ \text{COV}(\hat{e}_n(t)) = H(t - n\Delta t) \text{COV}(\hat{e}_n) H^T(t - n\Delta t). \]  \hspace{1cm} (6.5-8b)
CHAPTER 7

OPTIMUM VARIABLE LOCALIZATION PARAMETER ESTIMATION AND TRACKING

Render unto man the things which are man’s and unto the computer the things which are the computer’s.
-- NORBERT WEINER

7.1 INTRODUCTION

We have studied in some detail in Chapter 6 the problem of multisensor, multitarget variable time delay estimation and tracking. Since the ultimate objective is to estimate and track the localization parameters (e.g., target range and bearing), we therefore devote this chapter to addressing this important issue. The approach that we are undertaking is very similar to the stationary parameter case we have studied in Section 3.5.2, where for a multisensor array, the stationary target range and bearing are obtained by a geometric mapping from estimated time delays. Thus, for the variable localization parameter case, our approach is to estimate the variable parameters by a geometric mapping from estimated time delays and time delay rates, where the latter are obtained using techniques presented in Chapter 6. The choice of a two-step (or indirect) approach to the variable localization parameter case is determined by the same set of arguments presented for the stationary parameter case. The pertinent arguments have been discussed in Section 3.5.2.
The study on passive estimation and tracking of variable target parameters has received considerable interest in the literature. Most of the early studies have been concentrated on the single target and single sensor array. However, the extension to a multitarget, multisensor environment has received increasing attention. The complexity of this problem increases rapidly as the number of targets and sensors increases. There are two notably different approaches in attacking this problem. The first approach starts from the target dynamic tracking filter (or data processor) and attempts to model the measurement processes. One theory which has received considerable attention recently is the Joint Probability Data Association Filter (JPDAF) discussed by Bar-Shalom, Bar-Shalom and Tse, and Fortmann, Bar-Shalom and Scheffe. Here the measurements assume a probabilistic model. An underlying assumption for this approach is that the signal processor which produces the measurements cannot be modified to account for the multitarget problem. Thus one must rely on modeling the measurements. In fact, using a linear superposition assumption, Ng and Bar-Shalom presented a model of unresolved measurement for multitarget tracking. However, for this approach the inability to change the signal processor is a major limitation in obtaining a satisfactory solution to the actual problem. In fact, the intimate relation between the signal processor and the data processor designs was pointed out by Fortmann, Bar-Shalom and Scheffe. They showed that the selected parameter in the signal processor directly affects the performance of the tracking filter. Or more generally, given a particular target-sensor environment, the
structure of the signal processor and its relationship with the data processor will ultimately determine the overall performance of the system.

The second approach, on the other hand, starts the investigation from the signal processor. Here one finds that the signal processing gain increases in proportion to time. However, by increasing the processing time, one can no longer assume a SPLOT process, which is the basic assumption used in many existing signal processor designs. Typically, one finds that under a target motion assumption, a signal processor must estimate both the static and motion parameters. Failure to compensate for the parameter dynamic will result in a substantial loss in coherent integration. Consequently, it negates the very purpose of long-time integration. Studies in this approach are notably pursued by Carter and Abraham\textsuperscript{23} in estimating source motion from time delay and time compression measurement. Also, Schultheiss and Weinstein evaluated the CRLB of estimating the differential Doppler shift.\textsuperscript{15} Moura and Baggeroer investigated the problem of space-time tracking by a passive observer.\textsuperscript{24} These studies, however, deal only with the single target (or source) problem.

The approach being undertaken in this chapter can be considered as an extension of the second approach. However, we address a more general problem and we do not limit the parameter dynamic to a simple rate variation. In addition, we also discuss the tracking methodology. In short, it is strongly believed that the two approaches
mentioned above will ultimately converge and result in an integrated signal-data processor. The integrated processor will combine the signal processor and the data processor in such a manner as to achieve the best possible processor structure. It should be pointed out that the study on the relationship between digital signal processing (used in signal processor design) and control and estimation theory (used in data processor design) was first discussed by Willsky. It is hoped that our study in this chapter will help advance the concept of integrated signal-data processor design.

This chapter is organized as follows. Section 7.2 discusses the methodology in variable localization parameter estimation and Section 7.3 investigates the problem of localization parameter tracking. Finally, in Section 7.4 we present our approach to target state estimation and tracking.

7.2 VARIABLE LOCALIZATION PARAMETER ESTIMATION

Our approach to variable localization parameter estimation is the following:

1. Apply the optimum multisensor, multitarget variable time delay estimator as presented in Chapter 6;
2. Evaluate the time delay estimate at any desired time within the observation interval \([0, T]\); and
3. Map the time delay estimate to the localization parameters (range and bearing) using the target sensor geometry.

For the purpose of demonstration, consider a single target, three-sensor array system shown in Figure 7-la and 7-lb. Figure 7-la shows a target travelling at a constant course and speed. (Note this assumption is unnecessary for the approach discussed here.) Figure 7-lb, on the other hand, shows a typical time delay variation as a function of time over a 10-minute interval. Note that over this interval the time delay variation can be modeled adequately by a second order polynomial. For a smaller observation interval (e.g., 5 minutes), it can easily be modeled by a first order polynomial.

To illustrate our procedure, we assume that the observation interval is [0, T], where T = 5 minutes. Thus at the end of the 5-minute interval, we want to know the target range and bearing. Our procedure is as follows. First, we partition the interval [0, T] into N equal subintervals, where N is chosen according to Equation (6.2-3). We next apply the variable time delay estimator as discussed in Section 6.4.2.3. Let the resulting estimated time delays at time t ∈ [0, T] be given by (see Equation 6.4.2-38a))

\[
\begin{bmatrix}
\hat{\tau}_1(t) \\
\hat{\tau}_2(t)
\end{bmatrix} = \begin{bmatrix}
\mathbf{h}^T(t) & 0^T \\
0^T & \mathbf{h}^T(t)
\end{bmatrix} \begin{bmatrix}
\hat{a}_1 \\
\hat{a}_2
\end{bmatrix}
\]  

(7.2-1)
a. TARGET SENSOR ARRAYS GEOMETRY

b. TIME DELAY VARIATION AS A FUNCTION OF TIME

Figure 7-1. Single Target, Three-Sensor Array Variable Localization Parameter Estimation
where $h(t)$, $\hat{d}_1$, and $\hat{d}_2$ are defined accordingly in Section 6.4.2.3. We next map the estimated time delays to range and bearing using Equations (D-10a) and (D-10b). Hence we obtain

$$\hat{B}(t) = -\sin^{-1} \left( \frac{C}{2L} (\hat{d}_1(t) + \hat{d}_2(t)) \right)$$  

(7.2-2a)

$$\hat{R}(t) = \frac{L^2}{C} \left( \frac{\cos^2 \hat{B}(t)}{\hat{d}_2(t) - \hat{d}_1(t)} \right)$$  

(7.2-2b)

where $L$ is the interarray separation and $C$ is the propagation speed of the medium.

We next evaluate the performance bound of the localization parameters about the true values. Let $R(t)$, $B(t)$ be the true range and bearing, then from Equation (G-8) in Appendix G, one obtains

$$\text{VAR}(\hat{B}(t)) = \frac{1}{2} \left( \frac{C}{L \cos B(t)} \right)^2 \left[ \text{VAR}(\hat{d}_1(t)) + \text{COV}(\hat{d}_1(t), \hat{d}_2(t)) \right]$$  

(7.2-3a)

$$\text{VAR}(\hat{R}(t)) = 2C^2 \left( \frac{R(t)}{L \cos B(t)} \right)^4 \left[ \text{VAR}(\hat{d}_1(t)) - \text{COV}(\hat{d}_1(t), \hat{d}_2(t)) \right].$$  

(7.2-3b)

But from Equations (6.4.2-38a and b), we have
\[
\text{COV} \begin{bmatrix} \hat{\tau}_1(t) \\ \hat{\tau}_2(t) \end{bmatrix} = \begin{bmatrix} h^T(t) & 0^T \\ 0^T & h^T(t) \end{bmatrix} \text{COV}(\hat{\beta}) \begin{bmatrix} h(t) \\ 0 \end{bmatrix} \begin{bmatrix} 0 \end{bmatrix} \]
\]

and from Equation (6.4.2-37b) we have
\[
\text{COV}(\hat{\theta}) = A^{-1} \left[ 2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 3 S_k^2/N_k} \right]^{-1}
\]

where \( A \) is given in Equation (6.4.2-36b). Now writing \( A \) as
\[
A = \begin{bmatrix} 2\Lambda & \Lambda \\ \Lambda & 2\Lambda \end{bmatrix}
\]

where \( \Lambda = H^TH \), and using the well known relation in matrix algebra
\[
\begin{bmatrix} B & C \\ D & E \end{bmatrix}^{-1} = \begin{bmatrix} (B - CE^{-1}D)^{-1} & -B^{-1}C(E - DB^{-1}C)^{-1} \\ -E^{-1}D(B - CE^{-1}D)^{-1} & (E - DB^{-1}C)^{-1} \end{bmatrix}
\]

the matrix inverse of \( A \) is given by
\[
A^{-1} = \frac{2}{3} \begin{bmatrix} \Lambda^{-1} & -\frac{1}{2}\Lambda^{-1} \\ -\frac{1}{2}\Lambda^{-1} & \Lambda^{-1} \end{bmatrix}
\]
Substituting Equations (7.2-4b) and (7.2-4e) in (7.2-4a) yields

\[
\begin{bmatrix}
\hat{\tau}_1(t) \\
\hat{\tau}_2(t)
\end{bmatrix} =
\begin{bmatrix}
h(t)A^{-1}h(t) & -\frac{1}{2} h(t)A^{-1}h(t) \\
-\frac{1}{2} h(t)A^{-1}h(t) & h(t)A^{-1}h(t)
\end{bmatrix}
\begin{bmatrix}
3 \sum_{k=1}^{8} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 3 \frac{S_k}{N_k}}
\end{bmatrix}^{-1}
\]

(7.2-5)

Finally, using Equation (7.2-5) in (7.2-3a) and (7.2-3b) yields the desired expressions

\[
\text{VAR}(\hat{B}(t)) = \frac{1}{4} \left( \frac{C}{L \cos \hat{B}(t)} \right)^2 \begin{bmatrix}
h(t)A^{-1}h(t)
\end{bmatrix} \text{VAR}(\hat{\tau}_1) \quad (7.2-6a)
\]

\[
\text{VAR}(\hat{R}(t)) = 3c^2 \left( \frac{R(t)}{L \cos \hat{B}(t)} \right)^2 \begin{bmatrix}
h(t)A^{-1}h(t)
\end{bmatrix} \text{VAR}(\hat{\tau}_1) \quad (7.2-6b)
\]

where

\[
\text{VAR}(\hat{\tau}_1) = \frac{1}{3} \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 3 \frac{S_k}{N_k}}
\]

(7.2-6c)

is the variance of an optimum time delay estimate from a three-sensor array (see Equation (C-26), Appendix C).

Now let \(\text{VAR}_s(\hat{B})\) and \(\text{VAR}_s(\hat{R})\) denote the bearing and range variance for the stationary target case. Then from Appendix G Equations (G-15) and (G-16), we obtain
\[
\frac{\text{VAR}(\hat{B}(t))}{\text{VAR}_s(B)} = \left[ \frac{\cos B(0)}{\cos B(t)} \right] \left[ h(t)A^{-1}h(t) \right] N
\]
(7.2-7a)

\[
\frac{\text{VAR}(\hat{R}(t))}{\text{VAR}_s(R)} = \left[ \frac{R(t) \cos B(0)}{R(0) \cos B(t)} \right] \left[ h(t)A^{-1}h(t) \right] N
\]
(7.2-7b)

where \(B(0) = B(t=0), R(0) = R(t=0),\) and \(N = \frac{T}{\Delta t}.\)

Note that if time delays are stationary, then the right-hand sides of Equation (7.2-7a) and (7.2-7b) are unity. Since we have \(B(t) = B(0),\) \(R(t) = R(0),\) \(h(t) = 1,\) \(H^T = [1 \, 1 \, \ldots \, 1],\) so

\[
h^T(t)A^{-1}h(t)N = (H^T)N = 1.
\]
(7.2-7c)

Thus, as expected, the performance of the variable parameter case reduces to the stationary performance case.

We next examine the localization performance when time delays can be modeled by a first order polynomial in time. Thus using the definition shown in Equations (6.4.2-5c) and (6.4.2-32f) we obtain

\[
\Lambda = H^T H = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
t_1 & t_2 & \ldots & t_N
\end{bmatrix}
\begin{bmatrix}
1 & t_1 \\
1 & t_2 \\
\vdots & \vdots \\
1 & t_N
\end{bmatrix}
\]
\[
\begin{bmatrix}
N \\
\sum_{i=1}^{N} t_i \\
\sum_{i=1}^{N} t_i \\
\sum_{i=1}^{N} t_i^2
\end{bmatrix}
\]  
(7.2-8a)

Hence one obtains after some algebraic manipulation

\[
h^T(t) \Lambda^{-1} h(t) = \frac{N t^2 - 2t \sum_{i=1}^{N} t_i + \sum_{i=1}^{N} t_i^2}{(N \sum_{i=1}^{N} t_i^2) - (\sum_{i=1}^{N} t_i)^2}
\]

\[
= \frac{t^2 - 2t \overline{t} + \overline{t}^2}{\frac{N (t^2 - \overline{t}^2)}{t^2 - \overline{t}^2}}
\]  
(7.2-8b)

where

\[
\overline{t} = \frac{1}{N} \sum_{i=1}^{N} t_i = \frac{N \Delta t}{2}
\]  
(7.2-8c)

\[
\overline{t}^2 = \frac{1}{N} \sum_{i=1}^{N} t_i^2 = \frac{(4N^2 - 1) \Delta t^2}{12}
\]  
(7.2-8d)

and

\[
\overline{t}^2 - \overline{t}^2 = \frac{(N^2 - 1)}{12} \Delta t^2 .
\]  
(7.2-8e)
Note that Equation (7.2-8b) has a minimum at $t_{\text{min}} = \bar{t}$; i.e., at the midpoint of the observation interval. At $t = \bar{t}$, Equation (7.2-8b) reduces to

$$h^T(\bar{t}) \Lambda^{-1} h(\bar{t}) = \frac{1}{N}. \quad (7.2-8f)$$

Now substituting Equation (7.2-8b) in (7.2-7a and b) yields

$$\frac{\text{VAR}(\hat{B}(t))}{\text{VAR}_s(B)} = \left[ \frac{\cos B(O)}{\cos B(t)} \right] \left[ \frac{t^2 - 2t \bar{t} + \bar{t}^2}{(t^2 - \bar{t}^2)} \right] \quad (7.2-9a)$$

$$\frac{\text{VAR}(\hat{R}(t))}{\text{VAR}_s(R)} = \left[ \frac{R(t) \cos B(O)}{R(O) \cos B(t)} \right] \left[ \frac{t^2 - 2t \bar{t} + \bar{t}^2}{(t^2 - \bar{t}^2)} \right] \quad (7.2-9b)$$

Thus from Equations (7.2-9a and b) one concludes in general that the performance of the localization parameter estimates for the variable parameter case degrades w.r.t. the stationary parameter case. The degradation, however, is minimal at the midpoint of the interval.

In the examples that we have considered thus far, we discussed only the single target localization parameter estimation. The multi-target case, in theory, presents no insurmountable difficulties because our approach relies primarily on the time delay processor. All localization parameters are obtained via a geometric mapping from time delay measurements.
7.3 VARIABLE LOCALIZATION PARAMETER TRACKING

Our approach to variable localization parameter tracking is mechanized via a geometric mapping from time delay estimates obtained from the variable time delay tracking processor. In particular, we employ the method of sequential fixed-interval time delay tracking as presented in Section 6.5.1.

Recall from Section 6.5.1 that the method employs a T-second sliding window over the incoming signal waveform. Over the T-second interval an appropriate variable time delay model is used. A state vector consisting of the time delay and its higher order derivatives is evaluated at the beginning of the T-second window. This parameter state vector is estimated sequentially at every $\Delta t = \frac{T}{N}$ seconds and the estimate is obtained based on the current T-second observation and the previous estimate. Knowledge of the time delay state vector at any point allows the estimated time delay to be evaluated at any other point. In particular, one can evaluate at the most current observation subinterval. Thus let $\hat{a}_n$ be the estimated time delay state vector for the one-target, three-sensor case. Then one can write

$$\hat{a}_n = \begin{bmatrix} \hat{a}_{n1} \\ \hat{a}_{n2} \end{bmatrix}$$  \hspace{1cm} (7.3-1a)
where
\[
\hat{\theta}_{ni} = (\tau_{ni} \ \dot{\tau}_{ni} \ \ddot{\tau}_{ni} \ \ldots \ \tau_{ni}^{(p)})^T \ ; \ i = 1, 2 . \quad (7.3-1b)
\]

Therefore, the time delay estimates at \( t = T + nAt \) are
\[
\hat{\tau}_{ni}(T) = h^T(T) \ \hat{\theta}_{ni} \ ; \ i = 1, 2 . \quad (7.3-2)
\]

Therefore, the estimated range and bearing at the most recent observation interval are (using Equations (7.2-2a and b))
\[
\hat{R}_n(T) = \frac{L}{C} \left[ \frac{C}{2L} (\hat{\tau}_{n1}(T) + \hat{\tau}_{n2}(T)) \right] \quad (7.3-3a)
\]
\[
\hat{B}_n(T) = \sin^{-1} \left[ \frac{C}{2L} (\hat{\tau}_{n1}(T) + \hat{\tau}_{n2}(T)) \right] \quad (7.3-3b)
\]
for \( n = 1, 2 \ldots . \)

7.4 TARGET STATE ESTIMATION AND TRACKING

In the previous sections we considered the problem of estimation and tracking target localization parameters. In this section we briefly study a method of target state estimation and tracking.
The state of a target is defined by the target's location and velocity components. Thus the target state vector consists of a target's location and velocity vectors. Therefore, target state estimation and tracking is concerned with simultaneously estimating and tracking a target's location and velocity components.

In the literature, the problems of target state estimation have been well treated. The usual approach is to formulate the problem in such a way as to yield a Kalman filter-type solution. For example, the target motion is modeled by a dynamic equation of the form

$$X_{n+1} = f(X_n) + G W_n ; \quad n = 0, 1, \ldots \quad (7.4-1a)$$

where $X_n$ is the target state at time $t = (n + 1)\Delta t$, $f(X_n)$ is a vector function of the state, $G$ is a matrix, and $W_n$ is a process noise vector. The best estimate of the state $\hat{X}_n$ is sought subject to a measurement equation of the form

$$Z_n = h(X_n) + V_n \quad (7.4-1b)$$

where $Z_n$ is the measurement vector consisting of time delays, range, bearing or frequency, etc; $h(X_n)$ is a vector function relating the measurement to the state; and $V_n$ represents the measurement noise vector.
When \( f(\cdot) \) and \( h(\cdot) \) are linear and the noise processes are Gaussian, Equations (7.4-1a and b) are solved optimally by the celebrated Kalman filter. When either \( f(\cdot) \) or \( h(\cdot) \) is nonlinear, which is usually the case for target state estimation and tracking, an Extended Kalman Filter (EKF) is used where all nonlinearities are linearized about the best state estimate. However, the EKF is no longer the optimum solution and, in fact, convergence can no longer be guaranteed (see Gelb\(^4\)). The general continuous time equivalence of Equations (7.4-1a and b) was studied by Kushner and Stratonovich\(^4\) While assuming only a Gaussian noise process, Kushner and Stratonovich derived a partial differential equation governing the time-dependent state's probability density function (see McGarty\(^4\)).

We mentioned earlier that the EKF linearized all nonlinear functions about the best estimate of the state. This linearization is probably adequate for small process and measurement noises. However, we are interested in a low SNR environment where the signal processor is required to have a long integration time such that the effect of target dynamics must be considered. Under this assumption, we present a method of target state estimation and tracking from the signal processor viewpoint. Thus our approach is to estimate the target's localization and motion parameters from the estimated variable time delay processor.
7.4.1 Target State Estimation

We are interested in estimating the target state (for example, range, bearing, range rate, and bearing rate) over a T-second observation. In this approach, we do not require the target to travel on a constant course and speed as is usually the model assumed by the Kalman filter formulation. But instead, we assume that the variable time delay due to target motion can be modeled by a finite order polynomial in time. Therefore, the variable time delay processor discussed in Section 6.3 is applicable. Figure 7-2 shows the target geometry and the appropriate state variables.

Figure 7-2. Geometry of Target State Estimation
Let the target state variable in the polar coordinate be represented by

$$ \begin{align*}
Y_p &= (r, \theta, \dot{r}, \dot{\theta})^T \\
&= (r, \theta, \dot{r}, \dot{\theta})^T \\
&= (r, \theta, \dot{r}, \dot{\theta})^T .
\end{align*} \quad (7.4-2a) $$

and in the rectangular coordinate by

$$ \begin{align*}
Y_R &= (X, Y, \dot{X}, \dot{Y})^T .
\end{align*} \quad (7.4-2b) $$

Note that there exists a unique mapping between the two state variable representations. Let the mapping operator $T(\cdot)$ be defined such that

$$ \begin{align*}
Y_R &= T(Y_p) \\
&= T(Y_p) \\
&= T(Y_p) .
\end{align*} \quad (7.4-2c) $$

and

$$ \begin{align*}
Y_p &= T^{-1}(Y_R) .
\end{align*} \quad (7.4-2d) $$

Now from Appendix D, we have the geometric relations between time delay measurements and the localization parameters;

$$ \begin{align*}
r &= f_1(\tau_1, \tau_2) \\
\theta &= f_2(\tau_1, \tau_2) \\
&= f_2(\tau_1, \tau_2) .
\end{align*} \quad (7.4-3a) \quad (7.4-3b) $$

where $f_1(\cdot)$ and $f_2(\cdot)$ are given in Equations (D-8a) and (D-8b). Therefore, one can write the range rate and bearing rate as
\[ r = \frac{3f_1}{\delta \tau_1} t_1 + \frac{3f_1}{\delta \tau_2} t_2 \]
\[ = f_3(\tau_1, \tau_2, t_1, t_2) \quad (7.4-3c) \]
\[ \theta = \frac{3f_2}{\delta \tau_1} t_1 + \frac{3f_2}{\delta \tau_2} t_2 \]
\[ = f_4(\tau_1, \tau_2, t_1, t_2) \quad (7.4-3d) \]

We can define the partial time delay vector \( \mathbf{X} \) by

\[ \mathbf{X} = (\tau_1, \tau_2, t_1, t_2)^T. \quad (7.4-3e) \]

Then the target state vector can be related to the partial time delay vector \( \mathbf{X} \) by

\[ \mathbf{Y}_p = f(\mathbf{X}) \quad (7.4-3f) \]

where

\[ f() = (f_1(), f_2(), f_3(), f_4())^T. \quad (7.4-3g) \]

Therefore, the best estimate \( \hat{\mathbf{Y}}_p \) is given by

\[ \hat{\mathbf{Y}}_p = f(\hat{\mathbf{X}}) \quad (7.4-4a) \]

and the covariance of this estimate is given by
where the matrix $F$ is given by

$$F = \frac{\partial f}{\partial \tilde{X}} \text{ (evaluated at some desired } \tilde{X}^*)$$ (7.4-4c)

The partial time delay vector $\tilde{X}$ can be obtained using results from Section 6.4.2.3. Thus from Equations (6.4.2-25a and b), we have the vector $\tilde{X}(t)$; i.e., the vector $\tilde{X}$ evaluated at any time $t \in [0, T]$ is given by

$$\tilde{X}(t) = \begin{bmatrix} h^T(t) & 0^T \\ 0^T & h^T(t) \\ h^T(t) & 0^T \\ 0^T & h^T(t) \end{bmatrix} \begin{bmatrix} e_1 \\ e_2 \end{bmatrix}$$ (7.4-5a)

where $\tilde{e} = [e_1 \ e_2]^T$ is the time delay state vector at time $t = 0$, and $\dot{h}(t)$ is the derivative of $h(t)$ w.r.t. the time variable.

Hence, the best estimate of $\tilde{X}(t)$ is given by

$$\hat{\tilde{X}}(t) = h(t) \hat{e}$$ (7.4-5b)
and the covariance of $\hat{X}(t)$ is given by

$$\text{COV}(\hat{X}(t)) = h(t) \text{COV}(\hat{\theta}) h^T(t)$$  \hspace{1cm} (7.4-5c)

where $\text{COV}(\hat{\theta})$ is given in Equation (6.4.2-37b).

Thus by estimating the time delays and the delay rates, the target state vector can also be estimated. Finally, the performance bound can also be evaluated at any point within the observation interval.

7.4.2 Target State Tracking

Our approach to target state tracking is to extend the results in variable localization parameter tracking to include the target motion parameters. Again we use the sequential fixed-interval time delay tracking processor discussed in Section 6.5.1.

Here we assume that the time delay tracking processor yields the time delay state vector $\hat{\theta}_n$ at $t = n\Delta t$. Therefore, from Equation (7.4-5a), the best estimate of $\hat{X}_n(T)$ at time $t = T + n\Delta t$ is given by

$$\hat{X}_n(T) = h(T) \hat{\theta}_n.$$  \hspace{1cm} (7.4-6a)
Therefore, replacing $\hat{X}$ by $\hat{X}_n(T)$ in Equation (7.4-4a) yields the target state estimate as a function of time, namely

$$\hat{Y}_p (\tilde{t}_n) = f(\hat{X}_n(T))$$  \hspace{1cm} (7.4-6b)

where $\tilde{t}_n = T + n\Delta t$ is the time of the most recent observation subinterval.
CHAPTER 8
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

Behind an able man there are always other able men. -- (Chinese Proverb)

We have studied in detail the methodologies of optimum signal processing for passive time delay estimation in a multisensor, multitarget environment. Our investigations were motivated by (1) the inherent inability of the existing time delay estimator to resolve estimation bias in a multitarget environment, and (2) the apparent lack of research and understanding in this area. In the literature, the studies of interference were confined to studying the effect of interference on the existing processor and the methods of interference suppression. The location or direction of interference was usually assumed known. Our study as presented here, however, treats the interference as another target of interest.

We pointed out that the traditional approach is optimum for a single target only. In the multitarget environment, the existing approach is biased due to the inherent mismatch between the single target signal processor design and the multitarget operating environment. We argue that for a high performance sonar system, it is
important to have an unbiased processor since measurement bias cannot be easily removed with further post-estimator processing.

The optimum multisensor, multistatic time delay processor is derived from a Maximum Likelihood viewpoint. The actual processor is obtained by reducing the likelihood equation via straightforward but somewhat tedious manipulations to the simplest form. The general multisensor, multistatic processor is applied to a two-sensor, one-target case. The resulting processor is shown to be identical to the GCC studied by Knapp and Carter. We next studied the two-sensor, two-target problem. We showed the optimum two-sensor, two-target processor and presented the CRLB. We then extended our study to address the estimation of localization parameters. Much of our attention had been spent on the discussion of a basic three-sensor ranging array. We showed that for passive ranging and directional finding, an optimum processor is the focus beamformer which yields a direct estimate of range and bearing. We argued that an alternate approach is to measure the inter-sensor time delay and then geometrically map the time delay measurements to the corresponding ranges and bearings.

The focus beamformer approach can be called the one-step approach, whereas the alternate time delay approach can be called the two-step approach. It was shown in Section 3.5.2 that both approaches yield identical performance in terms of the CRLB. However, there are major differences between the two approaches:
(1) the focus beamformer requires searching over a range/ bearing space of a correlation function which is asymmetric with respect to the range and bearing variables; on the other hand, any correlation over the time delay variables is always symmetrical; (2) for tracking purposes, the focus beamformer approach requires a two-dimensional error detector design whereas the time delay approach can be implemented using two one-dimensional error detectors; and (3) arguing from the Law of Large Numbers, both approaches yield Gaussian measurement noise. However, for the time delay approach, the resulting range and bearing estimates could be biased and have non-Gaussian statistics if a direct non-linear geometric mapping from time delay measurements is used. For a practical implementation, the two-step time delay approach is preferred because the symmetry of the correlation function over the time delay variables yield simple and efficient tracking logic. This is especially advantageous for a low SNR environment where the increased smoothing time required (to make the estimator efficient) can be achieved via a simple feedback design. Finally, for the three-sensor ranging array, the potential bias and non-Gaussian statistics can be minimized if mapping to intermediate variables is used instead of range and bearing; for example, mapping to cosine bearing and inverse range since they are linearly related to time delay measurements.

We also investigated the general optimum inter-sensor time delay vector estimator. Our study showed that given M sensors, the
M-1 time delay can be obtained with M-1 correlators. This is in marked contrast with Hahn's approach where a total $M(M-1)^{1/2}$ correlations are required. In addition, we presented a simple expression of the CRLB of time delay vector estimation under a single target assumption. Finally, in our study of the three-sensor ranging array, we pointed out the improved performance of the optimum formulation versus the conventional approach.

We stated that one of the strongest assumptions we made in studying the optimum time delay processor is the assumption of known target power spectrum. Therefore, we briefly addressed the problem of power spectral estimation. We studied the optimum spectral estimator for the two-sensor, one-target case and the two-sensor, two-target case. We briefly studied the problem of joint time delay and spectral estimation. A somewhat surprising result is that time delay estimates and spectral estimates are uncorrelated. This implies that the joint time delay/spectral estimation does not degrade the resulting estimator performance when assuming either is known. Furthermore, we found that while the time delay CRLB decreases as the inverse of observation time, the power spectral CRLB decreases as the inverse square of observation time.

We next addressed the problem of practical implementation of the optimum multisensor, multtarget time delay processor. We
noted that one approach is to assume a weak signal in noise environment. Here the intricate structure of the optimum multisensor, multitarget time delay processor is drastically reduced to a manageable form. We also discussed a single target assumption approach as a suboptimal processor in a multitarget environment. We provided a numerical illustration of the single target processor behavior in the presence of interference. Performance of the single target processor was compared to the optimum multitarget processor. We noted that in the presence of interference, the single target processor, in general, was biased and had a larger variance except when the target interference time delay separation is small; i.e., less than a correlation pulse width. Within this region, however, the optimum multitarget processor has a variance which grows without bound as the separation decreases for the case of identical signal and interference spectrum. This reflected the inappropriateness of using a multitarget formulation in a single (merged) target environment.

In a multisensor, multitarget environment, an optimum processor remains optimum so long as the actual number of sensors and targets matches the number assumed in the optimum processor design. A mismatch in either the number of targets (addressed in this study) or the number of sensors (caused perhaps by element failure) will automatically degrade the processor performance. Therefore, a key element in using the optimum multitarget processor is the correct detection of the number of targets.
The optimum multisensor, multitarget processors which we have derived, studied and discussed thus far were based on the assumption of a SPLOT process. This assumption is difficult to satisfy for a more general moving target environment. Therefore, we further refined our study to account for the effects of target motion.

The approach we have taken was to model the time delay motion by a finite order polynomial in time and partition the observation interval into N equal subintervals. It was shown that in order for the time-compressed waveform to be Fourier representable, N must satisfy a certain constraint. When this assumption is valid, one can again express the multisensor, multitarget, multi-interval observation in terms of a multi-dimensional Fourier coefficient vector. The result of using an MLE approach yielded the multisensor, multitarget variable time delay processor. This processor provided an estimate of the time delay and its higher order derivatives at any time within the observation interval. It was shown that for time delay estimate, the minimum variance always occurs at the midpoint of the observation interval.

The time delay processors we have discussed thus far are batched processor; i.e., one must wait until the end of a T-second observation before one starts any computations. In many applications, this T-second solution delay is not acceptable. Therefore, we have investigated and proposed a sequential fixed-interval time
delay processor. This processor obtains its current estimate by utilizing the most current subinterval observation and the prior estimates. We obtained an expression for the covariance calculation.

We next addressed the problem of variable localization parameter estimation and tracking. Our approach was similar to the stationary parameter case. We first estimated the time delay trajectory using the variable time delay processor. Localization parameters were then obtained via a geometric mapping from the time delay estimate. For target state estimation where we are interested in both the target position and velocity components, the mapping function utilized both time delay and time delay rate estimates.

Although we have studied a very broad area covering technical issues in signal processor design, parameter estimation and target state estimation and tracking, there are many questions, however, which remain unanswered. Therefore, we suggest them as topics for further investigation.

Our study presented here concentrated on the multisensor multitarget signal processing. However, closely related to the multitarget situation is the multipath environment encountered in many underwater sonar signal processing situations. Since multipath signals are correlated, one cannot simplify the signal
processor as we did for the multitarget case, where target signals are rightfully assumed uncorrelated. Thus, in terms of signal processor design, the multipath processor is somewhat more complex w.r.t. the multitarget processor.

The post correlator matched estimator we have studied assumes a known signal and interference power spectra. However, knowledge of the target spectrum is seldom exact. Therefore, it is important to investigate the robustness of the estimator when a mismatch exists.

Finally, our approach to localization parameter estimation and tracking, or more generally, target state estimation and tracking, starts from a signal processing design viewpoint. Traditional approaches are mostly formulated in terms of a Kalman filter. Therefore, it will be of utmost interest to compare the performance of these two approaches in terms of solution accuracy, computation requirements, effects of maneuvering target handling capability, and tracking threshold.
This appendix briefly describes the meaning of a complex Gaussian probability density function (pdf). A thorough treatment of this subject can be found in Goodman.

Let $X(t)$ be a zero mean wide-sense stationary white Gaussian random process with correlation function $E[X(t)X(\tau)] = \sigma^2 \delta(t-\tau)$, then its Fourier coefficients from a $T$-second observation are given by

$$X_k = \frac{1}{T} \int_0^T X(t)e^{-j\omega_k t} dt$$

$$= I_k - jQ_k; \quad k = 1, 2, \ldots, B \quad (A-1)$$

where $I_k$ and $Q_k$ are known as the in-phase and quadrature phase components. It can be easily verified that $I_k$ and $Q_k$ are Gaussian distributed with the following statistics:

$$E(I_k) = E(Q_k) = E(I_k Q_k) = 0 \quad (A-2a)$$

$$E(I_k^2) = E(Q_k^2) = \frac{\sigma^2}{2T} \quad (A-2b)$$

Let $Z_k = (I_k Q_k)^T$, then the bivariate real Gaussian pdf of $Z_k$ is given by

$$p(Z_k) = (2\pi)^{-1} |R_k|^{-\frac{1}{2}} \exp\left(-\frac{1}{2} Z_k^T R_k^{-1} Z_k \right) \quad (A-3a)$$
where
\[ R_k \triangleq E(Z_k Z_k^T) = \frac{1}{2T} \begin{bmatrix} \sigma^2 & 0 \\ 0 & \sigma^2 \end{bmatrix} \]  
(A-3b)

Now a complex Gaussian uni-variate pdf of \( X_k \) is defined by
\[ P(X_k) = \pi^{-1} |c_k|^{-1} \exp\{-X_k^* c_k^{-1} X_k\} \]  
(A-4a)

where
\[ c_k = E(X_k X_k^*) = \sigma^2/T \]  
(A-4b)

It is straightforward to verify that \( |R_k|^{-1/2} = 2|c_k|^{-1} \) and \( X_k^* c_k^{-1} X_k = Z_k^T R_k^{-1} Z_k/2 \), hence one can write
\[ P(X_k) = P(Z_k) = (\pi \sigma^2)^{-1} \exp \left\{ - \frac{Z_k^2 + \sigma_k^2}{\sigma^2} \right\}. \]  
(A-5)

Therefore, in general let \( \mathbf{X} \) be a complex Gaussian \( B \)-dimensional vector such that
\[ \mathbf{X} = \mathbf{I} - j \mathbf{Q} \]  
(A-6a)

with
\[ E(\mathbf{I} \mathbf{I}^T) = E(\mathbf{Q} \mathbf{Q}^T) = V/2 \]  
(A-6b)

\[ E(\mathbf{I} \mathbf{Q}^T) = -E(\mathbf{Q} \mathbf{I}^T) = -W/2. \]  
(A-6c)

Now define a \( 2B \)-dimensional real vector as
\[ \mathbf{Z} = (\mathbf{I}^T \mathbf{Q})^T. \]  
(A-7)
Then it can be shown that \( P(\bar{X}) \) is a complex Gaussian pdf defined by

\[
P(\bar{X}) = P(\bar{Z}) = \pi^{-B} |c|^{-1} \exp\left(-\bar{X}^* c^{-1} \bar{X}\right)
\]

(A-8)

where

\[
c = E(\bar{X} \bar{X}^*) = V + j W.
\]

(A-9)
This appendix calculates the Cramer-Rao Lower Bound (CRLB) for the two-sensor, two-target case. Using Equations (3.4-1) and (3.4-5), the CRLB of the time delay estimates are:

\[ \text{VAR} (\hat{\tau}_i) \geq [J^{-1}]_{ii} ; \quad i = 1, 2. \]  

(B-1)

Now the symmetric Fisher's Information matrix \( J \) can be written as

\[
J^{-1} = \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix}^{-1} = \frac{1}{(J_{11} J_{22} - J_{12}^2)} \begin{bmatrix}
J_{22} & -J_{12} \\
-J_{12} & J_{11}
\end{bmatrix}.
\]

Therefore

\[ \text{VAR} (\hat{\tau}_i) \geq \frac{1}{(1 - M_{12})} \frac{1}{J_{ii}} ; \quad i = 1, 2 \]  

(B-2)

where

\[ M_{12} = \frac{J_{12}}{(J_{11} J_{22})^{1/2}} \]

is defined as the coefficient of mutual dependence. The quantities \( J_{ij} \) are defined by Equation (3.4-5) as:
In what follows, we present a detailed calculation of the quantity $J_{ij}$. Using the relations given in Equations (3.2-6) and (3.5.1-4a); i.e.,

$$R_k = S_{k1} P_{k1} + S_{k2} P_{k2} + N_k I$$  \hspace{1cm} (B-4)

and

$$- \frac{\partial R_k}{\partial \tau_i} = |h_{ki}|^2 \tilde{Q}_{ki}^{-1} \left( \frac{\partial P_{ki}}{\partial \tau_i} - \frac{\partial G_{ki}}{\partial \tau_i} P_{ki} \right) \tilde{Q}_{ki}^{-1} ; \quad i = 1, 2$$  \hspace{1cm} (B-5)

we obtain

$$\text{tr}\left( - \frac{\partial R_k}{\partial \tau_i} \frac{\partial R_k}{\partial \tau_j} \right) = S_{kj} |h_{ki}|^2 \left[ \text{tr}\left( \tilde{Q}_{ki}^{-1} \frac{\partial P_{ki}}{\partial \tau_i} \tilde{Q}_{ki}^{-1} \frac{\partial P_{kj}}{\partial \tau_j} \right) \right.$$  
$$\left. - \frac{\partial G_{ki}}{\partial \tau_i} \text{tr}\left( \tilde{Q}_{ki}^{-1} P_{ki} \tilde{Q}_{ki}^{-1} \frac{\partial P_{kj}}{\partial \tau_j} \right) \right].$$  \hspace{1cm} (B-6)

The trace of the quantities inside the parentheses can be evaluated as follows. From Equation (3.2-7c), we find

$$\tilde{Q}_{ki}^{-1} = N_k (S_{k2} P_{k2} + N_k I)^{-1}$$
\[
\begin{align*}
\mathbf{Q}_{k2}^{-1} &= \frac{\bar{N}_k}{N_k} \left[ 1 - a_k e^{-j\omega_k\tau_2} \right. \\
&\left. - a_k e^{j\omega_k\tau_2} \right] \\
\mathbf{Q}_{k2}^{-1} &= \frac{\bar{N}_k}{N_k} \left[ 1 - a_k e^{-j\omega_k\tau_1} \right. \\
&\left. - a_k e^{j\omega_k\tau_1} \right]
\end{align*}
\]

where

\[
a_k = \frac{S_{k2}/N_k}{1 + 2 S_{k2}/N_k}.
\]

Note that \(\mathbf{Q}_{k2}^{-1}\) is a Hermitian matrix with identical diagonal elements. Therefore, letting
\[
\begin{align*}
\tilde{Q}_{ki}^{-1} &= \begin{bmatrix} q_{11} & q_{12}^i \\ q_{12}^i & q_{11} \\
\end{bmatrix} \\
\text{we have}
\begin{align*}
-\frac{\partial P_{kj}}{\partial \tau_j} &= j\omega_k \begin{bmatrix} q_{11} & q_{12}^i \\ q_{12}^i & q_{11} \\
\end{bmatrix} \begin{bmatrix} 0 & -e^{-j\omega_k \tau_j} \\ e^{j\omega_k \tau_j} & 0 \\
\end{bmatrix} \\
&= j\omega_k \begin{bmatrix} q_{12}^i e^{j\omega_k \tau_j} & -q_{11}^i e^{-j\omega_k \tau_j} \\ q_{11}^i e^{j\omega_k \tau_j} & -q_{12}^i e^{-j\omega_k \tau_j} \\
\end{bmatrix} \\
\text{and after some algebraic manipulation, we obtain from Equation (B-11)}
\begin{align*}
\tilde{Q}_{ki}^{-1} \frac{\partial P_{ki}}{\partial \tau_i} \tilde{Q}_{ki}^{-1} &= -\omega_k^2 \begin{bmatrix} A_{ij} & A_{ij}^* \\ A_{ij}^* & A_{ij} \\
\end{bmatrix}
\end{align*}
\end{align*}
\]

where

\[
A_{11}^{ij} = (q_{12}^i)^2 e^{j\omega_k (\tau_i + \tau_j)} - (q_{11}^i)^2 e^{-j\omega_k (\tau_i - \tau_j)}
\]

\[
A_{12}^{ij} = (q_{11}^i) \left[ q_{12}^i e^{j\omega_k (\tau_i + \tau_j)} - q_{12}^i e^{-j\omega_k (\tau_i - \tau_j)} \right]
\]
Thus

\[
\text{tr}\left( \tilde{Q}_{k i}^{-1} \frac{\partial P_{k i}}{\partial \tau} \tilde{Q}_{k i}^{-1} \frac{\partial P_{k j}}{\partial \tau} \right) = -\omega_k^2 (A^{ij}_{11} + A^{ij*}_{11})
\]

\[
= -2\omega_k^2 \Re\{A^{ij}_{11}\} \tag{B-13}
\]

where \( \Re\{\} \) denotes the real part.

Now using Equations (B-7) and (B-8), we obtain

\[
\text{tr}\left[ \left( \tilde{Q}_{k i}^{-1} \frac{\partial P_{k i}}{\partial \tau} \right)^2 \right] = 2\omega_k^2 \left( \frac{N_{k1}}{N_k} \right)^2 \left( 1 - a_{k2} \right)^2
\]

\[
= \left[ 1 - \frac{a_{k2}}{(1 - a_{k2})^2} \cos 2\omega_k \Delta_{12} \right]
\]  \tag{B-14a}

\[
\text{tr}\left[ \left( \tilde{Q}_{k 2}^{-1} \frac{\partial P_{k 2}}{\partial \tau} \right)^2 \right] = 2\omega_k^2 \left( \frac{N_{k2}}{N_k} \right)^2 \left( 1 - a_{k1} \right)^2
\]

\[
= \left[ 1 - \frac{a_{k2}}{(1 - a_{k1})^2} \cos 2\omega_k \Delta_{12} \right]
\]  \tag{B-14b}

\[
\text{tr}\left( \tilde{Q}_{k i}^{-1} \frac{\partial P_{k i}}{\partial \tau} \tilde{Q}_{k 2}^{-1} \frac{\partial P_{k 2}}{\partial \tau} \right) = 2\omega_k^2 \left( \frac{N_{k1}}{N_k} \right)^2 \left( 1 - 2a_{k2} \right) \cos \omega_k \Delta_{12} \tag{B-14c}
\]
where

\[ \Delta_{12} \triangleq \tau_1 - \tau_2 \]

is the time delay separation.

On the other hand, we have

\[
Q_{k1}^{-1} p_{ki} = \begin{bmatrix} q_{11}^i & q_{12}^i \\ q_{12}^i & q_{11}^i \end{bmatrix} \begin{bmatrix} 1 & e^{-j\omega_k \tau_i} \\ e^{j\omega_k \tau_i} & 1 \end{bmatrix} = \begin{bmatrix} q_{11}^i + q_{12}^i e^{j\omega_k \tau_i} & q_{11}^i e^{-j\omega_k \tau_i} + q_{12}^i \\ q_{12}^i \star + q_{11}^i e^{j\omega_k \tau_i} & q_{12}^i \star - q_{11}^i e^{-j\omega_k \tau_i} + q_{11}^i \end{bmatrix}
\]

\[
= \begin{bmatrix} B_{11}^i & B_{12}^i \\ B_{12}^i \star & B_{11}^i \star \end{bmatrix}
\]

(8-15)
Thus combining Equations (B-11) and (B-15) we obtain

\[
\text{tr}\left(\frac{1}{p_{ki}} p_{ki} \frac{1}{q_{ki}} \frac{\partial p_{kj}}{\partial q_{j}} \right) = j\omega_k \text{tr} \left\{ \begin{bmatrix} B_{11}^i & B_{12}^i \\ B_{12}^i & B_{11}^i \end{bmatrix} \right\}
\]

\[
\begin{bmatrix}
q_{12}^i e^{j\omega_k \tau_j} - q_{11}^i e^{-j\omega_k \tau_j} \\
q_{11}^i e^{j\omega_k \tau_j} - q_{12}^i e^{-j\omega_k \tau_j}
\end{bmatrix}
\]

\[
= j\omega_k \left( (B_{11}^i q_{12}^i + B_{12}^i q_{11}^i) e^{j\omega_k \tau_j} - (B_{12}^i q_{11}^i + B_{11}^i q_{12}^i) e^{-j\omega_k \tau_j} \right)
\]

\[
= j\omega_k [C_{ij} - C_{ij}^*]
\]

\[
= -2\omega_k \text{Im}(C_{ij})
\]

where

\[
C_{ij} \triangleq (B_{11}^i q_{12}^i + B_{12}^i q_{11}^i) e^{j\omega_k \tau_j}
\]

\[
= (q_{11}^i)^2 e^{-j\omega_k \Delta_{ij}} + (q_{12}^i)^2 e^{j\omega_k \sigma_{ij}} + 2 q_{11}^i q_{12}^i e^{j\omega_k \tau_j}, \quad (B-17)
\]
Im \{ \} denotes the imaginary part,

and \( \Delta_{ij} \triangleq \tau_i - \tau_j \); \( \sigma_{ij} \triangleq \tau_i + \tau_j \).

Now from Equations (B-7) and (B-8), the following are obtained:

\[
C_{11} = \left( \frac{\bar{N}_{k1}}{N_k} \right)^2 (1 - a_{k2})^2 \left( 1 - \frac{a_{k2}}{1 - a_{k2}} e^{j\omega_k \Delta_{12}} \right)^2 \tag{B-18a}
\]

\[
C_{22} = \left( \frac{\bar{N}_{k2}}{N_k} \right)^2 (1 - a_{k1})^2 \left( 1 - \frac{a_{k1}}{1 - a_{k1}} e^{j\omega_k \Delta_{21}} \right)^2 \tag{B-18b}
\]

and

\[
C_{12} = \left( \frac{\bar{N}_{k1}}{N_k} \right)^2 (1 - a_{k2})^2 \left( 1 - \frac{a_{k2}}{1 - a_{k2}} e^{j\omega_k \Delta_{12}} \right)^2 e^{-j\omega_k \Delta_{12}}. \tag{B-18c}
\]

Now substituting Equations (B-18a-c) into (B-16) yields

\[
\text{tr} \left( \frac{\bar{Q}_{k1}}{p_{k1}} \frac{\bar{Q}_{k1}}{\delta \tau_i} \frac{\bar{p}_{k1}}{\delta \tau_i} \right) = 2\omega_k \left( \frac{\bar{N}_{k1}}{N_k} \right)^2 a_{k2} (1 - a_{k2})
\]

\[
\left( 2 \sin \omega_k \Delta_{12} - \frac{a_{k2}}{1 - a_{k2}} \sin 2\omega_k \Delta_{12} \right). \tag{B-19a}
\]
\[
\text{tr}\left(\tilde{Q}_{k2}^{-1} P_{k2} \tilde{Q}_{k2}^{-1} \frac{\partial P_{k2}}{\partial \tau_2}\right) = 2\omega_k \left(\frac{\tilde{N}_{k2}}{\tilde{N}_k}\right)^2 a_k (1 - a_k) \\
\left(2 \sin \omega_k \Delta_{12} - \frac{a_k}{1 - a_k^2} \sin 2\omega_k \Delta_{12}\right)
\]

(B-19b)

and

\[
\text{tr}\left(\tilde{Q}_{k1}^{-1} P_{k1} \tilde{Q}_{k1}^{-1} \frac{\partial P_{k1}}{\partial \tau_2}\right) = 2\omega_k \left(\frac{\tilde{N}_{k1}}{\tilde{N}_k}\right)^2 (1 - 2a_k^2) 2 \sin \omega_k \Delta_{12}. \quad (B-19c)
\]

In addition, from Equations (3.5.1-5b) and (B-11), we have

\[
\frac{\partial G_{ki}}{\partial \tau_i} = \text{tr}\left(\tilde{Q}_{ki}^{-1} \frac{\partial P_{ki}}{\partial \tau_i}\right)
= j\omega_k \left(q_{12}^i e^{j\omega_k \tau_i} - q_{12}^{i*} e^{-j\omega_k \tau_i}\right)
\]

(B-20)

and for \(i = 1\)

\[
\frac{\partial G_{k1}}{\partial \tau_1} = 2\omega_k a_k \left(\frac{\tilde{N}_{k1}}{\tilde{N}_k}\right) \sin \omega_k \Delta_{12}.
\]

(B-21)
Finally, substituting Equations (B-14a-c), (B-18a-c) and (B-19a-c) into (B-6) we find:

\[
\text{tr}\left(-\frac{\partial R_k}{\partial \tau_1} \frac{\partial R_k}{\partial \tau_1}\right) = S_{k1} |h_{k1}|^2 \left\{ \text{tr}\left[\left(\frac{-1}{Q_{k1}} \frac{\partial P_{k1}}{\partial \tau_1}\right)^2\right] \right. \\
\left. - a_{k1} \frac{\partial G_{k1}}{\partial \tau_1} \text{tr}\left(\frac{-1}{Q_{k1}^2} P_{k1} \frac{-1}{Q_{k1}} \frac{\partial P_{k1}}{\partial \tau_1}\right) \right\} \\
= 2\omega_k^2 S_{k1} |h_{k1}|^2 \left(\frac{N_{k1}}{N_k}\right)^2 (1 - a_{k2})^2 \gamma_1
\]

where

\[
\gamma_1 = \begin{cases} 
1 - E_1 \cos 2\omega_k \Delta_{12} - E_2 \sin^2 \omega_k \Delta_{12} \\
+ E_3 (\sin \omega_k \Delta_{12}) (\sin 2\omega_k \Delta_{12}) \end{cases}
\]  

(B-22a)

with

\[
E_1 = \frac{a_{k2}^2}{(1 - a_{k2})^2} 
\]  

(B-22c)

\[
E_2 = 4 \tilde{a}_{k1} (1 - a_{k2}) \left(\frac{N_{k1}}{N_k}\right) E_1 
\]  

(B-22d)

\[
E_3 = \frac{2 \tilde{a}_{k1} a_{k2}^3}{(1 - a_{k2})^2} \left(\frac{N_{k1}}{N_k}\right).
\]  

(B-22e)
Similarly, we have

\[
\text{tr}\left( -\frac{\partial R_k}{\partial \tau_2} \frac{\partial R_k}{\partial \tau_1} \right) = 2\omega_k^2 s_{k2} |h_{k2}|^2 \left( \frac{N_{k2}}{N_k} \right) (1 - a_{k1})^2 \gamma_2
\]  

(B-23)

where \( \gamma_2 \) is obtained by exchanging indices between 1 and 2 from \( \gamma_1 \). Finally, the cross term is

\[
\text{tr}\left( -\frac{\partial R_k}{\partial \tau_1} \frac{\partial R_k}{\partial \tau_2} \right) = s_{k2} |h_{k1}|^2 \left\{ \text{tr}\left( \frac{\partial^2 R_k}{\partial \tau_1 \partial \tau_2} \right) - a_{k1} \frac{\partial^2 G_k}{\partial \tau_1} \text{tr}\left( \frac{\partial^2 R_k}{\partial \tau_1 \partial \tau_2} \right) \right\}
\]

\[
= 2\omega_k^2 s_{k2} |h_{k1}|^2 (1 - 2a_{k2}) \left( \frac{N_{k1}}{N_k} \right)^2 \gamma_{12}
\]  

(B-24a)

where

\[
\gamma_{12} = \cos \omega_k \Delta_{12} - 2 a_{k1} a_{k2} \left( \frac{N_{k1}}{N_k} \right) \sin^2 \omega_k \Delta_{12} .
\]  

(B-24b)

Thus, the elements of the Fisher's Information matrix are:

\[
J_{11} = 2 \sum_{k=1}^{B} \omega_k^2 s_{k1} |h_{k1}|^2 \left( \frac{N_{k1}}{N_k} \right)^2 (1 - a_{k2})^2 \gamma_1
\]  

(B-25a)
Using the definition of $|h_{ki}|^2$, $N_{ki}$ and $a_{ki}$ in Equations (3.5.1-4b), (3.5.1-2c), (B-8), and (B-10), Equations (B-25a-c) can be expressed in integral form for a sufficiently long observation time $T$ as follows:

$$J_{11} = \frac{T}{\pi} \int_{0}^{\infty} \omega^2 \left( \frac{S_1^2/N^2}{1 + G_1 S_2/(S_2 + N)} \right) \left( 1 + \frac{S_2}{N} \right)^2 \gamma_1 \, d\omega \quad (B-26a)$$

$$J_{12} = \frac{T}{\pi} \int_{0}^{\infty} \omega^2 \left( \frac{S_1 S_2/N^2}{1 + G_1 S_2/(S_2 + N)} \right) \left( 1 + \frac{1}{S_2/N} \right) \gamma_{12} \, d\omega \quad (B-26b)$$

and

$$J_{22} = \frac{T}{\pi} \int_{0}^{\infty} \omega^2 \left( \frac{S_2^2/N^2}{1 + G_2 S_2/(S_1 + N)} \right) \left( 1 + \frac{S_1}{N} \right)^2 \gamma_2 \, d\omega \quad (B-26c)$$

where

$$G_1 = (1 + S_2/N) \left[ 2 - \left( \frac{S_2/N}{1 + 2 S_2/N} \right) |1 + e^{-j\omega \Delta t_2}|^2 \right] \quad (B-26d)$$
$G_2 = (1 + S_1/N) \left[ 2 - \left( \frac{S_1/N}{1 + 2 S_1/N} \right) \right] \left[ 1 + e^{j \omega_1 2} \right]$  \hspace{1cm} (B-26e)

A somewhat simpler expression for $\gamma_1$, $\gamma_{12}$, and $\gamma_2$ can be obtained as follows. From Equation (B-22a-e) we obtain

\[
E_1 = \frac{a_{k2}^2}{(1 - a_{k2})^2} = \left( \frac{S_2/N}{1 + S_2/N} \right)^2 = \left( \frac{S_2/N}{1 + S_2/N} \right)^2 \hspace{1cm} (B-27a)
\]

\[
E_2 = 4 \bar{a}_{k1} (1 - a_{k2}) \left( \frac{N_{k1}}{N_k} \right) E_1 = W_1 E_1 \hspace{1cm} (B-27b)
\]

where

\[
W_1 = 4 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right] \hspace{1cm} (B-27c)
\]

and

\[
E_3 = \frac{2 \bar{a}_{k1} a_{k2}^2}{(1 - a_{k2})^2} \left( \frac{N_{k1}}{N_k} \right) = 2 \bar{a}_{k1} a_{k2}^2 \left( \frac{N_{k1}}{N_k} \right) E_1 = W_2 E_1 \hspace{1cm} (B-27d)
\]

where

\[
W_2 = 2 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{S_2/N}{1 + 2 S_2/N} \right] \hspace{1cm} (B-27e)
\]
Hence Equation (B-22b) can be written as

\[
\gamma_1 = 1 - E_1 \left( \cos 2\omega_k \Delta_{12} + W_1 \sin^2 \omega_k \Delta_{12} - W_2 \sin \omega_k \Delta_{12} \sin 2\omega_k \Delta_{12} \right)
\]

\[
= 1 - E_1 \sum_{n=0}^{3} A_n \cos^n \omega_k \Delta_{12}
\]

(B-28a)

where

\[
A_0 = 4 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{1 + S_2/N}{1 + 2 S_2/N} \right] - 1
\]

(B-28b)

\[
A_1 = -4 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{S_2/N}{1 + 2 S_2/N} \right]
\]

\[
A_2 = 1 - A_0
\]

\[
A_3 = -A_1
\]

Similarly, one obtains

\[
\gamma_2 = 1 - E_2 \sum_{n=0}^{3} B_n \cos^n \omega_k \Delta_{12}
\]

(B-28c)
where

\[ B_0 = 4 \left[ \frac{S_2/N}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{1 + S_1/N}{1 + 2 S_1/N} \right] - 1 \]  
(B-28d)

\[ B_1 = -4 \left[ \frac{S_2/N}{1 + G_2 S_2/(S_1 + N)} \right] \left[ \frac{S_1/N}{1 + 2 S_1/N} \right] \]

\[ B_2 = 1 - B_0 \]

\[ B_3 = -B_1 \]

Finally, from Equation (B-24b)

\[ \gamma_{12} = \cos \omega_k \Delta_{12} - 2 \left[ \frac{S_1/N}{1 + G_1 S_1/(S_2 + N)} \right] \left[ \frac{S_2/N}{1 + 2 S_2/N} \right] \sin^2 \omega_k \Delta_{12} \]  
(B-28e)
APPENDIX C

CRAMER-RAO LOWER BOUND OF TIME DELAY ESTIMATION FROM MULTISENSOR ARRAY

In general, the Cramer-Rao Lower Bound (CRLB) is given by

\[ \text{VAR}(\hat{\Theta}_i) \geq [J^{-1}]_{i,i} \]  

(C-1)

where \( J \) is the Fisher Information matrix whose \( ij \) element is defined by (Equation (3.4-5)).

\[ J_{ij} = \sum_{k=1}^{B} \text{tr}\left(-\frac{\partial R_k^{-1}}{\partial \Theta_i} \frac{\partial R_k}{\partial \Theta_j}\right). \]  

(C-2)

Under the assumptions of (1) single target, (2) spatially incoherent noise processes and (3) identical sensor array noise power spectrum, the CRLB can be evaluated easily.

From Equations (3.5.1-2) and (3.5.1-4) we obtain

\[ R_k = S_k P_k + N_k Q_k, \]  

(C-3)

where \( N_k Q_k = N_k I \) using assumptions (2) and (3), and the relation

\[ -\frac{\partial R_k^{-1}}{\partial \Theta_i} = |h_k|^2 \frac{\partial P_k}{\partial \Theta_i}, \]  

(C-4)
where

\[ |h_k|^2 = \frac{S_k/N_k^2}{1 + M \cdot S_k/N_k} \tag{C-5} \]

and \( M \) is the number of available sensors.

From Equations (3.5.1-10b) one obtains

\[ \frac{\partial P_k}{\partial \theta_i} = j \omega_k \ V_k \ \frac{\partial \phi}{\partial \theta_i} \ V_k^* \tag{C-6} \]

where \( V_k \), the steering matrix, is given by

\[ V_k = \text{diag} \left\{ e^{j \omega_k D_1}, e^{j \omega_k D_2}, \ldots, e^{j \omega_k D_M} \right\} \tag{C-7} \]

and the mn element of the matrix \( \frac{\partial \phi}{\partial \theta_i} \) is

\[ \left( \frac{\partial \phi}{\partial \theta_i} \right)_{mn} = \frac{3}{\partial \theta_i} (D_m - D_n). \tag{C-8} \]

Now since

\[ \frac{\partial R_k}{\partial \theta_j} = S_k \ \frac{\partial P_k}{\partial \theta_j} \tag{C-9} \]
from Equation (C-3) and using Equation (C-4) in Equation (C-2), one obtains the expression
\[
\text{tr} \left( \frac{\partial R_{k}}{\partial \phi} \frac{\partial R_{k}}{\partial \phi} \right) = S_{k} |h_{k}|^{2} \text{tr} \left( \frac{\partial P_{k}}{\partial \phi} \frac{\partial P_{k}}{\partial \phi} \right) = -S_{k} |h_{k}|^{2} w_{k}^{2} \omega_{k}^{2} \text{tr} \left( V_{k} \frac{\partial \phi}{\partial \phi} V_{k}^{*} \frac{\partial \phi}{\partial \phi} V_{k}^{*} \right). \tag{C-10}
\]

Now using the relation \( V_{k}^{*} V_{k} = I \) and \( \text{tr}(AB) = \text{tr}(BA) \), Equation (C-10) becomes
\[
\text{tr} \left( -\frac{\partial R_{k}}{\partial \phi} \frac{\partial R_{k}}{\partial \phi} \right) = -S_{k} |h_{k}|^{2} w_{k}^{2} \omega_{k}^{2} \text{tr} \left( \frac{\partial \phi}{\partial \phi} \frac{\partial \phi}{\partial \phi} \right). \tag{C-11}
\]

Therefore
\[
J_{ij} = -\sum_{k=1}^{B} S_{k} |h_{k}|^{2} w_{k}^{2} \omega_{k}^{2} \text{tr} \left( \frac{\partial \phi}{\partial \phi_{i}} \frac{\partial \phi}{\partial \phi_{j}} \right) = -\text{tr} \left( \frac{\partial \phi}{\partial \phi_{i}} \frac{\partial \phi}{\partial \phi_{j}} \right) \sum_{k=1}^{B} w_{k}^{2} \frac{S_{k}^{2}/N_{k}^{2}}{1 + M S_{k}^{2}/N_{k}}. \tag{C-12}
\]

Knowing \( J_{ij} \)'s for all \( i \) and \( j \), Equation (C-1) can be used to calculate the CRLB. Using Equations (C-1) and (C-12), we shall establish the following relation.
Given M sensors under a single target, spatially incoherent and spectrally identically distributed noise environment, the CRLB for the incremental time delay are identical and equal to

\[
\text{VAR}(\hat{\tau}_i) \geq \left[ \sum_{k=1}^{B} \alpha_k^2 \left( \frac{S_k^2 N_k^2}{1 + M S_k / N_k} \right)^{-1} \right]^{-1} ; \; i = 1, 2, \ldots, M-1 .
\]  

(C-13a)

Furthermore, denote the time delay between any two sensors by \(D\), then

\[
\text{VAR}(\hat{D}_{ML}) = \text{VAR}(\hat{\tau}_i) \text{ for all } i.
\]

(C-13b)

Thus, Equation (C-13a) implies that under optimal signal processing, the time delay estimation between any two sensors improves when the number of sensors is increased.

We shall establish Equations (C-13a) and (C-13b) through the following intermediate steps:

1. Let \(\tau_i, \tau_j\) be any two elements of the incremental time delay vector, then

\[
\text{tr} \left( \frac{\partial^2 \phi}{\partial \tau_i \partial \tau_j} \right) = \begin{cases} 
-2i (M-j) ; j \geq i \\
-2j (M-i) ; i \geq j 
\end{cases}
\]

(C-14)
(2)

\[ \text{VAR}(\hat{\tau}_i) \geq [J^{-1}]_{ii} \]

\[ \geq \left[ \sum_{k=1}^{B} \omega_k^2 \left( \frac{\sigma_k^2/n_k^2}{1 + M \frac{\sigma_k^2/n_k^2}{\sigma_k^2/n_k^2}} \right) \right]^{-1} \]

\[ ; \text{ for } i = 1, 2, \ldots, M-1 . \]

(C-15)

(3) Define \( D_{mn} = D_m - D_n \), and \( t_i = D_{i+1} - D_i \); then

\[ \text{VAR}(\hat{D}_{mn}) = \text{VAR}(\hat{\tau}_i) \text{ for all } m, n, \text{ and } i. \]

(C-16)

From Equation (C-8), the \( mn \) element of the matrix \( \Phi \) is given by

\[ \Phi^{mn} = \{D_{mn}\} . \]

(C-17)
Therefore, the matrix $\phi$ can be written as

\[
\begin{bmatrix}
0 & -\tau_1 & -(\tau_1+\tau_2) & \cdots & -\sum_{i=1}^{M-1} \tau_i \\
\tau_1 & 0 & -\tau_2 & \cdots & -\sum_{i=1}^{M-2} \tau_i \\
(\tau_1+\tau_2) & \tau_2 & 0 & \cdots & \cdots \\
\sum_{i=1}^{M-1} \tau_i & \sum_{i=1}^{M-2} \tau_i & \cdots & \tau_{M-1} & 0 \\
\end{bmatrix}
\]

\hspace{2cm} (C-18)

Note that $\phi$ is a skew symmetric matrix (i.e., $\phi = -\phi^T$); all elements in the main diagonal are zeros; the incremental time delays occupy the first diagonal; and any elements above the first diagonal can be obtained by summing the elements to the left and below.
Now it can be verified that

\[
\frac{\partial \Phi}{\partial \tau_i} = \begin{bmatrix}
0_{i \times i} & -1_{i \times (M-i)} \\
1_{(M-i) \times i} & 0_{(M-i) \times (M-i)}
\end{bmatrix}
\]

(C-19)

where \(0_{i \times i}\) denotes an \(i \times i\) matrix of 0's and \(1_{(M-i) \times i}\) denotes an \((M-i) \times i\) matrix of 1's.

Therefore, for \(j \geq i\), we have

\[
\text{tr} \left( \frac{\partial \Phi}{\partial \tau_i} \frac{\partial \Phi}{\partial \tau_j} \right) = \text{tr} \left\{ \begin{bmatrix}
A_{jxj} & -B_{jx(M-j)} \\
B^T & 0_{(M-j) \times (M-j)}
\end{bmatrix} \right\}
\]

\[
\begin{bmatrix}
0_{j \times j} & -1_{j \times (M-j)} \\
1_{(M-j) \times j} & 0_{(M-j) \times (M-j)}
\end{bmatrix}
\]

\[(C-20a)\]

where

\[
A_{jxj} = \begin{bmatrix}
0_{i \times i} & -1_{i \times (j-i)} \\
1_{(j-i) \times i} & 0_{(j-i) \times (j-i)}
\end{bmatrix}
\]

\[(C-20b)\]
Thus, using Equations (C-20b) and (C-20c) in Equation (C-20a) and carrying out the necessary matrix operation, one finds

\[
\text{tr} \left( \frac{\partial \Phi}{\partial \tau_i} \frac{\partial \Phi}{\partial \tau_j} \right) = -2i(m-j) \quad ; j \geq i \tag{C-21a}
\]

and by symmetry argument, we obtain

\[
\text{tr} \left( \frac{\partial \Phi}{\partial \tau_i} \frac{\partial \Phi}{\partial \tau_j} \right) = -2j(m-i) \quad ; i \geq j \tag{C-21b}
\]

This proves Equation (C-14).

Next we want to show Equation (C-15).

Combining Equations (C-2), (C-5), (C-12) and (C-14), we obtain

\[
J = \left[ 2 \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/M_k^2}{1 + M \frac{S_k}{N_k}} \right) \right] A \tag{C-22}
\]
where \( A \) is a matrix given by

\[
A = \begin{bmatrix}
(M-1) & (M-2) & \cdots & 1 \\
(M-2) & 2(M-2) & \cdots & 2 \\
& & \ddots & \vdots \\
& & & (M-2) \\
1 & 2 & \cdots & (M-1)
\end{bmatrix}
\]

Thus the inverse of \( J \) is

\[
J^{-1} = A^{-1} \left[ 2 \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + M S_k^2/N_k^2} \right) \right]^{-1}
\]  

(C-24a)

and therefore the diagonal elements of \( J^{-1} \) are

\[
[J^{-1}]_{ii} = [A^{-1}]_{ii} \left[ 2 \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + M S_k^2/N_k^2} \right) \right]^{-1}; \\
i = 1, 2, \ldots, M-1.
\]  

(C-24b)
By inspection, the matrix $A^{-1}$ is given by the $M \times M$ matrix

$$A^{-1} = \frac{1}{M} \begin{bmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2 \end{bmatrix}$$

or the $ij$ element is given by

$$A^{-1}_{ij} = \begin{cases} \frac{2}{M} & ; i = j \\ -\frac{1}{M} & ; |i-j| = 1 \\ 0 & ; |i-j| > 1 \end{cases}$$

This can be verified by a direct multiplication to show that $A^{-1}A = I$. Therefore, using Equation (C-25b) in Equations (C-24b) and (C-15) yields the desired result:

$$\text{VAR}(\hat{\theta_i}) \geq [J^{-1}]_{ii}$$

$$\geq \left[ M \sum_{k=1}^{B} \omega_k^2 \left( \frac{S_k^2/N_k^2}{1 + M S_k^2/N_k} \right) \right]^{-1}$$

This proves Equation (C-15).
It is easy to see that

$$\text{COV} (\hat{\tau}_i, \hat{\tau}_j) = \begin{cases} -\text{VAR} (\hat{\tau}_i)/2 & \text{if } |i-j| = 1 \\ 0 & \text{if } |i-j| > 1 \end{cases} \quad (C-27)$$

Finally writing

$$D_{mn} = \sum_{i=n}^{m-1} \tau_i \quad (C-28)$$

as the time delay between sensors $n$ and $m$, the maximum likelihood estimation (MLE) of $D_{mn}$ is linearly related to the MLE of $\tau_i$. Hence, the variance of $D_{mn}$ is given by

$$\text{VAR} (D_{mn}) = \sum_{i=n}^{m-1} \sum_{j=n}^{m-1} \text{E}[\hat{\tau}_i \hat{\tau}_j] \quad (C-29)$$

Using Equations (C-26) and (C-27) in (C-19) yields

$$\text{VAR}(D_{mn}) = (m - n) \text{VAR}(\hat{\tau}_i) - (m - n - 1) \text{VAR}(\hat{\tau}_i)$$

$$= \text{VAR}(\hat{\tau}_i) \quad (C-30)$$

Thus the optimum MLE of time delay between any two sensors yields the same Cramer-Rao Lower Bound.
APPENDIX D

FUNCTIONAL RELATIONSHIPS BETWEEN TARGET LOCATION VECTOR AND MEASURED TIME DELAY VECTOR

This appendix develops the two-dimensional mathematical relationships between target location parameters and time delay parameters of a general three-sensor array.

Figure D-1 shows the general array and target geometry. In principle, measurement of time delays between sensors $A_1$, $A_2$ and $A_2$, $A_3$ provides the necessary set of relations to obtain target range and bearing. Using the Law of Cosine, these relationships can be obtained as

![Figure D-1. A General Three-Sensor Passive Ranging Array System](image-url)
\[ \tau_1 = D_2 - D_1 \]
\[ r - \sqrt{r^2 + L_1^2 + 2rL_1 \cos \theta} = \frac{c}{c} \] (D-1a)

and
\[ \tau_2 = D_3 - D_2 \]
\[ \sqrt{r^2 + L_2^2 - 2rL_2 \cos(\theta - \phi)} - r = \frac{c}{c} \] (D-1b)

where \( D_i, \ i = 1, 2 \) and 3 are the propagation time delays and \( \phi \) is the offset angle of one sensor with respect to the baseline formed by the remaining two sensors.

For the case where \( r \gg L_1 \), and \( r \gg L_2 \), Equations (D-1a) and (D-1b) become

\[ \tau_1 = \frac{r}{c} \left(1 - \left[1 + \left(\frac{L_1}{r}\right)^2 + 2 \left(\frac{L_1}{r}\right) \cos \theta\right]^{1/2}\right) \]
\[ = \frac{r}{c} \left[1 - \left(1 + \frac{1}{2} \left(\frac{L_1}{r}\right)^2 + \left(\frac{L_1}{r}\right) \cos \theta - \frac{1}{2} \left(\frac{L_1}{r}\right)^2 \cos^2 \theta\right)\right] \]
\[ = -\frac{L_1}{c} \cos \theta - \frac{L_1^2 \sin^2 \theta}{2rc} \] (D-2a)

and similarly
\[ \tau_2 = -\frac{L_2}{c} \cos \theta + \frac{L_2^2 \sin^2 \theta}{2rc} \] (D-2b)

However, the exact expressions for the location parameters as a function of time delays can be found using Equations (D-1a) and (D-1b) as follows.
After rearranging, squaring and simplifying, Equations (D-1a) and (D-1b) reduce to

\[
\begin{align*}
(cT_1)^2 - L_1^2 &= 2r(cT_1 + L_1 \cos \theta) \quad \text{(D-3a)} \\
(cT_2)^2 - L_2^2 &= -2r(cT_2 + L_2 \cos(\theta - \phi)) \quad \text{(D-3b)}
\end{align*}
\]

We first solve for \( \theta \), the bearing and then solve for \( r \), the range.

Dividing Equations (D-3a) and (D-3b) yields

\[
\frac{cT_1 + L_1 \cos \theta}{cT_2 + L_2 \cos(\theta - \phi)} = -\frac{(cT_1)^2 - L_1^2}{(cT_2)^2 - L_2^2} = -k \quad \text{(D-4a)}
\]

so one can write

\[
L_1 \cos \theta + KL_2 \cos(\theta - \phi) = -(cT_1 + KcT_2) \quad \text{(D-4b)}
\]

and from which one obtains

\[
\theta = \xi + \cos^{-1} \left( -\frac{cT_1 + KcT_2}{A} \right) \quad \text{(D-5a)}
\]

where

\[
A \sin \xi = KL_2 \sin \phi
\]

\[
A \cos \xi = L_1 + KL_2 \cos \phi \quad \text{(D-5b)}
\]
Therefore, from Equation (D-5a), one obtains

\[ \cos \theta = \cos \left[ \xi + \cos^{-1} \left( - \frac{c_1 + Kc_2}{A} \right) \right] \]

\[ = \frac{(c_1 + Kc_2)(L_1 + KL_2 \cos \phi)}{A^2} \]

\[- \sqrt{A^2 - (c_1 + Kc_2)^2} \frac{KL_2 \sin \phi}{A^2} \]

(D-5c)

where

\[ A^2 = (L_1 + KL_2 \cos \phi)^2 + (KL_2 \sin \phi)^2 \]

\[ = (L_1 + KL_2)^2 (1 - \alpha) \]

(D-5d)

where

\[ \alpha = \frac{2KL_1L_2 (1 - \cos \phi)}{(L_1 + KL_2)^2} \]

(D-5e)

Now substituting Equation (D-5c) into (D-3a), one obtains the range solution as

\[ r = \frac{(c_1)^2 - L_1^2}{2(c_1 + L_1 \cos \theta)} \]

\[ = \frac{[(c_1)^2 - L_1^2](L_1 + KL_2)(1 - \alpha)}{2(c_1(L_1 + KL_2)(1 - \alpha) - L_1(c_1 + Kc_2)(1 - \beta) - \xi)} \]

(D-6a)

where

\[ \xi = \sqrt{1 - \alpha - \gamma^2} KL_1 L_2 \sin \phi \]
where

\[ \beta = \frac{KL_2 (1 - \cos \phi)}{L_1 + KL_2} \quad \text{(D-6b)} \]

\[ \gamma = \frac{c_1 + Kc_2}{L_1 + KL_2} \quad \text{(D-6c)} \]

From the relation (D-4a)

\[ K = \left( \frac{L_1}{L_2} \right)^2 \frac{1 - \left( \frac{c_1}{L_1} \right)^2}{1 - \left( \frac{c_2}{L_2} \right)^2} \quad \text{(D-6d)} \]

Equation (D-6) can be simplified to

\[ r = \frac{L_1 \left[ 1 - \left( \frac{c_1}{L_1} \right)^2 + L_2 \left( 1 - \left( \frac{c_2}{L_2} \right)^2 \right) \right]}{2 \left[ \frac{c_2}{L_2} - \left( \frac{c_1}{L_1} \right) + \Gamma(\phi) \right] (1 - \alpha)} \quad \text{(D-7a)} \]

where

\[ \Gamma(\phi) = \frac{c_1}{KL_2} (\alpha - \beta) + \left[ \left( \frac{c_1}{L_1} \right) \alpha - \left( \frac{c_2}{L_2} \right) \beta \right] + \sqrt{1 - \alpha - \gamma^2} \sin \phi \quad \text{(D-7b)} \]

is a function of the offset angle \( \phi \).
Now further algebraic manipulation shows that

\[
\frac{c_T_1}{KL_2} (\alpha - \beta) = \frac{c_T_1}{KL_2} \left[ \frac{2KL_1L_2(1 - \cos \phi)}{(L_1 + KL_2)^2} - \frac{KL_2(1 - \cos \phi)}{L_1 + KL_2} \right]
\]

\[
= \left( \frac{L_1 - KL_2}{L_1 + KL_2} \right) (1 - \cos \phi) c_T_1
\]

(D-7c)

and

\[
\left( \frac{c_T_1}{L_1} \right) \alpha - \left( \frac{c_T_2}{L_2} \right) \beta = \frac{c_T_1 2KL_2(1 - \cos \phi)}{(L_1 + KL_2)^2} - \frac{c_T_2 K(1 - \cos \phi)}{(L_1 + KL_2)}
\]

\[
= \frac{K(1 - \cos \phi)}{(L_1 + KL_2)^2} [2 L_2 c_T_1 - c_T_2(L_1 + KL_2)] .
\]

(D-7d)

Combining Equations (D-7c) and (D-7d) yields

\[
\left( \frac{c_T_1}{L_1} \right) (\alpha - \beta) + \left( \frac{c_T_1}{L_1} \right) \alpha - \left( \frac{c_T_2}{L_2} \right) \beta
\]

\[
= \frac{1 - \cos \phi}{(L_1 + KL_2)^2} \left[ c_T_1(L_1 - KL_2) + 2KL_2 c_T_1 - Kc_T_2(L_1 + KL_2) \right]
\]

\[
= \frac{1 - \cos \phi}{(L_1 + KL_2)^2} \left( L_1 + KL_2 \right) (c_T_1 - Kc_T_2)
\]

\[
= \frac{c_T_1 - Kc_T_2}{L_1 + KL_2} (1 - \cos \phi) .
\]

(D-7e)
Thus Equation (D-7b) becomes

$$\Gamma(\phi) = \frac{cT_1 - KcT_2}{L_1 + KL_2} (1 - \cos \phi) + \sqrt{1 - \alpha - \gamma^2 \sin \phi}. \quad (D-7f)$$

Note for a colinear array system (i.e., $\phi = 0$), we have $\alpha = 0$, $\Gamma(0) = 0$, and the range and bearing equations are given by

$$r = \frac{L_1 \left[ 1 - \left( \frac{cT_1}{L_1} \right)^2 \right] + L_2 \left[ 1 - \left( \frac{cT_2}{L_2} \right)^2 \right]}{2 \left[ \left( \frac{cT_2}{L_2} \right) - \left( \frac{cT_1}{L_1} \right) \right]} \quad (D-8a)$$

and

$$\theta = \cos^{-1} \left( - \frac{cT_1 + KcT_2}{L_1 + KL_2} \right). \quad (D-8b)$$

In addition for $L_1 = L_2 = L$ and $r >> L_1$, using Equations (D-2a) and (D-2b), it can be shown that

$$\theta = \cos^{-1} \left[ - \frac{c(T_1 + T_2)}{2L} \right] \quad (D-9a)$$

$$r = \frac{L^2 \sin^2 \theta}{c(T_2 - T_1)}. \quad (D-9b)$$

If $\theta$ is defined w.r.t. the broadside direction, Equations (D-9a) and (D-9b) can be written as
\[ e = -\sin^{-1} \left[ \frac{c}{2L} (\tau_1 + \tau_2) \right] \]  
\[ r = \frac{L^2}{c} \frac{\cos^2 e}{(\tau_2 - \tau_1)} \]
APPENDIX E

STATISTICAL CORRELATION BETWEEN TIME DELAY ESTIMATES
WITH COMMON INPUT CHANNEL

If time delay estimates are obtained from two Generalized Cross-Correlators (GCC) whose inputs contain a common noise channel (Figure E-1), then the resulting time delay estimates are correlated. This appendix calculates the resulting correlation from a frequency domain approach.

Let the frequency domain (Fourier) representation of a T-second observation of waveforms from sensor array $A_1$, $A_2$, and $A_3$ with signal propagation delays $D_1$, $D_2$, and $D_3$, respectively, be written as:

$$\alpha_{1k} = \beta_k e^{j\omega_k D_1} + \eta_{1k}.$$  \hspace{1cm} (E-1a)

$$\alpha_{2k} = \beta_k e^{j\omega_k D_2} + \eta_{2k}.$$  \hspace{1cm} (E-1b)

$$\alpha_{3k} = \beta_k e^{j\omega_k D_3} + \eta_{3k}; \quad k = 1, \ldots, B$$  \hspace{1cm} (E-1c)

with $S_k = E(\beta_k \beta_k^*)$ and $N_{ik} = E(\eta_{ik} \eta_{ik}^*)$ for all $i$ as the discrete signal and noise power spectra, respectively, at frequency $\omega_k = 2\pi k/T$. For convenience we assume that interarray noise processes are uncorrelated. The time delay $\tau_1 = D_2 - D_1$ and $\tau_2 = D_3 - D_2$ can be obtained by seeking the null of the GCC functions (Equation (3.5.1-14c)).

$$f_1(\tau_1) = \sum_{k=-B}^{B} j\omega_k h_{1k} h_{2k}^* \alpha_{1k}^* \alpha_{2k} e^{j\omega_k \tau_1}$$  \hspace{1cm} (E-2a)
Figure E.1. Generalized Cross Correlator Pair with Common Input Channel
and

$$f_2(\tau_2) = \sum_{k=-B}^{B} j\omega_k h_{2k} h_{3k} a_{2k} a_{3k} e^{j\omega_k \tau_2} \quad (E-2b)$$

where $B$ is the uppermost frequency of either the signal or the noise and $h_{ik}$ is the frequency shaping filter whose frequency response is

$$|h_{ik}|^2 = \frac{S_k/N_{ik}^2}{1 + 2S_k/N_{ik}} \quad (E-2c)$$

Let $\hat{\tau}_1$ and $\hat{\tau}_2$ be the estimated time delay, then the quantity of interest is the covariance between $\hat{\tau}_1$ and $\hat{\tau}_2$, i.e., $\text{COV}(\hat{\tau}_1, \hat{\tau}_2)$. The Taylor series expansion of $f_1(\tau_1)$ and $f_2(\tau_2)$ about the true time delay $\tau_1^0$ and $\tau_2^0$ yields

$$f_1(\tau_1) = f_1(\tau_1^0) + \frac{\partial f_1(\tau_1)}{\partial \tau_1} |_{\tau_1 = \tau_1^0} (\tau_1 - \tau_1^0) + \ldots \quad (E-3a)$$

and

$$f_2(\tau_2) = f_2(\tau_2^0) + \frac{\partial f_2(\tau_2)}{\partial \tau_2} |_{\tau_2 = \tau_2^0} (\tau_2 - \tau_2^0) + \ldots \quad (E-3b)$$
Neglecting the higher order terms (small error assumption) and setting $f_1(\tau_1) = f_2(\tau_2) = 0$ in Equations (E-3a) and (E-3b), one obtains

\[ -f_1(\tau_1^0) = \frac{\partial f_1(\tau_1^0)}{\partial \tau_1} (\tau_1 - \tau_1^0) \quad \text{(E-4a)} \]

\[ -f_2(\tau_2^0) = \frac{\partial f_2(\tau_2^0)}{\partial \tau_2} (\tau_2 - \tau_2^0) \quad \text{(E-4b)} \]

We shall make the following assumptions as a result of a long observation time process: (1) the expected value of the derivative is equal to the derivative of the expected value, and (2) the derivative is uncorrelated with time delay. Then from Equations (E-4a) and (E-4b), one obtains

\[ \overline{-f_1^0} = \frac{\partial \overline{f_1}}{\partial \tau_1} (\overline{\tau_1} - \tau_1^0) \quad \text{(E-5a)} \]

\[ \overline{-f_2^0} = \frac{\partial \overline{f_2}}{\partial \tau_2} (\overline{\tau_2} - \tau_2^0) \quad \text{(E-5b)} \]

where for simplicity we denote the expected values of $f_1(\tau_1^0)$ and $f_2(\tau_2^0)$ by $f_1^0$ and $f_2^0$. Thus, the product of the means is

\[ \overline{f_1^0 f_2^0} = \frac{\partial \overline{f_1}}{\partial \tau_1} \frac{\partial \overline{f_2}}{\partial \tau_2} (\overline{\tau_1} - \tau_1^0) (\overline{\tau_2} - \tau_2^0) \quad \text{(E-6)} \]
On the other hand, the mean of the product is

\[
\frac{f_1^0 f_2^0}{f_1 f_2} = \frac{\frac{af_1^0}{\dot{\tau}_1} \frac{af_2^0}{\dot{\tau}_2}}{(\tau_1 - \tau_1^0)(\tau_2 - \tau_2^0)}.
\]

(E-7)

Therefore, the covariance is

\[
\text{COV}(\hat{\tau}_1, \hat{\tau}_2) = \frac{(\tau_1 - \tau_1^0)(\tau_2 - \tau_2^0) - (\tau_1 - \tau_1^0)(\tau_2 - \tau_2^0)}{f_1^0 f_2^0 - f_1 f_2}.
\]

(E-8)

From Equations (E-2a) and (E-2b), the quantities in Equation (E-8) can be evaluated as follows.

\[
\frac{af_1^0}{\dot{\tau}_1} = \sum_{k=-B}^{B} (j\omega_k)^2 h_{1k}^* h_{2k}^* S_k
\]

(E-9a)

\[
\frac{af_2^0}{\dot{\tau}_2} = \sum_{k=-B}^{B} (j\omega_k)^2 h_{2k}^* h_{3k}^* S_k
\]

(E-9b)
\[ \bar{f}_1^0 = \sum_{k=-B}^{B} j\omega_k h_{1k} h_{2k}^* s_k \]  
(E-9c)

\[ \bar{f}_2^0 = \sum_{k=-B}^{B} j\omega_k h_{2k} h_{3k}^* s_k \]  
(E-9d)

and

\[ \bar{f}_1^0 f_2^0 = \sum_{k=-B}^{B} \sum_{\ell=-B}^{B} (j\omega_k)(j\omega_{\ell}) h_{1k} h_{2k}^* h_{2\ell} h_{3\ell}^* \]
\[ \frac{j(\omega_k \tau_1^0 + \omega_{\ell} \tau_2^0)}{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*} \]  
(E-10)

But

\[ \frac{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*}{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*} = \frac{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*}{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*} + \frac{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*}{\alpha_{1k}^* \alpha_{2k}^* \alpha_{2\ell}^* \alpha_{3\ell}^*} \]
\[ + \frac{\alpha_{1k}^* \alpha_{3\ell}^* \alpha_{2k}^* \alpha_{2\ell}^*}{\alpha_{1k}^* \alpha_{3\ell}^* \alpha_{2k}^* \alpha_{2\ell}^*} \]

\[ = S_k^2 e^{-j(\omega_k \tau_1^0 + \omega_{\ell} \tau_2^0)} + S_k^2 e^{-j\omega_k (\tau_1^0 + \tau_2^0)} \delta_{k+\ell} \]
\[ + S_k (S_k + N_{2k}) e^{-j\omega_k (\tau_1^0 + \tau_2^0)} \delta_{k-\ell} \]  
(E-11)
where $\delta_{k-l}$ is the Kronecker delta defined by $\delta_{k-l} = 1$ if $k = l$; and $\delta_{k-l} = 0$ if $k \neq l$.

Now substituting Equation (E-11) into Equation (E-10) yields:

$$
\overline{f_1^0 f_2^0} = \sum_{k=-B}^{B} \sum_{k=-B}^{B} (j\omega_k) (j\omega_{2k}) h_{1k} h_{2k}^* h_{3k}^* s_k^2 \\
+ \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{3k}^* |h_{2k}|^2 s_k^2 \\
- \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{3k}^* |h_{2k}|^2 s_k (s_k + n_{2k}) \\
= \left( \sum_{k=-B}^{B} j\omega_k h_{1k} h_{2k}^* s_k \right) \left( \sum_{k=-B}^{B} j\omega_k h_{2k} h_{3k}^* s_k \right) \\
- \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{3k}^* |h_{2k}|^2 s_k n_{2k} \\
= \overline{f_1^0 f_2^0} - \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{3k}^* |h_{2k}|^2 s_k n_{2k} \quad \text{(E-12)}
$$
Finally, using Equations (E-9a) through (E-12) in Equation (E-8) yields

\[
\text{COV}(\hat{\tau}_1, \hat{\tau}_2) = - \sum_{k=-B}^{B} \frac{\omega_k^2 h_{1k} h_{3k}^* |h_{2k}|^2 S_k N_{2k}}{\left( \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{2k}^* S_k \right) \left( \sum_{k=-B}^{B} \omega_k^2 h_{2k} h_{3k}^* S_k \right)}.
\]

(E-13)

Equation (E-13) can also be expressed in continuous frequency domain as

\[
\text{COV}(\hat{\tau}_1, \hat{\tau}_2) = - \frac{2\pi}{T} \left[ \int_0^B \omega^2 h_1(\omega) h_3^*(\omega) |h_2(\omega)|^2 S(\omega) N_2(\omega) \, d\omega \right] \left[ \int_0^B \omega^2 h_1(\omega) h_2^*(\omega) S(\omega) \, d\omega \int_0^B \omega^2 h_2(\omega) h_3^*(\omega) S(\omega) \, d\omega \right]^{-1}.
\]

(E-14)

Note that if either the definition of \(\tau_1\) or \(\tau_2\) is reversed, the sign in Equation (E-13) and (E-14) is also reversed.

Finally, it can also be shown similarly that the variances of the estimates are given by:

\[
\text{VAR}(\hat{\tau}_1) = \frac{\tau_0^2}{T_1^2} \left( \frac{\partial \tau_1^0}{\partial \tau_1} \right)^2.
\]
\[
\sum_{k=-B}^{B} \omega_k^2 |h_{1k}|^2 |h_{2k}|^2 \left[ S_k(N_{1k} + N_{2k}) + N_{1k} N_{2k} \right]
\]

\[
= \left( \sum_{k=-B}^{B} \omega_k^2 h_{1k} h_{2k}^* S_k \right)^2
\]

\[
= \frac{2\pi}{T} \int_{0}^{B} \omega^2 |h_1(\omega)|^2 |h_2(\omega)|^2 \left[ S(N_1 + N_2) + N_1 N_2 \right] d\omega
\]

\[
= \frac{2\pi}{T} \left( \int_{0}^{B} \omega^2 h_1(\omega) h_2^*(\omega) S(\omega) d\omega \right)^2
\]

(E-15)

Similarly, one obtains

\[
\text{VAR}(\hat{\tau}_2) = \frac{2\pi}{T} \int_{0}^{B} \omega^2 |h_2(\omega)|^2 |h_3(\omega)|^2 \left[ S(N_2 + N_3) + N_2 N_3 \right] d\omega
\]

\[
= \frac{2\pi}{T} \left( \int_{0}^{B} \omega^2 h_2(\omega) h_3^*(\omega) S(\omega) d\omega \right)^2
\]

(E-16)

A substantial simplification can be obtained for the case of bandlimited flat signal and noise power spectra.
Let

\[ S(\omega) = \begin{cases} 
S \text{ if } \omega_1 \leq \omega \leq \omega_2 \\
0 \quad \text{otherwise}
\end{cases} \]

\[ N_i(\omega) = \begin{cases} 
N \text{ if } \omega_1 \leq \omega \leq \omega_2 \text{ and for all } i \\
0 \quad \text{otherwise}
\end{cases} \]

be the signal and the noise power spectra and assume identical frequency spectral filters for all channels, then the covariance expression of Equation (E-14) reduces to

\[
\text{COV}(\hat{r}_1, \hat{r}_2) = -\frac{2\pi}{T} \left( \frac{S}{N} \int_{0}^{B} \omega^2 \, d\omega \right)^{-1}
\]

\[
= -\frac{2\pi}{T} \left[ \left( \frac{2}{3} \right) \left( \frac{S}{N} \right) (\omega_2^3 - \omega_1^3) \right]^{-1}
\]

(E-17)

and the variances reduce to
\[
\text{VAR}(\hat{t}_1) = \text{VAR}(\hat{t}_2) \\
= \frac{2\pi}{T} \left[ \frac{(S/N)^2}{1 + 2 S/N} \int_0^B \omega^2 \, d\omega \right]^{-1} \\
= \frac{2\pi}{T} \left[ \frac{2 (S/N)^2}{3(1 + 2 S/N)} \left( \omega^3 - \omega_1^3 \right) \right]^{-1} \\
\text{(E-18)}
\]

Comparison between Equations (E-18) and (E-17) shows that

\[
\text{COV}(\hat{t}_1, \hat{t}_2) = -\frac{S/N}{1 + 2 S/N} \text{VAR}(\hat{t}_1) \\
\text{(E-19)}
\]
APPENDIX F
DERIVATION OF EQUATION (3.5.2-7a)

From Equation (3.5.2-7a) we have

\[
\frac{\partial A}{\partial r} (r, \theta) = \sum_{k=1}^{B} j \omega_k \left| h_k \right|^2 \alpha_k^{*} V_k \frac{\partial \phi}{\partial r} \frac{V_k^{*}}{V_k} \alpha_k \tag{F-1}
\]

Using the relation

\[
\frac{\partial \phi}{\partial r} = \frac{\partial \phi}{\partial \tau_1} \frac{\partial \tau_1}{\partial r} + \frac{\partial \phi}{\partial \tau_2} \frac{\partial \tau_2}{\partial r} \tag{F-2}
\]

and Equation (3.5.1-10a-c)

\[
\frac{\partial}{\partial \tau_1} (V_k \frac{1}{M} V_k^{*}) = j \omega_k V_k \frac{\partial \phi}{\partial \tau_1} V_k^{*} \tag{F-3}
\]

in Equation (F-1) yields

\[
\frac{\partial A(r, \theta)}{\partial r} = \left\{ \sum_{k=1}^{B} j \omega_k \left| h_k \right|^2 \alpha_k^{*} V_k \frac{\partial \phi}{\partial \tau_1} \frac{V_k^{*}}{V_k} \alpha_k \right\} \frac{\partial \tau_1}{\partial r}
\]

\[
+ \left\{ \sum_{k=1}^{B} j \omega_k \left| h_k \right|^2 \alpha_k^{*} V_k \frac{\partial \phi}{\partial \tau_2} \frac{V_k^{*}}{V_k} \alpha_k \right\} \frac{\partial \tau_2}{\partial r}
\]

\[
= \frac{\partial}{\partial \tau_1} \left\{ \sum_{k=1}^{B} \left| h_k \right|^2 \alpha_k^{*} V_k \frac{1}{M} V_k^{*} \alpha_k \right\} \frac{\partial \tau_1}{\partial r}
\]

292
\[
+ \frac{3}{\beta_2} \left( \sum_{k=1}^{8} |h_k|^2 \alpha^*_k V_k^* \frac{1}{M} V_k^* \alpha_k \right) \frac{3\tau_2}{\beta_2}
\]

\[
= \frac{3}{\beta_2} \sum_{k=1}^{8} |h_k|^2 \alpha^*_k V_k^* \frac{1}{M} V_k^* \alpha_k.
\]  

But

\[
V_k^* \frac{1}{M} V_k^* = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & e^{-j\omega_k \tau_2} \\
0 & 0 & e^{-j\omega_k \tau_2}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
1 & e^{-j\omega_k \tau_1} & e^{-j\omega_k (\tau_1 + \tau_2)} \\
e^{j\omega_k \tau_1} & 1 & e^{-j\omega_k \tau_2} \\
e^{j\omega_k (\tau_1 + \tau_2)} & e^{j\omega_k \tau_2} & 1
\end{bmatrix}
\]

and

\[
\alpha^*_k V_k^* \frac{1}{M} V_k^* \alpha_k = \begin{cases}
|\alpha_{1k}|^2 + |\alpha_{2k}|^2 + |\alpha_{3k}|^2 \\
+ \{ (\alpha^*_k \alpha_{1k} e^{j\omega_k \tau_1}) + (\alpha^*_k \alpha_{1k} e^{j\omega_k \tau_1})* \}
\end{cases}
\]
\[
\begin{align*}
&+ \left\{ (\alpha_{3k}^* \alpha_{2k} \text{e}^{j\omega_k \tau_2}) + (\alpha_{3k}^* \alpha_{2k} \text{e}^{j\omega_k \tau_2})^* \right\} \\
&+ \left\{ (\alpha_{3k}^* \alpha_{1k} \text{e}^{j\omega_k (\tau_1 + \tau_2)}) + (\alpha_{3k}^* \alpha_{1k} \text{e}^{j\omega_k (\tau_1 + \tau_2)})^* \right\}.
\end{align*}
\]

(F-6)

Now using the fact that the first term in Equation (F-6) is not parameter-dependent and that quantities in the parentheses are conjugate symmetric, Equation (F-4) can be rewritten as

\[
\frac{\delta \mathcal{A}(r, \theta)}{\delta r} = \frac{3}{2r} \sum_{k=-B}^{B} \left| h_k \right|^2 \left\{ \alpha_{2k}^* \alpha_{1k} \text{e}^{j\omega_k \tau_1} + \alpha_{3k}^* \alpha_{2k} \text{e}^{j\omega_k \tau_2} \\
+ \alpha_{3k}^* \alpha_{1k} \text{e}^{j\omega_k (\tau_1 + \tau_2)} \right\}
\]

\[
= \frac{T}{2\pi} \frac{3}{2r} \int_{-\infty}^{\infty} |h(\omega)|^2 G(\omega; \tau_1, \tau_2) \, d\omega
\]

(F-7)

where

\[
G(\omega; \tau_1, \tau_2) = T \left[ (\alpha_{2k}^* \alpha_{1k}) \text{e}^{j\omega_k \tau_1} + (\alpha_{3k}^* \alpha_{2k}) \text{e}^{j\omega_k \tau_2} \\
+ (\alpha_{3k}^* \alpha_{1k}) \text{e}^{j\omega_k (\tau_1 + \tau_2)} \right].
\]

(F-8)
APPENDIX G
CALCULATION OF LOCALIZATION UNCERTAINTY FROM THREE-SENSOR ARRAYS

This appendix calculates the localization uncertainty based on a two inter-array time delay measurement.

From Equations (D-10a) and (D-10b), the approximate \((r \gg L)\) time delays to range and bearing relation are given by

\[
\begin{align*}
\theta &= -\sin^{-1} \left( \frac{c}{2L} \left( \frac{T_1 + T_2}{2} \right) \right) \quad \text{(G-1)} \\
r &= \frac{L^2}{c} \frac{\cos^2 \theta}{(T_2 - T_1)} \quad \text{(G-2)}
\end{align*}
\]

where \(c\) is the speed of sound, and \(L\) is the inter-array separation.

Letting \(Y = (\theta, r)^T\), \(X = (T_1, T_2)\), Equations (G-1) and (G-2) can be written as

\[
Y = f(X) \quad \text{(G-3)}
\]

where \(f(X) = (f_1(X) f_2(X))^T\) is the vector function defined according to Equations (G-1) and (G-2). Let \(Y^*\) and \(X^*\) be the nominal values, \(\delta Y\) and \(\delta X\) be the deviations from the nominal; then a first-order expansion about the nominal \((R, B)\) yields

\[
\delta Y = \frac{\partial f^*}{\partial X} \delta X \quad \text{(G-4)}
\]

where it is defined that
\[ \frac{\partial f^*}{\partial x} = \begin{bmatrix} \frac{\partial f^*}{\partial \varphi} & \frac{\partial f^*}{\partial \varphi} \\ \frac{\partial f^*}{\partial \theta} & \frac{\partial f^*}{\partial \theta} \end{bmatrix} \]

\[ = \begin{bmatrix} a & a \\ b & -b \end{bmatrix} \quad (G-5a) \]

where

\[ a = -\frac{c}{2L \cos B} \quad (G-5b) \]

\[ b = \frac{R^2 c}{L^2 \cos^2 B} \quad (G-5c) \]

since \( R \gg L \).

Now post-multiplying Equation (G-4) by its transpose and taking the expected value yields the desired covariance relations:

\[ \text{COV}(Y) = (\begin{bmatrix} \frac{\partial f^*}{\partial x} \end{bmatrix}) \text{COV}(X) \left( \begin{bmatrix} \frac{\partial f^*}{\partial x} \end{bmatrix} \right)^T. \quad (G-6) \]

Let

\[ \text{COV}(X) = \begin{bmatrix} \sigma^2 & \sigma^2 \\ 11 & 12 \\ \sigma^2 & \sigma^2 \\ 12 & 11 \end{bmatrix} \quad (G-7) \]
then

\[
\text{COV}(Y) = \begin{bmatrix}
    a & a \\
    b & -b
\end{bmatrix}
\begin{bmatrix}
    \sigma^2_{11} & \sigma^2_{12} \\
    \sigma^2_{12} & \sigma^2_{11}
\end{bmatrix}
\begin{bmatrix}
    a & b \\
    b & -a
\end{bmatrix}
\]

\[
= \begin{bmatrix}
    2(\sigma^2_{11} + \sigma^2_{12})a^2 & 0 \\
    0 & 2(\sigma^2_{11} - \sigma^2_{12})b^2
\end{bmatrix}
\]  

(G-8)

and the determinant of COV(Y) is

\[
|\text{COV}(Y)| = 4a^2b^2(\sigma^4_{11} - \sigma^4_{12})
\]  

(G-9)

The area of the one-sigma error ellipse is

\[
S = \pi \sqrt{|\text{COV}(Y)|}
\]

\[
= -2ab \pi \sqrt{\sigma^4_{11} - \sigma^4_{12}}
\]

\[
= \frac{\pi(Rc)^2}{L^3 \cos^2 B} \sqrt{\sigma^4_{11} - \sigma^4_{12}}
\]  

(G-10)

The time delay covariance matrix for the optimum approach is

(see Equation (3.5.2-16d))
\[ P_o = \begin{bmatrix} 1 & -\frac{1}{2} \\ -\frac{1}{2} & 1 \end{bmatrix} \text{VAR}(\varphi_1) \quad (G-11) \]

and the conventional is

\[ P_c = \begin{bmatrix} 1 & -\frac{S/N}{1 + 2 S/N} \\ -\frac{S/N}{1 + 2 S/N} & 1 \end{bmatrix} \text{VAR}_c(\varphi_1) \quad (G-12) \]

Thus the corresponding area is

\[ S_o = \sqrt{\frac{3}{4}} \frac{\pi (Rc)^2}{L^3 \cos^3 \beta} \text{VAR}(\varphi) \quad (G-13) \]

and

\[ S_c = \frac{\pi (Rc)^2}{L^3 \cos \beta} \frac{\sqrt{(1 + 3 S/N)(1 + S/N)}}{(1 + 2 S/N)} \text{VAR}_c(\varphi_1) \quad (G-14) \]

where \( \text{VAR}(\varphi_1) \) and \( \text{VAR}_c(\varphi_1) \) are the estimated time delay variances of the optimum and the conventional processors, respectively.

Finally, from Equations (G-8) and (G-11), the optimum range and bearing variance expressions are given by
VAR(\hat{B}) = 2(\sigma_{11}^2 + \sigma_{12}^2) a^2
\quad = \frac{1}{4} \left( \frac{c}{L \cos B} \right)^2 \text{VAR}(\hat{\tau}_1) \quad \text{(G-15)}

VAR(\hat{R}) = 2(\sigma_{11}^2 - \sigma_{12}^2) b^2
\quad = 3c^2 \left( \frac{R}{L \cos B} \right)^4 \text{VAR}(\hat{\tau}_1) \quad \text{(G-16)}

and from Equations (G-8) and (G-12), the conventional range and bearing variance expressions are:

VAR_C(\hat{B}) = \frac{1}{2} \left( \frac{c}{L \cos B} \right)^2 \left( \frac{1 + S/N}{1 + 2S/N} \right) \text{VAR}_C(\hat{\tau}_1) \quad \text{(G-17a)}

VAR_C(\hat{R}) = 2c^2 \left( \frac{R}{L \cos B} \right)^4 \left( \frac{1 + 3S/N}{1 + 2S/N} \right) \text{VAR}_C(\hat{\tau}_1) \quad \text{(G-17b)}

Using the relation given in Equation (3.5.2-16c),

\frac{\text{VAR}(\hat{\tau}_1)}{\text{VAR}_C(\hat{\tau}_1)} = \frac{2}{3} \left( \frac{1 + 3S/N}{1 + 2S/N} \right).

the conventional range and bearing variance equation can also be expressed as:

VAR_C(\hat{B}) = \frac{3}{4} \left( \frac{c}{L \cos B} \right)^2 \left( \frac{1 + S/N}{1 + 3S/N} \right) \text{VAR}(\hat{\tau}_1)
\quad = 3 \left( \frac{1 + S/N}{1 + 3S/N} \right) \text{VAR}(\hat{B}) \quad \text{(G-18)}
and

\[ \text{VAR}_c(R) = 3c^2 \left( \frac{R}{L \cos \beta} \right)^4 \text{VAR}(\hat{\tau}_c) \]

\[ = \text{VAR}(\hat{R}). \]  \hspace{1cm} (G-19)

Equations (G-18) and (G-19) show that for estimating range, the conventional approach and the optimal approach have identical variance. On the other hand for estimating bearing, the conventional yields a variance which is three times the optimum at low SNR environment.
This appendix develops the appropriate expressions for the bias and variance of the time delay estimate from a Generalized Cross-Correlator (GCC) in the presence of interference.

Let the frequency domain representation of a T-second observation of waveforms from two-sensor arrays, $A_1$ and $A_2$, in the presence of $J$ targets be written as:

$$a_{1k} = v_{1k} \beta_k + n_{1k}$$

$$a_{2k} = v_{2k} \beta_k + n_{2k} ; \quad k=1, 2, ..., B$$

where $B$ is the highest frequency components of the signal or the noise processes, $n_{1k}$ and $n_{2k}$ are the Fourier components of the noise processes at frequency $\omega_k = 2\pi k/T$. In addition, the complex vectors $\beta_k$, $v_{1k}$ and $v_{2k}$ are defined by

$$v_{ik} = [e^{j\omega_k D_{i1}}, e^{j\omega_k D_{i2}}, \ldots, e^{j\omega_k D_{ij}}]; \quad i = 1, 2$$

and

$$\beta_k = [\beta_{k1}, \beta_{k2}, \ldots, \beta_{kj}]^T$$

where $D_{ij}$ is the propagation time delay from target $j$ to sensor $i$ and $\beta_{kj}$ is the Fourier component of the signal spectrum of target $j$. For convenience, it is assumed that both the signal and noise processes are zero mean and mutually uncorrelated. Thus, we have the relations for the discrete signal and noise power spectra.
\[ B_{ki} B_{kj} = \begin{cases} S_{kj} & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \quad (H-2a) \]

and

\[ h_{ik} h_{jk} = \begin{cases} N_k & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \quad (H-2b) \]

where \((\rightarrow)\) denotes the expected value.

Without loss of generality, let target \( j = 1 \) be the target of interest, then the best estimate of \( \tau_1 = D_{21} - D_{11} \) from a GCC (see Equation (3.5.1-14b)) is to seek the null of the equation:

\[ f(\tau) = \sum_{k=-B}^{B} j\omega_k |h_k|^2 \alpha_{1k} \alpha_{2k} e^{j\omega_k \tau} = 0 \quad (H-3a) \]

where \(|h_k|^2\) given by

\[ |h_k|^2 = \frac{S_{k1}/N_k^2}{1 + 2 S_{k1}/N_k}, \quad (H-3b) \]

is the optimum spectral shaping filter for a single target environment. Because of the observation noise, Equation (H-3) is a stochastic algebraic equation. On average, however, the mean of the estimate must satisfy the equation

\[ \bar{f}(\tau) = \sum_{k=-B}^{B} j\omega_k |h_k|^2 \frac{S_{k1}/N_k}{\alpha_{1k} \alpha_{2k}} e^{j\omega_k \tau} = 0. \quad (H-4a) \]
But from Equations (H-1a) and (H-1b), one obtains

\[
\alpha_{1k} \alpha_{2k}^* = v_{1k} \tilde{s}_k v_{2k}^*
\]

\[
= \sum_{j=1}^{J} s_{k,j} e^{-j \omega_k \tau_j}
\]

(H-4b)

where

\[
\tau_j = D_{2j} - D_{1j}
\]

(H-4c)

is the actual time delay difference between sensor array \(A_1\) and \(A_2\) of target \(j\) and

\[
\mathbf{s}_k^* = \frac{\mathbf{b}_k^* \mathbf{b}_k^T}{\mathbf{b}_k^T \mathbf{b}_k}
\]

\[
= \text{diag}\{s_{k1}, s_{k2}, \ldots, s_{kJ}\}
\]

(H-4d)

is a diagonal signal spectral matrix. Therefore, the mean estimate must satisfy the equation

\[
\mathbb{F}(\tau) = \sum_{k=-B}^{B} j \omega_k |h_k|^2 v_{1k} \tilde{s}_k v_{2k}^* e^{j \omega_k \tau} = 0
\]

(H-5a)

or using Equation (H-4b), we have

\[
\mathbb{F}(\tau) = \sum_{j=1}^{J} \sum_{k=-B}^{B} j \omega_k |h_k|^2 s_{k,j} e^{j \omega_k (\tau - \tau_j)} = 0.
\]

(H-5b)

Equation (H-5b) can be manipulated to yield
\[ \bar{r}(\tau) = \frac{a}{a} \sum_{j=1}^{J} R_j(\tau - \tau_j) = 0 \]

(H-5c)

where

\[ R_j(\tau) = \sum_{k=-B}^{B} |h_k|^2 S_{kj} e^{j\omega_k \tau} \]

(H-5d)

is the auto-correlation of target \( j \).

Denoting the total power for target \( j \) by

\[ P_j = \sum_{k=-B}^{B} S_{kj} \]

(H-6a)

the total received power by the sensor array as

\[ P = \sum_{j=1}^{J} P_j + N; \quad N = \sum_{k=-B}^{B} N_k \]

(H-6b)

and the normalized total correlation by

\[ \rho(\tau) = \frac{\bar{r}(\tau)}{P} \]

(H-6c)

then Equation (H-5c) can be rewritten as

\[ \rho(\tau) = \sum_{j=1}^{J} a_j \frac{d}{d\tau} \rho_j(\tau - \tau_j) = 0 \]

(H-7a)
where

\[ a_j = \frac{P_j}{P} \quad (H-7b) \]

and

\[ \rho_j(\tau) = \frac{R_j(\tau)}{P_j}. \quad (H-7c) \]

In general, Equation (H-7a) must be solved numerically; however, for the case in which the interference is close to the true target of interest, then one can write

\[ \rho_j(\tau - \tau_j) = \rho_j(0) + \rho_j'(0)(\tau - \tau_j) + \frac{\rho_j''(0)}{2} (\tau - \tau_j)^2 \quad (H-8a) \]

where \( \rho_j'(0) \) and \( \rho_j''(0) \) denote the first and second derivative.

But

\[ \rho_j'(0) = \left( \sum_{k=-B}^{B} j\omega_k |h_k|^2 S_{kj} \right) / P_j = 0 \quad (H-8b) \]

and

\[ \rho_j''(0) = - \left( \sum_{k=-B}^{B} \omega_k^2 |h_k|^2 S_{kj} \right) / P_j \]

\[ = - \left( \frac{T}{\pi} \int_{0}^{B} \omega^2 |\omega|^2 S_j(\omega) \, d\omega \right) / P_j \]

\[ = -W_j / P_j \quad (H-8c) \]
where in the last equation the signals and noise are assumed flat and bandlimited.

Therefore, using Equation (H-8a) in Equation (H-7a) yields

\[
\sum_{j=1}^{J} a_j \rho_j''(0)(\tau - \tau_j) = 0 .
\]

Thus, the mean estimate of \( \tau_1 \) is

\[
\hat{\tau}_1 = \left( \sum_{j=1}^{J} a_j \rho_j''(0)\tau_j \right) \left( \sum_{j=1}^{J} a_j \rho_j''(0) \right)^{-1}
\]

\[
= \left( \sum_{j=1}^{J} W_j \tau_j \right) \left( \sum_{j=1}^{J} W_j \right)^{-1}
\]

where

\[
W_j = \frac{T}{\pi} \int_{0}^{B} \omega^2 |h(\omega)|^2 S_j(\omega) \, d\omega .
\]

Now using Equations (H-8e) and (H-7b) in Equation (H-8d) yields

\[
\hat{\tau}_1 = \left[ \sum_{j=1}^{J} (S_j/N)\tau_j \right] \left[ \sum_{j=1}^{J} (S_j/N) \right]^{-1}
\]
Thus, the time delay estimate from a second expansion of the correlation function is a weighted linear combination of time delays from every target. For the two-target case, let the signal of interest be $S_1 = S$, interference $S_2 = I$, then Equation (H-9) yields

$$\hat{\tau}_1 = \frac{S}{S+I} \tau_1 + \frac{I}{S+I} \tau_2.$$  \hspace{1cm} (H-10)

The bias in general is

$$b_1 = \hat{\tau}_1 - \tau_1$$

$$= \left[ \sum_{j=1}^{J} \left( S_j/N \right) (\tau_1 - \tau_1) \right] \left[ \sum_{j=1}^{J} \left( S_j/N \right) \right]^{-1}$$  \hspace{1cm} (H-11)

and for the two-target case

$$b_1 = \frac{1}{1 + S/I} (\tau_2 - \tau_1).$$  \hspace{1cm} (H-12)

We next derive the expression for the variance. Using the linearization procedure, it is easy to verify that the resulting variance of the time delay estimate from seeking the null of the function $f(\tau)$ is given by

$$\text{VAR}(\hat{\tau}_1) = \frac{\left( \frac{f(\hat{\tau}_1)}{\partial \hat{\tau}_1} \right)^2}{f(\tau_1)^2} \left( \frac{\partial f(\tau_1)}{\partial \tau} \right)^2$$  \hspace{1cm} (H-13a)

where $\hat{\tau}_1$ is chosen such that

$$f(\tau_1) = \sum_{k=-B}^{B} j\omega_k |h_k|^2 \frac{\alpha_{1k}}{\alpha_{2k}} \frac{\alpha_{2k}}{\alpha_{2k}} e^{j\omega_k \tau_1} = 0.$$  \hspace{1cm} (H-13b)
But from Equation (H-3a) and (H-5a-d), we have

$$f(\tau_1)^2 = \sum_{k=-B}^{B} \sum_{l=-B}^{B} (j \omega_k)(j \omega_l) |h_k|^2 |h_l|^2 \frac{j(\omega_k + \omega_l)}{a_{1k} a_{2k} a_{1l} a_{2l}} e^{j(\omega_k + \omega_l) \hat{\tau}_1}$$

(H-14a)

and

$$\frac{\partial f(\tau_1)}{\partial \tau} = \sum_{k=-B}^{B} (j \omega_k)^2 |h_k|^2 a_{1k} a_{2k} e^{j \omega_k \hat{\tau}_1}.$$  

(H-14b)

Now using the following relations

$$a_{1k} a_{2k} = V_{1k} \bar{S}_k \bar{V}_{2k} = \sum_{j=1}^{J} S_{kj} e^{-j \omega_k \tau_j}$$

(H-15a)

$$a_{1k} a_{2k} a_{1l} a_{2l} = a_{1k} a_{2k} a_{1l} a_{2l} + a_{1k} a_{1l} a_{2k} a_{2l}$$

$$+ a_{1k} a_{2l} a_{2k} a_{1l}$$

$$= a_{1k} a_{2k} a_{1l} a_{2l} + (V_{1k} \bar{S}_k \bar{V}_{1k} + N_k)^2 \delta_{k+l}$$

$$+ (V_{1k} \bar{S}_k \bar{V}_{2k})^2 \delta_{k-l}$$

(H-15b)
Equations (H-14a) and (H-14b) can be simplified to

\[
\frac{\partial f(\tau_1)}{\partial \tau} = \sum_{k=-B}^{B} \omega_k^2 |h_k|^4 \left\{ (V_{1k} \tilde{S}_k V_{1k}^\dagger + N_k)^2 - (V_{1k} \tilde{S}_k V_{2k}^\dagger e^{j\omega_k \tau_1})^2 \right\}
\]  

(H-16a)

\[
\frac{\partial f(\tau_1)}{\partial \tau} = -\sum_{k=-B}^{B} \omega_k^2 |h_k|^2 V_{1k} \tilde{S}_k V_{2k}^\dagger e^{j\omega_k \tau_1}.
\]  

(H-16b)

Substituting Equations (H-16a) and (H-16b) in (H-13a) yields the desired expression for the variance of the \( \tau_1 \) estimate:

\[
\text{VAR}(\tau_1) = \sum_{k=-B}^{B} \omega_k^2 |h_k|^4 \left\{ (V_{1k} \tilde{S}_k V_{1k}^\dagger + N_k)^2 - (V_{1k} \tilde{S}_k V_{2k}^\dagger e^{j\omega_k \tau_1})^2 \right\}
\]

\[
\left[ \sum_{k=-B}^{B} \omega_k^2 |h_k|^2 (V_{1k} \tilde{S}_k V_{2k}^\dagger e^{j\omega_k \tau_1}) \right]^2
\]

(H-17a)

\[
= \frac{1}{2\pi} \int_B \omega^2 |h|^4 \left[ (V_1 \tilde{S} V_1^\dagger + N)^2 - (V_1 \tilde{S} V_2^\dagger e^{j\omega \tau_1})^2 \right] d\omega
\]

\[
\left( \int_B \omega^2 |h|^2 V_1 \tilde{S} V_2^\dagger e^{j\omega \tau_1} d\omega \right)^2
\]

(H-17b)

Recall that

\[
V_1 \tilde{S} V_1^\dagger + N = N + \sum_j S_j
\]

(H-18a)
\[ v_1 \tilde{S} v_2^* e^{j\omega \tau_1} = \sum_j S_j e^{j\omega \Delta_j} \]  
\( \text{(H-18b)} \)

where \( \Delta_j = \Delta - \tau_j \), then Equation (H-17b) can be rewritten as

\[
\text{VAR}(\hat{\tau}_1) = \frac{2\pi}{T} \frac{\int_B \left( N + \sum_j S_j \right)^2 - \left( \sum_j S_j e^{j\omega \Delta_j} \right)^2 \omega^2 |h|^2 \, d\omega}{\left[ \int_B \left( \sum_j S_j e^{j\omega \Delta_j} \right) \omega^2 |h|^2 \, d\omega \right]^2}
\]  
\( \text{(H-19)} \)

For the special case where

\[ S_j(\omega) = \begin{cases} S_j & \omega_1 \leq \omega \leq \omega_2 \text{ and } -\omega_2 \leq \omega \leq -\omega_1 \\ 0 & \text{otherwise} \end{cases} \]

\[ N(\omega) = \begin{cases} N & \omega_1 \leq \omega \leq \omega_2 \text{ and } -\omega_2 \leq \omega \leq -\omega_1 \\ 0 & \text{otherwise} \end{cases} \]

Equation (H-19) reduces to

\[
\text{VAR}(\hat{\tau}_1) = \frac{2\pi}{T} \frac{\left( N + \sum_j S_j \right)^2 R(0) - \sum_i \sum_j S_i S_j R(\Delta_i + \Delta_j)}{\left( \sum_j S_j R(\Delta_j) \right)^2}
\]
\[
\frac{2\pi}{\tau} \left[ 1 - \sum_{i} \sum_{j} a_i a_j \rho(\Delta_i + \Delta_j) \right] \frac{R^{-1}(0)}{2 \left( \sum_{j} a_j \rho(\Delta_j) \right)^2} \]

where

\[
a_i = S_i \left( N + \sum_j S_j \right)^{-1} \quad (H-20b)
\]

\[
R(\tau) = \int_{\omega_1}^{\omega_2} \omega^2 \cos \omega \tau \, d\omega \quad (H-20c)
\]

\[
\rho(\tau) = \frac{R(\tau)}{R(0)} \quad (H-20d)
\]

\[
= \begin{cases} 
1 & \text{if } \tau = 0 \\
\frac{1}{R(0)} \left[ \frac{2 \cos \omega \tau + (\omega \tau)^2 - 2 \sin \omega \tau}{\omega_2} \right]; & \text{if } \tau \neq 0.
\end{cases} \quad (H-20e)
\]

For the two-target case, Equation (H-20) becomes

\[
\text{VAR}(\tau_1) = \frac{2}{\tau} \left[ \frac{1 - [a_1^2 \rho(2\Delta_1) + a_2^2 \rho(2\Delta_2) + 2a_1a_2 \rho(\Delta_1 + \Delta_2)]}{2[a_1 \rho(\Delta_1) + a_2 \rho(\Delta_2)]^2} \right] R^{-1}(0). \quad (H-21a)
\]
Note that

\[ a_1 = \frac{S/N}{1 + S/N + I/N} \]  

(H-21b)

\[ a_2 = \frac{I/N}{1 + S/N + I/N} \]  

(H-21c)

where we have let \( S_1 = S, S_2 = I \) be the signal and the interference power spectrum, respectively. If the interference is far away from the target in time delay, Equation (H-21) becomes

\[
\text{VAR}_\infty(\hat{\tau}_1) = \lim_{\Delta_1 \to 0} \lim_{\Delta_2 \to \infty} \text{VAR}(\hat{\tau}_1) = 2\pi \left( \frac{1 - a_1^2}{2a_1^2} \right) R^{-1}(0). 
\]  

(H-22)

Therefore, the normalized variance is

\[
\frac{\text{VAR}(\hat{\tau}_1)}{\text{VAR}_\infty(\hat{\tau}_1)} = \left( \frac{a_1^2}{1 - a_1^2} \right)
\]

\[
\left[ 1 - (a_1^2 \rho(2\Delta_1) + a_2^2 \rho(2\Delta_2) + 2a_1a_2 \rho(\Delta_1 + \Delta_2)) \right] \frac{2(a_1^2 \rho(\Delta_1) + a_2^2 \rho(\Delta_2))}{2(a_1^2 \rho(\Delta_1) + a_2^2 \rho(\Delta_2))}. 
\]  

(H-23)
Appendix I

CALCULATION OF MULTITARGET GENERALIZED CROSS-CORRELATION COVARIANCE

The calculation of the covariance matrix resulting from discrete observation of the Generalized Cross-Correlation (GCC) function in the presence of multitarget interference is presented. The results presented here are obtained from a frequency domain formulation.

Let the noisy observed waveforms from two sensors in the presence of \( J \) targets be represented by

\[
Y_1(t) = \sum_{i=1}^{J} s_i(t) + n_1(t)
\]

(\ref{eq:1-1})

\[
Y_2(t) = \sum_{i=1}^{J} s_i(t + D_i) + n_2(t)
\]

(\ref{eq:1-2})

where \( s_i(t) \) is the \( i \)th target signal waveform and \( n_1(t), n_2(t) \) are the noise processes. It is assumed that signals and noises are zero mean, mutually uncorrelated, band-limited Gaussian processes.

Let the waveforms be sampled at a sampling rate of \( \Delta t \) seconds such that \( T = N \Delta t \) seconds of the waveforms are observed. Discrete Fourier transforms of Equations (\ref{eq:1-1}) and (\ref{eq:1-2}) yield the equivalent frequency domain representation as

\[
\alpha_{1k} = \sum_{i=1}^{J} B_{ki} + \eta_{1k}
\]

(\ref{eq:1-3})
\[ a_{2k} = \sum_{i=1}^{J} \beta_{ki} e^{j\omega_k \theta_i} + \eta_{2k} \quad (1-4) \]

where

\[ \omega_k = \frac{2\pi k}{T} \]

\[ a_{nk} = \frac{1}{N} \sum_{n=1}^{N} y_{x}(n\Delta t) e^{-j(2\pi nk/N)} ; \quad \lambda = 1, 2 \quad (1-5) \]

\[ \beta_{ki} = \frac{1}{N} \sum_{n=1}^{N} s_{i}(n\Delta t) e^{-j(2\pi nk/N)} ; \quad i = 1, 2, \ldots, J \quad (1-6) \]

and

\[ \eta_{nk} = \frac{1}{N} \sum_{n=1}^{N} n_{x}(n\Delta t) e^{-j(2\pi nk/N)} ; \quad \lambda = 1, 2 . \quad (1-7) \]

The GCC is obtained from the following:

\[ R(\tau) = \sum_{k=-B}^{B} a_{1k} a_{2k} |H_k|^2 e^{j\omega_k \tau} \quad (1-8) \]

where \( |H_k|^2 \) is the spectral shaping filter.

Equation (1-8) is usually implemented via inverse FFT. Consequently, discrete observations of the GCC \( R(\tau), R(n\Delta t) \), are obtained. For simplicity, let \( R(n) = R(n\Delta t) \), then we can write
We are interested in the auto covariance of \( R(n) \) and \( R(m) \), \( \Lambda_{nm} \), for any \( n \) and \( m \). In general, one can write

\[
\Lambda_{nm} = R(n) R(m) - R(n) R(m).
\]

Now substituting Equation (I-9) into (I-10) and simplifying yields

\[
\Lambda_{nm} = \sum_{k=-B}^{B} \left( \frac{1}{2} \left( \alpha_{1k} \alpha_{2k} - \alpha_{1l} \alpha_{2l} \right) \right) |H_k|^2 |H_l|^2 e^{j(2\pi/N)(kn + lm)}.
\]

(II-11)

Since \( \alpha_{ik} \) for all \( i \) and \( k \) are zero mean complex Gaussian random variables uncorrelated for different frequency \( \omega_k \), one can write (using the fourth order product moment formula)

\[
\alpha_{1k} \alpha_{2k} \alpha_{1l} \alpha_{2l} = \alpha_{1k} \alpha_{2k} \alpha_{1l} \alpha_{2l} + \alpha_{1k} \alpha_{1l} \alpha_{2k} \alpha_{2l} + \alpha_{1k} \alpha_{2k} \alpha_{1l} \alpha_{2l}.
\]

(II-12)

Substituting Equation (II-12) into (II-11) yields
\[ \Lambda_{nm} = \sum_{k=-B}^{B} \left( \sum_{l=-B}^{l} \left( \frac{\alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{2l} + \alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{1l}}{\alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{1l}} \right) \right) \]

\[ |H_k|^2 |H_{-l}|^2 e^{j(2\pi/N)(kn+lm)} \]  

(1-13)

Now using Equations (1-3) and (1-4), the quantities inside the parentheses in (1-13) can be evaluated as follows:

\[ \frac{\alpha_{1k} \alpha_{1l} \alpha_{2k} \alpha_{2l}}{\alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{1l}} = \left( \sum_{i=1}^{J} S_{ki} + N_{1k} \right) \left( \sum_{i=1}^{J} S_{ki} + N_{2k} \right) \delta_{k+l} \]  

(1-14)

\[ \frac{\alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{1l}}{\alpha_{1k} \alpha_{2l} \alpha_{2k} \alpha_{1l}} = \left( \sum_{i=1}^{J} S_{ki} e^{-j\omega_{ki}D_i} \right)^2 \delta_{k-l} \]  

(1-15)

where \( S_{ki} = \beta_{ki}^2 \), \( N_{1k} = n_{1k}^2 \), and \( N_{2k} = n_{2k}^2 \).

Finally, substituting Equations (1-14) and (1-15) into (1-13) yields

\[ \Lambda_{nm} = \sum_{k=-B}^{B} \left( \sum_{i=1}^{J} S_{ki} + N_{1k} \right) \left( \sum_{i=1}^{J} S_{ki} + N_{2k} \right) \left| H_k \right|^4 e^{j(2\pi/N)(n-m)} \]

\[ + \sum_{k=-B}^{B} \left( \sum_{i=1}^{J} S_{ki} e^{-j\omega_{ki}D_i} \right)^2 \left| H_k \right|^4 e^{j(2\pi/N)(n+m)} \]  

(1-16)

For a single target case with identical noise power spectral density, Equation (1-16) yields
\[ \Lambda_{nm}^{(1)} = \sum_{k=-B}^{B} \left\{ (S_k + N_k)^2 e^{j(2\pi k/N)(n-m)} + S_k^2 e^{-j2\omega_k D} e^{j(2\pi k/N)(n-m)} \right\} |H_k|^4 \]

\[ = \sum_{k=-B}^{B} (S_k^2 + 2S_k N_k + N_k^2) |H_k|^4 e^{j(2\pi k/N)(n-m)} \]

\[ + \sum_{k=-B}^{B} |H_k|^4 S_k^2 e^{j(2\pi k/N)(n+m-2D/\Delta t)} \]  
(I-17)

\[ = \frac{T}{2\pi} \left\{ \int_{-B}^{B} (S^2 + 2SN + N^2) |H|^4 e^{j\omega(n-m)\Delta t} d\omega \right\} \]

\[ \quad + \int_{-B}^{B} |H|^4 S^2 e^{j\omega((n+m)\Delta t-2D)} d\omega \]  
(I-18)

where \( S, N, \) and \( H \) denote the continuous power spectra.

For the case of uniform spectral shaping, i.e., \(|H|^2 = 1\), we obtain

\[ \Lambda_{nm}^{(1)} = \rho_{SS}(n-m) + 2\rho_{SN}(n-m) + \rho_{NN}(n-m) + \rho_{SS}[(n+m) - 2D/\Delta t] \]  
(I-19)
where if $\Phi_{XX}(\omega)$ is the power spectrum of $X$, then $\rho_{XX}(\tau)$ is given by

$$\rho_{XX}(\tau) = \frac{1}{2\pi} \int_{-B}^{B} \Phi_{XX}(\omega) e^{j\omega \tau} d\omega.$$  \hspace{1cm} (I-20)

For a two-target case with equal noise power spectra, Equation (I-16) reduces to:

$$\Lambda_{nm}^{(2)} = \sum_{k=-B}^{B} (S_{k1} + S_{k2} + N_k)^2 |H_k|^4 e^{j(2\pi k/N)(n-m)}$$

$$+ \sum_{k=-B}^{B} \left( S_{k1} e^{-j\omega_k D_1} + S_{k2} e^{-j\omega_k D_2} \right)^2 |H_k|^4 e^{j(2\pi k/N)(n+m)}$$

$$= \sum_{k=-B}^{B} |H_k|^4 \left[ S_{k1}^2 + S_{k2}^2 + N_k^2 + 2(S_{k1} S_{k2} + S_{k1} N_k + S_{k2} N_k) \right]$$

$$e^{j(2\pi k/N)(n-m)} + \left[ S_{k1}^2 e^{-j2\omega_k D_1} + 2S_{k1} S_{k2} e^{-j\omega_k (D_1+D_2)} + S_{k2}^2 e^{-j2\omega_k D_2} \right] e^{j(2\pi k/N)(n+m)}.$$  \hspace{1cm} (I-22)
Hence the continuous approximation is given by

\[
\Lambda_{nm}^{(2)} = \frac{T}{2\pi} \int_{-\pi}^{\pi} |H|^4 \left\{ \left[ \left( S_1^2 + S_2^2 + N^2 + 2(\text{S}_1 \text{S}_2 + \text{S}_1 \text{N} + \text{S}_2 \text{N}) \right) e^{j\omega(n-m)\Delta t} + \left[ S_1^2 e^{-j2\omega_1} + 2S_1S_2 e^{-j\omega(D_1+D_2)} + S_2^2 e^{-j2\omega_2} \right] \right\} \text{d} \omega. (I-23)
\]

Now for uniform spectral shading $|H|^2 = 1$ and using the definition of Equation (I-20) in (I-23) yields

\[
\Lambda_{nm}^{(2)} = \rho_{S_1S_1}(n-m) + \rho_{S_2S_2}(n-m) + \rho_{NN}(n-m)
\]

\[
+ 2 \left[ \rho_{S_1S_2}(n-m) + \rho_{S_1N}(n-m) + \rho_{S_2N}(n-m) \right]
\]

\[
+ \rho_{S_1S_2} [(n + M) - 2D_1/\Delta t] + 2\rho_{S_1S_2} [(n + M) - (D_1 + D_2)/\Delta t]
\]

\[
+ \rho_{S_2S_2} [(n + M) - 2D_2/\Delta t]. (I-24)
\]
APPENDIX J

FOURIER REPRESENTATION OF A TIME-COMPRESSED WAVEFORM

If a signal waveform, \( s(t) \), emitted by a moving target is observed by a stationary (or moving) sensor array, the observed signal waveform is compressed if the target is closing or is expanded if the target is opening. Let the propagation delay from target to sensor vary linearly with time such that

\[
D(t) = D + \dot{D}t
\]

where \( D \) is the initial delay and \( \dot{D} \) is the delay rate. Note that \( \dot{D} = \frac{v}{c} \) where \( V \) is the relative velocity along the line of sound (LOS) and \( C \) is the propagation speed of the medium. Because of the time-varying delay, the observed waveform at the sensor array output is \( s(t + D(t)) \). In this appendix, we develop an appropriate frequency domain representation of this waveform.

Let \( s(t) \) be a zero mean, band-limited, Gaussian process, then \( s(t) \) can be represented in terms of Fourier expansion by

\[
s(t) = \sum_{k=-B}^{B} \alpha_k e^{j\omega_k t}
\]

where

\[
\alpha_k = \frac{1}{T} \int_{0}^{T} s(t) e^{-j\omega_k t} dt ,
\]

\( \omega_k = \frac{(2\pi k)}{T} \), \( T \) is the observation interval, and \( B \) is the bandwidth.
Now for the time-compressed waveform, let $\tilde{a}_k$ be the corresponding Fourier coefficients. One can then write

$$\tilde{a}_k = \frac{1}{T} \int_0^T s(t + D(t)) e^{-j\omega_k t} \, dt.$$  \hfill (J-4)

But from Equation (J-2), one obtains

$$s(t + D(t)) = \sum_{\omega = -B}^{B} a_\omega e^{j\omega_D(t+D(t))}$$

$$= \sum_{\omega = -B}^{B} a_\omega e^{j\omega_D(\beta t + D)}$$ \hfill (J-5)

where Equation (J-1) has been used and that we have defined

$$\beta = 1 + \frac{V_c}{c}$$

as the time compression ratio.

Substituting Equation (J-5) into (J-4) and interchanging the summation and the integration operation yields

$$\tilde{a}_k = \sum_{\omega = -B}^{B} a_\omega e^{j\omega_D} \left[ \frac{1}{T} \int_0^T e^{j(\beta\omega_\omega - \omega_k)t} \, dt \right].$$ \hfill (J-7)

It can be shown that
\[ \int_{0}^{T} e^{j(\beta \omega_k - \omega_k) t} dt = e^{j(\beta \omega_k - \omega_k) T} \left( \frac{\sin(\beta \omega_k - \omega_k) T}{(\beta \omega_k - \omega_k) T} \right) \]

\[
\begin{cases}
\text{sinc}(\omega_k) e^{-j\omega_k} & \text{if } l = k \\
0 & \text{if } l \neq k \text{ and } \beta = 1
\end{cases}
\]  

(J-8)

where

\[
\omega_k = \frac{\omega_k \cdot VT}{2C}
\]

(J-9)

and \( \text{sinc}(\cdot) = \frac{\sin(\cdot)}{\cdot} \).

Therefore, substituting Equation (J-8) into (J-7) yields

\[
\tilde{a}_k = \left[ \text{sinc}(\omega_k) e^{j\omega_k (D + \frac{VT}{2C})} \right] a_k
\]

\[
= \left[ \text{sinc}(\omega_k) e^{j\omega_k D(T)} \right] a_k.
\]

(J-10)

Thus Equation (J-10) shows that the effects of time compression on the Fourier coefficients are: (1) an effective time delay evaluated at the midpoint of the processing interval; and (2) an effective coherent reduction in signal amplitude which is a function of the net change in time delay over the same interval. Thus if coherence is to be maintained such that \( 1 \geq \text{sinc}(\omega_k) \geq 0.9 \) for
all frequency $\omega_k$, then the following condition must be satisfied; namely, $T$ must be chosen such that

$$T < \frac{1}{4DB} \quad \text{(J-11)}$$

where $D$ is the time delay rate and $B$ is the signal bandwidth as defined earlier.

On the other hand, if Fourier coefficients are to be uncorrelated, it can be shown\textsuperscript{29} that $T$ must be chosen such that

$$T \geq \frac{8}{B} \quad \text{(J-12)}$$

Combining Equations (J-11) and (J-12) yields the desired constraint

$$8 \leq BT \leq \frac{1}{4D} \quad \text{(J-13)}$$

Thus when the observation interval $T$ satisfies Equation (J-13), the time-compressed Fourier coefficients are given by Equation (J-10) and adjacent Fourier coefficients are uncorrelated.
APPENDIX K

VARIABLE TIME DELAY CRAMER-RAO LOWER BOUND
FOR TWO-SENSOR, ONE-TARGET CASE

The time delay variation is assumed linear. Therefore, the parameter vector is \( \phi = (\tau, \tau)^T \). In general, the Cramer-Rao Lower Bound (CRLB) is given for the two-parameter case by

\[
\text{VAR}(\phi_i) \geq \frac{1}{(1 - M_{12}^2) J_{11}} \; ; \; i = 1, 2
\] (K-1)

where \( M_{12} \) is the coefficient of mutual dependence given by

\[
M_{12} = \frac{J_{12}}{(J_{11} J_{12})^{1/2}}
\] (K-2)

and \( J_{ij} \) is given by (see Equation (6.4.1-2))

\[
J_{ij} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R^{-1}_{kn}}{\partial \phi_i} \frac{\partial R_{kn}}{\partial \phi_j} \right) \phi = \phi_0
\] (K-3)

For the two-sensor, one-target case, the covariance matrix \( R_{kn} \) is given by

\[
R_{kn} = S_k P_{kn} + N_k Q_k
\] (K-4)

where \( Q_k = I \) for the reason given in Section 6.4.2 and

\[
P_{kn} = V_{kn} \; M \; V_{kn}^*
\] (K-5)
with

\[ V_{kn} = \begin{bmatrix} 1 & 0 \\ 0 & e^{j\omega_k(t+t_n)} \end{bmatrix}. \]  

(K-6)

Now using Equation (6.3-6a), it can be shown that

\[ \frac{\partial R_{kn}}{\partial \tau} = S_k \frac{\partial P_{kn}}{\partial \tau} = j\omega_k S_k V_{kn} \phi_1^* V_{kn} \]  

(K-7)

\[ \frac{\partial \phi_{kn}}{\partial \tau} = S_k \frac{\partial P_{kn}}{\partial \tau} = j\omega_k S_k t_n V_{kn} \phi_1^* V_{kn} \]  

(K-8)

and from the relation (see Equation (3.5.1-4a))

\[ \frac{\partial \phi_{kn}}{\partial \theta_i} = -|h_k|^2 Q_k^{-1} \left( \frac{\partial P_{kn}}{\partial \theta_i} - \frac{\partial \phi_{kn}}{\partial \theta_i} \frac{\partial \phi_{kn}}{\partial \theta_i} P_{kn} \right) Q_k^{-1} \]  

(K-9)

where

\[ |h_k|^2 = \frac{S_k/N_k^2}{1 + 2S_k/N_k} \]  

(K-10a)

\[ \frac{\partial G_{kn}}{\partial \theta_i} = \frac{2}{\partial \theta_i} \left( V_{kn}^* Q_k^{-1} V_{kn} \right) = 0. \]  

(K-10b)

One obtains the following derivatives:
\[
\frac{\partial R_{kn}^{-1}}{\partial \tau} = -j\omega_k |h_k|^2 V_{kn} \phi_1 V_{kn}^* \quad \text{(K-11)}
\]

\[
\frac{\partial R_{kn}^{-1}}{\partial \tau} = -j\omega_k t_n |h_k|^2 V_{kn} \phi_1 V_{kn}^* . \quad \text{(K-12)}
\]

Hence, combining Equations (K-3), (K-7), (K-8), (K-11), and (K-12), one obtains

\[
J_{11} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( - \frac{\partial R_{kn}^{-1}}{\partial \tau} \frac{\partial R_{kn}}{\partial \tau} \right)
\]

\[
= -\sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k \text{tr}(V_{kn} \phi_1^2 V_{kn}^*)
\]

\[
= 2N \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k \quad \text{(K-13)}
\]

since \( \text{tr}(V_{kn} \phi_1^2 V_{kn}^*) = -2 \).

Similarly, one obtains

\[
J_{12} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( - \frac{\partial R_{kn}^{-1}}{\partial \tau} \frac{\partial R_{kn}}{\partial \tau} \right)
\]

\[
= -\sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k t_n \text{tr}(V_{kn} \phi_1^2 V_{kn}^*)
\]
\[ J_{22} = \sum_{n=1}^{N} \sum_{k=1}^{B} \text{tr} \left( \frac{\partial R_{kn}^{-1}}{\partial \tau} \frac{\partial R_{kn}}{\partial \tau} \right) \]

\[ = -\sum_{n=1}^{N} \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k t_n^2 \text{tr}(V_{kn} \Phi_1^2 V_{kn}^T) \]

\[ = \left( \sum_{n=1}^{N} t_n^2 \right) \sum_{k=1}^{B} \omega_k^2 |h_k|^2 S_k . \] 

Thus using Equations (K-13), (K-14), and (K-15), the Fisher Information matrix \( J \) is given by

\[ J = \begin{bmatrix} J_{11} & J_{12} \\ J_{21} & J_{22} \end{bmatrix} \]

\[ = \begin{bmatrix} N \sum_{n=1}^{N} t_n \\ \sum_{n=1}^{N} t_n \sum_{n=1}^{N} t_n^2 \end{bmatrix} \sum_{k=1}^{B} 2\omega_k^2 |h_k|^2 S_k . \]
Thus the coefficient of mutual dependence is

\[ M_{12}^2 = \frac{J_{12}^2}{J_{11} J_{22}} \]

\[ = \frac{\left( \sum_{n=1}^{N} t_n \right)^2}{N \sum_{n=1}^{N} t_n^2} \]

\[ = \frac{(\Delta t N^2/2)^2}{\Delta t^2 N^2 (4N^2 - 1)/12} \]

\[ = \frac{3N^2}{4N^2 - 1}. \]  \hspace{1cm} (K-17)

Therefore, the variance and covariance of the parameter vector

\[ \text{VAR} (\vec{r}) = \frac{1}{1 - M_{12}^2} \frac{1}{J_{11}} \]

\[ = \left( \frac{4N^2 - 1}{N^2 - 1} \right) \left( 2N \sum_{k=1}^{B} \omega_k^2 \frac{s_k^2/N_k}{1 + 2s_k^2/N_k} \right)^{-1} \]  \hspace{1cm} (K-18a)
\[
\dot{V} = 2\pi\frac{4N^2 - 1}{N^2 - 1} \left(2T \int_0^\infty \omega^2 \frac{S^2(\omega)/N^2(\omega)}{1 + 2S(\omega)/N(\omega)} \, d\omega \right)^{-1}
\]

where \( \dot{\cdot} \) denotes the continuous frequency approximation and \( T = N\Delta t \).

Similarly, we obtain

\[
\text{VAR} (\dot{\tau}) = \frac{1}{1 - M_{12}^2} \frac{1}{N \Delta t^2}
\]

\[
\left(4N^2 - 1\right) \left(\sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2S_k/N_k} \right)^{-1}
\]

\[
= \left(4N^2 - 1\right) \left(\frac{12}{(4N^2 - 1)N \Delta t^2} \right) \left(2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2S_k/N_k} \right)^{-1}
\]

\[
= \left[ \frac{12}{(N^2 - 1)N \Delta t^2} \right] \left(2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2S_k/N_k} \right)^{-1} \quad \text{(K-19a)}
\]

\[
= \left[ \frac{12(2\pi)N^2}{N^2 - 1} \right] \left[2T^3 \int_0^\infty \omega^2 \frac{S^2(\omega)/N^2(\omega)}{1 + 2S(\omega)/N(\omega)} \, d\omega \right]^{-1} \quad \text{(K-19b)}
\]
and finally, the covariance is

\[
\text{COV}(\tau, \dot{\tau}) = - \frac{J_{12}}{J_{11} J_{22} - J_{12}^2}
\]

\[
= - \left( \frac{\theta^2}{1 - \theta^2} \right) \frac{1}{J_{12}}
\]

\[
= - \left( \frac{3N^2}{N^2 - 1} \right) \left( \frac{-2}{N^2 \Delta t} \right) \left( 2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2S_k/N_k} \right)^{-1}
\]

\[
= - \left[ \frac{6}{(N^2 - 1) \Delta t} \right] \left( 2 \sum_{k=1}^{B} \omega_k^2 \frac{S_k^2/N_k^2}{1 + 2S_k/N_k} \right)^{-1} \quad \text{(K-20a)}
\]

\[
= - \left[ \frac{6(2\pi)N^2}{N^2 - 1} \right] \left[ 2T^2 \int_{0}^{\infty} \omega^2 \frac{S^2(\omega)/N^2(\omega)}{1 + 2S(\omega)/N(\omega)} \right]^{-1} \quad \text{(K-20b)}
\]

Note that Equations (K-18), (K-19), and (K-20) indicate that for \( N = 1 \), the variances and covariance are unbounded. Thus for a meaningful joint estimation of \( \tau \) and \( \dot{\tau} \), the number of observation intervals must be equal or greater than two.
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