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ABSTRACT
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SUMMARY

1. SOLID STATE DEVICE RESEARCH

GaInAsP/InP buried-heterostructure lasers formed by thermally transported InP have resulted in low threshold, high efficiency, and high device yield. Zinc diffusion has been utilized to improve the light-current linearity and reduce the threshold temperature dependence.

Experimental results have been obtained which demonstrate the feasibility of using an integrated-optics array of Mach-Zehnder dielectric-waveguide interferometers to measure the phase and amplitude across an optical wavefront. The excellent agreement between experiment and theory over a number of interferometers suggests that accuracy of the wavefront measurement sensor is limited only by signal statistics and noise considerations.

Three-guide optical couplers consisting of slab-coupled rib-type guides have been fabricated on GaAs. Their behavior closely approximates that predicted using an effective-index analytic method. Couplers of this type should prove useful as replacements for "Y"-type power dividers and combiners, especially in cases where waveguide bends would result in unacceptable losses.

2. QUANTUM ELECTRONICS

Crystals of V:KMgF$_3$ have been grown in a search for new V$^{2+}$ laser systems. The fluorescence properties indicate that room-temperature operation of a tunable, 1-μm wavelength V:KMgF$_3$ laser may be possible.

A high-reflectivity coating has been applied to the rear facet of a single-frequency diode laser in order to further test a recently developed theory of linewidth broadening. The experimental dependence of linewidth on reflectivity for constant output power is in agreement with theory, assuming that the contribution from refractive index fluctuations does not vary.
Enhanced Raman scattering intensities have been observed from a variety of Si structures having submicrometer dimensions. Calculations suggest that the enhancement is due to electromagnetic structure resonances.

Surface photoacoustic wave spectroscopy, a new technique for measuring the optical absorption spectra of thin films, has been demonstrated to have submonolayer sensitivities. Both absorption spectra and laser desorption cross sections have been measured.

Ti films have been deposited by laser photodeposition on LiNbO$_3$ to form, after diffusion, 4-μm-wide single-mode channel waveguides of comparable quality to conventionally fabricated Ti-indiffused guides. The technique introduces new design flexibility into waveguide fabrication, permitting controlled gradations in the diffused index change and the lateral width along the guide.

Si$_3$N$_4$ films have been deposited on Si by using 193-nm ArF excimer laser radiation to initiate the reaction of SiH$_4$ and NH$_3$ at substrate temperatures between 200° to 600°C. These films are stoichiometric, and their physical and optical properties are comparable with those produced using low-pressure chemical-vapor deposition.

3. MATERIALS RESEARCH

The effects of ionizing radiation on SOI/CMOS devices fabricated in zone-melting-recrystallized Si films on SiO$_2$-coated Si substrates have been studied as a function of the negative bias applied to the substrates during irradiation and measurement. Best results were obtained with a substrate bias of -5 V, which greatly increases the radiation hardness of n-channel devices without significantly impairing the operation of p-channel devices.

Rocking curve measurements made with a double-crystal x-ray diffractometer are being used to characterize III-V compounds and alloys. These measurements have shown that the present procedure for preparing InP substrates results in severe surface damage, which can be removed by thermal annealing. The minimum lattice mismatch between an epilayer and its substrate (e.g., GaInAsP on InP) that can be detected by the double-crystal
technique is about 0.01 percent, compared with several tenths of a percent for conventional single-crystal diffractometry.

As a first step in determining whether the performance of permeable-base transistors is being degraded by W doping of the GaAs epilayer grown over the W base grid, a study has been made of the electrical properties of GaAs films grown by molecular-beam epitaxy in the presence of a W flux produced by evaporation from a heated filament. Optical deep-level transient capacitance measurements on three such films have shown that they contain much higher concentrations of two different hole traps than an undoped film, although these concentrations are not completely correlated with filament temperature.

4. MICROELECTRONICS

Submicrometer-size structures have been reactive-ion etched in Si with SiCl₄/O₂ gas mixtures. Selective redeposition of Si-O-Al material on Al used as an etch mask gives enhanced masking capabilities. Problems caused by mask widening due to redeposition and by variations in the etch rates of n⁺- and n-type Si have been encountered.

Surface damage in Si substrates created by reactive-ion etching with CF₄, CHF₃, Cl₂, SiCl₄, or SiF₄ has been investigated. Interface states generated by these dry-etching processes were strongly dependent on the etching gas and the bias voltage, and carbon-based gases (CF₄ and CHF₃) induced more interface states than those without carbon. A significant amount of damage was found to originate from nonvolatile compounds sputtered from the walls of the vacuum chamber during etching.

High-resolution, masked, ion-beam lithography (MIBL) has been demonstrated at large mask-to-sample gaps using two types of membrane stencil masks - a single-layer, Si-rich silicon nitride (SiN) membrane, and a Si₃N₄-SiO₂-Si₃N₄ sandwich structure membrane. Lines and spaces of 160 nm have been exposed in 0.5-μm PMMA at gaps as large as 275 μm using 100-keV protons. The results suggest that MIBL can be an extremely high-resolution proximity printing technique.
The feasibility of using an electron beam to customize and repair a wafer-scale nMOS system has been demonstrated. A 128-kbit read-only memory which uses electron-beam programmable floating-gate links for data bits and address decodes was fabricated as a test vehicle. Because of the small link size, high programming speed, absence of debris, and ability to program without disturbing the integrity of the passivation, the electron-beam programmable links may provide an attractive alternative to laser or fusible-link repair and customization techniques.

Quantum-well structures have been analyzed theoretically to evaluate their response to far-infrared illumination. They are predicted to be sensitive detectors and mixers at these high frequencies.

5. ANALOG DEVICE TECHNOLOGY

By using tapped superconductive striplines, linear-frequency-modulated dispersive delay lines (chirp filters) having a bandwidth of 2.6 GHz centered at 4 GHz and a dispersion time of 35 ns have been constructed. Measured characteristics closely match the predictions of a theoretical model.

The operation of a superconductive convolver has been tested at 3 GHz by obtaining a triangular convolution output envelope for rectangular signal and reference input envelopes. The preliminary convolver lacks sufficient dynamic range because of both low mixer saturation and undesired mixer products, but this limitation will be removed by use of multiple-junction rings as balanced mixing elements.
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1. SOLID STATE DEVICE RESEARCH

1.1 NEW DEVELOPMENTS IN MASS-TRANSORTED GaInAsP/InP BURIED-HETEROSTRUCTURE LASERS

As a potentially very important class of sources in fiber optical communication and integrated optics, GaInAsP/InP buried-heterostructure (BH) lasers have received much attention in recent years. By using liquid-phase epitaxial (LPE) regrowth techniques or LPE growth on grooved substrates, many groups of researchers have obtained BH lasers with excellent characteristics, such as low-threshold, high efficiency, high power operation, and high device yield. In a recent publication, we reported promising preliminary results of a new BH laser in which thermally transported InP was used to form the burying sidewalls. This technique is simpler than the previously used techniques, and it opens up new possibilities for integrated optoelectronic devices. In this section we report further development of the technique which has resulted in thresholds as low as 5.5 mA and device yields as high as 80 percent. In addition, Zn diffusion has been performed after the transport of InP and has resulted in improved linearity of the light-current characteristics and a $T_0$ of 81 K.

The fabrication procedure illustrated in Fig. 1-1 is essentially the same as described earlier; only the new developments will be detailed in this report. Lasers parallel to either (011) or (011) planes have been fabricated. Except for Wafer 513, lasers reported here are parallel to (011) planes. To form the structure shown in Fig. 1-1(a), two narrow stripes were etched to form a mesa for the laser with large unetched supporting mesas (not shown in Fig. 1-1) on each side. The supporting mesas served to mechanically protect the laser mesas. Improved dimensional control of the quaternary active region width has been achieved with yet another kind of mesa which was 1.5 μm narrower than, but otherwise identical to, the laser mesas. The quaternary etching was terminated when these mesas were completely etched through. By using this technique, GaInAsP active regions 0.5 to 2.5 μm in

1
Fig. 1-1. Fabrication procedure of GaInAsP/InP BH laser with deep Zn-diffusion.
width were routinely obtained. The transport of InP was carried out at temperatures between 600° and 670°C, depending on the desired amount of transport. The wafer was then loaded into an ampoule along with some zinc-phosphide powder. Two different modes of Zn-diffusion have been used in different experiments. In the first mode, a Zn skin-diffusion was used to reduce contact resistance. The wafer was coated with phosphosilicate glass (PSG), photolithographically processed to form stripe openings on the mesa tops, and diffused at 600°C for 2.5 min. to form heavily doped regions in the stripe openings. In the second mode, a deep Zn-diffusion was used to modify the cap doping profile as illustrated in Fig. 1-1(c). The wafer was uncoated and was diffused first at 450°C for 160 to 196 min., and then at 600°C for 2.5 min. Figure 1-2 shows an SEM photograph of a stained cross section of a sample thus diffused. Except for the two most recent wafers (584 and 586), all other wafers reported here were only skin-diffused.

Fig. 1-2. SEM photograph of a stained cross section of BH after deep Zn-diffusion. In this sample, active region is 0.7 μm wide.
Fig. 1-3. L-I characteristics of BH lasers (a) without and (b) with deep Zn-diffusion.
Since the supporting mesas were first implemented, high device yield has been routinely obtained. For example, 80 percent of the 130 devices tested for Wafer 551 showed threshold currents between 10 and 30 mA. The lowest threshold was 5.5 mA, obtained for Wafer 514. The highest differential quantum efficiency was 27 percent per facet, obtained on a device of Wafer 513 with active regions of 3.0- to 3.6-μm width and a threshold current of 17 mA. The light-current (L-I) characteristics, however, typically exhibited deviations from linearity slightly above threshold, as shown in Fig. 1-3(a).

This deviation from linearity is presumably due to current leakage across the pn homojunctions, whose locations, based on SEM observations of stained cross sections, are shown in Fig. 1-1(b). The current leakage can be prevented either by increasing the conductivity of the p-type InP cap or by locating the pn homojunctions in low-voltage regions. In this work, both of the above-mentioned solutions were achieved by the deep Zn-diffusion as illustrated in Fig. 1-1(c). Since high Zn-concentration in or near the active region has been known to greatly increase the laser threshold, the deep Zn-diffusion in this work is designed so that a lightly doped core region is retained for laser action.

Two wafers with deep Zn-diffusion have been fabricated. Typical threshold currents were in the range of 12 to 30 mA. These devices showed significantly improved L-I linearity (Fig. 1-3(b)). Improved temperature dependence of threshold current, $T_0 = 81$ K, was also obtained as compared with $T_0 = 46$ to 67 K without deep Zn-diffusion. The differential quantum efficiencies were typically 17 percent per facet, which is lower than the best obtained on devices without the deep diffusion and may be due to the stripe unevenness observed on these two wafers. Deep zinc-diffusion is a simple and effective method to improve the L-I linearity and $T_0$ in the mass-transported BH lasers without the use of reverse-biased junctions.

Z.L. Liau
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Fig. 1-4. Schematic representation of wavefront measurement sensor illustrating interferometer array coupled into a CCD imager.
1.2 INTEGRATED OPTICS WAVEFRONT MEASUREMENT SENSOR

Integrated circuits incorporating arrays of Mach-Zehnder interferometers have been developed for high-speed signal processing. Here, we describe the use of a guided-wave interferometer array to measure the phase and amplitude across an optical wavefront. This represents the first use of integrated optics for analog processing of optical wavefronts. This new technique for measuring a spatially varying optical wavefront has advantages over conventional bulk optics techniques. For tilted 0.84-μm plane waves incident on the array, it is found that the phase determined by the interferometer outputs agrees to <3° with theory [3° corresponds to an optical path difference (OPD) of λ/120]. The phase variation between devices separated by 3.1 mm is <20° (corresponding to an OPD of λ/18).

The wavefront measurement sensor is presented schematically in Fig. 1-4 where prism-horn inputs are shown as examples of receiving antennas for the single-mode dielectric guides of the interferometer as well as directional couplers to determine the intensity of the radiation incident on the antennas. The output of each interferometer gives a measure of the phase difference between the waves incident on adjacent antennas. The input beam is scanned in the plane perpendicular to that of the array. The phase profile of the incident radiation is constructed from the measured phase differences. Figure 1-4 also shows a CCD imager and readout as the output of this all-solid-state wavefront measurement sensor.

Results are presented on the performance of the interferometer. Theory predicts that, for equal arm lengths, the power in the output guide of the Mach-Zehnder interferometer \( P_\phi \) is related to powers in the directional coupler waveguides, denoted by \( P_1 \) or \( P_2 \), by

\[
P_\phi = \frac{1}{2} \left[ (P_1^{1/2} - P_2^{1/2})^2 + 4P_1^{1/2}P_2^{1/2} \cos^2 \frac{\phi}{2} \right] \ B \tag{1-1}
\]
where \( \phi \) is the phase difference between the optical waves incident on the two arms of the interferometer, and the factor \( B \) takes into account the coupling and losses.

For equal illumination of the waveguides, \( P_1 = P_2 = P \), and

\[
P_\phi = \left[ 2P \cos^2 \frac{\phi}{2} \right] B
\]  

To evaluate the interferometric array, the technique shown in Fig. 1-5 was used. With the two-mirror system shown, an incident planar wavefront could be tilted and yet maintained on the same position on the LiNbO\(_3\) sample, and in this manner the phase difference \( \phi \) incident on the interferometer could be varied. The incident radiation was at 840 nm and was produced by a collimated GaAs laser beam. While Fig. 1-5 only shows one interferometer on the LiNbO\(_3\) wafer, in fact there are 18 such interferometers on one wafer.

Fig. 1-5. Experimental arrangement to tilt planar wavefront and maintain its position on LiNbO\(_3\) sample containing interferometer under test.
Figure 1-6 shows the comparison of experimental results with the theory predicted by Eq. (1-2). As previously stated, the agreement between theory and experiment was within 3° for each device. The curves for two of the interferometers have been shifted by a constant phase <20° for clarity. This small shift (which corresponds to a path difference <25 μm in LiNbO₃) indicates the degree of uniformity among devices separated by 3 μm. A shift of this magnitude could be electrooptically compensated.

The results presented show that, because of the excellent fit to theory and excellent uniformity of Mach-Zehnder dielectric-waveguide interferometers in LiNbO₃, these components should not limit the accuracy of the wavefront measurement sensor. Theory predicts that the limitation to the accuracy, which is due to signal statistics and noise, is for most cases of interest more severe than that experimentally determined above for the interferometers.

R.H. Rediker
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Fig. 1-6. Experimental data points $P_\phi/(P_1 + P_2)$, normalized so that maximum value of ratio is unity, are compared with theoretical curve $\cos^2(\phi/2)$. Phase angle $\phi$ for experimental points has been adjusted by a constant for each interferometer for best fit.
Fig. 1-7. (a) Photomicrograph of cleaved cross section of GaAs three-guide coupler. Sample has been treated with a stain/etchant to reveal $n^+ - n^-$ interface. Scale on photomicrograph is 1 μm/div. (b) Schematic cross section of three-guide coupler with rectangular ribs of a width equal to average width (same cross-sectional area) of actual guides. Regions I and II are modeled as slab waveguides to determine effective guide index in different portions of $n^-$-layer.
1.3 THREE-GUIDE OPTICAL COUPLERS IN GaAs

Optical couplers are an important component of almost all integrated optical circuit concepts. There have been a number of reports on two-guide optical couplers including experimental results on couplers fabricated on GaAs (Refs. 12 through 20), InP (Ref. 21), and GaInAsP (Ref. 22). Work reported to date on three-guide couplers has been theoretical.\(^2\) When used to couple power from one outside guide to the other outside guide, the three-guide coupler has sharper transfer characteristics than a similar two-guide coupler and it has been proposed to use this feature for improved sampling and filtering.\(^2\) Another possible application of three-guide couplers is their use as symmetrical power dividers and combiners.

The symmetrical three-guide couplers used in these experiments are composed of three slab-coupled rib-waveguides in close proximity as shown in Fig. 1-7(a). The individual waveguides were designed to be single mode\(^2\) and consist of a rib etched in a normally undoped n-GaAs epitaxial layer grown on a (100)-oriented \(2 \times 10^{18} \text{ cm}^{-3}\) n-GaAs substrate. The epitaxial layer was n-type with a carrier concentration of \(1 \times 10^{15} \text{ cm}^{-3}\) and had a thickness of 4.2 \(\mu\)m. Details of the fabrication can be found in Ref. 26. Note that, because of an orientation-dependent etch rate, the ribs in Fig. 1-7(a) are actually trapezoidal in shape. The mean width of a rib is 4.75 \(\mu\)m, and the mean spacing or separation between ribs is 4.25 \(\mu\)m. The height of the rib is 1.5 \(\mu\)m. After the ends were cleaved, the sample was mounted on a high-performance translation-rotary stage for optical evaluation. Following evaluation at one length, the sample was cleaved to a shorter length and the evaluation repeated.

Optical measurements were made using an end-fired coupling scheme.\(^1\) Radiation from a single-mode CW GaInAsP/InP double-heterojunction laser operating at 1.28 \(\mu\)m was collimated, passed through a polarizer, aperture and neutral density filter, and focused on the cleaved input face of the waveguide sample using a microscope objective. The electric field of the input light was polarized parallel to the plane of the slab. The input from
Fig. 1-8. (a) Relative output power out of each guide as a function of length for a three-guide coupler with input power into center guide. (b) Outputs obtained on oscilloscope and TV monitor for a length of 3.2 mm.
the waveguide sample was focused by a beam-splitting microscope into two images. One output image went to an infrared TV camera system and the other image was passed through a pinhole aperture onto a Ge photodiode. The output image could either be scanned across the pinhole aperture using a scanning mirror, or the aperture could be precisely translated across the image. When the scanning mirror was used, the output of the Ge detector could be displayed on an oscilloscope as a function of effective position. For comparison purposes, single isolated guides, three- and two-guide couplers were evaluated.

Since an exact analysis of these three-guide couplers is not possible, an extension of the effective index method\textsuperscript{27,28} was used to obtain an approximate analytic solution and some insight into device behavior. Details of this analysis can be found in Ref. 27. In the limit of loose coupling between guides,\textsuperscript{23,24} power input into the center guide will be symmetrically transferred to the two outside guides in a coupling length, $L_{CTP}$, This coupling length is $\sqrt{2}$ times larger than that of a similar two-guide coupler. For power into an outside guide of the three-guide coupler, all the power is transferred to the other outside guide in a distance $L_{01}+02$, which is twice as long as that needed to symmetrically couple power from the center guide to the two outside guides.

For the isolated single guides, a single intensity maximum was observed under the rib as expected, and the outputs of the two- and three-guide couplers as a function of length were in good agreement with that expected from theory.

The best fit to the experimental data gave a coupling length for symmetrically transferring power from the center guide of a three-guide coupler to the two outside guides, $L_{CTP}$, of $\approx 3.2$ mm. Figure 1-8(a) shows the relative power out of each guide of a three-guide coupler vs length for power input into the center guide. Shown in Fig. 1-8(b) is an oscilloscope and TV output obtained for a length of 3.2 mm. Most of the asymmetry in the oscilloscope photograph is due to the scanning optics. The solid curves in Fig. 1-8(a) are plots of the results expected from loose-coupling theory.
Fig. I-9. (a) Relative output power out of each guide as a function of length for a three-guide coupler with input power into one of outside guides. (b) Outputs obtained on oscilloscope and TV monitor for a length of 6.5 mm.
using a coupling length of 3.2 mm. The relative power output of all three guides is a reasonably good fit to the approximate power-division equations. At a length of 3.2 mm, the power input to the center guide is divided between the two outside guides, with minimal power (<1 percent) remaining in the center guide.

With the effective guide index method, the coupling length to transfer power from the center guide to the two outside guides ($L_{CP}$) was calculated to be 2.85 mm using the loose-coupling approximation, and 2.79 mm using the actual eigenmode equations to calculate the propagation constants of the modes of the three-guide coupler. In these calculations, the average width of the trapezoidal ribs (4.75 μm) and average spacing (4.25 μm) were used. The effective index of the epitaxial layer $n_1$ was taken 29 as 3.43, and the usual free carrier effect on index was used to determine the index of the n+ substrate $n_2$. The agreement between the calculated and experimental coupling lengths is quite good (±12.5-percent difference). It is not clear how much of the difference is due to inherent limitations in the effective guide index calculation and how much is due to the use of inaccurate waveguide parameters.

Figure 1-9(a) shows the relative power out of each guide of the same three-guide coupler vs length for power into an outside guide. The oscilloscope and TV outputs at a length of 6.5 mm are shown in Fig. 1-9(b). The solid lines in Fig. 1-9(a) are plots of the results expected from loose-coupling theory with a coupling length ($L_{01+02}$) twice as long as that used in Fig. 1-8. The coupling length in the loose-coupling approximation for complete power transfer from one outside guide to the other should be 6.4 mm. The data obtained at a length of 6.5 mm, which is slightly longer, show most of the power in the coupled outside guide (~86 percent), a small amount in the center guide (~11.5 percent), and only ~2.5 percent in the input outside guide. Since in this case there are three modes whose phase velocities are not related to each other in a simple way (only an approximation for loose coupling), the beats between these modes and therefore the power transfer are not expected to be as good as in the case where the power input was into the center guides. Although it is not clear why there is so much residual power
Fig. 1-10. (a) Relative output power of each guide as a function of length for a two-guide coupler. (b) Outputs obtained on oscilloscope and TV monitor for a length of 4.9 mm.
in the center guide at a length of 6.5 mm, there is fairly good overall agreement between the measured relative powers and those expected from the coupling theory.

For comparison, Fig. 1-10(a) shows the relative output of each guide of a two-guide coupler vs length, and Fig. 1-10(b) shows the oscilloscope and TV outputs at a length of 4.9 mm. The solid line represents the power-division equations of a two-guide coupler with a coupling length \( \sqrt{2} \) times larger than that of a three-guide coupler with power input into the center guide. At a length of 4.9 mm, which is somewhat longer than the 4.5-mm coupling length, there is still almost complete power transfer from one guide to another.

In summary, symmetrical three-guide couplers, whose behavior closely approximates that predicted using an effective-index analytical method, have been fabricated in GaAs.
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2. QUANTUM ELECTRONICS

2.1 SEARCH FOR NEW V\(^{2+}\) HOSTS

Analysis of the operation of the CW V:MgF\(_2\) laser\(^1\) shows that excited-state absorption (ESA) from the \(^4 T_2 + ^4 T_1\) transition causes a considerable reduction in the effective laser-gain cross section. A value of \(-9 \times 10^{-22} \text{ cm}^2\) was found from measurement of the laser threshold, compared with the value of \(-5 \times 10^{-21} \text{ cm}^2\) deduced from spectroscopic techniques (which do not account for ESA). This small effective cross section precludes use of the V:MgF\(_2\) laser for many applications, especially in flashlamp-pumped amplifier chains needed for fusion drivers.

The excellent match between the broad \(^4 A_2 + ^4 T_2\) and \(^4 A_2 + ^4 T_1\) absorption bands of the V\(^{2+}\) ion and the emission spectra of xenon lamps, which was one of the initial reasons for examining V:MgF\(_2\), provides enough incentive to search for other host crystals with ligand fields sufficiently different from MgF\(_2\) such that effects of ESA are reduced, if not eliminated. One crystal discussed previously\(^1\) is MnF\(_2\), which has a smaller ligand field than MgF\(_2\). From the Tanabe-Sugano diagrams\(^2\) for the V\(^{2+}\) ion, it appears, however, that crystals with somewhat larger values of D\(_q\) would be more likely to have a smaller ESA; from published spectroscopic data,\(^3\) one such crystal is the perovskite KMgF\(_3\).

Large, crack-free crystals of V:KMgF\(_3\) doped with 0.5 wt\% VF\(_2\) were grown by the vertical gradient-freeze technique described previously.\(^4\) The concentration appeared more uniform over the 7-cm length of the crystals than that observed for V:MgF\(_2\). Considerable optical scattering throughout the material was evident; this is attributed to water present in the hygroscopic starting powder KF.

Observation of the fluorescence emission from V:KMgF\(_3\) indicated one property significantly different from V:MgF\(_2\): efficient \(^4 T_2 + ^4 A_2\) fluorescence was observed at room temperature. Figure 2-1 shows the measured fluorescence lifetime from V\(^{2+}\) in KMgF\(_3\), MgF\(_2\), and MnF\(_2\) as a function of
Fig. 2-1. $^4T_2 + ^4A_2$ fluorescence lifetime vs temperature in three different host crystals.
temperature. The rapid reduction in lifetime with increasing temperature for MnF$_2$ and MgF$_2$ is due to the activation of a nonradiative channel for decay of the $^4T_2$ state. (Attempts at understanding the physical basis for this channel have not been successful.) In KMgF$_3$, the lifetime reduction from 20 to 350 K is slight and may be accounted for entirely by a change in the radiative rate. Figure 2-2 plots the emission spectrum of V:KMgF$_3$ at 300 K, showing a peak emission wavelength of 1.03 μm, as expected, shorter than the 1.12-μm peak of V:MgF$_2$.

Current efforts include (1) measurement of gain in V:KMgF$_3$ to determine if ESA has been reduced from that in V:MgF$_2$, and (2) attempts to remove water from the initial charge used for crystal growth in order to eliminate scattering. If there is reasonable gain in V:KMgF$_3$, this system should allow construction of an efficient, tunable, room-temperature laser operating in the 1-μm wavelength region.

P.F. Moulton
R.E. Fahey

2.2 LINewidth OF (GaAl)As DIODE LASERS WITH HIGH-REfLECTIVITY COATINGS

Recent investigations$^{5,6}$ have shown that the linewidth of single-frequency (GaAl)As diode lasers is broadened by mechanisms which are not described by traditional laser theories. This additional linewidth broadening is a result of the strong coupling between the refractive index, the inversion density, and the laser field intensity in (GaAl)As diode lasers. The linewidth is found to depend linearly on the reciprocal output power, but varies with a slope which is approximately one-order-of-magnitude larger than predicted by the Schawlow-Townes formula. A recent model developed by Henry$^7$ explains this anomalous behavior as being caused by changes in the imaginary part of the refractive index induced by spontaneous emission events via phase and intensity changes in the laser field. These changes are accompanied by changes in the real part of the refractive index, thus causing line broadening. These fundamental line-broadening mechanisms have direct implications for the applications of single-frequency diode
Fig. 2-2. Spectrum of $^4T_2 + ^4A_2$ fluorescence from V:K$_2$MgF$_3$ at 300 K.
lasers since they limit the achievable frequency purity. The output power and temperature dependence of the linewidth have been studied previously. As a further test of laser linewidth theories, we have measured the linewidth of a (GaAl)As diode laser which had a high-reflectivity coating on one facet and thus a higher cavity Q-factor.

A set of experiments was performed with a single-frequency channel-substrate-planar (CSP) Hitachi diode laser. By means of CVD, a high-reflectivity Al-coating was applied onto the back facet of the diode after the diode had been covered with an initial layer of SiO$_2$ in order to prevent short circuiting the device. Figure 2-3 shows the single-sided output power of this diode laser as a function of the injection current before and after the coating was applied. If an unchanged loss coefficient of $\alpha = 45$ cm$^{-1}$ is assumed, the observed change in the threshold current yields a reflectivity of 80 percent for the Al-coated back facet. The linewidth of the diode laser was measured with a scanning Fabry-Perot interferometer which had a

![Graph showing single-sided output power vs injection current for CSP-(GaAl)As diode laser before and after high-reflectivity coating was applied.](Fig. 2-3. Single-sided output power vs injection current for CSP-(GaAl)As diode laser before and after high-reflectivity coating was applied.)
resolution of 3.5 MHz. A neutral density filter of $10^3$ attenuation was placed immediately after the collimating lens in order to minimize optical-feedback effects. Figure 2-4 shows the linewidth of the laser diode as a function of the reciprocal single-sided output power. Each data point is the average of several Fabry-Perot scans. The laser output power was measured with a calibrated silicon photodiode. A 1-m Czerny-Turner spectrometer was used to verify single-frequency operation of the laser.

According to Henry's theory, the linewidth is given by

$$\Delta \nu = (\hbar \nu / 8 \pi P_0) \left( C / n L \right)^2 (\ln R - \alpha L) \ln R n_{sp}(1 + \beta^2)$$

(2-1)

where $n_{sp}$ is the spontaneous emission factor, and $\beta$ is the ratio of the change in the real part to the change in the imaginary part of the refractive index due to spontaneous-emission events over the same period of time. Without Henry's enhancement factor $\beta$, Eq. (2-1) is essentially the

![Graph of laser linewidth vs. inverse output power](image)

Fig. 2-4. Laser linewidth as a function of inverse output power before and after high-reflectivity coating was applied.
Schawlow-Townes linewidth formula, which predicts a value of 4.2 MHz mW for the slope in Fig. 2-4 (before coating) whereas the experimental result is 68 MHz mW. A value of $\beta = 3.9$ in Eq. (2-1) is necessary to explain this result, which compares with $\beta = 3.8$ found for a TJS Mitsubishi diode laser.

Comparing a standard diode laser with identical facet reflectivities $R$ for both facets and a device which has an ideal high-reflectivity coating of $R = 1$ on the rear facet, one expects a decrease in the linewidth according to

$$\Delta \nu_{\text{coated}}(P_0) = 2 \times \Delta \nu_{\text{uncoated}}(P_0) \frac{(\ln R - \alpha L)(\ln R)}{(\ln R - \alpha L) \ln R}$$

$$\times \frac{(1 + \beta^2_{\text{coated}})}{(1 + \beta^2_{\text{uncoated}})} \quad (2-2)$$

where $R$ is the reflectivity of the uncoated front facet, and $\Delta \nu_{\text{coated}}$ and $\Delta \nu_{\text{uncoated}}$ are normalized for the same single-sided output power $P_0$. The factor 2 in Eq. (2-2) accounts for the fact that line-broadening mechanisms depend on the internal laser power, which at the same single-sided output power $P_0$ is twice as high in case of the standard device with light output from both facets.

Figure 2-4 shows that the high-reflectivity Al-coating reduces the linewidth of the laser diode by a factor of 1.28. Equation (2-2), which has been derived for a high-reflectivity coating of $R = 1$, holds well for our device with $R = 0.8$ and predicts a linewidth reduction of

$$1.3 \times \frac{(1 + \beta^2_{\text{coated}})}{(1 + \beta^2_{\text{uncoated}})}$$

This comparison of the experimental behavior and Henry's linewidth theory suggests that the enhancement factor $\beta$ is not significantly changed by the applied high-reflectivity coating. Further investigations of coated diode lasers are planned which will enable an independent determination of $\beta$. The
dependence of the linewidth on inverse power in Fig. 2-4 exhibits a positive intercept and suggests a power-independent contribution to the laser linewidth, as has been observed for uncoated TJS Mitsubishi lasers. Experiments are under way in order to study the influence of high-reflectivity coatings on this phenomenon.

In conclusion, the application of a high-reflectivity coating on the back facet of a (GaAl)As laser was found to cause a reduction in the threshold current and the laser linewidth. The dependence of linewidth on output power can be described with Henry's linewidth theory, and the experiments indicate that additional linewidth broadening due to spontaneous-emission-induced fluctuations of the imaginary part of the refractive index does not vary significantly with the facet reflectivity.

W. Lenth

2.3 ENHANCED RAMAN SCATTERING FROM SMALL Si STRUCTURES

We have observed enhancement of the intensity of spontaneous Raman scattering from roughened Si surfaces. Enhanced scattering has been observed from samples prepared in several different ways, but all exhibit surface structures with dimensions on the order of 0.1 to 0.2 μm. We attribute the observed enhancements to increased internal fields due to electromagnetic structure resonances in the medium at the incident and scattered wavelengths. Structure resonances of this type are well known in the case of elastic and inelastic scattering from small, low-index dielectric particles, but to our knowledge have not been observed before in high-index, lossy dielectrics like semiconductors.

Samples from which enhanced scattering has been observed include the rough edges of Si structures patterned by the complete island etch technique on silicon-on-insulator materials, ellipsoidal Si posts with ~0.1-μm radii of curvature formed by etching a bulk Si wafer for several hours in a CF₄ plasma reactor, 0.1- to 0.2-μm diameter Si spheroids on a silica substrate formed by strip-heater annealing a CVD Si film, and a 0.32-μm-period rectangular grating cut ~1.0-μm deep into a bulk Si substrate. The spectra from these samples are generally undistorted, i.e., Lorentzian lineshapes with widths
comparable to that of good-quality bulk Si, but observed signals are generally of the order of 4 to 20 times the scattering observed from bulk Si under identical experimental conditions. Actual enhancements may be larger, however, depending on the volume of the roughened Si responsible for the increased scattering. For example, the Si spheroids on a silica substrate were formed from a 500-Å-thick Si film and yielded intensities up to 10 times that from bulk Si in which the absorption depth is 0.75 μm. Therefore, the enhancement in Raman signal normalized to scattering volume is on the order of 100.

There are two major differences between this enhanced scattering and that observed in the case of surface-enhanced Raman scattering (SERS) from molecules adsorbed on roughened metallic surfaces. First, Raman scattering from Si is a bulk effect so that the entire Si volume, not just a thin surface layer, contributes to the Raman signal; and second, Si exhibits dielectric optical properties in the visible. Therefore, the large field enhancements associated with localized dipolar plasmon resonances in metallic structures with dimensions much less than a wavelength are not a factor in the present measurements.

Because of the high refractive index of Si, 0.1 μm corresponds to about an optical wavelength (0.488 μm) in the medium. In this case, the coupling between the internal and external electromagnetic fields can be greatly enhanced because of excitation of internal cavity-like modes in the Si structures. Preliminary verification of this picture can be obtained from standard Mie theory for elastic scattering from dielectric spheres. Figure 2-5 shows the elastic scattering efficiency factor \( Q_{sca} \) (scattering cross section divided by the geometric cross section of the sphere) and the absorption efficiency factor \( Q_{abs} \) (absorption cross section divided by the geometric cross section of the sphere) for Si spheres (complex refractive index, \( n = 4.2 - 0.053i \)) up to 1.0 μm in diameter for an incident wavelength of 0.488 μm. Peaks in the scattering efficiency indicate increased coupling of the incident and scattered fields with the Si particle. Although this calculation does not include inelastic scattering, the peaks in the absorption efficiency for particles of 0.1- to 0.2-μm diameter indicate
Fig. 2-5. Elastic scattering efficiency factor $Q_{\text{sc}}$ and absorption efficiency factor $Q_{\text{abs}}$ as a function of sphere diameter for light of wavelength 0.488 µm incident on Si spheres (refractive index $n = 4.2 - 0.053i$).
enhancement of the internal field that would lead to enhanced inelastic scattering. Because Si is relatively lossy in the visible, the resonances are broad enough to result in enhancement of both the coupling of the incident laser field ($\lambda = 0.488 \mu m$) into the particle and of the coupling of the Raman scattered field ($\lambda = 0.501 \mu m$) out of the particle. Additional calculations appropriate for scattering from two-dimensional structures, such as the Si grating, are currently under way.

D.V. Murphy
S.R.J. Brueck

2.4 SURFACE PHOTOACoustic WAVE SPECTROSCOPy

Direct detection of the surface acoustic waves (SAWs) generated upon relaxation of energy optically absorbed in surface films has been used to measure surface absorption spectra. This technique is an extension of pulsed photoacoustic spectroscopy, which has been shown to provide a sensitive technique for measuring weak absorptions in bulk media, and is well suited to the study of surface effects since SAW detectors are relatively insensitive to bulk acoustic waves and the different velocities for the surface and bulk acoustic waves allow further discrimination against bulk effects.

The technique has been demonstrated by measuring the absorption spectra of monolayer-coverage Rhodamine 590 films on crystal quartz substrates using a pulsed dye laser as the excitation source and a broad-band edge-bonded LiNbO$_3$ transducer as the SAW detector. Submonolayer sensitivities have been obtained for sample areas smaller than $5 \times 10^{-4}$ cm$^2$ at laser energies of less than 100 $\mu$J/pulse. This corresponds to the detection of fewer than $10^{11}$ molecules which absorb less than $10^{-5}$ of the laser energy.

Figure 2-6 shows the measured surface photoacoustic spectrum for an approximately monolayer thick dye film on quartz. The film was fabricated by immersing the quartz substrate in a $10^{-4}$ molar Rhodamine 590 ethanol solution for approximately 1/2 hour and slowly pulling the substrate from the dye solution. The absorption of the dye film on a glass witness slide pulled at
Fig. 2-6. Surface photoacoustic spectrum of an approximately monolayer thick Rhodamine 590 dye film on a crystal quartz substrate.

the same time was monitored in transmission. An absorbance of $\sim 3 \times 10^{-3}$ was measured at 535 nm, the peak of the Rhodamine 590 absorption band. This procedure has previously been reported to give nearly monolayer coverage films. The laser energy was limited to only $\sim 100 \ \mu$J/pulse in order to avoid laser-induced desorption of the dye molecules. The sensitivity of the surface photoacoustic technique will be significantly higher for more tightly bound adsorbate-surface systems such as deposited films of metals and insulators.

The laser-induced desorption of the dye molecules can be studied by monitoring the decay of the SAW signal as a function of the number of laser pulses. Figure 2-7 shows the decay of the SAW signal measured at a laser wavelength of 520 nm, an energy intensity of 0.1 J/cm$^2$, and a 10-Hz repetition rate. The observed decay of the SAW signal is exponential and corresponds to a decay constant of $4 \times 10^{-2} \ \text{s}^{-1}$ or to an effective desorption
Fig. 2-7. SAW signal vs time for a Rhodamine 590 dye film on a quartz substrate. Decay is due to laser-induced desorption. Energy density was 0.1 J/cm$^2$ at 520 nm, and pulse repetition rate was 10 Hz.

cross section of $\sim 5 \times 10^{-21}$ cm$^2$, which should be compared with an absorption cross section of $\sim 4 \times 10^{-16}$ cm$^2$ (Ref. 18). Thus, the effective desorption probability for a dye molecule which absorbs a photon at 520 nm is $\sim 1 \times 10^{-5}$. This value of the desorption probability is highly dependent on the local conditions within the film, and is strongly affected by the presence of additional molecular species which can serve to more strongly bond the dye molecule to the surface. For example, adding a $10^{-4}$ molar concentration of polystyrene to the dye-ethanol solution causes the desorption probability to decrease by several orders of magnitude because of the polystyrene matrix encapsulating the dye molecules. Further work in measuring these desorption probabilities and spectra will add considerably to the present understanding of optical and thermal desorption of physisorbed adsorbate/substrate systems.
The extension of these measurements to nonlinear absorption, and specifically to surface vibrational spectroscopy by two-photon difference-frequency absorption, offers the potential of a sensitive surface vibrational spectroscopy that can be applied, at room temperature and in complex environments, to in situ measurement of a wide range of adsorbate-surface systems.

S.R.J. Brueck
T.F. Deutsch
D.E. Oates

2.5 PHOTODEPOSITION OF Ti AND APPLICATION TO DIRECT-WRITING OF Ti:LiNbO$_3$ WAVEGUIDES

In laser photodeposition, a tightly focused UV-laser beam can photodecompose metal- or semiconductor-bearing molecules at a surface, and thereby directly write a localized thin metal or semiconductor film. Here, the first application of this process to the fabrication of Ti-indiffused LiNbO$_3$ optical waveguides is described. For this application, the technique has been extended to photodeposition of Ti by surface-catalyzed photolysis of adsorbed TiCl$_4$. The mechanism of the photochemistry is more complex than found for previously studied metal-alkyl and metal-carbonyl cases. For integrated optics, the new fabrication procedure offers two significant advantages compared with lithographic techniques: the elimination of the time-consuming mask-generation step, and the ability to vary the thickness of the Ti film along the length of the waveguide. The latter capability introduces new design possibilities into fabricating graded-index guided-wave structures.

For the results reported here, the substrates were mounted in several-millimeter-pathlength windowed vacuum cells. In order both to suppress a competing gas-phase photochemical chain reaction as well as to minimize accumulated photodeposition on the front window, the TiCl$_4$ pressure was kept below 0.5 Torr. On the ~15-min. time scale for the deposition of long Ti lines, it was found difficult in a static cell to avoid modest degradation of the corrosive TiCl$_4$; to alleviate this problem, TiCl$_4$ vapor was flowed at
a very slow \([\sim 100 \text{ cc Torr/min.}]\) rate past the entrance/exit orifice of the cell. The substrates were translated by a scanning microscope stage driven by 0.25-μm/step computer-controlled stepping motors. Positional feedback supplied by optical encoders allows the stage to be precisely scanned at speeds up to 2.5 mm/s.

In an initial application of Ti-indiffused LiNbO\(_3\) channel waveguides, Ti lines of 4-μm width were drawn in the Y-direction across the 12-mm length of an X-cut LiNbO\(_3\) substrate by uniformly translating the substrate across the focus of the UV-laser beam in 0.25-μm increments. Typical scan velocities of 11 μm/s produced Ti of \(~350\) Å thickness. Because LiNbO\(_3\) is opaque at 257.2 nm, the thicknesses were calibrated in self-transmission by photodeposition on one of the windows of the vacuum cell. After deposition, in order to desorb any TiCl\(_4\) remaining on the substrate before exposure to room air, the substrates were baked under an ~200-Torr hydrogen atmosphere at 300°C for 5 min. The Ti was then diffused into the LiNbO\(_3\) at 1000°C for 4.5 h in argon, followed by 45 min. in oxygen. Both the argon and the oxygen were bubbled through water to compensate for the effects of Li\(_2\)O outdiffusion. After the 300°C heat treatment but before the diffusion, the Ti deposit consists of a granular film (1- to 2-μm grains). This granularity does not seem to affect the external optical quality of the waveguides; after the diffusion, the swelling characteristic of Ti-indiffused guides appears very smooth, as shown in Fig. 2-8.

Following the diffusion, the end faces of the LiNbO\(_3\) were polished and guides tested by end-fire coupling probe-laser light into the channel waveguides. Waveguide modes were excited using 0.6328- and 0.82-μm wavelength light. The 4-μm-wide channel waveguides supported two TE and two TM modes at 0.6328 μm, and one TE and one TM mode at 0.82 μm. A direct comparison with our conventionally fabricated guides of the same dimensions showed comparably high mode confinement and low surface-scattering losses. No important differences in light-guiding properties between the photodeposited and conventional guides were detected at either probe wavelength.
Fig. 2-8. Nomarski optical micrograph of a photodeposited waveguide in LiNbO$_3$ after indiffusion. Small-scale divisions are separated by 2 μm.

As a potentially important extension, preliminary experiments have been made with smooth, functional variations of the laser exposure along the guides in order to fabricate graded-index structures. Such structures have several applications. For example, waveguide bend losses associated with guided-wave modulators and switches could be decreased considerably by increasing the mode confinement in the bend regions. In another example, the photodeposition technique allows one to optimize separately the guide parameters for both fiber-to-guide coupling and active device geometry by first optimizing the geometry of the active electrooptic devices and then gradually increasing both the Ti thickness and the channel width, such that at the LiNbO$_3$ sample edge the waveguide mode closely approximates that of the optical fiber.

J.Y. Tsao  D.J. Ehrlich
R.A. Becker  F.J. Leonberger
2.6 UV-LASER-INITIATED FORMATION OF Si₃N₄

The physical and electrical properties of silicon nitride grown by UV-laser-initiated deposition have been evaluated. An ArF excimer laser was used to initiate the reaction of SiH₄ and NH₃ to form Si₃N₄.

The use of UV radiation to initiate photolytic reactions which deposit compound films at lower substrate temperatures than used with conventional chemical vapor deposition (CVD) has recently been investigated. Lamp sources have been used to deposit SiO₂, Si₃N₄, and other compounds on a variety of substrates. More recently, ArF-excimer-laser radiation has been used to deposit SiO₂ and Si₃N₄ on Si substrates. The ArF laser can provide several watts of power at 193 nm and thus makes possible much higher growth rates than can be obtained with lamp sources. Such low-temperature deposition has several advantages for semiconductor processing. It can reduce unwanted diffusion or chemical reactions on a semiconductor wafer, allowing deposition over metals that would react with parts of the substrate at higher temperatures. The Si₃N₄ films produced are already suitable for passivation or encapsulation purposes, but their electrical properties are not presently adequate for dielectric functions in active devices.

The ArF excimer laser was operated at 4 Hz and produced 10-ns-long pulses of ~60-mJ energy. A 40-cm focal-length BaF₂ cylindrical lens was used to focus the beam to a slit image ~2 cm wide and ~1 mm high. The beam passed less than 1 mm above the substrate used for deposition. The deposition chamber was a stainless-steel cross capable of accepting 2-in.-diam Si wafers and heating them to 600°C. Electronic-grade NH₃ and SiH₄ (10% SiH₄ in Ar) were used as reagent gases. Ultrapure Ar was used as a window purge. Mass-flow controllers were used to obtain typical gas flows of 11-sccm NH₃, 8-sccm 10% SiH₄ in Ar, and 50- to 100-sccm Ar purge gas at a chamber pressure of ~7 Torr. The deposition rate on Si using an average 193-nm laser power of 0.2 W was ~50 Å/min. over ~7.5 cm² and was independent of temperature in the range 200°C to 600°C. Films of silicon nitride grown by low-pressure chemical vapor deposition (LPCVD) at 780°C with SiH₂Cl₂:NH₃ (1:3) were used as comparison standards for measurements of etch rate, refractive index, and dielectric properties.
Table 2-1 shows the dependence of refractive index and etch rate on SiH₄:NH₃ ratio and substrate temperature. SiH₄:NH₃ ratios from 1:3 to 1:14 were examined; at a deposition temperature of 600°C, the refractive index varied from ~2.2 for the 1:3 mixes to 1.97 for the 1:14 mixes. At lower deposition temperatures, the refractive index decreased. The etch rate in 1:1 BHF:H₂O for 600°C depositions compares favorably with the etch rate of 12 Å/min. obtained on 780°C LPCVD material. For lower deposition temperatures, the etch rate increases rapidly. The increase in etch rate is due to at least two factors—a decreased density, as indicated by the lower index, and increased chemical impurities, probably hydrogen, in the low-temperature material.

**TABLE 2-1**

**PROPERTIES OF LASER-DEPOSITED Si₃N₄ FILMS AS A FUNCTION OF SUBSTRATE TEMPERATURE AND SiH₄:NH₃ RATIO**

<table>
<thead>
<tr>
<th>Substrate Temperature (°C)</th>
<th>SiH₄:NH₃ Ratio</th>
<th>Refractive Index</th>
<th>Etch Rate (Å/min.) 1:1 BHF*:H₂O</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>1:4</td>
<td>2.21</td>
<td>50</td>
</tr>
<tr>
<td>500</td>
<td>1:4</td>
<td>2.10</td>
<td>130</td>
</tr>
<tr>
<td>400</td>
<td>1:4</td>
<td>1.9 to 2.2</td>
<td>3200</td>
</tr>
<tr>
<td>780 (LPCVD)</td>
<td></td>
<td>2.003</td>
<td>12</td>
</tr>
<tr>
<td>600</td>
<td>1:14</td>
<td>2.00</td>
<td>90</td>
</tr>
<tr>
<td>505</td>
<td>1:14</td>
<td>1.93</td>
<td>380</td>
</tr>
<tr>
<td>400</td>
<td>1:14</td>
<td>1.94</td>
<td>5500</td>
</tr>
<tr>
<td>310</td>
<td>1:14</td>
<td>1.90</td>
<td>-</td>
</tr>
</tbody>
</table>

*1 vol. HF (49%) to 5 vol. NH₄F (40%)*
The dielectric properties of the nitride were evaluated by performing capacitance-voltage (C-V) measurements on capacitors made by evaporating an Al film onto nitride films deposited on n-Si substrates and photolithographically patterning it into dots. The Al film was subsequently sintered at 400°C (15 min. in N₂).

The results of a number of C-V measurements on nitride deposited at 305° and 600°C indicated flatband voltages \( V_{FB} \) in excess of -24 V, and interface state densities \( Q_s \) in excess of \( 5.5 \times 10^{12} \) cm\(^{-2}\). The large flatband voltage indicates a high density of fixed charge in the dielectric. In order to determine the role of the initial surface conditions on the dielectric properties of the material, two different surface preparation treatments were used. In one case, the native oxide was removed by an HF etch just before loading the sample into the deposition chamber; in the other, ~15 Å of oxide was grown on the wafer in order to simulate the surface oxide found to form on wafers during the initial portion of the low-pressure CVD growth process. No correlation between either \( V_{FB} \) or \( Q_s \) and either substrate temperature or initial surface condition was found. For comparison, C-V measurements on LPCVD material show \( V_{FB} \) in the range from 0 to 1 V and \( Q_s = 1 \) to \( 5 \times 10^{11} \) cm\(^{-2}\). The large flatband voltage indicates a high density of fixed charge in the dielectric. Secondary ion mass spectrometry (SIMS) measurements indicated a mass 23 (Na) level, concentrated at the Si-Si\(_3\)N\(_4\) interface, in the 600°C laser film at least ten times that in LPCVD material. This suggests that Na incorporated into the film during the deposition process may be responsible for the high levels of fixed charge observed in the material.

Measurements of breakdown strength for films deposited at temperatures of 500° and 600°C, made using an I-V curve tracer, gave breakdown values of 3.5 to 5 MV/cm, adequate for inter-level insulator applications.

UV-laser-initiated deposition of Si\(_3\)N\(_4\) films can be used to produce films at temperatures lower than those used in LPCVD. Although the stoichiometry and physical properties of films can be comparable with those of LPCVD films, the dielectric properties of the material are presently not
adequate for device purposes. Nevertheless, the films may already be useful for low-temperature encapsulation or passivation of devices.

T.F. Deutsch
D.J. Silversmith
R.W. Mountain
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3. MATERIALS RESEARCH

3.1 TOTAL-DOSE RADIATION EFFECTS ON SOI/CMOS INVERTERS FABRICATED IN ZONE-MELTING-RECRYSTALLIZED Si FILMS

Silicon-on-insulator (SOI) devices fabricated in thin Si films on SiO$_2$-coated Si substrates are of great interest as potential elements for high-density and high-speed integrated circuits. Because of their isolation from the Si substrate, such devices are less affected than bulk Si devices by transient currents due to ionizing radiation, and they are also less susceptible to radiation-induced latch-up and soft errors. Therefore, SOI devices should be useful as components for radiation-hardened integrated circuits. However, like bulk MOS devices, SOI/MOS devices still confront the problem of threshold shifts produced by ionizing radiation. In addition, SOI devices can be degraded by radiation-induced leakage current, which is caused by back-channel conduction due to positive charge trapping at the interface between the Si film and the SiO$_2$ layer underneath.

For n-channel SOI/MOSFETs, it has recently been demonstrated$^{1,2}$ that the effects of charge trapping in the lower SiO$_2$ layer can be largely suppressed by applying a negative bias to the Si substrate during irradiation. In experiments with a bias voltage of -15 V, subthreshold leakage currents of less than 0.2 pA/μm (channel width) were obtained$^1$ for n-channel SOI/MOSFETs subjected to ionizing doses up to 10$^6$ rad(Si). In the present investigation, we have extended the study of radiation effects to SOI/CMOS devices, which were tested in the inverter configuration. Optimum results were obtained with a -5-V substrate bias, which yielded low subthreshold leakage currents for both n- and p-channel devices.

Applying a negative bias to the Si substrate during irradiation of SOI/MOSFETs can reduce the quantity of radiation-induced positive charge trapped at the lower Si-SiO$_2$ interface and also counteract the tendency of this charge to induce an n-type inversion layer in the Si film.$^{1,2}$ Therefore, the effect of ionizing radiation on the leakage current of n-channel devices can be greatly reduced. For p-channel SOI/MOSFETs, however, a
negative substrate bias can have two adverse effects on device characteristics in the absence of radiation. First, a depletion region will be formed at the back channel, which can result in space-charge interaction with the front channel and cause a shift in threshold voltage. Second, for sufficiently large negative substrate bias, a weak inversion layer will be formed at the lower Si-SiO$_2$ interface that can lead to an increase in subthreshold leakage current. Furthermore, irradiation actually tends to improve the performance of p-channel devices because their leakage current is decreased by positive charge trapped at the lower Si-SiO$_2$ interface; applying a negative substrate bias can reduce this beneficial effect. Consequently, to utilize negative substrate biasing for protecting SOI/CMOS devices against ionizing radiation, we must determine an optimum bias voltage for the combined performance of the n- and p-channel devices.

Our CMOS devices were fabricated in 0.5-μm-thick Si films obtained by using the graphite strip-heater technique for zone-melting recrystallization of poly-Si on 1-μm-thick SiO$_2$ layers on Si substrates. The fabrication process has been described elsewhere. The devices have a poly-Si gate and self-aligned ion-implanted source and drain. The gate width is 20 μm, the gate length 5 μm, and the gate oxide thickness 80 nm. No attempt was made to prepare radiation-hardened oxide. Before irradiation the individual n- and p-channel devices were well behaved, with field-effect mobilities of ~600 and 250 cm$^2$/V·s for electrons and holes, respectively, and subthreshold leakage currents of less than 0.05 pA/μm (channel width).

For radiation testing, pairs of n- and p-channel devices were connected in the CMOS inverter configuration, as shown in Fig. 3-1, and exposed to doses of 1.5-MeV electrons corresponding to ionizing doses from 10$^3$ to 10$^6$ rad(Si). The bias voltages during irradiation were $V_{\text{DD}} = 5$ V, $V_{\text{IN}} = 0$ or 5 V, and $V_{\text{B}} = 0$, -5, -7.5, or -10 V, where $V_{\text{DD}}$ is the supply voltage and $V_{\text{IN}}$ is the input voltage. Subthreshold leakage current and threshold voltage measurements were performed within 20 min. after exposure. In all cases, the $V_{\text{B}}$ value was the same during the measurements as during irradiation.

For inverters with $V_{\text{B}} = 0$, large n-channel leakage currents ($>10^{-8}$ A) were observed after irradiation to doses of 10$^5$ rad(Si) or above, while
Fig. 3-1. Schematic structure of SOI/CMOS inverter fabricated in zone-melting-recrystallized Si film on SiO₂-coated Si substrate.

There was no increase in p-channel leakage current. On the other hand, for $V_B = -7.5$ or $-10$ V, the n-channel leakage current remained low after irradiation but the p-channel leakage current was 2 to 3 orders of magnitude higher than for $V_B = 0$. Best results were obtained with $V_B = -5$ V. Figure 3-2 shows the subthreshold characteristics of n- and p-channel devices with $V_{IN} = 0$ V and $V_B = -5$ V before and after irradiation. Leakage currents of less than 0.1 pA/μm (channel width) were observed for both devices up to $10^6$ rad(Si) dose. For inverters with $V_{IN} = 5$ V and $V_B = -5$ V, so that the n-channel devices were in the ON state and the p-channel devices were in the OFF state, the results are shown in Fig. 3-3. Both n- and p-channel leakage currents remained low after $10^5$ rad(Si); after $10^6$ rad(Si), there was a large increase in n-channel leakage current but hardly any change in p-channel leakage current.

Another effect of ionizing radiation is a shift of threshold voltage ($V_{TH}$) to a more negative value due to charge trapping in the gate oxide. In
Fig. 3-2. Subthreshold characteristics of n- and p-channel devices biased with $V_{IN} = 0 \text{ V}$ and $V_B = -5 \text{ V}$ before and after irradiation of SOI/CMOS inverters.

Fig. 3-3. Subthreshold characteristics of n- and p-channel devices with $V_{IN} = 5 \text{ V}$ and $V_B = -5 \text{ V}$ before and after irradiation.
Fig. 3-4. Threshold voltage of n- and p-channel devices as a function of ionizing dose.

Fig. 3-4, $V_T$ is plotted as a function of ionizing dose for n- and p-channel devices with $V_B = -5 \text{ V}$. After $10^6 \text{ rad(Si)}$, the p-channel devices show a shift in $V_T$ of approximately $-1 \text{ V}$ regardless of their input state during irradiation. For n-channel devices, the $V_T$ shift was only $\sim 0.6 \text{ V}$ when the devices were in the OFF state. However, a dramatic shift in $V_T$ occurred for n-channel devices in the ON state ($V_{IN} = 5 \text{ V}$). This shift results from the trapping of positive charge at the gate $\text{SiO}_2$-Si interface due to the positive gate bias.

The sensitivity of $V_T$ to ionizing radiation depends on the properties of the gate oxide. The very large $V_T$ shift observed for n-channel devices in the ON state is believed to be a consequence of degradation of the oxide during device fabrication, since penetration of phosphorous ions through the poly-Si gate into the gate oxide frequently occurs during the n-channel source and drain implant. By decreasing the ion-implantation energy and/or increasing the poly-Si thickness it should be possible to reduce or
eliminate the oxide degradation and, thus, to markedly reduce the shift in $V_T$. If a negative substrate bias is applied, the other characteristics of the present SOI/MOS devices are relatively insensitive to ionizing radiation. We therefore believe that a radiation-hardened SOI/CMOS technology based on zone-melting recrystallization can be developed for achieving high packing density and high-speed operation.
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3.2 DOUBLE-CRYSTAL X-RAY DIFRACTOMETRY FOR CHARACTERIZING
III-V MATERIALS

Double-crystal x-ray diffractometry utilizes successive Bragg reflections from two single crystals to achieve much higher angular resolution than can be obtained by conventional diffractometry employing only one crystal. In initial experiments with a recently installed double-crystal diffractometer, we have been taking advantage of this increased resolution to examine two aspects of the liquid-phase epitaxy (LPE) of GaInAsP layers on InP substrates: the surface quality of InP wafers and the epilayer-substrate lattice mismatch.

For surface characterization, two (100)-oriented InP crystals in the nondispersive configuration (i.e., with their diffracting planes parallel) are aligned to maximize the (400) diffraction peak for CuK radiation. With one crystal fixed in the optimum position, a rocking curve is obtained by measuring the angular dependence of the diffracted intensity as the other crystal is rotated. For two perfect InP crystals, the theoretical width (full width at half maximum) of the rocking curve for the CuK (400) peak is about $9''$ (see Ref. 7). The measured width is sensitive to surface damage because the penetration depth for Bragg reflection is very small — only about 8 μm for this peak. In most of our experiments a sample that has been heavily etched to remove surface damage is used as the fixed crystal, and the sample to be characterized is rotated.
Figure 3-5 shows the rocking curves obtained before and after thermal annealing for an InP wafer that had been sliced with an I.D. diamond saw, lapped with 2-μm Al₂O₃ grit, and chemi-mechanically polished with bromine-methanol, the usual procedure for preparing LPE substrates. For the as-polished sample, the width is nearly twice the theoretical value, indicating strong surface damage. After the sample was annealed at 650°C for 1 h in a phosphine atmosphere in the LPE growth system, within experimental uncertainty the width of the peak was equal to the theoretical value, showing that the surface damage had been removed. In another experiment, the width was reduced from 45" for an as-polished sample to 25" after annealing at 350°C for only 2 min. in a N₂ atmosphere. By means of rocking-curve measurements made on repeatedly etched samples, it was found that the surface damage of as-polished wafers generally extends 20 to 40 μm below the surface, although in one case the peak width was reduced from 60" to 10" by etching off 4 μm.
Fig. 3-6. Rocking curve for CuK (400) peak obtained by double-crystal diffractometry for a sample prepared by LPE growth of a GaInAsP layer on an InP substrate.
Matsui, Watanabe, and Seki\textsuperscript{7} have reported that the width of experimental rocking curves for the CuK\textsubscript{α1} (400) reflection from InP shows a marked dependence on the dislocation density. Their measured widths increased from 12 to 13" for negligible etch-pit density to 32" for an etch-pit density of $5 \times 10^6$ cm\textsuperscript{-2}. However, we have obtained half-widths of 9 to 10" for heavily etched samples with etch-pit densities even greater than $10^5$ cm\textsuperscript{-2}. We conclude that double-crystal diffractometry is not an effective method for characterizing dislocation density in InP. However, we believe that double-crystal x-ray topography should be useful for this purpose, and we have initiated experiments using this technique. (Since Matsui, Watanabe, and Seki\textsuperscript{7} did not measure widths below 12", their results could be explained by assuming that they did not etch their samples sufficiently to remove all the work damage and that the work damage increased with increasing dislocation density.)

To determine the lattice mismatch between an LPE GaInAsP layer and its InP substrate, one can obtain a double-crystal rocking curve with a heavily etched InP sample again used as one crystal and the GaInAsP/InP sample used as the other. The curve will contain separate peaks for the epilayer and the substrate if the mismatch — defined as $(a_{GaInAsP} - a_{InP})/a_{InP}$ — is greater than the change in lattice spacing corresponding to the width of the broader peak. Figure 3-6 shows such a rocking curve, which was obtained for the CuK\textsubscript{α} (400) diffraction from a sample with an epilayer about 2 μm thick whose composition was determined by luminescence measurements to be Ga\textsubscript{0.27}In\textsubscript{0.73}As\textsubscript{0.63}P\textsubscript{0.37}. The narrower peak is due to diffraction from the substrate. Within experimental uncertainty its width is equal to the theoretical value for InP, presumably because any work damage was removed by thermal annealing during the LPE growth run. According to a simplified calculation, which neglects local differences in lattice spacing associated with alloying, the theoretical peak width for the GaInAsP alloy is close to the value for InP. The measured peak for the epilayer is considerably broader, perhaps because of compositional inhomogeneity in the layer or possibly because of the inaccuracy of the theoretical calculation.
If no correction is made for strain in either the epilayer or the substrate, the lattice mismatch calculated from the separation between the two diffraction peaks in Fig. 3-6 is $-6.8 \times 10^{-4}$. Since the thermal expansion coefficient is larger for the GaInAsP alloy than for InP, the mismatch at the LPE growth temperature ($650^\circ$C) was only about one-fourth this value. For the epilayer peak width shown in Fig. 3-6, a lattice mismatch as small as $1 \times 10^{-4}$ could be measured by double-crystal diffractometry using the CuKα (400) reflection.

For comparison with the double-crystal results, Fig. 3-7 shows the CuKα1 and CuKα2 (600) peaks obtained with a conventional single-crystal diffractometer for the GaInAsP/InP sample of Fig. 3-6. The resolution, which is typical of single-crystal instruments, is insufficient to separate the epilayer and substrate peaks or even to yield asymmetrical broadening of the joint peaks. The smallest lattice mismatch that could be detected by this technique is greater than $10^{-3}$.
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Fig. 3-7. CuKα1 and CuKα2 (600) peaks obtained by single-crystal diffractometry for GaInAsP/InP sample of Fig. 3-6.
3.3 HOLE TRAPS IN TUNGSTEN-DOPED GaAs GROWN BY MOLECULAR-BEAM EPITAXY

In the GaAs permeable base transistor (PBT), the base consists of a metal grating of submicrometer dimensions that is embedded in the semiconductor. In the present fabrication procedure, a tungsten base grating is formed on a single-crystal GaAs substrate and a layer of GaAs is then grown over the grating by vapor-phase epitaxy or molecular-beam epitaxy (MBE).

There is a possibility that W is being incorporated into the GaAs during the overgrowth process, with deleterious effects on device performance. To investigate this possibility, a study using transient capacitance techniques has been undertaken to determine whether trapping centers due to W are being introduced into the overgrown GaAs. As the first step in this study, these techniques have been used to examine GaAs layers deposited by MBE under conditions expected to result in the incorporation of W.

The MBE GaAs layers were grown on semi-insulating <100> GaAs substrates in a vacuum chamber fitted with a W filament mounted in a liquid-N₂-cooled shroud. The substrate temperature during growth was 590°C. During three growth runs the W filament was heated electrically to temperatures of 1800° to 2200°C, as monitored with an optical pyrometer. Table 3-1 lists these temperatures and the corresponding vapor pressures of W at the filament surface. A control run was then made without heating the filament. All the layers were made n-type by doping with Si to obtain carrier concentrations close to $10^{14}$ cm$^{-3}$.

Carrier traps in the GaAs layers were characterized by monitoring transient capacitance changes in the depletion layer of Schottky barriers prepared by Au evaporation. Deep-level transient spectroscopy (DLTS), which employs voltage pulses for trap filling, was used to detect majority-carrier (electron) traps. Both electron and hole traps were detected by optical DLTS, which employed trap-filling light pulses from an incandescent tungsten source that had been passed through an interference filter with a wavelength bandpass of 9 nm centered at 1.05 μm.
Fig. 3-8. Transient capacitance vs temperature spectra taken for MBE GaAs layers with emission time of 21.7 ms. (a) DLTS trace for control sample, showing electron traps; (b) optical DLTS traces, showing mainly hole traps.
A typical DLTS spectrum of transient capacitance vs temperature for the control sample, obtained for an emission time of 21.7 ms, is shown in Fig. 3-8(a). It contains three peaks, which are tentatively attributed to the electron traps EL10 (0.17 eV), EL7 (0.30 eV), and EL4 (0.52 eV). The same peaks appear in the traces for the layers grown in runs made with the heated W filament; the differences in trap density from sample to sample are relatively small.

Much larger differences in trap density were revealed by the optical DLTS measurements. Representative traces for the four samples, also obtained for an emission time of 21.7 ms, are shown in Fig. 3-8(b). Although the spectra are rather broad, two principal peaks arising from hole emission appear in each trace. The peak at lower temperature is due to a hole trap with activation energy and emission cross section close to the values of HT1 (0.44 eV, $1.2 \times 10^{-14}$ cm$^2$), while the parameters for the other trap are similar to those of HL8 (0.52 eV, $3.5 \times 10^{-16}$ cm$^2$).
The most striking feature of Fig. 3-8(b) is that the three samples grown in runs when the W filament was heated have much higher densities of both principal traps than the control sample. Furthermore, trap densities are by far the highest for sample 3-58, for which the filament temperature was highest. These data strongly suggest that W was incorporated into these three samples and that its incorporation resulted in a marked increase in trap density. It should be noted, however, that the trap densities are not perfectly correlated with the filament temperature, since the densities are higher for sample 3-55 than for sample 3-56, although the filament temperatures were 1800°C and 2000°C, respectively. To investigate whether this discrepancy might be due to an error in the trap-density measurements, we have examined the relationship between these densities and the electron mobilities measured at 77 K, which are listed in Table 3-1. The results are shown in Fig. 3-9, where the reciprocal of the mobility \( \mu \) is plotted against the total density \( N_t \) of the two principal traps. For the three W-doped

![Graph showing the reciprocal of electron mobility at 77 K as a function of hole trap density for MBE GaAs layers.](image-url)

Fig. 3-9. Reciprocal of electron mobility at 77 K as a function of hole trap density for MBE GaAs layers.
samples, the data points fall on a straight line that can be represented by the expression

\[
\frac{1}{\mu} = \frac{1}{\mu_0} + \frac{N_t}{C}
\]

(3-1)

where \(\mu_0\) and \(C\) are constants. Thus, it appears that the trap-density measurements are at least relatively correct. (The expression used to determine the densities of the hole traps from the optical DLTS spectra is derived on the assumption that for these traps the optical emission rate for holes is small compared with the rate for electrons, and that the effect of free carriers near the edge of the depletion layer is negligible. Use of this expression may result in either significantly overestimating or underestimating the absolute trap densities.\(^8\))

The results of this study indicate that the incorporation of W into GaAs can be detected by optical DLTS measurements of the densities of hole traps HTl and HLB. Such measurements on PBT device structures could prove useful in determining whether W is incorporated during the fabrication of these devices.
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4. MICROELECTRONICS

4.1 FABRICATION OF SUBMICROMETER-SIZE STRUCTURES IN Si USING SiCl$_4$/O$_2$ REACTIVE-ION ETCHING

Submicrometer-size structures have been reactive-ion etched in Si with SiCl$_4$/O$_2$ gas mixtures. Using a process first suggested by Horwitz, we have found that SiCl$_4$/O$_2$ offers several advantages over Cl$_2$ and CF$_4$ as an etching gas: masking capabilities are improved, Si/SiO$_2$ selectivity is higher, Si etch rates are greater than 1000 Å/min., and surface damage to the Si is reduced. Gratings of 3200-Å period, which form the active region of the Si permeable base transistor (PBT), have been etched with a SiCl$_4$/O$_2$ ratio of 1:1.

Figure 4-1 shows <1000-Å-wide gaps etched in Si with a SiO$_2$ mask. Anisotropic profiles can be achieved, and Si etches quickly (>1000 Å/min.) with the etched surfaces remaining smooth and clean. Cr, Ni, and Al may also be used as etch masks. Cr and Ni etch very slowly, while Al does not appear

Fig. 4-1. 3200-Å-period grating reactive ion etched in 1:1 SiCl$_4$/O$_2$. 
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to etch at all with 1:1 SiCl₄/O₂, even though pure SiCl₄ has been used as an Al etching gas.⁴,⁵ The Si/SiO₂ selectivity is greater than 10:1 which is necessary in the fabrication of the Si PBT.

Some problems have been encountered in fabricating such small structures. When Al is used as an etch mask, a redeposition occurs on the Al surface. Because this redeposition is seen only with Al, we believe the material to be a Si-O-Al compound, rather than SiO₂ as suggested by Horwitz.¹ Figure 4-2 shows the problem caused by this redeposition. The mask gets wider during etching, causing a narrowing of the etched groove. This effect can be detrimental in the fabrication of submicrometer-size structures. However, with larger geometries (>1 μm) this effect is not significant, as shown in Fig. 4-3. In fact, the redeposition on the Al surface enhances the masking capabilities of the Al. Since Al is easier to remove than Cr or Ni, it is desirable as an etch mask for submicrometer geometries as well as for

---

Fig. 4-2. Al-masked, 3200-Å-period grating reactive ion etched in 1:1 SiCl₄/O₂. Redeposition on Al mask caused widening of base. Etched surface is clean and smooth.
larger structures. Therefore, attempts are now being made to minimize this
mask-widening effect by decreasing the $O_2$ content of the $SiCl_4/O_2$ etching
gas.

Another difficulty with submicrometer geometry structures is encountered
when etching $n^+$-on-$n$ Si. Figure 4-4 shows the excellent profile of a 3200-A-
period grating etched in $n^+$ Si. However, Fig. 4-5 shows the undercut profile
of a larger grating etched into a substrate consisting of approximately 1 µm
of $n^+$ Si on an $n$-type substrate. The undercutting is caused by the fact that
the $n^+$ layer etches faster than the $n$-type substrate, and is therefore
undercut when the $n$ region is reached by the $SiCl_4/O_2$ etching gas. Further
investigations are under way to understand and minimize this effect.
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Fig. 4-4. 3200-Å-period grating reactive ion etched in 1:1 SiCl₄/O₂ with Cr mask on 1500-Å SiO₂ on n'-type Si. Cr mask is gone, and SiO₂ layer is rounded at edges.

Fig. 4-5. 4-µm-period grating reactive ion etched in 1:1 SiCl₄/O₂ with SiO₂ mask on 1500-Å SiO₂ on ~1-µm n'-on-n-type Si. Undercut of n' layer occurs.
4.2 THE EFFECT OF CHAMBER CONFIGURATION AND BIAS VOLTAGE ON DAMAGE INDUCED IN Si BY REACTIVE-ION ETCHING

Reactive-ion etching (RIE) of a wide variety of materials such as semiconductors, dielectrics, metals, and silicides has been developed extensively during recent years.\(^6,7\) In addition to selectivity, etching profile, throughput, and reproducibility, an important consideration for utilizing RIE in device fabrication is the minimization of damage effects on etched materials. Our previous results\(^2\) indicate that damage induced in Si by RIE or ion milling is dependent on the bias voltages and gases used during etching. Si substrates etched in carbon-containing gases (CF\(_4\), CHF\(_3\)) have more interface states than those etched in carbon-free gases (Cl\(_2\), SiCl\(_4\), SiF\(_4\)). Also, the degree of damage increases with bias voltage. We have recently explored the sources of RIE-related damage, in particular the effects of RIE chamber configuration and of bias voltage.

The RIE chamber used was a modified Perkin-Elmer single-target sputtering system.\(^8\) The basic chamber configuration, shown in Fig. 4-6(a), consisted of a stainless-steel chamber with a quartz plate on the powered electrode which was 20 cm in diameter. In a second series of experiments, contamination from nonvolatile compounds sputtered from the chamber walls was eliminated by coating the entire chamber with a layer of amorphous Si\(_x\)O\(_y\) by use of an RF discharge in SiCl\(_4\) + O\(_2\) + Ar. A third chamber configuration is shown in Fig. 4-6(b) where a small Si target was used. The powered electrode was reduced to an effective 10-cm diameter by placing a grounded aluminum annulus over the electrode. This change in the area ratio between the powered and the grounded electrodes also reduced the energy of ion bombardment on the chamber wall.\(^9\) Typically, the pressure was maintained around 10 to 20 mTorr during etching, and about 2000 Å of Si was etched in each case.

Si samples were n-type (100) substrates with resistivity of 5 to 10 Ω-cm. The samples were subjected to a standard H\(_2\)O\(_2\) clean before and after etching. Thermal oxide about 1000 Å thick was grown on the etched Si substrates. Al was used for front and back contacts to form MOS capacitors.
Fig. 4-6. (a) Schematic diagram of reactive-ion etching chamber which consists of stainless steel with a quartz plate on powered electrode (20-cm diameter). (b) Powered electrode covered by Si and reduced to 10-cm diameter by placing a grounded aluminum annulus on top.
Interface-state densities \( (N_{it}) \) of the MOS capacitors were calculated from the measured high- and low-frequency capacitance-voltage (C-V) curves. In our previous study, we found that \( N_{it} \) measurements were correlated to the surface damage induced by RIE in spite of the high oxidation temperature and the Si consumption during oxide growth.

Figure 4-7 shows the generated interface-state densities as a function of bias voltage for samples etched in CF\(_4\), SiF\(_4\), and SiCl\(_4\) in a stainless-steel chamber. The interface states generated on the etched surfaces increase with the bias voltage. The surface properties of the etched Si also depend on the etching gas. Samples etched in CF\(_4\) showed higher densities of interface states compared with those etched in SiF\(_4\) and SiCl\(_4\). The differences may result from the deposition of carbon-related polymers on the Si surfaces for samples exposed to etching gases containing carbon.

Samples etched by RIE are subjected to ion bombardment, radiation damage due to UV photons, high-energy electrons and x-rays, contamination by nonvolatile compounds (mostly heavy metals) sputtered from the chamber, and

\[ \text{Fig. 4-7. Number of interface states induced as a function of etching voltage in CF}_4, \text{ SiF}_4, \text{ and SiCl}_4. \]
polymer formation by the reactive gases. To eliminate the effect of chamber contamination, the etching chamber was coated with a 1-um-thick layer of amorphous SiO x by an RF discharge in SiCl 4 + O 2 + Ar. Figure 4-8 shows the low-frequency C-V curves for samples etched in CF 4 at 600 V in a stainless-steel chamber and in a SiO x-coated chamber. The calculated interface-state densities for the samples etched in a coated chamber are four times less than for the samples etched in a stainless-steel chamber. This suggests that a significant amount of RIE-related damage originates from the nonvolatile compounds sputtered from the chamber.

The effect of etching-chamber contamination was investigated by varying the area ratio between the powered and the grounded electrodes. As the area of the powered electrode was reduced by one-half as shown in Fig. 4-6(b), the ion energy bombarding the chamber was also reduced. Samples etched in such a

![Graph showing C-V curves for stainless-steel and coated chambers](image)

Fig. 4-8. Low-frequency C-V curves showing difference in interface-state generation for samples etched in a stainless-steel chamber and in a coated chamber. Samples were etched in CF 4 at 600 V.
confined chamber configuration showed less interface-state generation than samples etched in a chamber with a powered electrode of larger area.

S.W. Pang  D.J. Silversmith  D.D. Rathman  R.W. Mountain  S.M. Cabral

4.3 HIGH-RESOLUTION ION-BEAM LITHOGRAPHY AT LARGE GAPS USING STENCIL MASKS

Masked ion-beam lithography (MIBL) has shown great potential as a high-resolution pattern transfer technique. One of the principal attractions of ion lithography is the very short exposure times (<1 s) even for low-sensitivity, high-resolution resists such as polymethylmethacrylate (PMMA). The fast exposures are made possible by the availability of high-brightness ion sources and the efficiency of resist exposure by ions. Linewidths less than 40 nm have been demonstrated in PMMA resists with protons using masks in contact with the resist. Here, we describe the fabrication of two new types of membrane stencil masks and demonstrate 160-nm resolution in PMMA at 275-μm gap between mask and substrate. The two masks are respectively composed of a single-layer, Si-rich, silicon nitride (SiN) and a Si$_3$N$_4$-SiO$_2$-Si$_3$N$_4$ (N-O-N) sandwich structure.

Figure 4-9 shows a schematic illustration of our N-O-N stencil mask. The 1-μm thickness is sufficient to stop 100-keV protons, since the energy loss in the membrane is approximately 100 keV/μm (Ref. 20). The profile of the transmission holes is important since nonvertical walls will allow ions to penetrate the edges of the holes and be scattered. The pattern consists of a 320-nm-period grating with a perpendicular 12-μm-period grating which acts as a support structure. Masks with this type of pattern were fabricated from SiN as well as N-O-N films.

In order to minimize the distortion of the mask during exposure, the membrane should have inherent tensile stress. However, as the stress approaches the tensile strength of the membrane material, the mask becomes very fragile. For these reasons, we have adopted deposition procedures for
Fig. 4-9. Schematic illustration of a section of a Si$_3$N$_4$-SiO$_2$-Si$_3$N$_4$ (N-O-N) ion lithography stencil mask.

both the SiN and the N-O-N films which allow the amount of stress to be adjusted to achieve a compromise between these conflicting requirements.21,22 Patterns in the SiN films were etched by RIE using CF$_4$ gas, and the N-O-N films were etched in CHF$_3$ (Ref. 23). The RIE masks were fabricated by patterning PMMA using contact x-ray lithography and then lifting off an 80-nm-thick layer of evaporated Ni. Although the single-layer SiN masks are easier to fabricate and appear to be more robust than the N-O-N masks, the profile of the etched N-O-N film is superior. This can be seen clearly in Fig. 4-10(a-b) which shows SEM micrographs of both the SiN and N-O-N structures. An improved RIE process for the SiN film would eliminate this advantage of the N-O-N mask, making SiN the preferred material.

To complete the masks, 1-mm-square openings were defined in an Si$_3$N$_4$ layer on the back of the wafer. The Si in the openings was removed and 40-nm-thick Ni was evaporated at normal incidence onto the back side of the mask to render it conducting and prevent charging in the ion beam. Figure 4-11 shows an SEM micrograph of a cleaved section of a completed SiN mask.
Fig. 4-10. SEM micrographs of 320-nm-period grating etched by RIE into ion lithography stencil mask materials: (a) a SiN structure produced by CF₄ RIE, (b) an N-O-N structure produced by CHF₃ RIE.
The ion-beam system used for resist exposure experiments was an in-house-built system based on a modified 400-kV Van de Graaff generator. All the exposures reported here were made with 100-keV protons and a total beam current of 1 to 4 μA. The resist in each case was 0.5-μm-thick, 950,000 molecular weight PMMA developed in a mixture of 40% methyl isobutyl ketone and 60% isopropyl alcohol. During exposures, the mask and sample were held at a fixed gap by stacking a silicon wafer coated with PMMA, an annular spacer, and the mask and clamping them to the sample holder with spring clips. Figure 4-12 shows SEM micrographs of the PMMA structure resulting from a $3 \times 10^{13}$ H$^+$/cm$^2$ exposure made with a SiN mask at (a) 25-μm and (b) 275-μm mask-to-sample gaps. From these micrographs, the divergence of
Fig. 4-12. SEM micrographs of PMMA structures resulting from 100-keV proton exposures through a SiN stencil mask at a dose of $3 \times 10^{13} \text{H}^+/\text{cm}^2$: (a) at a 25-μm and (b) at a 275-μm mask-to-sample gap.
the beam can be conservatively estimated to be less than 0.6 mrad. Figure 4-13 shows an exposure at $5 \times 10^{14} \text{ H}^+ / \text{cm}^2$ through a SiN mask at a 25-μm gap. The PMMA has acted as a negative resist at this dose.

There are a number of problems inherent in the use of stencil masks. The most obvious is the inability to reproduce arbitrary patterns since geometries which close on themselves are not permitted. Furthermore, patterns with large openings or long spans of very fine lines are permitted, but are often impractical because of instability of the structure. For simple patterns of these types, multiple exposures with a mask containing support structures can circumvent these problems. An example is shown in Fig. 4-14 which is an SEM micrograph of the result of two exposures made through an N-O-N mask. The exposures were done as previously described with a 60-μm-thick spacer. Between exposures, the mask remained clamped to the substrate and the sample holder was tilted 6° with respect to the beam in a direction parallel to the 320-μm-period grating lines. Because of the gap, there was a 6-μm shift in the image such that the second exposure filled the

Fig. 4-13. SEM micrograph of a PMMA structure where PMMA has acted as a negative resist. Exposure was done with 100-keV protons through a SiN stencil mask at a dose of $5 \times 10^{14} \text{ H}^+ / \text{cm}^2$. 
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Fig. 4-14. SEM micrograph of a double exposure through type of mask depicted in Fig. 4-9. Exposures were done at 100 keV at a dose of $3 \times 10^{13}$ H$^+$/cm$^2$ with an ~60-μm gap between mask and substrate. Between exposures, mask and sample remained clamped while they were tilted 6° with respect to ion beam in a direction parallel to 320-nm-period grating.

area previously masked by the support structure, resulting in a large-area grating composite exposure. The variation in linewidth is due in part to a slight angular difference between the direction of the grating lines and the image shift. The unconnected lines are due to opaque mask defects. Another possible method of overcoming the stencil mask problem is by using multiple aligned exposures with complementary masks.24
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Fig. 4-15. A 128-kbit EBROM. Eight rows in center of wafer are 16K modules. Each 16K module consists of sixteen 1K subsystems which are interconnected by metal lines running across wafer. Bonding pads are located on left edge of memory array. Test chips surround memory system.
MOS transistors with floating, oxide-encapsulated, polysilicon gates can act as electron-beam-controlled nonvolatile switches. Floating-gate transistors are commonly used in UV-erasable, electrically programmable read-only memories (EPROMs), but in these devices a transistor is programmed by forcing charge onto the floating gate using hot-electron injection from a junction in breakdown or by applying high fields across an oxide layer. Thus, conventional EPROMs require electrical access circuitry to select a specific FET for programming. The electron-beam technique eliminates the requirement for access circuitry since the submicrometer-size beam is merely deflected over the transistor to be programmed and unblanked, directly charging the gate. Electron-beam programming is attractive for customizing circuits which do not have the simple, regular access paths found in ROMs, and is also appropriate for making fault-avoiding interconnections on wafer-scale circuits where it is difficult to provide low-overhead, defect-free access circuits.

A wafer-scale, 128-kbit, electron-beam-programmable ROM (EBPROM) has been fabricated as a test vehicle to demonstrate the feasibility of programming large numbers of nonvolatile switches using an electron beam. Figure 4-15 is a photograph of a completed ROM, which consists of eight 16K x 1-bit modules covering a 23 x 26-mm area in the center of a 50-mm-diam Si wafer. Test chips surround the memory. The wafer requires only +5 V, and operation is fully static. A simple 5-mask nMOS process (single-level metal and polysilicon) with 6-μm design rules was used.

Figure 4-16 is a block diagram of a 1K subsystem, which contains 34 row selectors, 34 column selectors, a 34 x 34 memory plane, and a "chip-select" circuit. Each row and column selector contains 10 electron-beam programmable links, the memory plane contains 1156 links, and the chip select has 8 links. A 1K subsystem cannot respond on the output bus until 4 of the 8 links in the chip-select have been programmed to give the subsystem a 4-bit select code. Similarly, 5 links must be programmed in each row and column selector to
Fig. 4-16. Block diagram of 1-kbit subsystem. A 10-bit address provides row (R₀ to R₄) and column (C₀ to C₄) selection. Each row or column selector, shown as a rectangular box, contains 5 programmable links. Output of memory, if enabled by chip select, can pull a wafer-scale output bus to ground.
allow that row or column to respond to a given 5-bit address. A 5-bit address is used to select one of 32 rows (or columns), but 34 rows (or columns) are provided so that spares are available for substitution. It is worth noting that no difference exists between "spare" and "original" rows since all rows are initially deselected and must be electron-beam programmed; for this reason, the EBROM is equivalent to an e-beam programmed PLA. Because of this flexibility in assigning rows and columns, the spatial mapping of the data pattern can even be made to conform to the wafer's defect pattern.

The floating-gate links used were depletion-mode nMOS FETs with nominal channel areas of $6 \times 6 \mu m$. Each memory bit has an area of $27 \times 33 \mu m$, and includes a floating-gate link and an enhancement-mode select transistor. In the initial "erased" state, the FETs are "ON" with a drain-source sheet resistance (at low $V_{ds}$) of $\sim 30 \Omega/\mu m$. An FET is turned "OFF" ($I_{ds} < 10 \text{ nA}$ at $V_{ds} = +5 \text{ V}$) by injecting $\sim 2 \times 10^{-13} \text{ C}$ of charge from the incident 5-kV electron beam. Presently, a 0.5-nA beam with a spot diameter of $\sim 0.5 \mu m$ is used, so the link programming time is 0.4 ms. Only a few minutes are required to program the ROM ($>10^5$ links). Even faster programming is possible by increasing the beam current, and a 5-nA beam is readily obtained in the ETEC LEBES electron-beam-lithography system used for these experiments.

Though larger deflection fields are possible, we deflect the beam over only a $2 \times 2\text{-mm}$ area. This puts about 2000 links within the deflection field. The wafer can also be moved beneath the electron beam, allowing any point on the wafer to be accessed by a combination of beam deflection and X-Y table motion. After registration to the wafer, any coordinate on the wafer can be located with $\pm 0.5\mu m$ accuracy.

Preliminary data indicate that the nonvolatility of the electron-beam programmed floating gates can be excellent, and will probably be comparable with that for conventional FAMOS devices. Data on one wafer ($>200,000$ floating gates) reveal no data loss after accelerated life testing at $190^\circ \text{C}$ for 10 h. Erasure of the links is possible using UV flood exposure to erase
the entire wafer, or a 20-kV electron beam to remove the charge stored on individual floating-gate FETs.

D.C. Shaver
R.W. Mountain
D.J. Silversmith

4.5 TUNNELING IN QUANTUM-WELL STRUCTURES

Tunneling is an exceedingly fast process. Since energy is not conserved while the particle is traversing the energy barrier, the tunneling time is given by the energy-time uncertainty relation $t < h/E$, where $E$ is the barrier height. For barrier heights usually encountered in semiconductors, devices based on tunneling should respond to frequencies well into the far-infrared. That is, devices with nonlinear DC current-voltage relations in which the charge transport mechanism is tunneling can be expected to have the same nonlinear behavior at very high frequencies.

We have been exploring the possibility that tunneling between quantum wells may produce nonlinear I-V curves similar to those produced by superconducting tunnel junctions; the latter have been demonstrated to have very low noise and conversion loss, and even conversion gain. We have taken theoretical I-V curves from the literature for a GaAs quantum well 50 Å wide enclosed by barriers of GaAlAs 20 Å wide, and to these we have applied the quantum theory of mixing to calculate the effects of submillimeter radiation. This quantum mixing theory is required when the slope of the I-V curve changes significantly in a voltage interval $hv/e$. Regular features induced on the I-V curve by incident radiation within this voltage interval are called photon steps. The results of these calculations show photon steps in the I-V curves with incident radiation at microwatt power levels, and downconversion gain under appropriate impedance matching conditions of the embedding network. Figure 4-17 shows the conversion efficiency as a function of DC bias voltage. (There is an uncertainty in the calculated values of approximately 3 dB at the higher voltages.)
Fig. 4-17. Computed conversion efficiency of a quantum-well structure as a function of bias voltage. Local oscillator frequency is 5 THz at a power of 10 μW. Note spikes which are separated in voltage corresponding to photon steps $h\nu/e$.

Fabrication and evaluation of quantum-well structures similar to those used as the basis for these calculations is currently under way to provide experimental tests for these promising theoretical results.

T.C.L.G. Sollner
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5. ANALOG DEVICE TECHNOLOGY

5.1 SUPERCONDUCTIVE PULSE COMPRESSOR

The realization of multigigahertz-bandwidth analog-signal-processing devices as superconductive tapped electromagnetic delay lines has been discussed, pulse compression over a limited (800-MHz) bandwidth has been demonstrated, and trade-offs in the choice of dielectric substrates have been presented. We describe here the performance of a device with a 2.6-GHz bandwidth and 35-ns dispersion, and compare it with the prediction from a theoretical model.

The tapped-delay-line structure is a cascade of backward-wave couplers of variable coupling strength and length, as shown schematically in Fig. 5-1. The weights and lengths are specified by using a design procedure which synthesizes the desired linear-group-delay characteristics and amplitude-weighting function.

Fig. 5-1. Chirp filter formed by cascading backward-wave couplers.
Fig. 5-2. Photograph of a superconductive tapped delay line just prior to final assembly.
The structure is wound into a quadruple-spiral pattern so that it fits on a 5-cm-diam substrate (Fig. 5-2). Note that all four RF ports are brought to the edge of the wafer for the attachment of leads. The device is fabricated by the reactive-ion etching of RF-sputtered niobium on a sapphire substrate. The stripline structure is completed by placing a second sapphire wafer, with a superconducting ground plane, atop the patterned wafer shown in Fig. 5-2.

The chirp filter of Fig. 5-2 is a coupled pair of striplines, each 1.59 m long to give a total dispersion of 35 ns. The linewidth is a constant 42 μm, designed for 50-Ω impedance on the 125-μm-thick sapphire. The separation between lines (s in Fig. 5-1) is 279 μm in the couplers and 406 μm outside the couplers and between adjacent spiral turns of the coupled pair. These dimensions give a predicted coupling coefficient $2 \Gamma$ of $10^{-2}$, i.e., all couplers are 40 dB in strength. (Such a device with all taps of the same strength is called "linear-weighted." The increasing number of taps per unit length as the high-frequency end of the device is approached results in an insertion loss which decreases linearly with frequency.)

The designed chirp response begins at 2.7 GHz and ends at 5.3 GHz, for a time-bandwidth (TB) product of 91 and chirp slope of 74.2 MHz/ns.

Using a 10-VDC impulse of 135-ps width as input, the down-chirp response in the upper trace of Fig. 5-3(a) was obtained. This expanded pulse was amplified and applied to the up-chirp end of the same device. The matched-filter response is presented in the lower trace of Fig. 5-3(a).

This compressed pulse is shown on an enlarged time scale in Fig. 5-3(b). The theoretically predicted response has a nearly sin $x/x$ envelope. The envelope of the actual response is difficult to discern, because the nearly octave bandwidth of the device results in only a few half-cycles of carrier within each lobe. Nevertheless, the main lobe clearly has a null-to-null width of slightly less than 800 ps, consistent with the designed 2.6-GHz bandwidth.

With the use of an automatic network analyser, the CW phase and amplitude responses of both the up- and down-chirp ends of the device were
Fig. 5-3. Pulse expansion and compression with superconductive tapped delay line of Fig. 5-2. (a) Upper trace: expanded down-chirp pulse; lower trace: compressed pulse output of up-chirp end of device after application of expanded pulse. (b) Enlarged view of compressed pulse output, clearly demonstrating 2.6-GHz bandwidth.
obtained from 2 to 6 GHz. Figure 5-4(a) shows the measured and predicted amplitudes of the down-chirp pair. The predictions were made with the first-principles theory used to design the device and are based on the physical design parameters of the device. Except for the fine-scale deviations (attributed to spurious reflections), the agreement across the passband (2.7 to 5.3 GHz) is very good, theory and experiment being in agreement within about 2 dB.

The measured phase spans a range of more than 25,000° across the passband and is essentially a quadratic function, as expected. The measured and theoretical deviations from a best-fit quadratic are plotted in Fig. 5-4(b). The difference between measured and predicted response is dominated by distortions which probably result from spurious reflections. The rms value of the deviation of the measured response from quadratic phase is 12.0°. The theoretical deviation from quadratic phase is dominated by the Fresnel ripple resulting from the asymmetry of the integral near the band edges.

The least-squares-fit quadratic coefficient of phase for the measured data is $2.361 \times 10^{-3}$ deg/MHz$^2$, which implies a chirp slope of 76.24 MHz/ns. The up-chirp phase was also measured and gave a least-squares value implying a chirp slope of 76.40 MHz/ns, which is in excellent agreement and indicates well-matched filters. The design value is 74.2 MHz/ns for both up- and down-chirp. This error of less than 3 percent could be caused by a comparable overestimation of the effective dielectric constant of the substrate.

The measured phase and amplitude responses of the up- and down-chirp ends of the device were multiplied and Fourier transformed to give the compressed pulse response envelope shown in Fig. 5-5. The response predicted by the theory is plotted alongside the measured data. Except for the 2-dB shift, the agreement is excellent, especially the side-lobe levels and positions. This augurs well for the amplitude-weighted devices now being fabricated.

R.S. Withers       A.C. Anderson
P.V. Wright        S.A. Reible
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Fig. 5-4. (a) Predicted and measured amplitude response of tapped delay line of Fig. 5-2. (b) Predicted and measured deviations from quadratic phase for this device.
5.2 SUPERCONDUCTIVE CONVOLVER

The response of the first superconductive convolver to gated-CW input tones is described and compared with design expectations. A schematic diagram of the superconductive convolver is shown in Fig. 5-6. The device employs a niobium delay line for the relative shifting and temporary storage of signal and reference waveforms, taps for local sampling, superconductive-insulator-superconductive (SIS) junctions for the local multiplication of the sampled waveforms, and a short output transmission line for the coherent summation of the local products. Results on the responses of the separate delay line, tap, and mixer components of this device have been discussed in a previous report.

In the device demonstration, signal and reference input waveforms (consisting of 14-ns duration, gated-CW tones within the 2- to 4-GHz band)
were entered into opposite ends of the 50-Ω meander delay line. The envelopes of the two input tones are shown in the upper traces of Fig. 5-7(a). The counterpropagating signal and reference waveforms were periodically sampled at 0.67-ns intervals by proximity taps having an electrical length of 40° at the 3-GHz center frequency. Each of the 19 taps, integrated with 4-μm-diam SIS junctions, formed the product of local signal and reference waveforms. Bias currents to optimize the mixing interaction were distributed through an array of normal-metal resistors. The output products from the individual mixers were collected on a low-impedance (12-Ω) output line.

The real-time output of the convolver with the gated-CW input tones is shown in the bottom trace of Fig. 5-7(a). The output waveform was amplified and band-limited to 4 to 8 GHz by a room-temperature amplifier chain which also set the thermal-noise floor. Because of the low dynamic range in the measurement, repetitive output waveforms were coherently detected and averaged. The result is shown in Fig. 5-7(b); the envelope of the convolver
Fig. 5-7. Output of superconductive convolver. (a) Upper traces: envelopes of gated-CW input pulses; lowest trace: real-time output, horizontal scale 20 ns/div. (b) Output envelope after signal averaging, horizontal scale 10 ns/div.
output approximates the triangular shape expected for the convolution of the two nearly rectangular (~1-ns risetime) input envelopes.

In order to achieve the desired coherent combining of the local products, the linear-phase distortion caused by the spacing of the collection nodes on the output line was compensated by offsetting the center frequency of the reference ($\omega_r$) relative to the center frequency of the signal ($\omega_s$) according to the relationship,

$$\omega_r = \omega_s \frac{\tau_i + \tau_o}{\tau_i - \tau_o}$$

where $\tau_i$ and $\tau_o$ are the delay spacings on the input and output transmission lines, respectively. Half the output power propagates to each of the ports at opposite ends of the output line; since the output phase distortion can only be compensated for one direction of propagation, one port is selected as the output and the second port is terminated.

A plot of the output power from the 19-tap convolver as a function of input signal level is shown in Fig. 5-8. The data shown in this figure include an estimated 5 dB of loss in the output coaxial cable of the cryogenic probe. The device is linear, to within measurement accuracy, from input-power levels of -22 to at least -43 dBm. Output-power measurements could not be made at output levels below -100 dBm. Saturation of the superconductive nonlinearity occurs at input-power levels above -22 dBm. In order to realize a higher dynamic range, it is necessary to address the issues of efficiency and saturation.

The efficiency factor for convolvers is commonly defined by

$$F = \frac{P_c}{P_s P_r}$$

where $P_s$ and $P_r$ are the signal and reference input powers, and $P_c$ is the output power of the desired product. The $F$ factor of the superconductive convolver can be expressed as

$$F = 10 \log (A_i) (C_i^2) (N^2) (T_o^2) (R_L)$$
where $A_i$ is the attenuation and signal depletion on the input delay line, $C_i$ is the weight of an individual proximity coupler, $M$ is the mixer efficiency, $T_o$ is the output current transfer function for the combined mixers, and $R_L$ is the load impedance. Transmission-line and circuit models have been developed to predict these parameters. Predicted and measured values for the preliminary convolver design are listed in Table 5-1. The uncertainties in the measured values for $A_i$ and $C_i$ are because of frequency ripple in the measurement of the proximity coupler response and the cumulative effects of reflections within the meander line and the test set. It is noted that agreement between the model and the device is reasonable.

For the convolver to be a practical signal-processing device, its linear dynamic range must exceed its signal-processing gain. The dynamic range of a convolver is defined by the ratio of the output-power level at which the device begins to saturate to the power level of the spurious signals or system thermal-noise floor, whichever is greater. To meet the requirement...
TABLE 5-1
CONVOLVER PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Predicted</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>-1 dB</td>
<td>-2 ± 2 dB</td>
</tr>
<tr>
<td>$C_i$</td>
<td>-25 dB</td>
<td>-24 ± 4 dB</td>
</tr>
<tr>
<td>$M$</td>
<td>10 A/W</td>
<td>-</td>
</tr>
<tr>
<td>$T_o$</td>
<td>7.8 dB</td>
<td>-</td>
</tr>
<tr>
<td>$MT_o$</td>
<td>60 A/W</td>
<td>32 A/W</td>
</tr>
<tr>
<td>$P$</td>
<td>-38 dBm</td>
<td>-41 dBm</td>
</tr>
</tbody>
</table>

for higher output-power levels and spurious product suppression, a superconductive diode-ring structure is being developed. The maximum output power which can be obtained from an individual mixer is limited by the saturation of the tunneling nonlinearity as the RF potential impressed across the superconductive junction is increased about ~1 mV. Stacking a number $N_j$ of SIS junctions in series can increase the input saturation power $P_s$ by $N_j^2$. A diode ring which has four individual junctions in each leg has been fabricated and tested; as expected, the ring increases $P_s$ a nominal 12 dB. Equally as important, the balanced nature of the ring can be used to suppress undesired product terms which would contaminate the desired convolution output. These issues will be described in a later report dealing with an improved convolver of 2-GHz bandwidth.

S.A. Reible
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