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Computer simulation was used to assess the effects of item parameter estimation errors on different item selection strategies used in adaptive and conventional testing. To determine whether these effects reduced the advantages of certain optimal item selection strategies, simulations were repeated in the presence and absence of item parameter estimation errors. Results showed that item parameter estimation errors had little effect on the efficiency and measurement precision of the adaptive test item selection strategies studied. Strategies that explicitly made optimal use of item parameters for...
item selection were superior to a less optimal strategy, even when item parameters were fallibly estimated. It appears that errors in the item parameter estimates do not reduce the psychometric advantages of these "optimal" strategies. Item selection strategies that explicitly employ optimization criteria should be regarded as preferable to simpler strategies that do not. Further development of psychometric procedures for the CAT system should focus on the former type of strategy.
FOREWORD

A joint-service coordinated effort is in progress to develop a computerized adaptive testing (CAT) system and to evaluate its potential for use in the military entrance processing stations as a replacement for the Armed Services Vocational Aptitude Battery (ASVAB) printed tests. The Navy Personnel Research and Development Center has been designated lead laboratory for this effort.

This report describes the role of fallible item parameter estimation techniques on several item selection strategies used during testing. This research was conducted as part of project CF63-521-080-101-04.12 (USMC Computerized Adaptive Testing). It was directed toward technical, professional, and contractor personnel involved in implementing CAT. Previous reports described CAT system functional requirements and schedules and preliminary design considerations (NPRDC Tech. Note 82-22 and Tech. Rep. 82-52).
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SUMMARY

Problem

The Navy Personnel Research and Development Center is developing a computerized adaptive testing (CAT) system as a possible replacement for the Armed Services Vocational Aptitude Battery. An essential feature of CAT is the tailoring of aptitude tests to the individual, under computer control. This tailoring is accomplished by selecting test items whose psychometric characteristics closely match the apparent ability level of the examinee. A variety of methods to accomplish this matching exists. An important aspect of CAT system development is the choice of the item selection procedure to be used.

Objective

The present research was designed to compare several prominent adaptive testing strategies for item selection in terms of measurement precision and efficiency. Secondary purposes were (1) to assess the effect of item parameter estimation errors on the different item selection strategies, and (2) to determine whether these effects reduced the advantages of the optimal item selection strategies.

Approach

Computer simulation was used to evaluate typical levels of error in the estimation of test item parameters and to assess the measurement precision and efficiency of several item selection strategies, under each of two conditions—the presence and absence of item parameter estimation errors. Four strategies—three adaptive and one conventional—were compared both within and across these two conditions.

Findings

Item parameter estimation errors had little effect on the efficiency and measurement precision of the adaptive test item selection strategies studied. Strategies that made explicit optimal use of item parameters for item selection were superior to a less optimal strategy, even when item parameters were fallibly estimated.

Conclusions

Of the adaptive test item selection strategies compared in this investigation, the two strategies that use test item parametric values to select test items in an optimal fashion were superior to the other strategies studied. It appears that errors in the item parameter estimates do not reduce the psychometric advantages of these "optimal" strategies.

Recommendations

Item selection strategies that explicitly employ optimization criteria should be regarded as preferable to simpler strategies that do not. Further development of psychometric procedures for the CAT system should focus on the former type of strategy.
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INTRODUCTION

Problem and Background

The Department of Defense is currently developing computerized adaptive testing (CAT) as a potential replacement for the Armed Services Vocational Aptitude Battery (ASVAB) of paper-and-pencil tests used for enlisted personnel selection and classification. CAT entails automated test administration in which the sequence of test items is tailored to each examinee, contingent on his/her responses to earlier items in the sequence. Sequential choice of test items is based on the examinee's performance and on the parameters of a unique item response model previously fitted to each test item. The precision and efficiency of an adaptive test presume that item response model parameters have been accurately estimated.

The essence of adaptive testing is that items are chosen to match item difficulty (and other parameters) to the apparent ability of the examinee. A variety of strategies to accomplish this exists. Some of these strategies use mathematical optimization techniques for sequential choice of test items, while others use simple but suboptimal branching rules. It is generally accepted that the optimization-based strategies are superior to the simpler ones in measurement precision and efficiency. This is certainly the case when the item parameters contain no error. This result has been obtained by means of both analytic studies and Monte Carlo simulation (cf. Crichton, 1981).

Item Response Models

In traditional test theory (e.g., Gulliksen, 1950), the psychometric characteristics of different test items were expressed as "item difficulty" (the proportion of the norm group who answered the item correctly) and "discriminating power" (the correlation between total test score and performance (correct or incorrect) on the item).

Traditional test theory is not particularly useful in the context of adaptive testing. Item response theory (IRT) (Lord, 1980) is a more modern and useful formulation. In IRT, the psychometric characteristics of different test items are expressed as parameters of mathematical models called item response functions, which express the probability of a correct answer as a function of examinee ability. Figure 1a illustrates three item response functions, each having the same general mathematical form but different parameters. The general form of these models is a three-parameter logistic function:

\[ P(t) = c + \frac{(1 - c)}{1 + \exp^{-1.7 \ a (t - b)}}. \]

Each item's response function is distinguished from those of other items by a specific set of parameters \[ \{a, b, c\} \]. The equation is interpreted in the following manner:

- \( P(t) \) is the probability of a correct answer for a given value of \( t \).
- \( t \) or theta is a real number that expresses the ability level of the examinee.
- \( b \) is the "difficulty," or threshold, of the item; that is, the ability level at which there is a 0.5 probability of knowing the correct answer.
- \( a \) is the "discrimination" parameter, which is proportional to the maximum slope of the response function.
a. Item response functions.

b. Item information functions.

Figure 1. Item response and item information functions for three sample items.
is the lower asymptote parameter: the probability that an examinee of very low ability will answer the item correctly.

The three-item response functions depicted in Figure 1a have different \( a \), \( b \), and \( c \) parameters. Item 1 is a relatively "easy" item \((b = -1.0)\), is somewhat discriminating \((a = 1.0)\), and is not susceptible to guessing \((c = 0.0)\). Item 2 is of median difficulty \((b = 0.0)\), is highly discriminating \((a = 2.0)\), and is no more susceptible to guessing than is item 1 \((c = 0.0)\). Item 3 is a difficult, highly discriminating item that is also somewhat susceptible to guessing \((b = 1.0, a = 2.0, c = 0.25)\).

In practical applications of item response theory, item response data are analyzed to estimate the values of response model parameters for each test item. These parameter estimates are subsequently used as a basis for test design (selecting a set of items to form a test for some specific purpose) and for sophisticated ability estimation and test analysis techniques.

**Adaptive Testing Strategies**

The distinguishing feature of adaptive testing (as opposed to conventional testing) is the tailored selection of test items whose parameters are well matched to the ability level of each individual examinee. This selection is usually based on an estimate of the examinee's ability level \((t\) or theta) and on some function of the item parameters \(\{a, b, c\}\). For example, an item might be selected to minimize the value of \(|t - b|\), the absolute difference between ability and the item's difficulty parameter. A more sophisticated rationale is to select the item that maximizes item information \((I)\), which is defined by Birnbaum (1968, p. 449) as

\[
I(t) = \frac{\left(\frac{dP(t)}{dt}\right)^2}{P(t)(1 - P(t))}
\]

Item information \((I)\) can also be computed as follows:

\[
I = (1.7a)^2 \cdot \frac{\left[\frac{e^{1.7a(b-t)}}{1 + e^{1.7a(b-t)}}\right] - \left[\frac{e^{1.7a(b-t)}}{1 + e^{1.7a(b-t)}}\right]^2}{\left[\frac{e^{1.7a(b-t)}}{1 + e^{1.7a(b-t)}}\right]^2}
\]

where \(a\), \(b\), and \(c\) are the 3-parameter logistic model item parameters and \(t\) is examinee ability. Notice that the item information function not only considers the difference \((t - b)\) between ability and item difficulty but also the slope of the item response function and the item's apparent susceptibility to guessing \((c)\).

Figure 1b illustrates the item information functions corresponding to the three item response functions in Figure 1a. By comparing the two, it can be seen that (1) item information is highest in the region of ability where the item response function's slope is steepest, (2) the total area under the information function increases as the \(a\) parameter increases (item #1 vs. #2), and (3) the total area under the information function decreases as the \(c\) parameter increases (item #2 vs. #3). It should also be noted that the maximum value of item information occurs at an ability level close to each item's \(b\) parameter. These features of item information provide a sophisticated and convenient means by which items can be selected during adaptive testing. Such a strategy has been included for evaluation in the present investigation.
The use of a specific rationale for sequential item selection is an important component of any strategy for adaptive testing. Two other components may also be present. One is the method, if any, used to estimate examinee ability during the course of the adaptive test. The other is the test termination criterion, or stopping rule: the rule used to end the test. These components are described below.

1. Estimating Ability. In an adaptive test, the choice of test items is individually tailored to the examinee's performance. In the optimization-based strategies for adaptive testing, examinee performance is characterized by a statistically derived estimate of examinee ability, which is updated during the test. For the purposes of this report, focus is directed to one specific approach to ability estimation, the Bayesian sequential updating technique given by Owen (1969, 1973) and described elsewhere (Jensema, 1977; Urry & Dorans, in press).

2. Test Termination. A conventional test usually stops when the examinee has answered all the questions or when a time limit is reached. The use of a time limit is generally not appropriate for adaptive testing. Instead, an adaptive test might terminate when the examinee has answered a certain number of test questions. An alternative is to stop testing when the examinee's ability estimate has reached a prespecified degree of precision; however, using this criterion results in tests of different length for different examinees. In this report, a fixed-length termination criterion will be employed; variable-length adaptive tests will be examined in a subsequent report.

Classes of Adaptive Testing Strategies

Strategies for adaptive testing may differ in any of the three characteristics discussed above: item selection rationale, ability estimation procedure, and test termination criterion. Consequently, there is a very large number of strategies possible, so large a number it is impractical to conduct an exhaustive evaluation of the alternatives prior to development of the CAT system. Some comparison of strategies is necessary, however. The approach adopted here is to identify classes of adaptive strategies and to limit comparisons to promising representative strategies within each class.

Classification schemes for adaptive testing strategies have been proposed earlier by Weiss (1974), Waters (1974), and McBride (1976a). In the present report, only two broad classes were considered: strategies that employ mathematical optimization criteria for item selection and strategies that do not. An example of an optimization-based strategy is Owen's (1969, 1975) Bayesian sequential tailored testing procedure; an example of the other class of "mechanical" strategies is the stratified adaptive (STRADAPTIVE) procedure proposed by Weiss (1973).

The Owen strategy selects each item by minimizing a function of (1) a Bayesian prior distribution of ability and (2) the item response model parameters of each test item not yet administered. The prior ability distribution is updated after each item is answered.

In actual testing practice, item response model parameters are not known; instead, they are estimated and the estimates contain errors. The effects of these errors on adaptive tests has not been studied adequately. However, several possibilities exist, one of which is that the optimization-based adaptive testing strategies may not be robust in the presence of item parameter estimation errors. A worst-case possibility is that the theoretical measurement advantages of adaptive tests may not hold in the presence of these errors.
Purpose

The purpose of the present research was to compare several prominent adaptive testing strategies to each other and to a conventional test, in terms of measurement precision and efficiency. Secondary purposes were to (1) assess the effects of item parameter estimation errors on different test strategies and (2) determine whether these effects reduce the effectiveness of optimizing item selection strategies. Adaptive test strategies designed to make optimal use of item parameters as a basis for sequential selection of items may be degraded to the extent that item parameters have been fallibly estimated.

APPROACH

A two-stage computer simulation was used to investigate the effects of item parameter estimation error on the psychometric characteristics (e.g., measurement efficiency and precision) of several adaptive and conventional testing strategies. The first-stage simulation produced item parameter estimates, with typical error characteristics, for a simulated item bank constructed in a manner similar to real adaptive test item banks. This item bank was used in the second stage, in which administrations of adaptive and conventional tests were simulated. The psychometric characteristics of each simulated test were recorded and analyzed to assess the effect of item parameter estimation error on the different testing strategies.

Generating Fallible Item Parameter Estimates

A test-item bank was created to approximate an unselected set of items by generating an initial set of 400 "true" item-parameters. Each simulated item was characterized completely by its unique configuration of $a$, $b$, and $c$ parameters, each being generated independently from a different random, uniform rectangular distribution. The $a$ parameters (discrimination) were limited to the range 0.2 to 2.0; the $b$ parameters (difficulty), to the range -3.0 to +3.0; and the $c$ parameters (guessing), to the range 0.0 to 0.3. These "items" were then "administered" to an initial calibration sample of 2000 simulated examinees sampled from a standard normal distribution. The three-parameter logistic model (Birnbaum, 1968) was used to generate simulated binary responses to the test items, using a probability sampling technique often employed for this purpose (e.g., Vale & Weiss, 1975). If a random number drawn from a uniform distribution on the interval (0, 1) was less than the three-parameter logistic model probability of a correct response $P(t)$, then the examinee was credited with a correct answer; otherwise, an incorrect response was specified for the item. This resulted in a matrix of 2000 (persons) by 400 (items) of simulated correct and incorrect item responses.

The responses of the initial calibration sample were analyzed, using the item-parameter estimation program OGVIA (Urry, 1977). Because of limitations inherent in the computer program, the parameters of the 400 items were estimated for independent subsets of from 50-57 items at a time. This program produced initial estimates of the true item parameters generated earlier. Two separate runs of OGVIA were used. The first OGVIA analysis provided a basis for initial culling of the item bank. An item was omitted from the bank if its estimated a parameter was less than 0.8 or if the program indicated that the item failed to fit the three-parameter logistic model. A second run of OGVIA analyzed a new sample of computer-generated responses to the items retained. These responses were obtained from a new sample of 2000 examinees. Following the second run, items were selected for use in the adaptive test simulations. Again, items for which OGVIA did not return estimates and items with an estimated a parameter less than
0.8 were omitted. Also, items with an estimated parameter greater than 2.3 or an estimated parameter greater than 0.3 were omitted.

The 186-item bank resulting from this second culling was then analyzed in terms of the test information of optimal 15-item tests constructed at 19 levels of ability. Inspection revealed an irregularly shaped curve, which indicated that the number of items in the bank was inadequate. Accordingly, a second set of 400 items was generated and subjected to the two-stage response generation/item parameter estimation process described above. From this second set, 37 items were selected to supplement the original 186 items, resulting in a final item bank of 223 items. These 37 additional items were selected to make maximum test information more uniform.

Simulation of Testing Strategies

The bank of 223 simulated test items was then used as a basis for computer simulations of conventional and adaptive tests, each with a fixed test length of 15 items. For each test, 1900 examinees were simulated, 100 at each of 19 ability levels between -2.25 and +2.25.

Each testing strategy was simulated twice, once under each of the following item parameter conditions:

1. An "ideal" condition in which the true item parameters were used as a basis for both item selection and test scoring (ability estimation).

2. A "realistic" condition in which the fallible item parameter estimates were used for both item selection and scoring.

In both conditions, the simulation of examinees' responses was based on the simulated true examinee ability and true item parameters. Item responses were scored as correct if a random number drawn from a uniform distribution on the interval (0, 1) was less than the computed probability of a correct response.

Four test strategies were simulated: three adaptive and one conventional. The adaptive test strategies were Owen's Bayesian sequential procedure, Weiss' STRADAPTIVE procedure, and a "hybrid" Bayesian strategy. The conventional test employed a peaked design—a homogeneous distribution of item difficulty. The adaptive tests began with an initial ability estimate of 0.0; the two Bayesian tests assumed an initial prior distribution of ability with mean 0 and variance 1. Testing strategies are described in more detail below.

1. Owen's Bayesian Sequential Test. This adaptive test strategy, proposed by Owen (1969), chooses the item that minimizes the expected value of the posterior variance of the ability distribution. After each item, the ability estimate (distribution) is updated, and the parameters of the Bayes posterior distribution are employed as the parameters of the prior distribution for the next item. In simulating this strategy, both ability estimation and item selection were based on the same set of either true or estimated parameters.

2. Hybrid Bayesian Test. This adaptive test selects the item with approximately the greatest item information at the current ability estimate from one of 36 prearranged information tables. Each table contains a list of test items arranged in descending order of the values of their information functions at the mid-points of a series of narrow intervals (e.g., .125 wide) of ability. In this study, the 36 tables spanned the ability range
from -2.25 to +2.25. The ability estimate was updated after each item, using the same Bayesian ability estimation procedure employed in the Owen's test described above. Thus, test strategy can be considered a "hybrid" between a Bayesian test and a maximum-likelihood, information table look-up method (cf. Lord, 1977; Sympon, Weiss, & Ree, 1982). As with the Owen strategy, both ability estimation and item selection were based on the same set of either true or estimated item parameters.

3. STRADAPTIVE Test. This mechanical adaptive test strategy was originally proposed by Weiss (1973). In a STRADAPTIVE test, the item pool is sorted into "strata" based on the item b parameters and the items within each stratum are arranged in descending order of the values of their a parameter. In this study, there were nine strata, each 0.5 ability units wide, over the range -2.25 to +2.25. Items were selected from the top of the stack in each stratum. After each item, branching to another stratum occurred--branching up one stratum after a correct response and down one stratum after an incorrect response.

4. Peaked Conventional Test. In this study, the conventional test was designed by selecting the 15 most informative items at the central ability value of 0.0. All simulated examinees were administered this same set of 15 items.

Dependent Variables

The dependent variable for the preceding computer simulations was test information, calculated for the test items administered to each examinee. Test information is an index of precision, or of how well a set of items discrimates an ability level from nearby ability levels; the reciprocal of the square root of information is an index of measurement error. It was used here as a measure of the appropriateness of the set of items administered for a given ability level. "Test information" is the sum of the individual "item information" values (see above) for the items administered in a test. These test information values were then averaged over the 100 examinees at each of the 19 levels of true ability. For simulation runs using only true parameters, test information was calculated with the true parameters. For simulation runs using estimated parameters during item-selection and ability estimation, test information was calculated twice--once with true parameter values and once with the estimated parameters.

RESULTS

Item Pool Characteristics

The item-selection procedure resulted in an item pool with characteristics as described in Table 1. Figure 2 shows scatter plots depicting the relation between the true and estimated item parameters, along with the line of perfect correspondence. All three parameters were systematically overestimated, with the best estimates being made for b, the difficulty parameter, and the worst for c, the guessing parameter. This pattern of results is consistent with previous research using Urry's item-parameter estimation programs (Ree, 1979; Schmidt & Gugel, 1976; Swaminathan & Gifford, 1980).

Figure 3 illustrates the effect of overestimation of item parameters on estimated test information. The figure depicts test information for the 15 most informative items at each of 19 levels of ability. It shows that, when both item selection and information calculations were based on estimated parameters, test information was materially overestimated.
Table 1
Comparison of True and Estimated Parameters
For a Selected Pool of 223 Test Items

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Item Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
</tr>
<tr>
<td>Mean:</td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>1.275</td>
</tr>
<tr>
<td>Estimated</td>
<td>1.527</td>
</tr>
<tr>
<td>Standard deviation:</td>
<td></td>
</tr>
<tr>
<td>True</td>
<td>0.372</td>
</tr>
<tr>
<td>Estimated</td>
<td>0.403</td>
</tr>
<tr>
<td>Bias (estimated minus true)</td>
<td>0.251</td>
</tr>
<tr>
<td>Root mean square error</td>
<td></td>
</tr>
<tr>
<td>(true and estimated)</td>
<td>0.325</td>
</tr>
<tr>
<td>Correlation (true and estimated)</td>
<td>0.861</td>
</tr>
<tr>
<td>Sq. correlation (true and estimated)</td>
<td>0.742</td>
</tr>
</tbody>
</table>
Figure 2. Scatter plots of true and estimated parameters for a simulated 223-item adaptive testing item bank.
Figure 3. Best possible test information for a 15-item test, calculated from true and estimated item parameters.

Precision of Item Selection

Figure 4 compares item selection based on either true or estimated parameters for each of the four test strategies. Average test information was calculated in terms of true parameters for both the ideal and realistic item-selection conditions (open symbols). The Owen's Bayesian and hybrid Bayesian strategies yielded higher values of test information when item selection was based on true parameters rather than on estimated parameters. This effect was more pronounced for abilities above zero. The STRADAPTIVE test shows the same effect above an ability level of 1.0 but the reverse effect below that. The peaked conventional test shows a peaked information function at zero when item selection was based on true parameters, with rapidly declining information as ability diverges. When the peaked test item selection was based on estimated parameters, information based on true parameters is shifted to the left because of the systematic overestimation of the b parameter (i.e., it is peaked 0.25 lower than 0.0).

The line formed by the closed symbols in each panel of Figure 4 depicts the condition where item selection during testing was based upon estimated parameters, with test information being calculated with estimated instead of true parameters. This line is the information that would be indicated for the only parameters known in a practical "live" testing situation. This condition illustrates that the overestimation of item parameters is reflected in the estimated test information obtained for each simulation.
Note. The dots below the panels indicate significant differences between the two open symbol item selection conditions (p < .05 by Tukey HSD tests; Kirk, 1968).

Figure 4. Average test information obtained with four test strategies.

Figure 5 depicts the average test information for all four test strategies under ideal and realistic conditions. Although true and estimated parameter item-selection conditions are plotted separately, information for both panels was calculated with a common set of true parameters. Figure 5 shows that the difference between the two item-selection conditions was small compared to differences among the four test strategies. In both item-selection conditions, the two Bayesian tests were superior to the other tests over a wide range of ability. The hybrid Bayesian test information was only slightly less than that of Owen's Bayesian test, even though the latter required substantially more computation. The STRADAPTIVE test information increased with increasing ability, achieving the level of the other adaptive tests only for abilities above 2.0. Finally, the conventional test yielded high information near ability 0.0 but was clearly inferior to the adaptive tests elsewhere.
Figure 5. Average test information for each test using true vs. estimated item parameters for item selection.
Adaptive efficiency ratios were calculated to examine the proportion of the best possible test information achieved by each test strategy. The adaptive efficiency ratios plotted in Figure 6 are the result of dividing the obtained information values in Figure 5 by the corresponding best possible information with true parameters depicted in Figure 3 (lower curve). The Bayesian and hybrid tests were uniformly the most efficient with this measure, achieving about 80 percent of the best possible test information. The STRADAPTIVE test increased from about 50-60 percent efficiency at low abilities up to the level of the Bayesian tests at high abilities. The peaked conventional test efficiency was comparable to that of the adaptive tests only in a very narrow mid-range of the ability scale. For the ideal (true parameter) item selection condition, 100 percent efficiency was obtained at ability 0.0 because the conventional test was specifically constructed using the best possible items at that point.

Effective Test Length

Figure 7 shows the relative efficiency of the three adaptive test strategies under the realistic condition (estimated parameters), as compared with the ideal condition (true parameters). The left vertical axis is the ratio of the realistic condition test information to the ideal condition test information for each of the three adaptive strategies (i.e., dividing the lines in the right panel by those in the left panel of Figure 5). Ratios below 0.0 indicate proportionately less information in the realistic situation. The right vertical axis of the figure has been rescaled in terms of effective test length (i.e., multiplying the above ratio times the 15-item test length). The latter measure indicates that a testing strategy using estimated parameters for item selection was effectively a test of the length indicated, relative to the same strategy using true parameters. For the two Bayesian tests, the results indicate that approximately 1-3 items were needed for tests of above average examinees to achieve the test information that would be achieved if true parameters could be used for testing.
Figure 6. Adaptive efficiency for each test using true vs. estimated item parameters for item selection.
In the simulation study reported here, item parameters were overestimated by the estimation program OGVIA. This resulted in test information being generally overestimated, when calculation of test information was based on estimated rather than true parameters. The role of fallible item parameters was then assessed by simulating tests in which item-selection during testing was based on either true or estimated parameters. These two conditions were compared in terms of average test information yield calculated from the known true parameters. This design allowed the effects of item-parameter estimation error to be assessed in three adaptive test strategies that varied in the extent to which item information was used to select test items.

The two Bayesian adaptive strategies made explicit use of item information during item selection. These two strategies were not disproportionately affected relative to tests making less optimal use of the information function for item selection. The two Bayesian tests also yielded the most measurement precision, in terms of either absolute level of test information or adaptive efficiency. Test information generally increased monotonically with ability in the case of the STRADAPTIVE test. While this test used an item pool that was prestratified on the basis of item difficulty and discrimination, the guessing parameter was not used. Its low test information at low abilities probably reflects the failure of the STRADAPTIVE test to account for guessing, since chance successes led to branching up to more difficult strata. Finally, the peaked conventional test yielded good precision only at the point where information had been concentrated prior to testing. Measurement precision declined rapidly outside this narrow band.
The present study focused on a few of many possible test strategies and also introduced a new test strategy. The hybrid Bayesian test was examined because it offered a means to achieve the good measurement characteristics of the full Owen's Bayesian procedure without the intensive computational requirements of the latter. It is worth noting that, since the hybrid test performed practically as well as the Owen strategy, it may therefore be considered as a possible candidate for implementation. Although not detailed here, the simulation study reported herein was also conducted for a maximum-likelihood information-table test (cf. Lord, 1977; Sympson, Weiss, & Ree, 1982) for stratified Bayesian tests (McBride, 1976b) and for a "flat" conventional test. Analyses of these other tests yielded similar conclusions about the effects of item-parameter estimation errors. Data similar to those presented here need to be developed using other item calibration programs, where the pattern of strong positive bias in all three parameters is less.

CONCLUSIONS

Item selection based on fallible item parameters resulted in little degradation of test information compared to item selection based on true item parameters. Adaptive testing strategies that explicitly optimize item information were not degraded more than test strategies making less optimal use of item information. It appears that errors in the item parameter estimates do not mitigate the psychometric advantages of these "optimal" strategies.

RECOMMENDATIONS

It appears that adaptive test strategies that explicitly make optimal use of item information offer more precise measurement than simpler strategies, even when item response model parameters are fallibly estimated. Therefore, rapid and secure methods that preserve the psychometric properties of these strategies should be developed and evaluated for use in the contemplated operational CAT system.
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