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SECTION I
INTRODUCTION

1.1 Contents

This document contains definitions of terms from the software engineering literature and consists of three sections. This first section provides introductory information for the users of the glossary. The second section contains the terms, their definitions, and a reference to the source which supplied the definition. Of the 1123 terms included, 1100 have one or more definitions and 23 are cross references to other terms. Much of the terminology currently in use is not used consistently and, often, no generally preferred definition has yet emerged; for these terms we have included alternate definitions. In these cases, the first (not necessarily authoritative) definition is followed by its reference in parentheses, and the reference is followed by a numeral in parentheses, then by the alternate definition itself. The same notational method is used for successive alternate definitions. The third section lists the 171 sources referenced. The third section also provides ordering information for the source documents.

Terms and definitions have been obtained from many sources; from software engineering literature, from lists contributed by various individuals, and from published dictionaries of data processing terminology. These sources have been credited by several codes which are identified on the pages immediately following the listing of terms. Several definitions are a synthesis of more than one definition and cannot be credited to a single source.

Two sources require special mention. Those terms credited to ANSI-X3 are taken from the American National Dictionary for Information Processing. Complete copyright and purchase information for the dictionary is supplied in the list of sources. Those terms credited to ANSI-X3H1 were compiled by the Standing Committee on Operating System Command Languages of the American National Standards Institute.
1.2 Objectives

There were two objectives in compiling this software engineering glossary. The first, as stated in the preface, is to record the terminology currently in use. The second objective is to provide users of the DACS software engineering bibliographic services [1] a means of ensuring that they are using terms from the DACS THESAURUS (a specialized thesaurus for indexing and retrieving software engineering literature) for their retrievals in the same way as the terms were used for indexing. A closely related objective is to promote consistency in indexing new documents for the bibliographic collection.

Certain terms are contained in this glossary which are not specific to computer software—or even to hardware—but which describe concepts of interest to users of the bibliographic information database (e.g., Submarine Applications). These terms are identified as "Indexing Terms" and are not defined; instead a description is given of the type of information a document retrieved using that term would contain.

A draft version of this glossary has already been used by the Software Engineering Terminology Task Group [2] as a base from which candidate terms were selected for a working draft of the second version of their Software Engineering Terminology. The results of their efforts will help us to make an improved version of the DACS Glossary for later publication. We welcome the opportunity to participate in such reciprocal efforts.

[1] More information is contained in the DACS publication "Bibliographic Services - Custom Searches", order no. BIB-I. BIB-I also contains the DACS Thesaurus.

SECTION II

TERMS AND DEFINITIONS
ABSOLUTE MACHINE CODE
MACHINE LANGUAGE CODE IN WHICH ADDRESSES ARE SPECIFIED IN TERMS OF ACTUAL MACHINE LOCATIONS. (NASA)

ABSTRACT MACHINES
FICTITIOUS COMPUTERS USED TO IMPLEMENT PORTABLE OPERATING SYSTEMS. (DAN 264)
(2) A LOGICAL ENTITY COMPOSED OF: 1) SPECIFIC, FIXED DATA OBJECTS; 2) A FIXED COLLECTION OF DATA OBJECT CLASSES CALLED DATA TYPES; 3) A FIXED COLLECTION OF OPERATIONS; AND, OPTIONALLY, 4) AN ONGOING MACHINE CYCLE. THE CAPABILITIES AND CHARACTERISTICS OF AN ABSTRACT MACHINE MAY BE FULLY DESCRIBED IN TERMS OF THE DATA OBJECTS, DATA TYPES, AND OPERATIONS AND MACHINE CYCLE WHICH MAKE UP THE MACHINE. (ABBOTT) (3) A REPRESENTATION OF THE CHARACTERISTICS OF A MACHINE AS SEEN BY A USER OR PROGRAM. (ANSI-X3H1)

ABSTRACT RESOURCE
ANY COMMODITY OR AVAILABLE MEANS THAT MAY BE ALLOCATED TOWARD THE ACCOMPLISHMENT OF A TASK, CHARACTERIZABLE BY ABSTRACTATIONS IN REPRESENTATION, MANIPULATIONS, AND AXIOMATIZATION. (DAN 1153)

ABSTRACTION
A MECHANISM FOR HIERARCHIC, STEPWISE REFINEMENT OF DETAIL BY WHICH IT IS POSSIBLE AT EACH STAGE OF DEVELOPMENT TO EXPRESS ONLY RELEVANT DETAILS AND TO DEFER (AND, INDEED, HIDE) NON-RELEVANT DETAILS FOR LATER REFINEMENT. (DAN 1153)

ACCEPTANCE CRITERIA
CRITERIA THAT A SET OF SOFTWARE MUST SATISFY IN CONFORMANCE WITH DELIVERY REQUIREMENTS. SOFTWARE DELIVERED FOR INTERIM OPERATIONS WITH DISCREPANT ITEMS IS SAID TO BE ACCEPTED WITH "LIENS". (DAN 1153)

ACCEPTANCE TESTING
TESTING TO VERIFY ACCEPTANCE CRITERIA FOR PROGRAM CERTIFICATION. (DAN 1153)
(2) THIS IS A SELF-DEFINING TERM UTILIZED IN SOFTWARE AND/OR HARDWARE PRODUCING CONTRACTS. THE PRODUCT'S PASS/FAIL CRITERIA ARE PREDETERMINED. FAILURE TO MEET THE STANDARD OF THE CRITERIA CAUSES REJECTION OF THE PRODUCT.

ACCESSIBILITY
CODE POSSESSES THE CHARACTERISTIC ACCESSIBILITY TO THE EXTENT THAT IT FACILITATES SELECTIVE USE OF ITS PARTS. (ACCESSIBILITY IS NECESSARY FOR EFFICIENCY, TESTABILITY, AND HUMAN ENGINEERING) (DAN 239) EASE OF ACCESS TO A SYSTEM. ACCESSIBILITY IS A REFLECTION OF THE PROBABILITY OF INTENTIONAL AND ACCIDENTAL BREAKING INTO A SYSTEM. ACCESSIBILITY IS NEARLY SYNONYMOUS WITH SECURITY. (DAN 781)

ACCESS-CONTROL MECHANISMS
ACCESS CONTROL MECHANISMS ARE MECHANISMS CAPABLE OF ENFORCING RULES ABOUT WHO CAN PERFORM WHAT OPERATIONS OR WHO CAN ACCESS AN OBJECT CONTAINING CERTAIN INFORMATION. (DAN 616)

ACCREDITATION
ALL ACTIVITIES THAT, TAKEN TOGETHER, ESTABLISH A SUFFICIENT LEVEL OF CONFIDENCE IN THE FINAL PRODUCT THAT THE DEVELOPER IS ABLE TO GUARANTEE ITS FUNCTIONAL PERFORMANCE TO SPECIFICATIONS AND TO PROVIDE A WARRANTY TO THE
CUSTOMER WITH MINIMUM RISK OF ADDITIONAL SUPPORT AT THE DEVELOPER'S EXPENSE. (DAN-LD7) (2) ACCREDITATION IS THE PROCESS WHEREBY ACCURACY TO A PREDEFINED STANDARD IS ASCERTAINED AND DEMONSTRATED FOR A SOFTWARE PRODUCT... ACCREDITATION AS A TERM IN SOFTWARE ENGINEERING HAS COME TO BE USED ONLY RECENTLY, PRIMARILY IN THE DOD COMMUNITY TO DESCRIBE AN AUTHORITATIVE ENDORSEMENT OF A SOFTWARE PRODUCT. IT HAS BEEN USED SYNONYMOUSLY WITH THE TERM CERTIFICATION IN THE DOD COMMUNITY. ACCREDITATION REQUIRES USER EXPERIENCE TO EVALUATE THE RELIABILITY OF THE PRODUCT. PROCEDURES FOR DIRECTLY EXAMINING THE SOFTWARE ARE ALSO REQUIRED BEFORE THE ACCREDITATION CAN BE MADE FOR THE PRODUCT IN QUESTION. (SET)

ACCURACY
A MEASURE OF THE DEGREE OF FREEDOM FROM ERROR; THE DEGREE OF EXACTNESS POSSESSED BY AN APPROXIMATION OR MEASUREMENT. IN THIS CONTEXT ACCURACY IS A MEASURE OF "DESIGN ADEQUACY" RATHER THAN "SYSTEM RELIABILITY". ERRORS WHICH INFLUENCE THIS MEASURE ARE DUE TO THE DATA AND THE LOGIC FOR PROCESSING THAT DATA. ADDITIONAL ERROR DUE TO HARDWARE FAILURE OR LOGIC "BUGS" IS HANDLED AND MEASURED SEPARATELY UNDER RELIABILITY CONCEPTS. (DAN 781)

ACCURACY STUDY PROCESSOR
A COMPUTER PROGRAM USED TO PERFORM CALCULATIONS TO ASSIST IN DETERMINING IF PROGRAM VARIABLES ARE COMPUTED WITH REQUIRED ACCURACY. (DAN 134)

ACQUISITION
THE PROCESS OF ACQUIRING SOFTWARE SYSTEMS AND/OR COMPONENTS. ACTIVITIES MAY INCLUDE DEFINING THE NEED, RESEARCHING AVAILABLE ALTERNATIVES, EVALUATING COMPETING PROPOSALS, SELECTING OR CONTRACTING FOR THE SYSTEM/COMPONENT TO BE ACQUIRED, ETC.

ACQUISITION MANAGEMENT
ALL ACTIVITIES CONDUCTED BY THE ACQUIRING ORGANIZATION TO INSURE THAT THE SOFTWARE SYSTEM OR COMPONENT BEING ACQUIRED IS DEVELOPED IN ACCORDANCE WITH ITS REQUIREMENTS.

ACTIVATE
SYNONYM FOR INVOKE (ANSI-X3H1)

ACTUAL DATA
DATA DESCRIBING THE RESULTS OF PROGRAMMING ACTIONS FOR A PROJECT THAT WILL BE THE PRIMARY DATA INCLUDED IN THE MANAGEMENT REPORTS. (DAN 137)

ADA
HIGHER ORDER PROGRAMMING LANGUAGE ORIENTED TO COMMAND AND CONTROL USE. SEE ALSO: COD COMMON HIGH ORDER LANGUAGE

ADAPTABILITY
ADAPTABILITY IS A MEASURE OF THE EASE WITH WHICH A PROGRAM CAN BE ALTERED TO FIT DIFFERENT USER IMAGES AND SYSTEM CONSTRAINTS. (DAN 758) (2) CODE POSSESSES THE CHARACTERISTIC ADAPTABILITY TO THE EXTENT THAT IT CAN BE EASILY ALTERED TO FIT DIFFERENT USER IMAGES AND SYSTEM CONSTRAINTS. (DAN 239)

ADAPTION
MODIFICATION OF EXISTING SOFTWARE IN ORDER THAT IT MAY BE USED AS A MODULE
IN A PROGRAM DEVELOPMENT, AS OPPOSED TO DEVELOPING ANOTHER MODULE FOR THE SAME PURPOSE. (LAN 1153)

ADAPTIVE TESTING
THE GOAL OF ADAPTIVE TESTING IS TO PROVIDE AN EFFECTIVE MEANS TO IDENTIFY THE BOUNDARY OF A BALLISTIC MISSILE DEFENSE SOFTWARE IMPLEMENTATION. THE PERFORMANCE BOUNDARY WILL BE REACHED BY SYSTEMATICALLY PERFORMING THE THREAT SCENARIO IN SUCH A WAY AS TO DEGRADE THE SYSTEM PERFORMANCE. (DAN 420)

AED PROGRAMMING LANGUAGE
(AUTOMATED ENGINEERING DESIGN) A HIGHER LEVEL PROGRAMMING LANGUAGE BASED ON ALGOL. (NASA)

AIRBORNE WARNING AND CONTROL SYSTEM (AWACS)
A BOEING 707-320 CONVERTED TO AN AIR FORCE E-3A, USES AN AIRBORNE RADAR PLATFORM AND IS LOADED WITH THE LATEST COMMUNICATIONS, RADAR, AND COMPUTER EQUIPMENT, ENABLING THE E-3A CREW TO PERFORM COMMAND AND CONTROL SUPPORT FOR A WIDE RANGE OF MISSIONS. (DAN 385)

ALGOL
(ALGORITHMIC LANGUAGE) A BLOCK-STRUCTURED HIGH LEVEL PROGRAMMING LANGUAGE USED TO EXPRESS COMPUTER PROGRAMS BY ALGORITHMS.

ALGORITHM
A COLLECTION OF OPERATIONS ORGANIZED TO BE PERFORMED IN A CERTAIN ORDER WHEN APPLIED TO DATA OBJECTS. THE ARRANGEMENT OF THE OPERATIONS MAY LEAD TO SOME OF THE OPERATIONS BEING PERFORMED MULTIPLE TIMES AND OTHERS NOT BEING PERFORMED AT ALL. THE SELECTION AND ORDERING OF THE PERFORMANCE OF THE OPERATIONS MAY DEPEND IN PART ON THE DATA OBJECTS TO WHICH THE ALGORITHM IS APPLIED. IF AN ALGORITHM IS APPLIED TWICE TO THE SAME DATA OBJECT, THE OPERATIONS WILL BE PERFORMED IN THE SAME ORDER (YIELDING THE SAME RESULTS). THE ARRANGEMENT OF THE OPERATIONS OF AN ALGORITHM WHICH DETERMINES THEIR SELECTION AND ORDER OF PERFORMANCE IS INDICATED BY THE CONTROL STRUCTURES (AND CONTROL STATEMENTS) USED TO DEFINE THE ALGORITHM. AN ALGORITHM MAY BE USED TO DEFINE AN OPERATION (ON ONE LEVEL OF ABSTRACTION) IN TERMS OF OTHER OPERATIONS (ON A LOWER LEVEL OF ABSTRACTION). (ABBOTT) (2) A PRESCRIBED SET OF WELL-DEFINED RULES OR PROCESSES FOR THE SOLUTION OF A PROBLEM IN A FINITE NUMBER OF STEPS. IN PRINCIPLE, THE STEPS ARE SUFFICIENTLY BASIC AND DEFINITE THAT A HUMAN CAN COMPUTE ACCORDING TO THE PRESCRIBED STEPS EXACTLY AND IN A FINITE LENGTH OF TIME, USING PENCIL AND PAPER. (DAN 1153) CONTRAST WITH HEURISTIC.

ALGORITHM ANALYSIS
THE COMPARISON OF DIFFERENT ALGORITHMS AVAILABLE FOR THE ACCOMPLISHMENT OF A GIVEN TASK WITH THE PURPOSE OF SELECTING THE ONE ALGORITHM WHICH IS OPTIMAL WITH RESPECT TO TIME, SPACE, AND PERFORMANCE REQUIREMENTS. THE INPUTS TO THE ANALYSIS PROCESS ARE THE SET OF ALL DATA VALUES IN THE DOMAIN OF THE ALGORITHM, THE NUMBER OF TIMES OPERATIONS CRITICAL TO THE ALGORITHM MUST BE PERFORMED, AND THE EXPECTED VS. WORST CASE TO BE ENCOUNTERED. THE OUTPUTS ARE SPACE (MEMORY) UTILIZATION, RUNNING TIMES, AND AVERAGE VS. WORST CASE FIGURES FOR BOTH SPACE AND TIME FOR EACH ALGORITHM UNDER ANALYSIS.

ALGORITHM DESIGN
THE PROCESS OF SELECTING A "BEST KNOWN" ALGORITHM ACCORDING TO A BALANCED
SET OF ALGORITHM CHARACTERISTICS WHICH BEST SATISFY THE REQUIREMENTS OF THE SITUATION IN WHICH THE ALGORITHM IS TO PERFORM.

ALIAS
AN ADDITIONAL NAME BY WHICH AN ITEM IS KNOWN. ALSO SYNONYM. (ANSI-X3H1)
(2) AN ADDITIONAL NAME BY WHICH A MEMORY LOCATION CAN BE REFERENCED.

ALLOCATE
TO APPORTION TO PARTICULAR PERSONS OR THINGS. TO SET APART OR EARMARK.
(ANSI-X3H1)

AMBIGUOUS
CAPABLE OF BEING UNDERSTOOD IN 2 OR MORE SENSES. (ANSI-X3H1)

ANALYTICAL MODELING
THE TECHNIQUE USED TO EXPRESS MATHEMATICALLY (USUALLY BY A SET OF EQUATIONS) A REPRESENTATION OF SOME REAL PROBLEM. SUCH MODELS ARE VALUABLE FOR ABSTRACTING THE ESSENCE OF THE SUBJECT OF INQUIRY. BECAUSE EQUATIONS DESCRIBING COMPLEX SYSTEMS TEND TO BECOME COMPLICATED AND OFTEN IMPOSSIBLE TO FORMULATE, IT IS USUALLY NECESSARY TO MAKE SIMPLIFYING ASSUMPTIONS WHICH MAY DISTORT ACCURACY. SPECIFIC LANGUAGE AND SIMULATION SYSTEMS MAY SERVE AS AIDS TO IMPLEMENTATION. (DAN 134)

ANALYZER
AN ANALYZER IS A COMPUTER PROGRAM WHICH IS APPLIED TO ANOTHER PROGRAM TO PROVIDE ANALYTICAL INFORMATION. AN ANALYZER BREAKS THE PROGRAM INTO IDENTIFIABLE SMALL PARTS CALLED SEGMENTS, AND USES THE RESULTING SEGMENTS TO PRODUCE STATISTICAL INFORMATION. THIS INFORMATION CAN INCLUDE EXECUTION FREQUENCY STATISTICS, PROGRAM PATH ANALYSIS, AND/OR SOURCE CODE SYNTAX ANALYSIS. AN ANALYZER MAY BE USED TO DETERMINE (1) THE DEGREE TO WHICH TEST CASES EXERCISE THE STRUCTURE OF THE PROGRAM; (2) WHICH PROGRAM SEGMENTS ARE NOT EXECUTED; (3) WHICH SEGMENTS ARE HEAVILY EXECUTED (AND THUS ARE CANDIDATES FOR OPTIMIZATION); (4) WHICH TEST CASES NEED TO BE RERUN IF A PROGRAM SEGMENT IS CHANGED. (SET) (2) A COMPUTER PROGRAM USED TO PROVIDE SOURCE LANGUAGE OR EXECUTION FREQUENCY STATISTICS AT THE PROGRAM OR SOURCE-STATEMENT LEVEL TO ASSIST IN PERFORMANCE EVALUATION AND DETERMINATION OF TEST CASE COVERAGE. (DAN 134)

ANIMATION
ANIMATION (IS AN ACTIVITY WHICH—ED.) DISPLAYS THE BEHAVIOR OF A MODEL IN TERMS OTHER THAN THOSE IN WHICH THE MODEL ITSELF IS TO BE EXPRESSED. IT IS USED TO DEMONSTRATE THE MODEL'S BEHAVIOR TO INTERESTED PARTIES UNWILLING, OR UNABLE, TO DEDUCE THIS FROM THE DESCRIPTION OF THE MODEL ITSELF, IN ORDER TO SEEK THEIR ACKNOWLEDGEMENT THAT THE MODEL CONFORMS TO SOME REQUIREMENT. ANIMATION CAN BE USED AS A TECHNIQUE TO COMMUNICATE WITH A CUSTOMER TO ENSURE THAT THE FORMAL SPECIFICATIONS SATISFY THE CUSTOMERS REQUIREMENTS. INTERACTION OF REQUIREMENTS REVISIONS, SPECIFICATION CHANGES AND RE-ANIMATION MUST CONTINUE UNTIL THE CUSTOMER SIGNS OFF. (DAN 874) SEE ALSO ANIMATION TOOLS.

ANIMATION TOOLS AND/OR TECHNIQUES
ANY PROCEDURE, DEVICE, OR TECHNIQUE WHICH CAN BE USED TO ANIMATE A MODEL. EXAMPLES ARE TEST TOOLS, THE TESTING PROCESS, PETRI NETS, META-PROGRAMMING, META-LANGUAGES, ETC. (DAN 874)
APOLLO FLIGHT SOFTWARE
SOFTWARE FOR THE APOLLO FLIGHT INCLUDED: THE EXECUTIVE, DISPLAY, INTERFACE,
INTERPRETER, MUCH OF THE HARDWARE INTERFACE LOGIC, INTERRUPT HANDLING AND
COMPUTER SELF-TEST. (DAN 292)

APPLICATION-ORIENTED LANGUAGE
AN APPLICATION-ORIENTED LANGUAGE IS ONE WHICH HAS FACILITIES AND/OR
NOTATIONS WHICH ARE USEFUL PRIMARILY FOR A SINGLE APPLICATION AREA. (E.G. A
LANGUAGE FOR STATISTICAL ANALYSIS OR MACHINE DESIGN). (DAN 448)

APPLICATIONS SOFTWARE
SOFTWARE/PROGRAM SPECIFICALLY PRODUCED FOR A PARTICULAR USE OF THE COMPUTER
SYSTEM. APPLICATION SOFTWARE/PROGRAMS USUALLY REQUIRE AN OPERATING SYSTEM
FOR GENERAL CONTROL. USUALLY AN APPLICATION PROGRAM CONSISTS OF A NET OF
INTEGRATED TASKS TO PROVIDE A PRIMARY SYSTEM FUNCTION SUCH AS NAVIGATION OR
GUN FIRE CONTROL. (DAN 1201-MODIFIED)

ARBITER
A MECHANISM FOR EFFECTING THE MUTUALLY EXCLUSIVE USE OF A SHARED RESOURCE
AMONG CONCURRENT PROCESSES. (DAN 1153)

ARCHITECTURAL DESIGN
SELECTION AMONG MAJOR ALTERNATIVES RELATIVE TO CONTROL LOGIC AND DATA
STRUCTURAL TOPOLOGIES, MODULE COUPLING MODES, CLOCKING, PROTOCOLS, RESOURCE
ALLOCATION STRATEGIES, ETC., TO THAT DEGREE OF DETAIL WHICH PROVIDES
CONVINCING EVIDENCE OF PRODUCTION FEASIBILITY AND WHICH PERMITS COST AND
SCHEDULE ESTIMATES OF PREDEFINED ACCURACY. (DAN 1153)

ARCHITECTURAL FAMILIES
A DOMAIN OF MACHINES BELONGS TO AN ARCHITECTURAL FAMILY IF THE MACHINES HAVE
ONLY DIFFERENCES IN INSTRUCTION SET. SUCH MACHINES CAN, HOWEVER, HAVE
SIGNIFICANT VARIATION IN OPERATING SYSTEM FUNCTIONS AND SERVICES, WHICH
AFFECT PROGRAMS AND EXTERNAL INTERFACES.

ARTIFICIAL INTELLIGENCE
(1) THE CAPABILITY OF A DEVICE TO PERFORM FUNCTIONS THAT ARE NORMALLY
ASSOCIATED WITH HUMAN INTELLIGENCE, SUCH AS REASONING, LEARNING, AND
SELF-IMPROVEMENT. (ANSI-X3)

ASSEMBLE
TO TRANSLATE A SET OF SOME LANGUAGE STATEMENTS INTO A SIMPLE FORM, USUALLY
THE MACHINE CODE OF A PARTICULAR MACHINE. THE TRANSLATION IS OFTEN A
ONE-TO-ONE TRANSFORMATION. (ANSI-X3H1)

ASSEMBLER
A COMPUTER PROGRAM USED TO ASSEMBLE. SYNONYMOUS WITH ASSEMBLY PROGRAM.
(ANSI-X3) (2) A TOOL THAT TRANSLATES PROGRAMS WRITTEN IN SYMBOLIC MACHINE
LANGUAGE INTO ACTUAL MACHINE LANGUAGE PROGRAMS. (DAN LD7)

ASSEMBLY LANGUAGE
A LOW LEVEL PROGRAMMING LANGUAGE WHICH IS ACTUALLY A SYMBOLIC MACHINE
LANGUAGE. (NASA)

ASSERTION
AN ASSERTION IS A LOGICAL EXPRESSION THAT SPECIFIES AN INSTANTANEOUS CONDITION OR RELATION AMONG THE VARIABLES OF A PROGRAM. ASSERTIONS ARE USED IN VARIOUS METHODS OF PROGRAM VERIFICATION AS WELL AS FOR PROGRAM TESTING, SYNTHESIS, AND ABSTRACTION. (SET) (2) A STATEMENT DEFINING PROPERTIES OR BEHAVIOR AT A SPECIFIC POINT IN A COMPUTER PROGRAM. (NASA)

ASSESSMENT OF CORRECTNESS
THE PROCESS OF JUDGING THAT A PROGRAM (OR PART) IS CORRECT, BASED ON A PARTIAL DEMONSTRATION OF ITS ACTUAL OR ENVISIONED BEHAVIOR. DEMONSTRATION MAY RANGE FROM RIGOROUS, FORMAL MATHEMATICAL PROOF TO INFORMAL RATIONALE, OR FROM EXHAUSTIVE TESTING TO MERE PROGRAM CHECKOUT. (DAN 1153)

ASSIGNMENT STATEMENT
AN INSTRUCTION USED TO EXPRESS A SEQUENCE OF OPERATIONS, OR USED TO ASSIGN OPERANDS TO SPECIFIED VARIABLES OR SYMBOLS, OR BOTH. (ANSI-X3) (2) ALL STATEMENTS THAT CHANGE THE VALUE OF A VARIABLE AS THEIR MAIN PURPOSE (E.G. ASSIGNMENT OR READ STATEMENTS, BUT THE ASSIGNMENT OF THE DO LOOP VARIABLE IN A DO STATEMENT SHOULD NOT BE INCLUDED). (SEL)

ASSURANCE TECHNOLOGY
THE BODY OF TECHNOLOGY USEFUL IN FOSTERING, ENSURING, AND CONFIRMING THAT A SOFTWARE PRODUCT PROPERLY FULFILLS ITS INTENDED PURPOSE. (NASA)

ASTROS
A JOINT SPACE AND MISSILE TEST CENTER (SAMTEC) AND RADC EFFORT TO VALIDATE THE CLAIMED BENEFITS FROM THE APPLICATION OF MODERN PROGRAMMING PRACTICES IN AN AIR FORCE OPERATIONAL ENVIRONMENT. (DAN 226)

ATTACK
AN ATTACK ON A SYSTEM IS ANY DEFINED CIRCUMSTANCE WHICH RESULTS IN A GIVEN PROBABILITY OF ERROR, FAILURE, ERROR DETECTION, ERROR CORRECTION, SECURITY BREACH, ETC. AN ATTACK MIGHT ASSUME THE FORM OF SABOTAGE, INVALID DATA VALUES, INVALID COMBINATIONS OF VALID DATA ELEMENT VALUES IN INPUT, A PROGRAM LOGIC ERROR, ATTEMPT BY AN OPERATOR TO MOUNT AN OLD GENERATION OF THE "CORRECT" FILE, BREAKDOWN OF A COMPUTER'S AIR-CONDITIONING DURING A HEAT WAVE, ETC. (DAN 781)

ATTACK PROBABILITY
THE PROBABILITY OF AN ATTACK OF A GIVEN TYPE ON A GIVEN SYSTEM DURING A SPECIFIED TIME INTERVAL. (DAN 781)

ATTACK REPULSION PROBABILITY
SYNONOMOUS WITH SECURITY PROBABILITY. (DAN 781)

ATTITUDE/ORBIT
ANY SOFTWARE COMPONENT THAT IS DIRECTLY RELATED TO EITHER THE ATTITUDE DETERMINATION (OR CONTROL) TASK OR THE ORBIT DETERMINATION (OR CONTROL) TASK FALLS INTO THIS CATEGORY. THIS SHOULD INCLUDE FULL SYSTEMS IN GENERAL (SUCH AS GTDS, OR ISEE-B ATTITUDE) AS WELL AS SPECIFIC MODULES SUCH AS DETERMINISTIC ATTITUDE OR DCCONES. (SEL)

ATTRIBUTE LIST
A LIST OF THE IDENTIFIERS USED BY A PROGRAM DESCRIBING THE CHARACTERISTICS OF THOSE IDENTIFIERS, AND SHOWING THE SOURCE STATEMENTS WHERE THEY ARE FIRST
DEFINED (OR FIRST USED), AND, FOR VARIABLES, THEIR (RELATIVE) STORAGE LOCATIONS. (SEL)

AUDIT
A SOFTWARE AUDIT IS A REVIEW BY OUTSIDE (NOT INVOLVED IN THE DEVELOPMENT OF THE PROJECT) SOFTWARE DEVELOPMENT EXPERTS FOR THE PURPOSES OF ASSESSING PROGRESS, MAINTAINING SCHEDULES, PRODUCING RECOMMENDATIONS CONCERNING AREAS OR CONCEPTS THAT HAVE BEEN OVERLOOKED AND RATING THE RELATIVE EFFICIENCIES OF VARIOUS APPROACHES TO PROBLEMS. (DAN 300) (2) A FORMAL OR OFFICIAL EXAMINATION THAT ATTESTS TO THE CONFORMITY (OR NON-CONFORMITY) BETWEEN TWO SUPPOSED EQUIVALENT ENTITIES, ACCORDING TO A PREDEFINED SET OF RULES. (DAN 1153) (3) THE FOLLOWING OF OPERATING SYSTEM TRACERS RECORDED TO DOCUMENT ACCOUNTABILITY IN COST, EQUIPMENT USED, AND FILES ACCESSED.

AUGMENTABILITY
CODE POSSESSES THE CHARACTERISTIC AUGMENTABILITY TO THE EXTENT THAT IT CAN EASILY ACCOMMODATE EXPANSION IN COMPONENT COMPUTATIONAL FUNCTIONS OR DATA STORAGE REQUIREMENTS. THIS IS A NECESSARY CHARACTERISTIC FOR MODIFIABILITY. (DAN 239)

AUTOMATA THEORETIC
A TESTING STRATEGY WHICH HAS THE FOLLOWING CHARACTERISTICS: A) ONLY THE CONTROL STRUCTURE OF THE DESIGN IS CHECKED. B) IT DOES NOT REQUIRE AN "EXECUTABLE" SPECIFICATION. C) TEST SEQUENCES ARE GUARANTEED TO REVEAL ANY ERRORS IN THE CONTROL STRUCTURE, PROVIDED THAT SOME REASONABLE ASSUMPTIONS ARE SATISFIED. (DAN 308)

AUTOMATABILITY
"AUTOMATABLE" MEANS THAT THE HUMAN OPERATOR NOT ONLY CAN CONTROL THE SYSTEM COMPLETELY MANUALLY BUT ALSO CAN DEFINE PORTIONS OF THE SYSTEM OPERATIONS AS PROCEDURES TO BE PERFORMED AUTOMATICALLY BY THE SYSTEM. (DAN 346) AUTOMATABILITY WOULD THUS INDICATE THE DEGREE TO WHICH A SYSTEM IS AUTOMATABLE. (ED)

AUTOMATE
TO CONVERT A PROCESS/PROCEDURE DONE MANUALLY TO A PROCESS/PROCEDURE DONE AUTOMATICALLY.

AUTOMATED DESIGN TOOLS
COMPUTER PROGRAMS USED TO PROVIDE AN UNDERSTANDABLE REPRESENTATION OF THE SOFTWARE DESIGN AS IT EVOLVES.

AUTOMATED DOCUMENTATION
DOCUMENTATION WHICH IS PRODUCED BY AUTOMATED MEANS, USUALLY BY A SPECIALIZED PROGRAM OR A PROGRAM LIBRARY SYSTEM.

AUTOMATED ERROR DETECTION
THE USE OF AUTOMATED MEANS TO DETECT INCONSISTENCIES BETWEEN ASSERTIONS ABOUT THE INPUTS AND OUTPUTS OF THE VARIOUS ELEMENTS OF THE SOFTWARE

AUTOMATED PATH ANALYSIS
A SOFTWARE TECHNIQUE WHICH SCANS SOURCE CODE IN ORDER TO DESIGN AN OPTIONAL SET OF TEST CASES TO EXERCISE THE PRIMARY PATHS IN A SOFTWARE MODULE. (DAN 142)
AUTOMATED PROGRAM PROVING
SEE AUTOMATED VERIFICATION TOOLS.

AUTOMATED TEST GENERATOR
A COMPUTER PROGRAM THAT ACCEPTS INPUTS SPECIFYING A TEST SCENARIO IN SOME SPECIAL LANGUAGE, GENERATES THE EXACT COMPUTER INPUTS, AND DETERMINES THE EXPECTED RESULTS. (DAN 134)

AUTOMATED TESTING
TESTING, USUALLY BY A SOFTWARE PROGRAM WHICH IS GENERATED BY ALGORITHMS AND WHICH CONSTITUTES AN EFFECTIVE TEST FOR A SOFTWARE SYSTEM OR A COMPONENT OF THE SYSTEM. (DAN 234)

AUTOMATED TOOLS
ANY PROGRAMS WHOSE PURPOSE IS TO AID IN SOFTWARE DEVELOPMENT (E.G., COMPIlER, TEXT EDITOR, DUMP OR TRACE FACILITY, L TC.). THIS INCLUDES COMPILERS BUT NOT STANDARD OPERATING SYSTEM SOFTWARE (E.G., LINK EDITOR). (SEL) (2) COMPUTER PROGRAMS WHICH PERFORM VARIOUS SOFTWARE DESIGN, ANALYSIS, TEST, AND MAINTENANCE FUNCTIONS THROUGH THE AUTOMATION OF ASSOCIATED METHODS OR PROCEDURES. (NASA)

AUTOMATED UNIT TEST (AUT)
A MODULE TEST DRIVER TOOL DEVELOPED FOR USE WITHIN IBM CORP.

AUTOMATED VERIFICATION SYSTEMS
COMPUTER PROGRAMS THAT INSTRUMENT THE SOURCE CODE BY GENERATING AND INSERTING COUNTERS AT STRATEGIC POINTS TO PROVIDE MEASURES OF TEST EFFECTIVENESS. THEY PROVIDE DATA THAT DETAILS HOW THOROUGHLY THE SOURCE CODE HAS BEEN EXERCISED. (DAN 134)

AUTOMATED VERIFICATION TOOLS
AUTOMATED TOOLS FOR QUANTIFYING THE EFFECTIVENESS OF TEST DATA IN TERMS OF EXERCISING THE PROGRAM CONTROL STRUCTURES. SOME AUTOMATED VERIFICATION TOOLS CAN BE USED TO GENERATE DESCRIPTIVE PROGRAM DOCUMENTATION REPORTS, PROVIDE DYNAMIC EXECUTION TRACES OF MODULES AND DECISION-TO-DECISION (DD) PATHS, ASSIST IN GENERATION OF ADDITIONAL TEST CASES AND FLAG UNEXPECTED EXECUTION BEHAVIOR THROUGH THE USE OF COMPUTATION DIRECTIVES. (DAN 393)

AUTOMATIC DATA COLLECTION
THE COLLECTION OF DATA ABOUT A PROGRAM BY AUTOMATED MEANS, USUALLY DURING THE EXECUTION OF THE PROGRAM. THE COLLECTED DATA/STATISTICS MAY BE PRINTED OUT AT THE END OF A PROGRAM'S EXECUTION OR MAY BE STORED AUTOMATICALLY. THE DATA/STATISTICS MAY INCLUDE STATEMENT FREQUENCY PROFILES, DYNAMIC STATEMENT COUNTS, POST-MORTEM DUMPS, TRACE TABLES, AND OTHER FORMS OF COLLECTED DATA. (DAN 437-MODIFIED)

AUTOMATIC DEBUGGING
SYNONYMOUS WITH AUTOMATED ERROR DETECTION

AUTOMATIC PROGRAMMING
THE PROCESS OF USING A COMPUTER TO PERFORM SOME STAGES OF THE WORK INVOLVED IN PREPARING A COMPUTER PROGRAM. SYNONYMOUS WITH AUTOMATIC CODING. (ANSI-X3)
(2) USE OF MACHINE INTERACTIVE TECHNIQUES TO SELECT PROGRAM MODULES ALREADY IN A PROGRAM LIBRARY TO BE USED AS MODULES IN A NEW PROGRAM OR PROJECT. (DAN
AUTOMATIC SOFTWARE TEST DRIVERS
A SOFTWARE TOOL WHICH CONTROLS AND MONITORS THE EXECUTION OF SOFTWARE TESTS. (DAN 282)

AVAILABILITY
AVAILABILITY IS THE PROBABILITY THAT COMPUTER SOFTWARE IS "UP" OR CAPABLE OF FUNCTIONING IN ACCORDANCE WITH REQUIREMENTS AT ANY TIME. THIS PROBABILITY IS OFTEN MEASURED AS THE RATIO OF "UP" TIME TO TOTAL NEED TIME... THE COMPUTER SOFTWARE MAY BE CLASSIFIED AS NOT AVAILABLE IF IT IS BLOCKED BY ANOTHER USER, OR IF IT CONTAINS ERRORS AND IS BEING CORRECTED. (SET) (2) THE RATIO OF SYSTEM UP-TIME TO THE TOTAL OPERATING TIME. (DAN 232) (3) THE PROBABILITY THAT A SYSTEM IS OPERATING SATISFACTORILY AT ANY POINT IN TIME, WHEN USED UNDER STATED CONDITIONS. (DAN 781) (4) THE PROBABILITY THAT A SYSTEM, SUBSYSTEM, OR COMPONENT WILL BE FUNCTIONALLY READY OR OPERABLE AT SOME SPECIFIED POINT IN TIME. (NASA)

AVAILABILITY MODEL
A MODEL (OR MODELS) WHICH PREDICTS THE EXPECTED RATIO OF SYSTEM UP-TIME TO THE TOTAL OPERATING TIME. (DAN 232)

AVIONICS APPLICATIONS
SOFTWARE ENGINEERING APPLIED TO FLIGHT CONTROL SYSTEMS FOR AIRCRAFT. (DAN 258)

BALLISTIC MISSILE DEFENSE
INDEXING TERM. REFERS TO SOFTWARE USED AS A COMPONENT IN BALLISTIC MISSILE DEFENSE SYSTEMS.

BASELINE DIAGRAM
AN ORDERED CHART LISTING ALL COMPONENTS IN A SYSTEM WHERE A CONNECTION FROM A HIGHER COMPONENT TO A LOWER ONE INDICATES THAT THE HIGHER COMPONENT CALLS THE LOWER ONE. (SEL)

BASELINE PROGRAM
A PROGRAM POSSESSING WELL DEFINED CAPABILITIES AND FUNCTIONS WHICH IS DECREED TO BE THE STARTING POINT FOR FURTHER PROGRAM DEVELOPMENT. (DAN 1201)

BASIC
BEGINNER'S ALL-PURPOSE SYMBOLIC INSTRUCTION CODE. AN ALGEBRAIC PROBLEM-ORIENTED HIGH LEVEL PROGRAMMING LANGUAGE INTENDED FOR INTERACTIVE USE.

BATCH PROCESSING
THE PROCESSING OF DATA OR THE ACCOMPLISHMENT OF JOBS ACCUMULATED IN ADVANCE IN SUCH A MANNER THAT EACH ACCUMULATION THUS FORMED IS PROCESSED OR ACCOMPLISHED IN THE SAME RUN. (ANSI-X3) (2) PERTAINING TO THE TECHNIQUE OF EXECUTING A SET OF COMPUTER PROGRAMS SUCH THAT EACH IS COMPLETED BEFORE THE NEXT PROGRAM OF THE SET IS STARTED. (ANSI-X3) (3) USAGE OF A COMPUTER WHERE THE ENTIRE JOB IS READ INTO THE MACHINE BEFORE THE PROCESSING BEGINS. (INTERACTIVE USAGE ALWAYS IS VIA A TERMINAL, BATCH USAGE MAY BE VIA A TERMINAL OR A CARD DECK.) (SEL)
BAYESIAN MODEL
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY USED TO CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

BEBUGGING
SYNONYMOUS WITH BUG SEEDING/TAGGING

BEGIN-END BLOCK
BEGIN-END BLOCK IS A COLLECTION OF COMPUTER PROGRAM STATEMENTS BRACKETED BY BEGIN AND END STATEMENTS. THE LATTER DELIMITS THE SCOPE OF NAMES AND IS ALSO ACTIVATED BY NORMAL SEQUENTIAL FLOW OF CONTROL. ...THE TERM CAME FROM THE ALGOL 60 PROGRAMMING LANGUAGE. THESE STATEMENTS ARE OFTEN USED TO DEFINE THE LIMITS OF A COLLECTION OF CODE SUCH AS A MODULE OR SUBROUTINE. (SET)

BEHAVIOR MODELLING
DESCRIBING WHAT A COMPONENT OF A SOFTWARE SYSTEM WILL DO IN TERMS OF AN ABSTRACTION OF THE COMPONENT'S OPERATION WHICH FOCUSES UPON EFFECT RATHER THAN CAUSE. (DAN 242)

BEHAVIORAL MODEL
A MATHEMATICAL FUNCTION THAT RELATES CAUSE AND EFFECT QUANTITATIVELY. (DAN 255)

BIT
A CONTRACTION OF THE TERM "BINARY DIGIT" AND HENCE EITHER A 0 OR A 1 IN THE BASE-TWO NUMBER SYSTEM. (NASA)

BLACK BOX
AN ACTUAL OR A CONCEPTUAL DEVICE WHICH TRANSFORMS INPUT DATA INTO OUTPUT DATA ACCORDING TO A PRESCRIBED FUNCTIONAL RELATIONSHIP, BUT WHOSE INTERNAL MECHANIZATION IS NOT NECESSARILY KNOWN. (NASA)

BLOCK DIAGRAM
A DIAGRAM OF A SYSTEM, INSTRUMENT, OR COMPUTER, IN WHICH THE PRINCIPAL PARTS ARE REPRESENTED BY SUITABLY ASSOCIATED GEOMETRICAL FIGURES TO SHOW BOTH THE BASIC FUNCTIONS AND THE FUNCTIONAL RELATIONSHIPS AMONG THE PARTS. (ANSI-X3)

BLOCK-STRUCTURED LANGUAGE
A HIGHER-ORDER PROGRAMMING LANGUAGE WHICH DEMARCATES RELATED SEQUENCES OF CODE, OR BLOCKS, USUALLY WITH THE STATEMENTS BEGIN AND END. (NASA)

BOTTOM-UP DESIGN
THE DESIGN OF THE SYSTEM STARTING WITH THE LOWEST LEVEL ROUTINES AND PROCEEDING TO THE HIGHER LEVEL ROUTINES THAT USE THE LOWER LEVELS. (SEL) CONTRAST WITH TOP-DOWN DESIGN.

BOTTOM-UP IMPLEMENTATION
THE IMPLEMENTATION OF THE SYSTEM STARTING WITH THE LOWEST LEVEL ROUTINES AND PROCEEDING TO THE HIGHER LEVEL ROUTINES THAT USE THE LOWER LEVELS. (SEL) CONTRAST WITH TOP-DOWN IMPLEMENTATION.

BUDGETING AND ESTIMATING
THOSE ACTIVITIES THAT DETERMINE THE LEVELS OF EFFORT AND RESOURCES NEEDED TO ACCOMPLISH A PROJECT. (DAN LD-7)
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BUG
One or more software bugs exist in a system if a software change is required to correct a single major error or minor error so as to meet specified or implied system performance requirements. (DAN 31)

BUG SEEDING/TAGGING
The process of adding bugs (or errors) to those already assumed to be in a program with the purpose of obtaining an estimate for the number of natural bugs remaining in the program. It is also assumed that ratio of the number of undiscovered seeded bugs to the total number of bugs seeded can serve as an indication of the degree of "debuggedness" or reliability of the program. (DANS 232 and 781)

BUILDING BLOCK
Generation of a program as an isolated building block. Necessary independent subprograms are generated first, followed by generation of the dependent functions. (DAN 1201)

BUILDS
BUILDS are functionally-oriented sections of a more complex software development project. The "BUILDS" approach to software development is designed to improve the quality of the testing process by maintaining a visible connection between requirements and the test plans and procedures during the entire development process. (DAN 326)

BUILT-IN FLEXIBILITY
Built-in flexibility is the ability of a system to immediately handle different logical situations. Built-in flexibility increases system complexity proportionately. In a well-designed system the initial measure of built-in flexibility will be almost equal to the complexity measure. (DAN 781)

BUILT-IN-TEST
Test capability which is integral to a unit and which may perform system checks as well as self-test functions. (NASA)

BUSINESS AND FINANCIAL APPLICATIONS
Software or software system components related to some accounting task, financial data formatting, business data retrieval or reporting, or possibly personnel data management. (SEL)

BYTE
A string of bits whose length is the smallest accessible as a unit in a computer memory; also, the length used to represent a character. (NASA)

CALIBRATION ERROR
An error purposely inserted into a program to serve as a means for gauging the completeness of testing to uncover indigenous errors. (DAN 1153)

CAPABILITY
A capability is defined as an abstract encapsulation of the data needed to define access to a protected object. --With respect to security. (DAN 724)
(2) Capabilities are discretely identified elements of performance which are expected (either formally or informally) of a product or combination of
PRODUCTS. A failure is the absence of one or more capabilities during the use of a product. Severity of a failure is directly proportional to the value of the absent capabilities to the user. An error becomes a failure when software is incapable of re-establishing its capabilities in an error environment. --With respect to effectiveness. (DAN 749)

CAPABILITY MACHINE
A set of hardware-software mechanisms used to implement secure or fault-tolerant computing systems which may include well-defined rights to access certain resources at various levels and validation keys. The mechanisms may also be referred to as capability monitors or capability managers.

CASE
A case statement is a statement that transfers control to one of several locations depending on the value of the control expression. ...The "case" construct provides a N-way transfer of control and is considered a "GOTO" replacement. One type of case statement is the "ARITHMETIC IF" in FORTRAN. (SET)

CERTIFICATION
Certification extends the processes of verification and validation to an operational environment; confirms that the system is operationally effective, is capable of satisfying requirements under specified operating conditions; and finally guarantees its compliance with requirements in writing. Certification usually implies the existence of an independent quality control group for the acceptance testing of the overall system. The acceptance testing may be accomplished by operational testing, laboratory testing, and/or placing the system in simulated operation. (SET) (2) The formal demonstration of system acceptability to obtain authorization for its operational use. (NASA)

CERTIFICATION PLAN
An approved document containing a plan to provide software certifications. (DAN 1201)

CERTIFICATION TEST
The formal demonstration to the customer of the tests documented in the certification test procedure. (DAN 1201)

CERTIFICATION TEST PROCEDURES
A formal document detailing the actions to be performed and results to be observed in verifying the correct operation of a program. (DAN 1201)

CERTIFICATION TOOLS
Information reporting and summarizing components that provide a systematic data collection and summarizing mechanism that produces a system status report. (DAN LD-7)

CHANGE
A modification to design, code, or documentation. A change might be made to correct an error, to improve system performance, to add a capability, to improve appearance, to implement a requirements change, etc., (SEL) (2) any alteration (addition, deletion, correction) of the program code whether it
BE A SINGLE CHARACTER OR THOUSANDS OF LINES OF CODE. CHANGES MADE TO IMPROVE DOCUMENTATION OR SATISFY NEW SPECIFICATIONS ARE IMPORTANT TO RECORD AND STUDY, BUT ARE NOT COUNTED AS BUGS. (DAN LD-7) --COMPAR- WITH MAINTENANCE OR MODIFICATION

CHARACTER CODE
A CORRESPONDENCE BETWEEN A CHARACTER SET AND A SET OF INTEGERS. (ANSI-X3-11)

CHARACTER SET
A SET OF GRAPHIC SYMBOLS INDEPENDENT OF FONT. A CHARACTER SET DOES NOT INCLUDE SPECIFICATION OF CODES TO REPRESENT CHARACTERS. (ANSI-X3H1)

CHEBYSHEV'S INEQUALITY
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY USED TO CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

CHIEF PROGRAMMER TEAM

CLARITY
CODE POSSESS THE CHARACTERISTIC CLARITY TO THE EXTENT THAT IT IS CONCISE, STRAIGHTFORWARD (LACK OF TRICKY, OBSCURE CODE), UNDERSTANDABLE, HAS CLEAR CONTROL STRUCTURE, UNIFORM STYLE, SELF-CONTAINED WITH RESPECT TO DOCUMENTATION, MAKES APPROPRIATE USE OF MACROS AND OF CHANGE LEVELS. (DAN 748)

CLERICAL
THE PROCESS OF COPYING AN ITEM FROM ONE FORMAT TO ANOTHER, OR FROM ONE
MEDIUM TO ANOTHER, INVOLVING NO INTERPRETATION OR SEMANTIC TRANSLATION. (SEL)

COBOL
(COMMON BUSINESS ORIENTED LANGUAGE). A PROGRAMMING LANGUAGE DESIGNED FOR BUSINESS DATA PROCESSING. (ANSI-X3)

CODE
THE SYMBOLIC REPRESENTATION OF COMPUTER PROGRAM STATEMENTS. (NASA)

CODE AUDITING
CODE AUDITING IS THE PROCESS OF VERIFYING ADHERENCE TO PROGRAMMING STANDARDS.

CODE INSPECTION

CODE STANDARDS AUDITOR
A COMPUTER PROGRAM USED TO AUTOMATICALLY DETERMINE WHETHER PRESCRIBED PROGRAMMING STANDARDS AND PRACTICES HAVE BEEN FOLLOWED.

CODE VERIFICATION
THE PROCESS OF DETERMINING WHETHER THE ACTUAL CODE IS COMPLIANT WITH THE TECHNICAL DESCRIPTION OF THE COMPUTER PROGRAM SPECIFICATION. THE ANALYSIS PERFORMED IS VERY DETAILED AND SEeks TO IDENTIFY ERRORS OR DISCREPANCIES THAT STEM FROM INCONSISTENT USE OF INSTRUCTIONS, INCOMPATIBLE INTERFACES, FAILURES TO MEET TIMING AND SIZING BUDGETS, AND/OR INACCURACIES IN SIZING OR CALCULATIONS. (SET)

CODER
AN INDIVIDUAL MAINLY INVOLVED WITH WRITING BUT NOT DESIGNING A COMPUTER PROGRAM. (DAN 1153)

CODING
THE GENERATION OF A SEQUENCE OF PRECISE STATEMENTS IN A FORM APPROPRIATE TO PERMIT A COMPUTER TO PERFORM AN INTENDED FUNCTION. (NASA) (2) THE ACTIVITY OF EXPRESSING THE STEPS OF A GIVEN ALGORITHM IN A COMPUTER LANGUAGE (OR, PERHAPS, MORE THAN ONE LANGUAGE). A UNIT IS NOT QUALIFIED AS "CODED" UNTIL COMPILED (OR ASSEMBLED) AND ALL SYNTAX ERRORS REMOVED. (DAN 1153)

COHESION OR MODULE STRENGTH
A RELATIVE MEASURE OF THE STRENGTH OF RELATIONSHIPS AMONG THE INTERNAL COMPONENTS OF A MODULE IN SOFAR AS THEY CONTRIBUTE TO THE VARIATION IN ASSUMPTIONS MADE BY THE OUTSIDE PROGRAM CONCERNING THE ROLE THE MODULE PLAYS IN THE PROGRAM. INVARIANT ASSUMPTIONS ABOUT A MODULE INDICATE HIGH STRENGTH. (DAN 1153)

COINCIDENTAL CORRECTNESS
COINCIDENTAL CORRECTNESS OCCURS WHEN A SPECIFIC TEST POINT FOLLOWS AN INCORRECT PATH, AND YET THE OUTPUT VARIABLES COINCIDENTLY ARE THE SAME AS IF THAT TEST POINT WERE TO FOLLOW THE CORRECT PATH. (DAN 842)
COMMAND
TO DIRECT OR TO ISSUE AN ORDER. A COMMAND IS AN ORDER OR DIRECTION. (ANSI-X3H1)

COMMAND LANGUAGE
A SOURCE LANGUAGE CONSISTING PRIMARILY OF PROCEDURAL OPERATORS, EACH CAPABLE OF INVOKING A FUNCTION TO BE EXECUTED. (2) THE LANGUAGE THROUGH WHICH A USER DIRECTS A SYSTEM. (ANSI-X3H1)

COMMAND LEVEL
A MODE IN WHICH INPUT STATEMENTS ARE ACCEPTED BY A COMMAND PROCESSOR. (ANSI-X3H1)

COMMAND STATEMENT
A STATEMENT IN A COMMAND STATEMENT. (ANSI-X3H1)

COMMAND/CONTROL APPLICATIONS
SOFTWARE APPLICATIONS USED TO EITHER GENERATE VEHICLE COMMANDS OR TRANSMIT THESE COMMANDS FROM THE CONTROL CENTER. (SEL)

COMMENT
A STATEMENT OR PARTIAL STATEMENT INCLUDED WITHIN A SET OF COMMAND STATEMENTS WHICH IS NOT INTENDED FOR ANY PROCESSING BY AN OSCRL PROCESSOR OTHER THAN POSSIBLE OUTPUT. (ANSI-X3H1)

COMMUNICATIONS SWITCHING SYSTEM
INDEXING TERM. REFERS TO THE SOFTWARE COMPONENT OF A COMMUNICATIONS SWITCHING SYSTEM OR TO THE USE OF SOFTWARE AS A TOOL IN THE DEVELOPMENT OF A COMMUNICATIONS SWITCHING SYSTEM.

COMMUNICATIVENESS
CODE POSSESSES THE CHARACTERISTIC COMMUNICATIVENESS TO THE EXTENT THAT IT FACILITATES THE SPECIFICATION OF INPUTS AND PROVIDES OUTPUTS WHOSE FORM AND CONTENT ARE EASY TO ASSIMILATE AND USEFUL. COMMUNICATIVENESS IS NEEDED FOR TESTABILITY AND HUMAN ENGINEERING. (DAN 239)

COMPARATOR
A COMPUTER PROGRAM USED TO COMPARE TWO VERSIONS OF THE SAME COMPUTER PROGRAM UNDER TEST TO ESTABLISH IDENTICAL CONFIGURATION OR TO SPECIFICALLY IDENTIFY CHANGES IN THE SOURCE CODE BETWEEN THE TWO VERSIONS. (DAN 134)

COMPATIBILITY
COMPATIBILITY IS THE MEASURE OF PORTABILITY THAT CAN BE EXPECTED OF SYSTEMS WHEN THEY ARE MOVED FROM ONE GIVEN ENVIRONMENT TO ANOTHER. BY WAY OF CONTRAST, PORTABILITY IS A CHARACTERISTIC OF THE SYSTEM; COMPATIBILITY IS A RELATIONSHIP BETWEEN TWO ENVIRONMENTS. (DAN 781)

COMPETING CHARACTERISTICS
A SET OF FACTORS THAT RELATE TO THE FINAL QUALITY OF A PIECE OF SOFTWARE, BUT THAT MAY CONFLICT OR COMPETE FOR PROJECT OR MACHINE RESOURCES. THESE MAY BE ORDERED IN PRIORITY TO FORM IMPLEMENTATION GUIDELINES. (DAN 1153)

COMPILE
TO TRANSLATE A COMPUTER PROGRAM EXPRESSED IN A PROBLEM-ORIENTED LANGUAGE
INTO A COMPUTER-ORIENTED LANGUAGE. (ANSI-X3) (2) TO PREPARE A MACHINE LANGUAGE PROGRAM FROM A COMPUTER PROGRAM WRITTEN IN ANOTHER PROGRAMMING LANGUAGE BY MAKING USE OF THE OVERALL LOGIC STRUCTURE OF THE PROGRAM, OR GENERATING MORE THAN ONE COMPUTER INSTRUCTION FOR EACH SYMBOLIC STATEMENT, OR BOTH, AS WELL AS PERFORMING THE FUNCTION OF AN ASSEMBLER. (ANSI-X3) (3) TO TRANSLATE A SET OF SOURCE LANGUAGE STATEMENTS INTO A SIMPLE FORM, USUALLY THE ASSEMBLY CODE OR MACHINE CODE OF A PARTICULAR MACHINE. THE TRANSLATION IS OFTEN A ONE-TO-MANY TRANSFORMATION. (ANSI-X3H1)

COMPILER
A COMPUTER PROGRAM USED TO COMPIL e. SYNONYMOUS WITH COMPI Ling PROGRAM. (ANSI-X3) (2) A TOOL, USED IN THE PRODUCTION OF SOFTWARE SYSTEMS, THAT ALLOWS PROGRAMS TO BE WRITTEN IN HIGHER-ORDER LANGUAGES. EXAMPLES INCLUDE THE PL/I COMPILER, FORTRAN COMPILER, AND COBOL COMPILER. (DAN LD7) (3) A PROGRAM WHICH TRANSLATES A HIGHER-ORDER LANGUAGE SOURCE PROGRAM INTO EITHER ASSEMBLY OR MACHINE LANGUAGE. (NASA)

COMPILER-COMPILER
A SOFTWARE TOOL FOR COMPILER CONSTRUCTION. COMPILER-COMPILERS ARE USED TO DEVELOP NEW COMPILERS WHEN THE HIGH LEVEL SOURCE LANGUAGE IS CHANGED OR A TOTALLY NEW SOURCE LANGUAGE IS ADOPTED.

COMPLEXITY

COMPLEXITY MEASUREMENT
(1) THE PROCESS OF QUANTIFYING THE COMPLEXITY OF A PROGRAM. (2) THE NUMERICAL DESCRIPTION OF COMPLEXITY PRODUCED BY A MODEL OR FORMULA.

COMPLEXITY OF A PROGRAM
THE MINIMUM (CONCEPTUAL) LENGTH OF THE "PROOF OF CORRECTNESS" OF A PROGRAM, RELATIVE TO A PARTICULAR SET OF AVAILABLE METHODS FOR PERFORMING THE "PROOF OF CORRECTNESS", SUCH AS FORMAL MATHEMATICAL RIGOROUS THEOREM PROVING, INFORMAL (BUT COMPLETE) REASONING, EXHAUSTIVE TESTING, ETC. (DAN 1153)

COMPONENT
A COMPONENT IS A PIECE OF THE SYSTEM IDENTIFIED BY NAME OR COMMON FUNCTION (E.G., SEPARATELY COMPILABLE FUNCTION, AN ENTRY IN A TREE CHART OR BASELINE DIAGRAM FOR THE SYSTEM AT ANY POINT IN TIME, OR A SHARED SECTION OF DATA SUCH AS A COMMON BLOCK). (SEL)
COMPRESSION RATIO
THE MEASURE OF THE DEGREE OF COMPRESSION OF DATA AS EXPRESSED BY THE FRACTION: LENGTH OF ORIGINAL DATA/LENGTH OF COMPRESSED DATA. (DAN 781)

COMPUTATION ERROR/FAULT
AN ERROR/FAULT IN SOME ASSIGNMENT STATEMENT WHICH CAUSES THE WRONG FUNCTION TO BE COMPUTED FOR ONE OR MORE OF THE OUTPUT VARIABLES EVEN THOUGH THE SPECIFIC INPUT follows the CORRECT PATH. (DAN 842)

COMPUTATION STRUCTURE
AN ANALYTICAL TECHNIQUE USED TO MODEL THE DYNAMIC PERFORMANCE OF A COMPUTATION AND THE RESOURCES NEEDED TO PERFORM THE COMPUTATION. A COMPUTATION STRUCTURE CONSISTS OF TWO DIRECTED GRAPHS, A DATA FLOW GRAPH AND A PRECEDENCE GRAPH. THE DATA FLOW GRAPH ILLUSTRATES THE RELATIONSHIP BETWEEN THE STORAGE CELLS REQUIRED BY THE COMPUTATION AND THE SET OF OPERATORS WHICH MAY BE USED TO PROCESS THE INFORMATION CONTAINED IN THE CELLS. THE PRECEDENCE GRAPH INDICATES THE ORDER IN WHICH THESE OPERATIONS MUST BE EXECUTED IN ORDER TO CARRY OUT A COMPUTATION. THE TECHNIQUE IS USED TO EVALUATE THE PERFORMANCE OF DIFFERENT REALIZATIONS OF A COMPUTATION AND TO HELP SELECT THE ONE REALIZATION WHICH OFFERS THE BEST PERFORMANCE CHARACTERISTICS UNDER A GIVEN COST CONSIDERATION. (DAN 1127)

COMPUTER
A COMPUTER IS A MACHINE FOR CARRYING OUT CALCULATIONS OR TRANSFORMATIONS UNDER CONTROL OF A STORED PROGRAM...THE ABOVE DEFINITION IS A SELECTION FOR THE SOFTWARE ENGINEERING ENVIRONMENT FROM MORE LOOSELY FORMULATED ALTERNATIVE DEFINITIONS IN THE REFERENCE. IT APPLIES TO DIGITAL, ANALOG, AND HYBRID COMPUTERS. (SET)

COMPUTER ARCHITECTURE
THE SPECIFICATION OF THE RELATIONSHIPS BETWEEN THE PARTS OF A COMPUTER SYSTEM. (ANSI-X3) (2) THE MACHINE INSTRUCTION LEVEL OF A COMPUTER (DAN 286) (3) THE STRUCTURAL AND FUNCTIONAL DEFINITION OF A COMPUTER AS VIEWED IN TERMS OF ITS MACHINE INSTRUCTION SET AND INPUT/OUTPUT CAPABILITIES. (SET)

COMPUTER COMMUNICATION NETWORK
INDEXING TERM. REFERS TO THE SOFTWARE COMPONENT OF A COMPUTER COMMUNICATION NETWORK, OR TO THE USE OF SOFTWARE AS A TOOL IN THE DEVELOPMENT OF A COMPUTER COMMUNICATION NETWORK.

COMPUTER DATA
A REPRESENTATION OF FACTS, CONCEPTS OR INSTRUCTIONS IN A STRUCTURED COMMUNICATION BETWEEN COMPUTER EQUIPMENT. SUCH DATA CAN BE EXTERNAL (IN COMPUTER-READABLE FORM) OR RESIDENT WITHIN THE COMPUTER EQUIPMENT AND CAN BE IN THE FORM OF ANALOG OR DIGITAL SIGNALS. (DAN 158)

COMPUTER EQUIPMENT / COMPUTER HARDWARE
DEVICES CAPABLE OF ACCEPTING AND STORING COMPUTER DATA, EXECUTING A SYSTEMATIC SEQUENCE OF OPERATIONS ON COMPUTER DATA OR PRODUCING COMPUTER OUTPUTS. SUCH DEVICES CAN PERFORM SUBSTANTIAL INTERPRETATION, COMPUTATION, COMMUNICATION, CONTROL AND OTHER LOGICAL FUNCTIONS. EXAMPLES: CENTRAL PROCESSING UNITS, TERMINALS, PRINTERS, ANALOG/DIGITAL CONVERTERS, TAPE DRIVES, DISKS AND DRUMS. (DAN 158)
COMPUTER LOADING ANALYSIS
A SOFTWARE MANAGEMENT TOOL WHICH ANALYZES REQUIREMENTS VERSUS CAPABILITIES FOR BASIC PARAMETERS. TWO AVAILABLE TECHNIQUES ARE HAND ANALYSIS AND A COMPLEX COMPUTER PROGRAM, GPSS (GENERAL PURPOSE SIMULATION SYSTEM; E.G. IMB OR UNIVAC). (DAN 300)

COMPUTER NETWORK
(ISO) A COMPLEX CONSISTING OF TWO OR MORE INTERCONNECTED COMPUTERS. (ANSI-X3H1)

COMPUTER PROGRAM
A COMPUTER PROGRAM IS A SERIES OF INSTRUCTIONS OR STATEMENTS IN A FORM ACCEPTABLE TO COMPUTER EQUIPMENT DESIGNED TO CAUSE THE EQUIPMENT TO EXECUTE AN OPERATION OR OPERATIONS. (2) AN IDENTIFIABLE SERIES OF INSTRUCTIONS, OR STATEMENTS IN A FORM SUITABLE FOR EXECUTION BY A COMPUTER, PREPARED TO ACHIEVE A CERTAIN RESULT. (ANSI) DRAFT STANDARD FOR COMPUTER PROGRAM ABSTRACTS.

COMPUTER PROGRAM ABSTRACTS
A COMPUTER PROGRAM ABSTRACT IS A DESCRIPTIVE SUMMARY OF INFORMATION CONCERNING A COMPUTER PROGRAM. A COMPUTER PROGRAM ABSTRACT IS INTENDED TO PROVIDE SUFFICIENT INFORMATION FOR POTENTIAL USERS TO DETERMINE THE APPROPRIATENESS OF THE COMPUTER PROGRAM TO THEIR NEEDS AND RESOURCES. (ANSI-X3)

COMPUTER PROGRAM CERTIFICATION
COMPUTER PROGRAM CERTIFICATION IS THE PROCESS OF CONFIRMING THAT A COMPLETE COMPUTER PROGRAM IS OPERATIONALLY EFFECTIVE AND CAPABLE OF SATISFYING REQUIREMENTS UNDER SPECIFIED OPERATING CONDITIONS. COMPUTER PROGRAM CERTIFICATION USUALLY TAKES PLACE IN THE FIELD UNDER REAL CONDITIONS, AND IS UTILIZED TO EVALUATE NOT ONLY THE SOFTWARE ITSELF, BUT ALSO THE SPECIFICATIONS TO WHICH THE SOFTWARE WAS CONSTRUCTED. CERTIFICATION EXTENDS THE PROCESS OF VERIFICATION AND VALIDATION TO A REAL OR SIMULATED OPERATIONAL ENVIRONMENT. HERE THE CODE CAN BE EXERCISED TO DETERMINE WITH SOME CONFIDENCE WHETHER OR NOT THE STATED REQUIREMENTS ARE MET. OFFICIAL ENDORSEMENT OF THE OPERATIONAL CAPABILITY CAN THEN BE GIVEN. CERTIFICATION INVOLVES ACCEPTANCE TESTING OF THE OVERALL SYSTEM AND IS USUALLY ACCOMPLISHED BY OPERATIONAL TESTING, LABORATORY TESTING, AND/OR PLACING THE SYSTEM IN SIMULATED OPERATION. (SET) (2) THE TEST AND EVALUATION OF THE COMPLETE COMPUTER PROGRAM AIMED AT ENSURING OPERATIONAL EFFECTIVENESS AND SUITABILITY WITH RESPECT TO MISSION REQUIREMENTS UNDER REALISTIC OPERATING CONDITIONS. (DAN 134)

COMPUTER PROGRAM DEVELOPMENT PLAN (CPDP)
A MANAGEMENT PLAN. AIR FORCE REGULATION 800-14 DICTATES THAT COMPUTER PROGRAMS SHALL BE PLANNED, ANALYZED, DESIGNED, CODED, CHECKED, INTEGRATED, TESTED, AND DELIVERED IN ACCORDANCE WITH A CPDP. (DAN 356)

COMPUTER PROGRAM VALIDATION
COMPUTER PROGRAM VERIFICATION

THE TEST AND EVALUATION OF THE COMPLETE COMPUTER PROGRAM AIMED AT ENSURING OPERATIONAL EFFECTIVENESS AND SUITABILITY WITH RESPECT TO PROJECT REQUIREMENTS UNDER REALISTIC OPERATING CONDITIONS. (2) COMPUTER PROGRAM VERIFICATION IS THE ITERATIVE PROCESS OF DETERMINING WHETHER OR NOT THE PRODUCT OF EACH STEP OF THE COMPUTER PROGRAM ACQUISITION PROCESS FULFILLS ALL REQUIREMENTS LEVIED BY THE PREVIOUS STEP. THESE STEPS ARE SYSTEM SPECIFICATION VERIFICATION, REQUIREMENTS VERIFICATION, SPECIFICATION VERIFICATION, AND CODE VERIFICATION. VERIFICATION IS THE GENERIC PROCESS ENCOMPASSING THE FOUR ACTIVITIES DESCRIBED BELOW. ...SYSTEM SPECIFICATION VERIFICATION: SYSTEM SPECIFICATION VERIFICATION (SYSVER) IS THE PROCESS OF DETERMINING WHETHER THE STATED MISSION REQUIREMENTS HAVE BEEN CLEARLY AND CORRECTLY TRANSLATED INTO AN ACHIEVABLE NEXT LOWER LEVEL OF SPECIFICATION. DETAILED REQUIREMENTS ANALYSES ARE CONDUCTED TO CRITICALLY EVALUATE PROPOSED CONCEPTUAL APPROACHES TO SYSTEM MECHANIZATION. PRELIMINARY SYSTEM AND SUBSYSTEM RELATIONSHIPS ARE REVIEWED TO IDENTIFY SATISFACTION OF APPROPRIATE PERFORMANCE, FUNCTIONAL, AND OPERATIONAL REQUIREMENTS. REQUIREMENTS ARE SEGMENTED IN SUFFICIENT DETAIL TO DETERMINE IF THE IDENTIFIED DESIGN APPROACHES CAN FULLY REALIZE THEM. THE PRIMARY OBJECTIVE OF SYSVER IS TO REDUCE THE RISK ASSOCIATED WITH SYSTEM ACQUISITION BY PROVIDING THE ANALYSIS AND REVIEW NECESSARY TO ENSURE VIABILITY. SYSVER IS USUALLY ACCOMPLISHED PRIOR TO CONTRACT AWARD AND DURING THE ONSET OF CONTRACT PERFORMANCE. BECAUSE OF THE ROLE SOFTWARE PLAYS, CRITICAL ANALYSES AND SIMULATION OF KEY MODULES USUALLY ARE NEEDED. ...REQUIREMENTS VERIFICATION: REQUIREMENTS VERIFICATION (REQVER) IS THE PROCESS OF DETERMINING WHETHER OR NOT THE COMPUTER PROGRAM REQUIREMENTS REFLECT THE COMPUTER-APPLICABLE PORTION OF THE SYSTEM SPECIFICATION. ITS PRIMARY PURPOSE IS TO IDENTIFY AMBIGUOUS, ILL-DEFINED, AND INADEQUATE COMPUTER REQUIREMENTS EARLY IN THE ACQUISITION CYCLE. REQVER SEeks TO DETERMINE IF THE CONCEPTUAL DESIGN WILL WORK. ITS INTENT IS TO VERIFY THAT EACH REQUIREMENT STATED IN SYSTEM SPECIFICATION IS CLEARLY TRANSLATED INTO SUBSYSTEM REQUIREMENTS THAT CAN BE MECHANIZED. SIMULATIONS, DOCUMENT RESEARCH, AND ANALYSIS ARE THE TECHNIQUES PRESENTLY ASSOCIATED WITH REQVER. ...SPECIFICATION VERIFICATION: SPECIFICATION VERIFICATION (SPECVER) IS THE PROCESS OF DETERMINING WHETHER OR NOT THE DESIGN SPECIFICATION FOR THE INDIVIDUAL COMPUTER PROGRAM MODULES REPRESENTS A CLEAR, CONSISTENT, AND ACCURATE TRANSLATION OF THE COMPUTER PROGRAM REQUIREMENTS. SPECVER IS CONCERNED WITH DETERMINING IF THE RECOMMENDED DESIGN ACTUALLY WILL DO THE JOB. IT DOESN'T SEEK TO REDesign, BUT RATHER TO IDENTIFY INADEQUACIES. TYPICALLY, THE ACTIVITIES ASSOCIATED WITH SPECVER ARE DOCUMENT ANALYSIS, INDEPENDENT SIMULATION, MODEL AND LOGIC ANALYSIS AND REDESIGNATION OF KEY ALGORITHMS. ...CODE VERIFICATION: CODE VERIFICATION (CODEVER) IS THE PROCESS OF DETERMINING WHETHER OR NOT THE ACTUAL CODE IS COMPATIBLE WITH THE TECHNICAL DESCRIPTION OF THE COMPUTER PROGRAM SPECIFICATION. THE ANALYSIS PERFORMED IS VERY DETAILED AND SEeks TO IDENTIFY ERRORS OR DISCREPANCIES THAT STEM FROM INCONSISTENT USE OF INSTRUCTIONS, INCOMPLETE LOGIC FLOW, INCOMPUTATABLE INTERFACES, FAILURES TO MEET TIMING AND SIZING BUDGETS, AND/OR INACCURACIES IN SCALING OR CALCULATIONS. (SET)

COMPUTER RESOURCES

THE TOTALITY OF AVAILABLE AND USEFUL COMPUTER EQUIPMENT, PROGRAMS, DOCUMENTATION, SERVICES, SUPPLIES AND PERSONNEL. (NASA) (2) THE TOTAL OF COMPUTER CAPABILITIES, MEMORY, AND MASS STORAGE. (DAN 1201) (3) IN AN ALLOCATION SENSE "RESOURCES" MORE SPECIFICALLY IS ORIENTED TO AVAILABLE MEMORY AND ALLOWABLE RUNNING TIME TO ACCOMPLISH A SPECIFIC JOB OR PROJECT.
COMPUTER SOFTWARE
A combination of associated computer programs and data required to command the computer equipment to perform computational or control functions. (Dan 158) (2) The terms software and computer software are used interchangeably. (Set) (3) In a more direct allocation sense "resources" more specifically are

COMPUTER SYSTEM
A computer system is an interacting collection of computer equipment, computer programs, and computer data. (Set)

COMPUTER TIME
For batch usage, this is the billable time for all runs. For interactive usage, it is the number of hours spent at a terminal. (Sel) Contrast with execution time. (2) Computer time in simulation, the time required to process the data that represents a process or that represents a part of a process. (ANSI X-3)

COMPUTER TURNAROUND TIME
The time differential between the submittal of a job to the computer center and the return of the job results to the programmer. (Dan 137)

CONCISENESS
Code possesses the characteristic conciseness to the extent that excessive information is not present. This implies that programs are not excessively fragmented into modules, overlays, functions, and subroutines, nor that the same sequence of code is repeated in numerous places, rather than defining a subroutine or macro, etc. (Dan 239)

CONCURRENT
Concurrent pertains to the occurrence in parallel of two or more events or activities within the same specified interval of time. Concurrency in software development is an issue, because it does offer the potential for decreasing the duration of a development project. However, it also presents the problems associated with many simultaneous activities. These problems include more interface requirements, coordination of multiple tasks, and intertask dependencies. One example would be to have the design and coding tasks completed in parallel. (Set). (2) Operating or occurring at the same time. Running in parallel. (ANSI-X3H1)

CONCURRENT PASCAL
An extension of Pascal designed specifically for the design and implementation of multi-programming operating systems. (Dan 389)

CONCURRENT PROCESSES
Processes may execute in parallel on multiple processors or asynchronously on a single processor. Concurrent processes may interact with each other during execution. Individual processes within a collection of concurrent processes may suspend their execution pending receipt of information from another of the processes. (Abbott)

CONCURRENT PRODUCTION PRINCIPLE
A method in which the formal production of software proceeds with concurrent activities among design, coding, testing, and documentation. (Dan 1153)
CONCURRENT PROGRAMMING
In concurrent programming, processes may interact by communication of data and synchronization of actions. (DAN 273)

CONDITION VARIABLES
Monitors which govern queues have local condition variables with associated wait and signal operations. A process may be delayed within a monitor procedure until some condition becomes true.

CONDITIONAL CONTROL STRUCTURE
In programming this structure allows alternate branching of program flow depending upon the fulfillment of specified conditions. In most languages it generally fits the format if...then...else....

CONDITIONAL JUMP
A conditional jump is the transfer of the command sequence, provided specified criteria are met. (SET)

CONFIDENCE LEVEL
Percent probability that a given number is correct. 100% means that the number is known to be correct with absolute certainty; 0% means that the number must be incorrect. (An output of some reliability and error models) (SEL) (2) The probability that a given statement concerning a set of random variables or a segment of a random process will be upheld, if tested. (DAN 1153)

CONFIGURATION
The collection of interconnected objects which make up a system or subsystem. (ANSI-X3H1) (2) The total software modules in a software system or hardware devices in a hardware system and their interrelationships. (DAN 1201)

CONFIGURATION CONTROL
A methodology concerned with procedures for controlling the contents of a software system. A way of monitoring the status of system components, preserving the integrity of released and developing versions of a software system, and controlling the effects of changes throughout the system. (DAN LD7) (2) A process by which a configuration item is baselined, and thereafter, only changeable by approval by a controlling agency. (DAN 1201)

CONFIGURATION MANAGEMENT
Configuration management involves the systematic and disciplined application of the principles of good technical and administrative practices to ensure that all requirements are identified, evaluated, transformed into and maintained as hardware configuration items and software configuration items. It is the function of configuration management to provide the framework for technical control and status accounting during configuration item acquisition or modification to best direct maintenance effort and to minimize impact of maintenance and testing on operational service. (DAN 223) (2) All activities related to controlling the contents of a software system. It monitors the status of system components, preserves the integrity of released and developing versions of a system, and controls the effects of changes throughout the system. It is a process dealing as much with procedures as with tools. (DAN 1157) (3) A discipline applying technical and
ADMINISTRATIVE DIRECTION AND SURVEILLANCE TO IDENTIFY AND DOCUMENT A CONFIGURATION ITEM, TO CONTROL CHANGES TO IT, AND TO REPORT STATUS OF CHANGE PROCESSING AND IMPLEMENTATION. (DAN 1201)

CONFINEMENT
THE PROCESS OF ENSURING THAT WHILE ACCESSING A FILE THROUGH A FILE SYSTEM, NO INFORMATION FROM THE FILE WILL BE TRANSMITTED TO THE OUTSIDE WORLD (UNPRIVILEGED USERS). (DAN 278)

CONNECTIONS, CONNECTIVITY
THE SET OF ASSUMPTIONS THE REST OF A PROGRAM MAKES ABOUT A MODULE (OR OTHER PROGRAM SEGMENT). MODULES HAVE CONNECTIONS IN CONTROL, IN DATA, AND IN SERVICES (FUNCTIONS) PERFORMED. CONNECTIVITY INCREASES WITH THE NUMBER, TYPE, AND VARIABILITY OF SUCH ASSUMPTIONS. (DAN 1153)

CONSISTENCY
THE STRICT AND UNIFORM ADHERENCE TO PRESCRIBED SYMBOLS, NOTATION, TERMINOLOGY, AND CONVENTIONS WHICH TENDS TO FOSTER A QUALITY SOFTWARE PRODUCT. (NASA) (2) A PROGRAM QUALITY WHICH ASSURES THAT THE RESULTS OF EXECUTING A PROGRAM ARE REPEATABLE IN A PRACTICAL SENSE, IN SPITE OF ANY LOGICAL ERRORS WHICH MAY BE PRESENT IN THE PROGRAM. (DAN 1153)

CONSISTENCY CHECKER
A COMPUTER PROGRAM USED TO DETERMINE (1) IF REQUIREMENTS AND/OR DESIGNS SPECIFIED FOR COMPUTER PROGRAMS ARE CONSISTENT WITH EACH OTHER AND (2) IF THEY ARE COMPLETE.

CONSISTENT
A COMPUTER PROGRAM IS INTERNALLY CONSISTENT TO THE EXTENT THAT IT CONTAINS UNIFORM NOTATION, TERMINOLOGY, AND SYMBOLOGY WITHIN ITSELF, AND IS EXTERNALLY CONSISTENT TO THE EXTENT THAT ITS FUNCTIONS ARE DIRECTLY RELATABLE TO THE REQUIREMENTS...SOME TESTS OF INTERNAL CONSISTENCY ARE: (A) CODING STANDARDS HOMONEGENEOUSLY ADHERED TO: E.G., COMMENTS SHOULD NOT BE UNNECESSARILY EXTENSIVE OR WORDY AT ONE PLACE AND INSUFFICIENTLY INFORMATIVE IN ANOTHER. IRREGULAR USE OF UNEXPECTED OR NON-STANDARD CONSTRUCTIONS SHOULD BE AVOIDED; E.G., ABS(X) RATHER THAN MAXI (X,0) - MINI (X,0). (B) NAMES OF VARIABLES UNIQUE (IF RENAMED, THEN A CONSISTENT RELATIONSHIP SHOULD BE FOLLOWED). FOR EXAMPLE, USE PREFIX CHARACTER X- TO CONVERT INTEGER TO FLOATING-POINT REPRESENTATION (XNAME=NAME). (C) NUMBER OF ARGUMENTS IN SUBROUTINE CALLS MATCH WITH SUBROUTINE HEADER. (D) SINGLE, DOUBLE, OR MULTIPLE PRECISION REPRESENTATION USED CONSISTENTLY. TOLERANCES CONSISTENT WITH NUMBER OF SIGNIFICANT DIGITS IN INPUTS AND OUTPUTS. SOME TESTS OF EXTERNAL CONSISTENCY ARE: (A) EACH TEST DESCRIBED IN THE TEST PLAN IS DIRECTLY RELATABLE TO PROGRAM SPECIFICATION AND/OR REQUIREMENTS. (B) THERE IS A ONE TO ONE RELATIONSHIP BETWEEN FUNCTIONAL FLOW CHART ENTITIES AS DESCRIBED IN THE DETAILED DESIGN SPECIFICATION TO CODED ROUTINES OR MODULES OF A COMPUTER PROGRAM. (C) VARIABLE NAMES AND DEFINITIONS IN COMPUTER PROGRAM CODE, INCLUDING PHYSICAL UNITS, ARE CONSISTENT WITH GLOSSARY. (SET)

CONSTANTS AUTO CHECKER
A COMPUTER PROGRAM USED TO SEARCH A TAPE FOR ALL CONSTANTS AND PARAMETERS TO IDENTIFY THE NAME OF THE CONSTANT, ITS STORAGE LOCATION, AND THE BINARY SCALE FACTOR. THESE ARE THEN COMPARED WITH SPECIFICATION VALUES TO ASSURE COMPLIANCE. (DAN 134)
CONSTRAINT
CONSTRAINTS - RESTRICTIONS ON RESOURCE AVAILABILITY IMPOSED BY SPECIFICATIONS. SPACE CONSTRAINTS - ALL RESTRICTIONS OWING TO SPACE PROBLEMS, E.G., MAXIMUM NUMBER OF WORDS THAT COMPONENT MAY OCCUPY AT ONE TIME, MAXIMUM DISK SPACE AVAILABLE DURING EXECUTION TIME OR FOR PROGRAM STORAGE, ETC.. TIME CONSTRAINTS - ALL RESTRICTIONS OWING TO VARIOUS MACHINE AND CALENDAR TIME PROBLEMS, E.G., MAXIMUM EXECUTION TIME FOR COMPONENT TO PROCESS AND RESPOND TO SOME INPUT CONDITION, TIME TO COMPLETE A COMPONENT OR MILESTONE, ETC. (SEE)

CONTROL
A MAJOR SUB-DIVISION WITHIN CONFIGURATION MANAGEMENT. THE PROCEDURES BY WHICH CHANGES TO THE DESIGN REQUIREMENTS ARE PROPOSED AND FORMALLY PROCESSED. (DAN LD7).

CONTROL DATA
DATA THAT SELECTS AN OPERATING MODE OR SUBMODE IN A PROGRAM, DIRECTS THE SEQUENTIAL FLOW, OR OTHERWISE DIRECTLY INFLUENCES THE FUNCTION OF A PROGRAM. (DAN 1153)

CONTROL LOGIC
THE TOPOLOGICAL CONNECTIVITY AND THE SET OF CONDITIONS THAT TOGETHER GOVERN THE APPARENT SEQUENCING OF OPERATIONS WITHIN A PROCESS (OR AMONG CONCURRENT PROCESSES). CONTROL LOGIC IS OFTEN DISPLAYED BY MEANS OF A FLOWCHART. (DAN 1153)

CONTROL SEGMENT
A COLLECTION OF OPERATIONS AND OTHER CONTROL SEGMENTS ORGANIZED ACCORDING TO A SINGLE CONTROL STRUCTURE. THE PARTICULAR OPERATIONS SELECTED FROM A CONTROL SEGMENT AND THE ORDER OF THEIR PERFORMANCE DURING THE EXECUTION OF A CONTROL SEGMENT MAY BE DETERMINED COMPLETELY FROM THE INFORMATION AVAILABLE IN THE CONTROL SEGMENT AND THE DATA OBJECTS TO WHICH THE CONTROL SEGMENT IS APPLIED. THIS PROPERTY OF CONTROL SEGMENTS IS THE PROPERTY OF HAVING A SINGLE ENTRY. ON COMPLETION OF EXECUTION OF A CONTROL SEGMENT, NO EXECUTION REQUIREMENTS ARE LEFT PENDING OR INCOMPLETE. THERE ARE NO SPECIFICATIONS WITHIN A CONTROL SEGMENT INDICATING WHICH OTHER CONTROL SEGMENTS ARE TO BE EXECUTED AFTERWARDS. THIS PROPERTY OF CONTROL SEGMENTS IS THE PROPERTY OF HAVING A SINGLE EXIT. (ABBOTT)

CONTROL STATEMENTS
ALL STATEMENTS THAT POTENTIALLY ALTER THE SEQUENCE OF EXECUTED INSTRUCTIONS (E.G., GOTO, IF, RETURN, DO). (SEL) (2) COMPARE WITH CONTROL STRUCTURES. (3) A STATEMENT IN A PROGRAMMING LANGUAGE WHICH, WHEN EXECUTED, AFFECTS THE ORDER IN WHICH (OTHER) OPERATIONS ARE EXECUTED. NOT ALL CONTROL STATEMENTS DEFINE CONTROL STRUCTURES. (ABBOTT)

CONTROL STRUCTURES
CONTROL STRUCTURES ARE THE LOGICAL EXPRESSIONS THAT DETERMINE THE FLOW OF CONTROL THROUGH A COMPUTER PROGRAM... STRUCTURED PROGRAMMING RESTRICTS FLOW OF CONTROL CONSTRUCTS TO SIMPLE STRUCTURES AND AVOIDS TRANSFERS OF CONTROL THAT CREATE FLOW COMPLEXITIES (I.E., EXCESSIVE GOTO STATEMENTS). SET) (2) AN ORGANIZATION USED TO BUILD A CONTROL SEGMENT. A CONTROL STRUCTURE RELATES TWO OR MORE OPERATIONS OR CONTROL SEGMENTS WITHIN AN ALGORITHM. A CONTROL STRUCTURE PROVIDES THE FRAMEWORK TO DETERMINE: 1) WHETHER ITS COMPONENT
CONVENTION
AN AGREED METHOD, FORM OF PRESENTATION TO PROVIDE CONSISTENCY AND UNDERSTANDING TO DELIVERABLE SOFTWARE ELEMENTS. (DAN 1201)

CONVERSION AIDS
THOSE SOFTWARE TOOLS WHICH ASSIST IN CONVERTING OPERATIONAL SOFTWARE FROM ONE COMPILER TO ANOTHER. THESE TOOLS ANALYZE THE SOURCE CODE AS WRITTEN FOR ONE COMPILER AND HIGHLIGHT THOSE STATEMENTS WHICH ARE NOT COMPATIBLE WITH THE CAPABILITIES OF THE TARGET COMPILER. IN SOME INSTANCES THESE CONVERSION AIDS WILL REPLACE THE INCOMPATIBLE STATEMENTS WITH ONE OR MORE TARGET COMPILER STATEMENTS WHICH ARE DESIGNED TO ACHIEVE THE SAME RESULT. (DAN 142)

CONVERSION COST FACTORS
SPECIFIC INFORMATION CONCERNING ONE OR MORE COST FACTORS INCURRED DURING A SOFTWARE CONVERSION. (DAN 786)

CONVERSION COSTS
COSTS RELATED TO OR INCURRED DURING A SOFTWARE CONVERSION EFFORT. (DAN 786)

CONVERSIONS
THIS TERM REFERS TO THE CONVERSION OF EXISTING SOFTWARE FROM ONE LANGUAGE TO ANOTHER LANGUAGE OR FROM ONE HARDWARE/SOFTWARE CONFIGURATION TO ANOTHER. (DAN 786)

COPY
(ISO) TO READ DATA FROM A SOURCE, LEAVING THE SOURCE DATA UNCHANGED, AND TO WRITE THE SAME DATA ELSEWHERE IN A PHYSICAL FORM THAT MAY DIFFER FROM THAT OF THE SOURCE. A COPY DIFFERS FROM A MOVE IN THAT IT PRESERVES THE SOURCE UNCHANGED. (ANSI-X3H1)

COROUTINES
COROUTINES ARE TWO COMPUTER PROGRAMS WHICH CAN CALL ON EACH OTHER...SUBROUTINES ARE SPECIAL CASES OF MORE GENERAL PROGRAM COMPONENTS CALLED COROUTINES. IN CONTRAST TO THE SUBORDINATE RELATIONSHIP OF A SUBROUTINE TO A MAIN ROUTINE, THERE IS COMPLETE SYMMETRY BETWEEN COROUTINES WHICH CALL ON EACH OTHER. IT IS NOT NECESSARY THAT EACH CALL RESULTS IN THE COMPLETE EXECUTION OF THE OTHER. (SET)

CORRECTION
A CHANGE MADE TO CORRECT AN ERROR. (SEL)

CORRECTIVE MAINTENANCE
MAINTENANCE SPECIFICALLY INTENDED TO ELIMINATE AN EXISTING FAULT... CONTRAST WITH PREVENTIVE MAINTENANCE. (ANSI-X3)

CORRECTIVE MAINTENANCE TIME
TIME, EITHER SCHEDULED OR UNSCHEDULED, USED TO PERFORM CORRECTIVE MAINTENANCE. (ANSI-X3)

CORRECTNESS
AGREEMENT BETWEEN A PROGRAM'S TOTAL RESPONSE AND THE STATED RESPONSE IN THE
FUNCTIONAL SPECIFICATION (FUNCTIONAL CORRECTNESS), AND/OR BETWEEN THE
PROGRAM AS CODED AND THE PROGRAMMING SPECIFICATION (ALGORITHMIC
CORRECTNESS). (DAN 1153)

CORRECTNESS PROOFS
PROOF THAT A PROGRAM PRODUCES CORRECT RESULTS FOR ALL POSSIBLE INPUTS.
VALIDATION OF A PROGRAM IN THE SAME WAY A MATHEMATICAL THEOREM IS PROVED
CORRECT. I.E., BY MATHEMATICAL ANALYSIS OF ITS PROPERTIES. (CAN LD7) (2) AN
ALTERNATIVE TO EXECUTING TESTS OF SOFTWARE TO DEMONSTRATE ITS CORRECTNESS IS
THE METHOD OF ANALYTIC PROOFS. THE VERIFICATION PROCESS CONSISTS OF MAKING
ASSERTIONS DESCRIBING THE STATE OF A PROGRAM INITIALLY, AT INTERMEDIATE
POINTS IN THE PROGRAM FLOW, AND AT TERMINATION, AND THEN PROVING THAT EACH
ASSERTION IS IMPLIED BY THE INITIAL OR PRIOR ASSERTION AND ALSO BY THE
TRANSFORMATIONS PERFORMED BY THE PROGRAM BETWEEN EACH TWO CONSECUTIVE
ASSERTIONS. AN ASSERTION CONSISTS OF A DEFINITION OF THE RELATIONSHIPS AMONG
THE VARIABLES AT THE POINT IN THE PROGRAM WHERE THE ASSERTION IS MADE. THE
PROOFS EMPLOY STANDARD TECHNIQUES FOR PROVING THEOREMS IN THE FIRST ORDER
PREDICATE CALCULUS. PROOF OF THE CORRECTNESS OF A PROGRAM USING THIS
APPROACH OBVIATES THE NEED FOR EXECUTING TEST CASES, SINCE ALL POSSIBILITIES
ARE COVERED BY THE PROOFS. (DAN 172) (3) THE TECHNIQUE OF PROVING
MATHEMATICALLY THAT A GIVEN PROGRAM IS CONSISTENT WITH A GIVEN SET OF
SPECIFICATIONS. THIS PROCESS CAN BE ACCOMPLISHED BY MANUAL METHODS OR BY
PROGRAM VERIFIERS REQUIRING MANUAL INTERVENTION. (DAN 154) (4) AUTOMATED
VERIFICATION SYSTEMS EXIST WHICH ALLOW THE ANALYST TO PROVE SMALL PROGRAMS
ARE CORRECT BY MEANS SIMILAR TO THOSE USED IN PROVING MATHEMATICAL THEOREMS.
AXIOMS AND THEOREMS DERIVED ARE USED TO ESTABLISH VALIDITY OF PROGRAM
ASSERTIONS AND TO PROVIDE A FUNDAMENTAL UNDERSTANDING OF HOW THE PROGRAM
OPERATES. (DAN 134)

COSMETIC
CHANGES IN THE SOURCE PROGRAM THAT HAVE LITTLE EFFECT ON THE PERFORMANCE OF
PROGRAM. (E.G., CORRECT COMMENTS, MOVE CODE AROUND AS LONG AS IT DOES NOT
ALTER THE ALGORITHM IMPLEMENTED, CHANGE THE NAME OF A LOCAL VARIABLE, ETC.
(SEL)

COST AND SCHEDULE CONTROL
INDEXING TERM. REFERS TO MANAGEMENT TOOLS AND/OR TECHNIQUES WHICH CAN BE
USED TO EFFECT COST AND SCHEDULE CONTROL.

COST DATA
DATA DESCRIBING THE COSTS ASSOCIATED WITH THE RESOURCES EXPENDED BY A SO
FTWARE PROJECT. (DAN 137)

COST EFFECTIVE
A TERM WHICH DESCRIBES SOME METHOD, TOOL OR TECHNIQUE THAT REDUCES THE
PREDICTED COST TO PERFORM ON A CONTRACTED ITEM. (DAN 1201)

COST ESTIMATION
A STANDARD TECHNIQUE FOR ESTIMATING THE AMOUNT OF LABOR NECESSARY FOR THE
COMPLETION OF A TASK, THE AMOUNT AND POTENTIAL COSTS OF COMPUTER TIME
REQUIRED, ETC., PRIOR TO AND DURING A PROJECT'S LIFETIME. (DAN LD7)

COST FACTORS
IDENTIFIED PARAMETERS, CONSTRAINTS OR SYSTEM CHARACTERISTICS WHICH AFFECT
THE MAGNITUDE OR DISTRIBUTION OF COSTS DURING THE SOFTWARE LIFE CYCLE. (DAN 772)

COST MANAGEMENT
A COLLECTED SET OF TOOLS THAT PROVIDE THE CRITERIA AND DEVICES FOR TRACING PROJECT COSTS. (DAN LD7)

COSTING TECHNIQUES
METHODS FOR DETERMINING THE COST OF DEVELOPING A SYSTEM OR ANY PARTICULAR PART OF A SYSTEM.

COST-BENEFIT ANALYSIS
COST-BENEFIT ANALYSIS SEeks TO ESTIMATE AND COMPARE THE COSTS AND BENEFITS OF AN UNDERTAKING. IT CAN BE USED IN ANY OR ALL OF THREE WAYS: (1) AS A PLANNING TOOL FOR ASSISTANCE IN CHOOSING AMONG ALTERNATIVES AND ALLOCATING (SCARCE) RESOURCES AMONG COMPETING DEMANDS, (2) AS AN AUDITING TOOL FOR PERFORMING POST HOC EVALUATIONS OR FOLLOW-UP STUDIES OF AN EXISTING PROJECT; (3) AS A WAY TO DEVELOP "QUANTITATIVE" SUPPORT IN ORDER TO POLITICALLY INFLUENCE A DECISION. (4) AS A METRIC TO ESTIMATE EFFECTIVENESS OF A PROPOSED SOFTWARE TOOL OR TO COMPARE PROPOSED OR EXISTING SOFTWARE TOOLS FOR A GIVEN PROJECT. (DAN 415)

COSTS
SEE COSTING TECHNIQUES, COST AND SCHEDULE CONTROL, COST ESTIMATING, ERROR CORRECTION COSTS.

CREATE
THE CREATION OF THE IDEA AND THE RECORDING OF IT. (SEL)

CREATION DATE
DATE COMPONENT WAS FIRST NAMED (E.G., DATE IT FIRST APPEARED ON A TREE CHART). (SEL)

CRISP
(CONTROL-RESTRICTIVE INSTRUCTIONS FOR STRUCTURED PROGRAMMING) A SET OF KEYWORDS USED TO INTRODUCE STRUCTURED CONTROL FLOW INTO AN UNSTRUCTURED LANGUAGE. ALSO USED AS CONTROL SUBLANGUAGE OF CRISP-FLOW (FLOWCHARTS) AND CRISP-PDL PROCESSORS. (DAN 1153)

CRITICAL PIECE FIRST
THE IMPLEMENTATION OF THE MOST CRITICAL ASPECTS OF THE SYSTEM FIRST.

CRITICAL REGION
A REGION WITHIN A PROCESS IN WHICH A SHARED RESOURCE MUST ONLY BE ACCESSED ON A MUTUALLY EXCLUSIVE BASIS FOR PROGRAM CONSISTENCY AND CORRECTNESS. (DAN 1153)

CROSS COMPILER
A TOOL THAT CAN OPERATE ON A HOST COMPUTER AND PRODUCE CODE FOR A DESIGNATED EXTERNAL COMPUTER. (DAN LD7) (2) A COMPILER PROGRAM WHICH IS EXECUTED BY ONE COMPUTER TO GENERATE OBJECT CODE FOR ANOTHER TYPE OF COMPUTER. (NASA)

CROSS REFERENCE
A LIST OF THE IDENTIFIERS USED BY A PROGRAM SHOWING (BY MEANS OF INDICES OR
Statement numbers) which statements of the program define and reference those identifiers. (SEL) (2) A notation or direction in one place to pertinent information in another place. Often used for an index of variable names in a program. (ANSI-X3H1)

Cross-Assembler
A computer program that accepts symbolic instruction mnemonics for a selected target computer and generates target computer machine code while hosted on another computer. A cross-assembler thus allows code written for one computer to be assembled on another. (DAN 134)

Cross-Reference Programs
A group of computer programs that provide cross-reference information on system components. For example, programs can be cross-referenced with other programs, macros, parameter names, etc. This capability is useful in problem-solving and testing to assess impact of changes to one area or another. (DAN 134) (2) Utility programs which provide cross-reference data concerning a program written in a higher level language. These utility programs analyze a source program and provide as output such data as follows: 1. Statement label cross-index 2. Data name cross-index 3. Literal usage cross-index 4. Inter-subroutine call cross-index 5. Statistical counts of statement types (DAN 142)

Curricula
Indexing term. Refers to courses of study in software engineering.

Cyclic Data
Data on programming activities that occurred since the last management reporting period. (DAN 137)

DAS (Design Analysis System)
An automated system that supports design verification with the goal of improved software quality and reduced life cycle costs. (DAN 256)

Data
Data is a representation of facts, concepts, or instructions in a structured form suitable for acceptance, interpretation, or processing by computer equipment. Data can be external (in computer-readable form) or resident within the computer equipment and can be in the form of analog or digital signals. (SET) (2) A set of facts. (DAN 137)

Data Analysis
Indexing term. Refers to the application of statistical procedures to raw data to obtain information relating to some aspect of software development, use, reliability, or maintenance.

Data Analysis Tools
Programs specifically designed to perform statistical and comparative analysis on data produced during the execution of a program test. (DAN L07)

Data Base
(1) (ISO) A set of data, part or the whole of another set of data, and consisting of at least one file, that is sufficient for a given purpose or for a given data processing system. (2) A collection of data fundamental to
A SYSTEM. (3) A COLLECTION OF DATA FUNDAMENTAL TO AN ENTERPRISE. (ANSI-X3)

DATA BASE ANALYZER
A COMPUTER PROGRAM THAT REPORTS INFORMATION ON EVERY USAGE OF DATA, IDENTIFIES EACH PROGRAM USING ANY DATA ELEMENTS, AND INDICATES WHETHER THE PROGRAM INPUTS, USES, MODIFIES, OR OUTPUTS THE DATA ELEMENT. ANY UNUSED DATA IS PRINTED. ERRORS DEALING WITH MISUSE AND NON-USE OF DATA AND CONFLICTS IN DATA USAGE ARE IDENTIFIED. (DAN 134)

DATA BASE APPLICATIONS
THIS CATEGORY IS TO INCLUDE COMPONENTS WHICH RETRIEVE, WRITE TO, OR FORMAT INFORMATION FOR A WELL DEFINED FORMATTED BANK OF INFORMATION AVAILABLE TO THE SYSTEM. IT IS UP TO THE USER TO DECIDE WHETHER THE DATA SET IS TO BE CONSIDERED A DATA BASE OR NOT. AN EXAMPLE OF AN ACCEPTABLE DATA BASE WOULD BE THE AGL FILE, SLP FILE, GEODETICS FILE, ETC., WHILE A SEQUENTIAL TELEMETRY FILE ON TAPE WOULD NOT BE. (SEL)

DATA BASE MANAGEMENT SYSTEM
A DATA BASE MANAGEMENT SYSTEM (DBMS) INCLUDES A DATA DESCRIPTION LANGUAGE (DDL) FOR DESCRIBING THE LOGICAL ORGANIZATION OF DATA IN THE DATA BASE, AND A DATA MANIPULATION LANGUAGE (DML) FOR ACCESSING AND MODIFYING THE DATA BASE. (DAN 273)

DATA COLLECTION
REFERS TO THE METHODS (I.E. FORMS, PROCEDURES, PERSONNEL) FOR COLLECTING DATA AND THE POINT (TIME) AT WHICH DATA COLLECTION SHOULD BEGIN. (DAN 295)

DATA COLLECTION COSTS
THE COST OF COLLECTING DATA, ESPECIALLY WITH REGARD TO ERROR DATA. (DAN 509)

DATA DEFINITION LANGUAGE
A COMPUTER PROGRAM USED TO DESCRIBE DATA AT A SUFFICIENTLY HIGH LEVEL IN ORDER TO MAKE THE USE OF A PARTICULAR PROGRAMMING LANGUAGE TRANSPARENT TO THE DATA DEFINITION PROCESS. THIS LANGUAGE ALLOWS US TO SPECIFY THE DATA SO THAT MULTIPLE LANGUAGES CAN SHARE AND USE IT. (DAN 134)

DATA DICTIONARY
A LISTING OF THE NAMES, LENGTHS AND REPRESENTATIONS OF ALL DATA ITEMS USED IN A SOFTWARE SYSTEM. THIS TOOL MAY BE MANUAL OR AUTOMATED.

DATA DOMAIN
AN APPROACH TO OBTAINING AN ESTIMATE OF OPERATIONAL RELIABILITY. IN PRINCIPAL, IF ALL SETS OF INPUT DATA VALUES UPON WHICH THE COMPUTER PROGRAM MUST OPERATE ARE IDENTIFIED, AN ESTIMATE OF THE RELIABILITY OF THE PROGRAM COULD BE OBTAINED BY RUNNING THE PROGRAM FOR ALL SUCH POSSIBLE SETS. IN PRACTICE A METHODOLOGY IS USED TO SELECT SAMPLE DATA SETS FROM THE TOTAL OF SUCH SETS WHICH ARE REPRESENTATIVE OF INTENDED OPERATIONAL USAGE AND THE PROGRAM IS RUN FOR THOSE SETS ONLY. THE RESULTS OF THE RUNS ON THE SAMPLE DATA SETS ARE USED TO COMPUTE RELIABILITY ESTIMATES FOR THE PROGRAM IN ITS INTENDED OPERATIONAL ENVIRONMENT. (DAN 238)

DATA FLOW DIAGRAMS
SEE DATA FLOWGRAPH
DATA FLOWGRAPH
A device which helps to graphically display what happens to data, how data is transformed, and how one can partition the process into subprocesses with a minimal need of data transfers. (DAN 323)

DATA ITEM
A specific entity of data. (DAN 137)

DATA OBJECT
Ambiguously, either a name or a value to which an operation may be applied. (ABBOTT)

DATA PARAMETERS - RELIABILITY
The input(s) to a reliability estimation program. These inputs or parameters are usually grouped into five categories; (1) failure data which includes a set of execution time intervals between failures, along with the number of days from the start of testing on which the failures occurred; (2) planned data includes available computer time, numbers of available failure correction personnel and failure identification personnel, computer time utilization factor, failure correction personnel utilization factor, and objective mean time to failure; (3) debug environment data includes average of computer time required per failure, correction work required per failure and failure identification work; (4) test environment data includes the testing compression factor and the times when testing was started, stopped, or interrupted; and (5) program data includes the estimation of the number of failures required to expose and remove all errors, and initial MTTF at start of testing.

DATA PROCESSING APPLICATIONS
(ISO) the execution of a systematic sequence of operations performed upon data, e.g. handling, merging, sorting, computing. Synonymous with information processing. (ANSI-X3)

DATA REDUCTION TOOLS
Programs, often data-base dependent, which process a data set and convert the information into readable form. These programs perform statistical and comparative transformations on the recorded data obtained by instrumentation. (DAN LD7)

DATA REPOSITORY
A facility for gathering, storing and disseminating data related to a particular topic or group of topics.

DATA RESTRUCTURING
The process of changing the representation of data in memory.

DATA SEMANTICS
From the users' point of view, a database is a collection of information modeling some enterprise in the real world. The role of data semantics is to ensure that stored data accurately represents the enterprise. (DAN 412)

DATA STRUCTURE
The logical relationships which exist among the units of data in a database and which are under control of a database management system. (2)
FORMALIZED REPRESENTATION OF THE ORDERING AND ACCESSIBILITY RELATIONSHIPS AMONG STORED DATA ITEMS, WITHOUT REGARD TO THE ACTUAL STORAGE CONFIGURATION, AS CHARACTERIZED BY DATA-ITEM TYPES, RANGES OF VALUES, AND SCOPE OF ACTIVITY, SUITABLE FOR COMMUNICATION, INTERPRETATION, OR PROCESSING BY HUMAN OR AUTOMATIC MEANS. (DAN 1153)

DATA TYPE(S) 
A DOMAIN OF VALUES AND AN INTERPRETATION FOR THOSE VALUES. (ANSI-X3H1) (2) 
ONE CLASS IN A DATA TYPOLOGY. ALL OBJECTS IN A DATA TYPE MAY BE SUBJECTED TO THE SAME OPERATIONS. (ABBOTT) (3) A SET OF ATTRIBUTES USED TO DEFINE A SET WHOSE ELEMENTS ARE DATA STRUCTURES, AND ON WHICH AN ALGEBRA IS DEFINED. FUNDAMENTAL TYPES ARE THOSE EXPLICIT IN A PROGRAMMING LANGUAGE. FUNDAMENTAL SIMPLE TYPES USUALLY INCLUDE INTEGERS AND REALS, AND FUNDAMENTAL STRUCTURES USUALLY INCLUDE THE INDEXED ARRAY. (DAN 1153)

DATA TYPOLOGY 
A CLASSIFICATION FOR DATA OBJECTS TO BE MANIPULATED BY PROGRAMS. THE CLASSIFICATION SERVES TO ORGANIZE DATA OBJECTS INTO CLASSES (CALLED DATA TYPES) OVER WHICH OPERATIONS MAY BE DEFINED. (ABBOTT)

DATA VALIDATION 
THE PROCESS OF VERIFYING THAT DATA WHICH HAS BEEN COLLECTED AND ENTERED INTO A DATA BASE IS ACCURATE AND COMPLETE.

DATA WORD 
A BINARY NUMBER WITH A PRESCRIBED FORMAT AND NUMBER OF BITS. (NASA)

DATAWARE 
ONE OF TWO MAJOR COMPONENTS OF SOFTWARE AS DEFINED BY T. GILB. DATAWARE IS THE PHYSICAL FORM IN WHICH ALL INFORMATION, INCLUDING LOGICWARE, APPEARS TO THE HARDWARE, AND WHICH IS PROCESSED AS A RESULT OF THE LOGIC OF THE LOGICWARE. SEE ALSO LOGICWARE. (DAN 781)

DEADLOCK 
A STATE OF INACTION OR NEUTRALIZATION RESULTING FROM THE OPPOSITION OF TWO OR MORE EQUALLY POWERFUL ENTITIES. OFTEN USED WHEN RESOURCES ARE ALLOCATED TO VARIOUS ENTRIES, SUCH THAT NONE CAN PROCEED WITHOUT THE RESOURCES OF ANOTHER. DEADLOCK AVOIDANCE IS THE TECHNIQUE OF ALLOCATING RESOURCES SUCH THAT DEADLOCK CANNOT OCCUR. DEADLOCK DETECTION IS THE TECHNIQUE OF DETECTING DEADLOCK ONCE IT HAS OCCURRED. DEADLY EMBRACE IS SYNONYMOUS WITH DEADLOCK. (ANSI-X3H1)

DEADLY EMBRACE 
SYNONYM FOR DEADLOCK

DEALLOCATE 
THE CONVERSE OF ALLOCATE. (ANSI-X3H1)

DEBUGGING 
TESTING IS THE PROCESS OF DETERMINING WHETHER OR NOT ERRORS/FAULTS EXIST IN A PROGRAM. DEBUGGING IS AN ATTEMPT TO ISOLATE THE SOURCE OF THE PROBLEM AND TO FIND A SOLUTION...DEBUGGING IS REQUIRED ONLY IN THE EVENT THAT ONE OR MORE TESTS FAIL. IT IS THE PROCESS OF LOCATING THE ERROR/FAULT WHICH CAUSED A TEST TO FAIL. (DAN 609) (2) THE IDENTIFICATION AND CORRECTION OF SOFTWARE
DISCREPANCIES (NASA)

DEBUGGING MODEL
A MODELL WHICH RELATES THE EFFECTS OF BUG REMOVAL, SPAWNED BUGS, AND BUG DETECTION WITHOUT BUG REMOVAL DURING THE DEBUGGING/TESTING PHASE OF THE SOFTWARE LIFE CYCLE. A DEBUGGING MODEL'S OUTPUTS MAY INCLUDE ESTIMATES OF THE NUMBER OF REMAINING ERRORS/FAULTS AT A GIVEN TIME, TIME NECESSARY TO REACH A GIVEN LEVEL OF "ERROR FREENESS", OR COST OF DEBUGGING TO A GIVEN LEVEL OF "ERROR FREENESS".

DEBUGGING TOOLS
THOSE PROGRAMS DESIGNED TO LOCATE AND ELIMINATE PROGRAMMING ERRORS AND TO TEST A PROGRAM FOR PROPER EXECUTION. (DAN LD7) (2) SOFTWARE TOOLS AVAILABLE TO THE SYSTEM OPERATOR AND USED TO LOCATE ERRORS IN SOFTWARE. (THE TOOLS MAY INCLUDE DUMP, SNAP, INSPECT AND CHANGE, AND TIME CAPABILITIES.) (DAN 1201)

DECISION TABLE
A TABULAR REPRESENTATION OF THE FOLLOWING THREE ITEMS: 1. CONDITIONS - FACTORS TO CONSIDER IN MAKING A DECISION. 2. ACTIONS - STEPS TO BE TAKEN WHEN A CERTAIN COMBINATION OF CONDITIONS EXIST. 3. RULES - SPECIFIC COMBINATIONS OF CONDITIONS AND THE ACTIONS TO BE TAKEN UNDER THOSE CONDITIONS. (DAN 813) (2) A TABLE OF ALL OR SELECTED CONTINGENCIES TO BE CONSIDERED IN THE DESCRIPTION OF A PROBLEM OR THE SPECIFICATION OF A SOLUTION, TOGETHER WITH ACTIONS TO BE TAKEN IN EACH COMBINATION OF CONTINGENCIES. ALSO CALLED DECISION LOGIC TABLES." (DAN 1153)

DEFAULT
(1) AN ALTERNATIVE VALUE, ATTRIBUTE, OR OPTION THAT IS ASSUMED WHEN NONE HAS BEEN SPECIFIED AND ONE IS REQUIRED. (ANSI-X3H1) (2) TO MAKE AN ASSIGNMENT OF A VALUE, ATTRIBUTE, OR OPTION IN THE ABSENCE OF AN OTHERWISE SPECIFIED VALUE, ATTRIBUTE OR OPTION WHEN ONE IS REQUIRED. (ANSI-X3H1)

DEFICIENCY
A MISSING FUNCTION OR CAPABILITY REQUIRED IN SOFTWARE. (DAN 1201)

DELIVERABLE CODE INDICATOR
INDICATES WHETHER OR NOT THE CODE WILL BE DELIVERED TO THE CUSTOMER. (DAN 137)

DELIVERY
THE POINT AT WHICH THE SOFTWARE PACKAGE IS TURNED OVER TO A CUSTOMER FOR USE IN THE OPERATIONAL ENVIRONMENT. (DAN 21)

DEPENDENT FUNCTION
IN SOFTWARE, A PROGRAM WHICH DEPENDS ON OTHER PROGRAMS OR SUBPROGRAMS TO IMPLEMENT SOME OF ITS FUNCTIONS. (DAN 1201)

DEQUE
A DATA STRUCTURE (DOUBLE-ENDED QUEUE, PRONOUNCED "DECK") THAT, TOGETHER WITH ITS ACCESS FUNCTIONS, MODEL OPERATIONS WITH A LINEAR LIST IN WHICH INSERTIONS CAN BE MADE AT EITHER END OF THE LIST. (DAN 1153)

DESIGN
DESCRIPTION OF WHAT THE SYSTEM MUST DO, ITS COMPONENTS, THE INTERFACES AMONG
THOSE COMPONENTS, AND THE SYSTEM'S INTERFACE(S) TO THE EXTERNAL ENVIRONMENT. (SEL) (2) A DESCRIPTION OF HOW SOFTWARE WILL BE PRODUCED TO SATISFY THE SOFTWARE SPECIFICATION. (DAN 1201) (3) THAT ACTIVITY WHICH DEFINES PROGRAM DATA STRUCTURES AND LOGICAL ALGORITHMS IN RESPONSE TO, AND CONFORMING WITH, THE SOFTWARE FUNCTIONAL SPECIFICATION. IT CONSISTS OF DESCRIBING THE ORGANIZATION, DATA MANIPULATIONS, I/O PROCEDURES AND FORMATS, ETC., CARRIED TO A LEVEL OF DETAIL SUFFICIENT FOR CODING AND OPERATIONAL IMPLEMENTATION. ALSO, THE WORD "DESIGN" MAY REFER TO THE STRUCTURE OF THE PROGRAM RESULTING FROM THE DESIGN ACTIVITY, AND, THEREFORE, TO THE SOFTWARE PROGRAMMING SPECIFICATION. DEVELOPMENT OF THE SOFTWARE FUNCTIONAL SPECIFICATIONS IS SOMETIMES CALLED FUNCTIONAL DESIGN. (DAN 1153)

DESIGN ANALYSIS
 DESIGN ANALYSIS ENSURES THAT THE COMPUTER PROGRAM DESIGN IS CORRECT AND THAT IT SATISFIES THE DEFINED SOFTWARE REQUIREMENTS WITH RESPECT TO DESIGN COMPLETENESS AND THE VARIOUS DESIGN ELEMENTS: MATHEMATICAL EQUATIONS, ALGORITHMS, AND CONTROL LOGIC. (DAN 306)

DESIGN ANALYZER
 A SOFTWARE DESIGN TOOL WHICH CAN BE USED TO OBTAIN INFORMATION ABOUT A PROGRAM'S DESIGN AND STRUCTURE. MOST DESIGN ANALYZERS WILL ANALYZE THE CONTROL STRUCTURE AND DATA STRUCTURES OF A PROGRAM AND OUTPUT, USUALLY IN TABULAR FORM, AN INDEXED LIST OF ALL MODULES IN A PROGRAM, STATISTICS ABOUT THE MODULE, A LIST OF OTHER MODULES CALLED BY IT, AND AN INDEXED LIST OF ALL DATA BLOCKS THAT ARE ACCESSED. DESIGN ANALYZERS MAY ALSO BE USED TO PRODUCE A GRAPHICAL DESCRIPTION OF A PROGRAM'S CONTROL STRUCTURE, FOR DEBUGGING, FOR STANDARDS ENFORCEMENT, AND FOR COLLECTING RUN-TIME STATISTICS.

DESIGN HIERARCHY
 IN SOFTWARE, A PROGRAM DESIGN IN WHICH THE IDENTIFIED PROGRAMMABLE ELEMENTS ARE ARRANGED IN ORDER OF DEPENDENCY FROM THE MOST DEPENDENT ELEMENTS TO THE LEAST DEPENDENT ELEMENTS. (DAN 1201)

DESIGN IMPLEMENTATION SPECIFICATIONS
 THIS DOCUMENT DEFINES THE SYSTEM AND PROGRAM DESIGN. IT INCLUDES BLOCK AND PROGRAM FLOW DIAGRAMS, SET-USED INFORMATION ON ALL DATA DESCRIPTIONS OF ALL DATA AND MAY INCLUDE NARRATIVE DESCRIPTIONS OF THE OPERATION OF EVERY PROGRAM IN THE SYSTEM. (DAN LD7)

DESIGN INSPECTION
 VISUAL INSPECTION OF THE DESIGN BY PERSONS OTHER THAN THE CREATOR OF THE DESIGN. (SEL)

DESIGN LANGUAGES
 A COMPUTER PROGRAM USED TO PROVIDE AN UNDERSTANDABLE REPRESENTATION OF THE SOFTWARE DESIGN AS IT EVOLVES. THESE PROGRAMS ALLOW DESIGNS TO BE CONSTRUCTED AND EXPANDED IN A HIERARCHICAL FASHION. THEY DOCUMENT THE DESIGN AND THE DECISIONS THAT LED TO IT. (DAN 134)

DESIGN METHODOLOGIES
 A COLLECTION OF WORK PROCEDURES TO BE USED BY THE DESIGNER TO CARRY OUT THE DESIGN TASKS REQUIRED, BY THE SYSTEM TO BE DESIGNED. (DAN 254)

DESIGN OBJECT
A construct used in software design, production and test to identify the location of each coded object in accordance with a list of rules. (DAN 1201)

**Design Object Network**
A drawing depicting the hierarchy and real interconnections of design objects with a subprogram. (DAN 1201)

**Design Objective**
Goals to be accomplished by the software being generated.

**Design Phase**
The creation and recording of the design, including discussion about strategy with peers. This phase does not include the development of any code at the programming language level. It does include the creation of specifications for subcomponents of the current component. (SEL) (2) During the design phase, the software component definitions, interface, and data definitions are generated and verified against the requirements. (SET)

**Design Requirements Baseline Document**
This document is the baseline description of the object system: hence, the foundation upon which system design and configuration control proceed. (DAN LD7)

**Design Review**
A scheduled meeting between customer and manufacturer to determine that a proposed software configuration will satisfy approved performance specifications. (DAN 1201) See also Design Reading

**Design Simulation**
A technique that describes a proposed system, produces a computer based "model" or simulated system, and then evaluates the effect of various system requirements and design alternatives. (DAN 154)

**Design Specification**
A document containing the approved design requirements for a program. (DAN 1201)

**Design Validation**
The examination or inspection of the functional requirements and the design of a software system for the purpose of finding errors. Other terms used to describe this technique or variations of this technique include: design review, project review, design inspections, walk-throughs, and inprocess reviews. This technique is similar to the technique except that it is performed earlier in the software development cycle and at a system functional level. (DAN 154)

**Design Verification**
The examination or inspection of a software specification for the purpose of finding design errors. Other terms used in the literature to describe this technique or variations of this technique include: design review, design inspection, specification testing, paper testing, walk-through, structured walk-through, and preliminary design review. (DAN 154)

**Desired Behavior Specification**
DESCRIBING THE POSSIBLE SEQUENCING AND SIMULTANEITY OF EVENT OCCURRENCES WHICH WOULD BE CONSIDERED ACCEPTABLE DURING A SYSTEM'S OPERATION. (DAN 242)

DESKTOP CHECKING
DESKTOP CHECKING (DC) IS A TERM COVERING THE TOTALITY OF VERIFICATION EFFORTS PERFORMED MANUALLY DURING PROGRAM CHECKOUT WITHOUT BENEFIT OF A COMPUTER OR SIMULATOR...MOST COMMONLY, DESK CHECKING REFERS TO (1) DOING ARITHMETIC CALCULATIONS TO VERIFY OUTPUT VALUE CORRECTNESS, AND (2) "PLAYING COMPUTER" (I.E., MANUALLY SIMULATING PROGRAM EXECUTION) IN ORDER TO UNDERSTAND AND VERIFY PROGRAM LOGIC AND DATA FLOW. DESK CHECKING IS AN ESSENTIAL PART OF ANY VERIFICATION PROCESS. IT USUALLY CONCENTRATES ON AREAS OF SPECIAL PROBLEMS, ESPECIALLY SUSPECTED ERRORS OR CODE INEFFECTIVENESS. ALSO, SEE CODE VERIFICATION, PEER CODE REVIEW (SET)

DETERMINISM
THE PROPERTY OF A TRANSFORMATION PROCESS THAT THE SAME OUTPUTS ARE ALWAYS PRODUCED FOR A GIVEN SET OF INPUTS. (ANSI-X3H1)

DEVELOPMENT
THE GENERATION OF SOFTWARE FROM ITS ORIGINAL CONCEPTION THROUGH ANALYSIS, CODE PRODUCTION, CHECKOUT, DOCUMENTATION, DELIVERY, AND INTEGRATION OF THE COMPLETED PROJECT. (DAN 1201) (2) THAT PROCESS BY WHICH NEW SOFTWARE COMES INTO BEING AS A PROCESS OF DESIGN, RATHER THAN BY A PROCESS OF MODIFICATION. IT INCLUDES BOTH THE ARCHITECTURAL AND IMPLEMENTATION PHASES. (DAN 1153)

DEVELOPMENT CYCLE
SEE SOFTWARE DEVELOPMENT CYCLE

DEVELOPMENT LIFE CYCLE
SEE SOFTWARE DEVELOPMENT CYCLE

DEVELOPMENT MANAGEMENT
PROCEDURES FOR MANAGING THE DEVELOPMENT PHASE OF A SYSTEM, PROGRAM, OR SOFTWARE PROJECT. (DAN 355)

DEVELOPMENT PHASE
THE DEVELOPMENT AND RECORDING OF CODE AND IN-LINE COMMENTS BASED ON THE DESIGN. THIS PHASE INCLUDES THE MODIFICATION OF CODE CAUSED BY DESIGN CHANGES, ERRORS FOUND IN TESTING, ETC.... IT DOES NOT INCLUDE ANY TIME SPENT IN ENTERING THE CODE INTO THE COMPUTER. (SEL)

DEVELOPMENT PROCESS
SEE SOFTWARE DEVELOPMENT PROCESS

DEVELOPMENT SUPPORT LIBRARIAN
ONE OF THE MEMBERS OF THE CHIEF PROGRAMMER TEAM. THE LIBRARIAN IS RESPONSIBLE FOR THE PROGRAMMING-PRODUCT LIBRARY, CONTAINING BOTH MACHINE-AND-HUMAN-READABLE MATERIAL. THIS FUNCTION HELPS TO TRANSFORM PROGRAMMING "FROM A PRIVATE ART TO PUBLIC PRACTICE." (DAN 227) PROGRAM LIBRARY.

DEVELOPMENT TEST AND EVALUATION
TEST AND EVALUATION THAT FOCUSES ON THE TECHNOLOGICAL AND ENGINEERING ASPECTS OF THE SYSTEM, OR EQUIPMENT ITEMS. (AFR80-14)
DEVELOPMENTAL TOOLS AND TECHNIQUES
INDEXING TERM. REFERS GENERALLY TO SOME TOOL OR TECHNIQUE OR TO A GROUP OF TOOLS AND/OR TECHNIQUES USED IN MORE THAN ONE PHASE OF THE SOFTWARE DEVELOPMENT CYCLE.

DIAGNOSTIC DEBUG AIDS
COMPILE AND EXECUTION TIME CHECKOUT AND DEBUG CAPABILITIES THAT HELP IDENTIFY AND ISOLATE PROGRAM ERRORS. THESE CAPABILITIES USUALLY INCLUDE COMMANDS OR DIRECTIVES SUCH AS DUMP, TRACE, MODIFY, CONTENTS, BREAKPOINT, ETC. (DAN 134)

DIAGNOSTICS
AN INDICATION AND DESCRIPTION OF A SOFTWARE DISCREPANCY AS NOTED BY A COMPUTER PROGRAM SUCH AS A COMPILER. (NASA)

DIFFICULTY
A MEASURE OF HOW "HARD" IT IS TO ACCOMPLISH A GIVEN PROJECT. DIFFICULTY EXPRESSES THE TIME RATE OF CHANGE IN MANPOWER UTILIZATION. DIFFICULTY VARIES DIRECTLY WITH SIZE OF THE PROJECT AND INVERSELY AS THE LENGTH OF DEVELOPMENT. D=K/(TD)² WHERE D IS DIFFICULTY, K IS SIZE AND (TD)² IS THE SQUARE OF THE DEVELOPMENT TIME. (DAN 724)

DIGITAL AIRCRAFT CONTROL
INDEXING TERM. REFERS TO THE DEVELOPMENT OR USE OF DIGITAL COMPUTING SYSTEMS (HARDWARE AND SOFTWARE) FOR REAL-TIME AIRCRAFT CONTROL.

DIGITAL WORD
A BINARY NUMBER WHOSE BIT LENGTH CORRESPONDS TO THAT TYPICAL OF MEMORY OR BASIC ARITHMETIC OPERATIONS. (NASA)

DIRECT INTERFACE
AN INTERFACE IMMEDIATELY BETWEEN TWO SOFTWARE ELEMENTS. (DAN 21)

DISCRETE PROCESS
A PROCESS IN WHICH DATA ARE EXPRESSIBLE ONLY AS DISCRETE QUANTITIES AND ONLY AT SPECIFIC POINTS IN TIME, E.G., THE SOLUTION OF A DIFFERENCE EQUATION FOR A PARTICULAR INPUT SEQUENCE. (NASA)

DISCRETE SYSTEMS ANALYSIS
THE PROCESS OF APPLYING THE HIGHLY DEVELOPED ELECTRICAL ENGINEERING TECHNIQUES OF ANALYZING DISCRETE SYSTEMS OF TWO TERMINAL ELEMENTS TO ANALYZING THE COMPLEXITY AND EXECUTION TIME OF COMPUTER PROGRAMS. (DAN 719)

DISTINCTNESS
SOFTWARE DISTINCTNESS IS A MEASURE OF THE FAILURE-POINT INDEPENDENCE OF A PIECE OF SOFTWARE WHICH IS PERFORMING THE SAME FUNCTION AS ANOTHER PIECE OF SOFTWARE. IT IS ANALOGOUS TO HARDWARE DISTINCTNESS WHICH IS UTILIZED IN DUAL HARDWARE SYSTEMS, WHICH PERFORM THE SAME TASK AND RARELY FAIL AT THE SAME INSTANT. (DAN 781)

DISTRIBUTED PROCESSING SYSTEM
A COOPERATIVE DISTRIBUTED PROCESSING SYSTEM IS DEFINED AS A COLLECTION OF INTERCONNECTED PROCESSING ELEMENTS WITH DECENTRALIZED CONTROL THAT PERMITS COOPERATION AMONG PROCESSORS FOR THE EXECUTION OF A SINGLE TASK. (DAN 273)
DISTRIBUTED SYSTEMS ARE AN APPROPRIATE RESPONSE TO DISTRIBUTED FUNCTIONS TO BE PERFORMED. THE FUNCTIONS MAY BE DISTRIBUTED GEOGRAPHICALLY, OPERATIONALLY OR MANAGERIALLY. THE IMPORTANT CHARACTERISTIC IS THAT THEY BE FUNCTIONALLY INDEPENDENT OF ONE ANOTHER AND HAVE WEAK, WELL-DEFINED DATA FLOW ORIENTED INTERACTIONS. (DAN 346) (3) A COOPERATIVE ARRANGEMENT OF INTERCONNECTED COMPUTERS WHOSE QUASI-AUTONOMOUS OPERATIONS ARE COORDINATED BY A REASSIGNABLE EXECUTIVE PROGRAM. (NASA)

DOCUMENTATION
SOFTWARE DOCUMENTATION IS TECHNICAL DATA, INCLUDING COMPUTER LISTINGS AND PRINTOUTS, IN HUMAN-READABLE FORM WHICH (1) DOCUMENTS THE DESIGN OR DETAILS OF THE SOFTWARE, (2) EXPLAINS THE CAPABILITIES OF THE SOFTWARE, OR (3) PROVIDES OPERATING INSTRUCTIONS FOR USING THE SOFTWARE TO OBTAIN DESIRED RESULTS FROM COMPUTER EQUIPMENT. (2) WRITTEN MATERIAL, OTHER THAN SOURCE CODE STATEMENTS, THAT DESCRIBES A SYSTEM OR ANY OF ITS COMPONENTS. (SEL) (3) THE PRODUCTION OF ALL THE PAPER WORK NECESSARY TO DESCRIBE THE FINAL PRODUCT. EXAMPLES INCLUDE: CROSS-REFERENCE LISTINGS, DICTIONARY LISTINGS, AND FLOW CHARTS. (DAN LD7) (4) THE COMPREHENSIVE DESCRIPTION OF A COMPUTER PROGRAM IN VARIOUS FORMATS AND LEVELS OF DETAIL TO CLEARLY DEFINE ITS CONTENT AND COMPOSITION. (NASA)

DOCUMENTATION GENERATOR
A COMPUTER PROGRAM USED TO SHOW IN DETAIL THE LOGICAL STRUCTURE OF A COMPUTER PROGRAM, USUALLY BY PRODUCING FLOWCHARTS.

DOCUMENTATION LEVEL
SPECIFICATION OF THE DEGREE OF DETAIL AND THE FORMAT QUALITY FOR A PARTICULAR ITEM OF DOCUMENTATION. (DAN 1153)

DOD COMMON HIGH ORDER LANGUAGE
AN EFFORT TO CREATE A SITUATION IN WHICH SOFTWARE FOR NEW EMBEDDED COMPUTER SYSTEMS ARE DEVELOPED AND MAINTAINED USING A MINIMAL NUMBER OF GENERAL-PURPOSE PROGRAMMING LANGUAGES, AND THAT THOSE LANGUAGES BE SUITED TO THE APPLICATIONS, BE WIDELY USED IN DOD, AND BE WELL SUPPORTED. (DAN 251)

DOMAIN
COMPLETE SET OF ALLOWABLE VALUES OR ITEMS.

DOMAIN ERROR/FAULT
AN ERROR/FAULT IN THE CONTROL FLOW OF THE PROGRAM WHICH CAUSES A SPECIFIC INPUT TO FOLLOW THE WRONG PATH. (DAN 842)

DREAM
(GENERAL REALIZATION, EVALUATING AND MODELING SYSTEM). AN INTERACTIVL DESIGN TOOl. (DAN 242)

DRIVER PROGRAM
SUPERFLUOUS (THROW-AWAY) CODE NEEDED TO PERFORM THE UNIT TESTING AND LOWER LEVELS OF INTEGRATION TESTING IN A BOTTOM UP SOFTWARE DEVELOPMENT EFFORT. (DAN 154)

DRIVERS
COMPUTER BASED INFORMAL TESTING TECHNIQUES WHICH ARE USED IN CONJUNCTION WITH OTHER TECHNIQUES. DRIVERS ARE USED ALMOST EXCLUSIVELY DURING THE SYSTEM
IMPLEMENTATION PHASE OF A SOFTWARE DEVELOPMENT PROJECT. (DAN 154)

DUAL CODE
SOURCE CODE WRITTEN IN TWO VERSIONS BY DIFFERENT PROGRAMMERS OR DIFFERENT PROGRAMMING TEAMS. THE SOURCE CODE MAY BE IN THE SAME OR DIFFERENT LANGUAGES. THE PURPOSE MAY BE TO PROVIDE AN ERROR DETECTION OR DEBUGGING TOOL, INCREASE RELIABILITY, PROVIDE ADDITIONAL HIGH LEVEL DOCUMENTATION, OR TO REDUCE THE PROBABILITY OF SYSTEMATIC PROGRAMMING CODE ERRORS OR COMPILER ERRORS INFLUENCING THE END RESULT. (DAN 781)

DUMP
DATA THAT HAVE BEEN DUMPED. (ANSI-X3) (2) TO WRITE THE CONTENTS OF A STORAGE, OR PART OF A STORAGE, USUALLY FROM AN INTERNAL STORAGE TO AN EXTERNAL MEDIUM, FOR A SPECIFIC PURPOSE SUCH AS TO ALLOW OTHER USE OF THE STORAGE, AS A SAFEGUARD AGAINST FAULTS OR ERRORS, OR IN CONNECTION WITH DEBUGGING. (ANSI-X3) (3) A RECORD OF THE STATE OF THE MEMORY SPACE USED BY A PROGRAM AT SOME POINT IN ITS EXECUTION. A DUMP MAY INCLUDE ALL OR PART OF THE PROGRAM'S MEMORY SPACE (INCLUDING REGISTERS). (SEL)

DYNAMIC ALLOCATION
THE ALLOCATION OF CORE SPACE FOR MEMORY REQUIRED BY AN OPERATING PROGRAM DURING ITS EXECUTION PHASE

DYNAMIC REDUNDANCY
DYNAMIC REDUNDANCY TECHNIQUE IS USED IN CONJUNCTION WITH STATIC REDUNDANCY, SOFTWARE SUPPORT AND HUMAN ASSISTANCE FOR FAULT DETECTION. RECOVERY ACTION IS ACCOMPLISHED BY SWITCHING OVER TO THE STANDBY UNIT. (DAN 311)

DYNAMIC RESTRUCTURING
CHANGING SOFTWARE SYSTEM PARTS WHILE THE SYSTEM IS RUNNING. ALSO: DYNAMIC MODIFICATION THAT NECESSARILY IMPLIES DATA CONVERSION, EITHER ON DEMAND OR ON REQUEST. (DAN 278)

DYNAMIC SIMULATOR
A COMPUTER PROGRAM USED TO CHECK OUT A PROGRAM IN A SIMULATED ENVIRONMENT SIMILAR TO THAT IN WHICH IT WILL RESIDE. CLOSED-LOOP EFFECTS BETWEEN COMPUTER AND ENVIRONMENTAL MODELS ARE GAINED WHEN INPUTS AND OUTPUTS ARE RESPONDED TO BY THE VARIOUS MODELS. THE SIMULATOR ALLOWS THE ENVIRONMENT TO BE STABILIZED AT A SPECIFIC CONFIGURATION FOR ANY NUMBER OF RUNS REQUIRED TO OBSERVE, DIAGNOSE, AND RESOLVE PROBLEMS IN THE OPERATIONAL PROGRAM. (DAN 134)

DYNAMIC TESTING
A TESTING SYSTEM WHICH BUILDS A COMPREHENSIVE RECORD OF A SINGLE EXECUTION OF A PROGRAM. THIS RECORD - THE EXECUTION HISTORY- IS USUALLY OBTAINED BY INSTRUMENTING THE SOURCE PROGRAM WITH MONITORING CODE WHOSE PURPOSE IS TO CAPTURE INFORMATION ABOUT THE PROGRESS OF THE EXECUTION. THE EXECUTION HISTORY IS SAVED IN A FILE, USUALLY IN TABULAR OR STATISTICAL FORM, SO THAT AFTER THE EXECUTION TERMINATES, THE EXECUTION HISTORY CAN BE PERUSED BY THE TESTER. (DAN 360 - MODIFIED) TESTING A PROGRAM OR SUBPROGRAM AS PART OF A SOFTWARE SYSTEM WHILE SUBJECTING IT TO A REAL OR SIMULATED ENVIRONMENT. (DAN 1201)

EDITOR
A computer program used to analyze source programs for coding errors and to extract information than can be used for checking relationships between sections of code. The editor will scan source code and detect violations to specific programming practices and standards, construct an extensive cross-reference list of all labels, variables, and constants, and check for prescribed program formats. (DAN 134) (2) A computer program which permits selective revision of a source program. (NASA)

EDUCATION
A discipline and development by means of study and learning. In this glossary applied strictly to software and software engineering; refers to formal and informal educational processes, including technology transfer.

EFFECTIVENESS
System readiness, and design adequacy. Effectiveness is expressed as the probability that the system can successfully meet an operational demand within a given time when operated under specified conditions. (DAN781)

EFFICIENCY
Code possesses the characteristic efficiency to the extent that it fulfills its purpose without waste of resources. This implies that choices of source code constructions are made in order to produce the minimum number of words of object code, or that where alternate algorithms are available, those taking the least time are chosen; or that information-packing density in core is high, etc. Of course, many of the ways of coding efficiently are not necessarily efficient in the sense of being cost-effective, since portability, maintainability, etc., may be degraded as a result. (DAN 239)

The process whose end is to increase efficiency is optimization. Efficiency is the ratio of useful work performed to the total energy expended. It can also be expressed as the effectiveness/cost ratio. (DAN 781)

EGOLESS PROGRAMMING
Egoless programming is the process of programming which avoids involving psychological mechanisms that serve to protect the programmer's self image or self esteem...This term was coined by Weinberg (The Psychology of Computer Programming, Van Nostrand Reinhold Company, New York 1971). Weinberg felt that some programmers can become psychologically attached to their programs as extensions of themselves so that errors in programs become damaging to the programmer's self-image. An egoless programming environment is one that creates an attitude that open, shared programming is good. By making code publicly available, the ownership of code is discouraged, and individuals are encouraged to write code that will be clear and understandable to others. (SET)

ELEMENT
A grouping of routines which performs a prescribed function. (DAN 21)

EMBEDDED COMPUTER SYSTEMS
An embedded computer system is a computer system that is integral to an electromechanical system such as a weapon, aircraft, ship, missile, spacecraft, command and control, rapid transit system, and the like... Embedded computer systems are considered different than automatic data processing systems (ADPS), primarily in the context of how they are developed, acquired, and operated in a using system. The key attributes of
AN EMBEDDED COMPUTER SYSTEM ARE: (A) IT IS A COMPUTER SYSTEM THAT IS PHYSICALLY INCORPORATED INTO A LARGER SYSTEM WHOSE PRIMARY FUNCTION IS NOT DATA PROCESSING. (B) IT IS INTEGRAL TO SUCH A LARGER SYSTEM FROM A DESIGN, PROCUREMENT, OR OPERATIONS VIEWPOINT. (C) ITS OUTPUTS GENERALLY INCLUDE INFORMATION, COMPUTER CONTROL SIGNALS, AND COMPUTER DATA. (SET)

EMBEDDED LANGUAGES
EMBEDDING IS THE (SEMANTIC) EXTENSION OF A PROGRAMMING LANGUAGE WITHOUT ALTERING EITHER THE EXISTING FACILITIES OF THAT LANGUAGE OR ITS PROCESSOR, PREFERABLY WRITING THE EXTENSION IN THE LANGUAGE ITSELF. (AN EMBEDDED EXTENSION ADDS SEMANTIC CAPABILITY BY MAKING IT EASIER FOR A USER TO DO SOMETHING WHICH WAS POSSIBLE ALREADY IN THE EXISTING LANGUAGE. I.E. A SUBROUTINE) (DAN 448)

EMBEDDED SOFTWARE
SOFTWARE RESIDENT IN A SYSTEM DEDICATED TO A FUNCTION OTHER THAN THAT OF DIGITAL COMPUTATION IN GENERAL. (NASA)

EMULATION
THE PROCESS OF IMITATING ONE SYSTEM WITH ANOTHER SO THAT THE IMITATING SYSTEM ACCEPTS THE SAME DATA, EXECUTES THE SAME COMPUTER PROGRAMS, AND ACHIEVES THE SAME RESULTS AS THE IMITATED SYSTEM. EMULATION IS OFTEN USED AS A DEVELOPMENTAL TECHNIQUE AND IS ALSO USED AS AN APPLICATION IN WEAPONS SYSTEMS, LOGISTICS, ETC. (DAN 300) (2) THE USE OF A HOST COMPUTER TO EXECUTE THE MACHINE LEVEL INSTRUCTIONS OF A TARGET COMPUTER IN THE SAME MANNER AS THE TARGET COMPUTER ITSELF WOULD, AS WITH RESPECT TO DETAILS SUCH AS WORD LENGTH, OVERFLOW, AND TIME-SCALED OPERATION. (NASA)

ENCAPSULATION
THE PROCESS OF ISOLATING THE CHANGEABLE PARTS OF A PROGRAM IN MODULES.

ENCODING
A DESIGN AND PROGRAMMING TECHNIQUE THROUGH WHICH INFORMATION IS STORED OR CONVEYED BY MEANS OF A REVERSIBLE MAPPING FROM THE DOMAIN IN WHICH THE INFORMATION EXISTS ORIGINALLY INTO ANOTHER DOMAIN. (ABBOTT)

END DATE
DATE WHEN PROJECT IS SCHEDULED TO BE COMPLETED. (SEL)

ENGINEERING
APPLIED SCIENCE CONCERNED WITH THE UTILIZATION OF RAW MATERIALS, PRODUCTS OF TECHNOLOGY, AND PHYSICAL LAWS FOR SUPPLYING HUMAN NEEDS. A PROFESSION CHARACTERIZED BY THE PROPENSITY TO SOLVE TECHNOLOGICAL AND RELATED PROBLEMS WITH GIVEN CONSTRAINTS IN AN ORGANIZED, RESPONSIBLE WAY. (DAN 1153)

ENGINEERING CHANGE PROPOSAL
THE FORMAL VEHICLE BY WHICH A CHANGE IN THE BASELINE DOCUMENT IS PROPOSED. IT DESCRIBES THE NATURE AND MAGNITUDE OF A PROPOSED CHANGE AND THE IMPACT OF THE CHANGE ON ALL ELEMENTS OF THE SYSTEM. (DAN LD7)

ENGINEERING SCIENTIFIC SIMULATIONS
AN ENGINEERING SIMULATION IS USED TO STUDY SYSTEM CHARACTERISTICS, DEVELOP ALGORITHMS, AND PROVIDE DATA THAT ACT AS A STANDARD FOR TESTING. THESE PROGRAMS GENERALLY SIMULATE SUBSYSTEMS AT VARYING DEGREES OF COMPLEXITY
DEPENDING ON THE SUBSYSTEM BEING STUDIED OR THE USE MADE OF THE SIMULATION, THEY GENERALLY CONSIST OF A SET OF MODULES, EACH OF WHICH IS ASSIGNED A SPECIFIC SIMULATION FUNCTION AND IS DESIGNED WITH WELL-DEFINED INPUTS AND OUTPUTS AND PRECISE INTERFACES. EACH MODULE PERFORMS AN ASSIGNED SIMULATION FUNCTION TO VARY THE METHOD, SPEED OF COMPUTATION, ACCURACY, COMPLEXITY, ETC. THE STRUCTURE CAN ENCOMPASS ALL BASIC SIMULATION CAPABILITIES FOR SIMULATION OF CONTINUOUS AND DISCRETE SYSTEMS. (DAN 134)

ENGLISH (OR INFORMAL) SPECIFICATIONS
SPECIFICATIONS GIVEN AS READABLE ENGLISH TEXT, AS OPPOSED TO SOME FORMAL NOTATION. (SEL)

ENTRY
ENTRY IS THE INSTRUCTION AT WHICH THE EXECUTION OF A ROUTINE BEGINS... A "PROPER PROGRAM" IS ONE HAVING ONLY ONE ENTRY AND ONE EXIT. ADDITIONAL ENTRIES IMPLY INCREASED COMPLEXITY BOTH IN COUPLING AND IN INTERNAL FUNCTIONAL COMPOSITION. MULTIPLE ENTRIES ARE PROHIBITED IN STRUCTURED PROGRAMMING GUIDELINES. (SET)

ENVIRONMENT
THE COMBINATION OF ALL EXTERNAL OR EXTRINSIC CONDITIONS THAT AFFECT THE OPERATION OF AN ENTITY. (ANSI-X3H1)

ENVIRONMENTAL SIMULATOR
ENVIRONMENTAL SIMULATORS ARE SOFTWARE AND/OR HARDWARE TEST TOOLS WHICH PROVIDE REALISTIC INPUT SIGNALS AT EQUIPMENT INTERFACES AND RESPOND, IN A DYNAMIC MANNER, TO OUTPUT SIGNALS GENERATED BY THE SOFTWARE OR EQUIPMENT UNDER TEST... AN ENVIRONMENTAL SIMULATOR SHOULD BE DESIGNED SO THAT IT SIMULATES THE RUN-TIME ENVIRONMENT OF THE TEST ARTICLE SOFTWARE. ENVIRONMENTAL SIMULATORS MAY BE ANALOG, DIGITAL, OR HYBRID, DEPENDING ON THE TYPE AND DEGREE OF TESTING TO BE ACCOMPLISHED. TEST ARTICLE SOFTWARE MAY BE TEMPORARILY SPECIALLY INSTRUMENTED TO PROVIDE ADDITIONAL TEST DATA WHEN RUN WITH AN ENVIRONMENTAL SIMULATOR. (SET) (2) A COMPUTER PROGRAM USED TO PERMIT TESTING OF OPERATIONAL PROGRAMS ON A HOST COMPUTER. THE OPERATIONAL PROGRAMS RUN UNDER SIMULATED CONDITIONS AS IF THEY WERE OPERATING WITHIN THE REAL-TIME CONTROL PROGRAM OF A MACHINE TO WHICH ALL OF THE DEVICES CONSTITUTING THE ULTIMATE SYSTEM ARE ATTACHED. THE SIMULATOR PROGRAM CONTAINS EXPANSIONS OF ALL CONTROL PROGRAM MACROS THAT MODIFY THE ENTRY BLOCK AND OTHER WORKING STORAGE IN THE SAME MANNER AS THE MACROS IN THE ACTUAL CONTROL PROGRAMS. (DAN 134)

EQUATE PROGRAM
A COMPUTER PROGRAM THAT LISTS ALL EQUIVALENCES FOUND IN EXAMINED CODE AND PRINTS WARNINGS WHEN MULTIPLE EQUIVALENCES ARE FOUND. (DAN 134)

EQUIVALENCE OF MONITOR IMPLEMENTATIONS
THE PROCESS OF ANALYZING MONITOR IMPLEMENTATION CONVENTIONS BY FORMAL LOGICAL PROOFS, MAKING RIGOROUS COMPARISONS TO PROVE THAT ONE CONVENTION MAY OR MAY NOT BE SUBSTITUTED FOR ANOTHER WHILE PRESERVING THE CLASS OF PROVABLE PROGRAM PROPERTIES. OR-2 OR MORE MONITOR IMPLEMENTATIONS ARE EQUIVALENT IF ONE CONVENTION MAY BE SUBSTITUTED FOR ANOTHER WHILE PRESERVING THE CLASS OF PROVABLE PROGRAM PROPERTIES. (DAN 421)

ERROR
AN ERROR IS A DISCREPANCY WHICH RESULTS IN SOFTWARE CONTAINING A FAULT. (2) AN ERROR IS AN ACTION WHICH RESULTS IN SOFTWARE CONTAINING A FAULT. THE ACT OF MAKING AN ERROR INCLUDES OMISSION OR MISINTERPRETATION OF USER REQUIREMENTS IN THE SOFTWARE SUB-SYSTEM SPECIFICATION, INCORRECT TRANSLATION OR OMISSION OF A REQUIREMENT IN THE DESIGN SPECIFICATION AND PROGRAMMING ERRORS. ALSO, PROGRAMMING ERRORS INCLUDE: ALGORITHMIC (FAILS PROOF OF CORRECTNESS), ALGORITHMIC APPROXIMATION (ACCURATE FOR SOME INPUTS, INACCURATE FOR OTHERS), TYPOGRAPHICAL (E.G., I FOR 1, * FOR **, ETC.), DATA STRUCTURE (E.G., DIMENSIONS, LINKAGES INCORRECT), SEMANTIC (COMPILER WORKS DIFFERENTLY THAN PROGRAMMER BELIEVES), SYNTAX (E.G., PARENTHESES OMITTED), LOGIC (E.G., OR FOR XOR), INTERFACE (I/O MISMATCH), TIMING (E.G., EXECUTION TIME OF INSTRUCTION SEQUENCE GREATER THAN REQUIRED). (SET) (3) A DISCREPANCY BETWEEN A SPECIFICATION AND ITS IMPLEMENTATION. THE SPECIFICATION MIGHT BE REQUIREMENTS, DESIGN SPECIFICATIONS, CODING SPECIFICATIONS, ETC. (SEL) (4) (ISO) A DISCREPANCY BETWEEN A COMPUTED, OBSERVED, OR MEASURED VALUE OR CONDITION AND THE TRUE, SPECIFIED, OR THEORETICALLY CORRECT VALUE OR CONDITION. (ANSI-X3)

ERROR ANALYSIS
ANALYSIS OF ERRORS WITH THE PURPOSE OF TRACING ERRORS TO THEIR SOURCES IN BOTH LIFE CYCLE PHASES AND IN CONDITIONS WHICH RESULT IN ERRORS BEING MADE.

ERROR CATEGORIES
SOFTWARE ERRORS INCLUDING THE FOLLOWING: COMPUTATIONAL ERRORS, LOGIC ERRORS, DATA INPUT ERRORS, DATA HANDLING ERRORS, DATA OUTPUT ERRORS, INTERFACE ERRORS, ARRAY PROCESSING ERRORS, DATA BASE ERRORS, OPERATION ERRORS, PROGRAM EXECUTION ERRORS, DOCUMENTATION ERRORS. (DAN 226)

ERROR CATEGORIZATION
THE PROCESS OF SELECTING CATEGORIES AND ASSIGNING VARIOUS ERRORS TO THOSE CATEGORIES; REFERS ESPECIALLY TO METHODS OF SELECTING CATEGORIES. (FULL LISTING OF CATEGORIES AND SUBCATEGORIES, 14-50 (DAN 295))

ERROR CONFINEMENT
HARDWARE MECHANISMS(S) WHICH DO NOT PREVENT OCCURRENCES OF ERRORS BUT DO LIMIT THEIR INCIDENCE ON THE PROTECTIVE ENTITIES OF A SYSTEM. (DAN 209)

ERROR CORRECTION
THE PROCESS OF CORRECTING A SOFTWARE ERROR. THE CORRECTIVE ACTION MAY BE TAKEN BY THE PROGRAMMER, (PHASE 1) OR THE CORRECTIVE ACTION MAY BE TAKEN BY A SYSTEM ANALYST OR SYSTEM DESIGNER (PHASE 2) (DAN 296)

ERROR CORRECTION COSTS
THE COST OF CORRECTING ERRORS IN SOFTWARE, THE COST IS DIRECTLY RELATED TO THE PHASE IN WHICH THE ERROR IS DISCOVERED; THE LATER IN THE DEVELOPMENT CYCLE, THE HIGHER THE COST IS LIKELY TO BE.

ERROR CORRECTION LIMIT POLICIES
POLICIES DESIGNED TO DETERMINE THE OPTIMUM TIME VALUE THAT MINIMIZE THE LONG RUN AVERAGE COST OF DEBUGGING AT 2 LEVELS - CORRECTIVE ACTION UNDERTAKEN BY THE PROGRAMMER (PHASE 1); AND ACTION UNDERTAKEN BY A SYSTEM ANALYST OR SYSTEM DESIGNER (PHASE 2), IF THE ERROR IS NOT CORRECTED IN PHASE (1). (DAN 298)
ERROR DATA
INDEXING TERM. DATA RELATING TO SOFTWARE ERRORS; DATA MAY INCLUDE A DESCRIPTION OF TYPE OF ERROR, WHERE IN THE SOFTWARE DEVELOPMENT CYCLE THE ERROR WAS MADE, WHEN DISCOVERED, WHEN CORRECTED, AND THE SOLUTION.

ERROR DATA ACQUISITION
THE PROCESS AND/OR METHODS OF OBTAINING SOFTWARE ERROR DATA. COMMON VEHICLES ARE REPORTING FORMS, INTERVIEWS, AUTOMATIC COLLECTION OF DATA BY THE COMPUTING SYSTEM, OR BY USE OF AUTOMATIC DATA ANALYSIS ROUTINES.

ERROR DATA ANALYSIS
ANALYSIS OF ERROR DATA MAY INCLUDE THE CATEGORIZATION OF ERRORS INTO TYPES, COMPUTATION OF THE MEAN TIMES TO DISCOVERY OF THE VARIOUS TYPES OF ERRORS, THE PERCENTAGE OF ERRORS FALLING INTO EACH CATEGORY, THE PERCENTAGE OF ERRORS TRACEABLE TO EACH STEP OF THE DEVELOPMENT PHASE OF THE SOFTWARE LIFE CYCLE, BY TYPE AS WELL AS BY NUMBER, ERROR RATES RELATED TO FUNCTIONAL AREA OF THE SOFTWARE, AND MEAN TIME TO CORRECT THE VARIOUS TYPES OF ERRORS AND/OR COST OF CORRECTING ERRORS. ANALYSIS MAY BE DONE MANUALLY OR BY USE OF AUTOMATED DATA ANALYSIS ROUTINES.

ERROR DETECTION
THE PROCESS OR TECHNIQUE, USED IN IMPLEMENTATION OF FAULT-TOLERANT SOFTWARE, OF INSERTING EXTRA CODE WHICH EXPLICITLY TESTS KEY VARIABLES FOR CORRECTNESS.

ERROR DETECTION CODE
A CODE IN WHICH EACH EXPRESSION CONFORMS TO SPECIFIC RULES OF CONSTRUCTION SO THAT IF CERTAIN ERRORS OCCUR IN AN EXPRESSION THE RESULTING EXPRESSION WILL NOT CONFORM TO THE RULES OF CONSTRUCTION AND THUS THE PRESENCE OF THE ERRORS IS DETECTED. SYNONYMOUS WITH SELF-CHECKING CODE. (ANSI-X3)

ERROR DETECTION PROCESS
THE CARRYING OUT OF THOSE ACTIVITIES WHICH DETERMINE THAT SOFTWARE CONTAINS ONE OR MORE SPECIFIC MANIFESTATIONS OF AN ERROR.

ERROR ISOLATION
TECHNIQUES USED TO IMPLEMENT FAULT-TOLERANT COMPUTING. THE BASIC STRATEGY USED IS THE ATTEMPT TO ISOLATE ERRORS TO A MINIMAL PART OF THE SOFTWARE SYSTEM SO THAT IF AN ERROR IS ENCOUNTERED, THE TOTAL SYSTEM DOES NOT BECOME INOPERABLE; EITHER ISOLATED FUNCTIONS WITHIN THE SYSTEM BECOME INOPERABLE OR PARTICULAR USERS CAN NO LONGER CONTINUE TO FUNCTION. OTHER ERROR ISOLATION TECHNIQUES ARE CONCERNED WITH PROTECTING EACH PROGRAM IN THE SYSTEM FROM ERRORS IN OTHER PROGRAMS. (DAN 286)

ERROR MANAGEMENT
AN AUTOMATED PROCEDURE FOR RELIABILITY ESTIMATION USING ANY OR ALL OF 6 BASIC PROCEDURES A) MANUAL REGISTRATION OF ERROR INFORMATION B) AUTOMATIC REGISTRATION OF ERROR INFORMATION C) STATUS REGISTRATION OF ERROR CORRECTION ACTIVITIES, D) INQUIRY FOR STATISTICAL ERROR INFORMATION OR STATUS INFORMATION OF EACH ERROR, E) AUTHORIZATION OF ERROR F) RELIABILITY ESTIMATION. (DAN 246)

ERROR MODELING
THE PROCESS OF DEVELOPING A MODEL OR MODELS FOR SOFTWARE ERROR PREDICTION OR
RELIABILITY ASSESSMENT. (DAN 296)

ERROR MODELS
MATHEMATICAL MODELS FOR PREDICTING SUCH QUANTITIES AS THE NUMBER OF REMAINING ERRORS IN A SOFTWARE PACKAGE, THE TIME TO ACHIEVE A DESIRED RELIABILITY LEVEL AND A MEASURE OF THE SOFTWARE RELIABILITY. (DAN 296)

ERROR PREDICTION
THE PROCESS OF PREDICTING SUCH QUANTITIES AS NUMBER OF ERRORS, TYPES OF ERRORS, AND TIMES TO DISCOVERY OF THE NEXT N ERRORS IN A SOFTWARE PACKAGE. (DAN 296)

ERROR PREDICTION MODELS
MATHEMATICAL MODELS FOR PREDICTING THE NUMBER OF REMAINING ERRORS IN A SOFTWARE PACKAGE. (DAN 296) SEE ALSO (DAN 239) PG 511 AND 510.

ERROR PREVENTION

ERROR RECOVERY
THE ABILITY OF A SYSTEM TO RETURN TO A RELIABLE UP STATE AFTER A FAILURE (DAN 476)

ERROR SEVERITY
A DESCRIPTION (NUMERICAL OR VERBAL) OF AN ERROR'S EFFECT UPON THE RESULTS OF EXECUTING A PROGRAM IN COMPARISON TO THE EXPECTED RESULTS. SEE ALSO: MAJOR ERROR, MINOR ERROR

ESTIMATING
DETERMINING WHAT LEVELS OF EFFORT AND WHAT RESOURCES NEED TO BE APPLIED TO ACCOMPLISH THE DESIRED RESULTS. ALSO SEE BUDGETING AND ESTIMATING.

EUCLID
A PASCAL-BASED LANGUAGE WHICH IS USED FOR WRITING SYSTEM PROGRAMS THAT ARE TO BE VERIFIED. (DAN 389) (BY AUTOMATED MEANS)

EVENT-BASED MODEL
A MODEL WHICH DESCRIBES NON-SEQUENTIAL BEHAVIOR OR THE INTERRELATIONSHIPS BETWEEN THE BEHAVIORS OF SEVERAL COMPONENTS OF A SOFTWARE SYSTEM IN TERMS OF SIGNIFICANT OCCURRENCES DURING SYSTEM OPERATION (EVENTS). AN EVENT-BASED MODEL CAN BE USED AS A DESIGN OR SPECIFICATION TECHNIQUE.

EVOLUTION
EVOLUTION IS A DESIGNED CHARACTERISTIC OF A SYSTEM DEVELOPMENT WHICH INVOLVES GRADUAL STEPWISE CHANGE. A COMPLEX SYSTEM CAN BE IMPLEMENTED IN SMALL STEPS; EACH STEP CAN HAVE A CRITERION FOR SUCCESSFUL ACHIEVEMENT AS WELL AS A "RETREAT POSSIBILITY" TO A PREVIOUS SUCCESSFUL STEP IN THE EVENT OF FAILURE. (DAN 781-MOD) (2) COMPARE WITH BUILDS. (3) SEE ALSO IMPLEMENTATION PHASE, AND SYSTEM INTEGRATION.

EVOLUTIONARY SYSTEMS
SYSTEMS WHICH ARE DESIGNED TO BEGIN AS A MODEST SET OF FUNDAMENTAL
CAPABILITIES BUT ARE ABLE TO GROW PAINLESSLY INTO MORE COMPLEX
CONFIGURATIONS AS NEW MISSION REQUIREMENTS ARISE IN THE FUTURE. PRINCIPLES
CONSIDERED FUNDAMENTAL: VIRTUALIZATION, INTERFACE CONTROL, INTEROPERABILITY
AND AUTOMATABILITY. (DAN 346)

EXECUTE

THIS WORD IS TO BE AVOIDED (ANSI-X3H1)

EXECUTION

EXECUTION OF A PROGRAM CAUSES THE OPERATIONS IN ITS ALGORITHM TO BE
PERFORMED IN SOME ORDER. THE ORDER IN WHICH AN ALGORITHM'S OPERATIONS ARE
PERFORMED IS DETERMINED BY THE CONTROL STRUCTURES AND CONTROL STATEMENTS
USED TO ORGANIZE THE OPERATIONS. A PROGRAM IS EXECUTED BY A PROCESSOR.
(ABBOTT)

EXECUTION ANALYSIS

THE AUTOMATED MONITORING OF THE COMPUTER BASED SOFTWARE TESTING ACTIVITIES,
COLLECTION OF DATA FROM THESE TESTING ACTIVITIES, AND SUBSEQUENTLY
PREDICTING, BY MANUALLY ANALYZING THE DATA, THE DURATION AND COST OF TESTING
AND THE QUALITY OF THE SOFTWARE PRODUCT. OTHER TERMS USED IN THE LITERATURE
REFERRING TO THIS TECHNIQUE OR VARIATIONS OF THIS TECHNIQUE INCLUDE CODE
ANALYZER, CODE AUDITOR, PROGRAM EVALUATOR, AND PRODUCT ASSURANCE EVALUATOR.
(DAN 154)

EXECUTION TIME

THE ACTUAL PROCESSOR TIME UTILIZED IN EXECUTING A PROGRAM. SEE ALSO: ERROR
DATE PARAMETERS, EXECUTION TIME THEORY, FAILURE DATA.

EXECUTION TIME THEORY

A WAY FOR THE COMPUTATION CENTER MANAGER TO ACCURATELY MEASURE AND MONITOR
THE RELIABILITY OF SOFTWARE COMPONENTS. PREDICTED ON THE CONCEPT THAT
EXECUTION TIME IS THE BEST PRACTICAL MEASURE FOR CHARACTERIZING THE STRESS
PLACED ON SOFTWARE, PROVIDED THAT THE EXECUTION ENVIRONMENT IS
REPRESENTATIVE. (DAN 244)

EXECUTIVE PROGRAM

A COMPUTER PROGRAM WHICH INVOKES AND CONTROLS BOTH HARDWARE AND SOFTWARE
ELEMENTS ATTENDANT TO THE EXECUTION OF AN APPLICATIONS PROGRAM. (NASA) (2) A
CENTRALIZED SUBPROGRAM WHICH PROVIDES SYSTEM USE FUNCTIONS SUCH AS CONTROL
OF INPUT/OUTPUT AND SCHEDULING OF USE OF THE PROCESSOR(S) AND ALLOCATION OF
COMPUTER RESOURCES INCLUDING PROCESSING TIME, MEMORY ACCESS, AND INTERRUPT
PROCESSOR SERVICES REQUIRED BY APPLICATION SUBPROGRAMS AND THEIR PROGRAMMED
TASKS. (DAN 1201)

EXIT

AN EXIT IS THE PLACE WHERE CONTROL LEAVES A ROUTINE. (SET)

EXPONENTIAL DISTRIBUTION

INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY WHICH IS USED TO
CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

EXPOSURE

THE DEGREE OF PROTECTION WHICH HAS BEEN PROVIDED FOR AN INDIVIDUAL OBJECT.
EXPRESSION OF A PROGRAM
A STATEMENT OF A PROGRAM IN A LANGUAGE. THE EXPRESSION OF A PROGRAM IN A
PROGRAMMING LANGUAGE IS AN ORGANIZED COLLECTION OF SYMBOLS WHICH, ACCORDING
TO THE LOGICAL, SYNTACTIC AND SEMANTIC RULES OF THE PROGRAMMING LANGUAGE,
CHARACTERIZE THE ALGORITHM AND DATA OBJECTS WHICH MAKE UP THE PROGRAM.
(ABBOTT)

EXTENSIBILITY
THE EXTENT TO WHICH SOFTWARE ALLOWS NEW CAPABILITIES TO BE ADDED AND
EXISTING CAPABILITIES TO BE EASILY TAILORED TO USER NEEDS.

EXTERNAL ENVIRONMENT
THE COMBINATION OF HARDWARE AND SOFTWARE USED TO MAINTAIN AND EXECUTE THE
SOFTWARE, INCLUDING THE COMPUTER ON WHICH THE SOFTWARE EXECUTES, THE
OPERATING SYSTEM FOR THAT COMPUTER, SUPPORT LIBRARIES, TEXT EDITORS,
COMPILER, ETC. (SEL)

FAILURE
A SOFTWARE FAILURE IS AN UNACCEPTABLE RESULT PRODUCED DURING THE OPERATION
OF THE COMPUTER PROGRAM. A FAILURE OCCURS WHEN A FAULT IS EVOKED BY SOME
INPUT DATA.

FAILURE CATEGORIZATION
ASSIGNING A FAILURE TO A DESCRIPTIVE CATEGORY BASED UPON THE TIME IN THE
CAUSE OF THE FAILURE. BY "CAUSE" IS MEANT THE ERROR WHICH WAS AT THE ROOT OF
THE FAILURE.

FAILURE DATA
INPUTS TO A RELIABILITY ESTIMATION PROGRAM WHICH USUALLY INCLUDE A SET OF
EXECUTION TIME INTERVALS BETWEEN FAILURES ALONG WITH THE NUMBER OF DAYS FROM
THE START OF TESTING ON WHICH THE FAILURES OCCURRED, MEAN TIME BETWEEN
FAILURES, EXECUTION TIME BETWEEN FAILURES.

FAILURE RATE
NUMBER OF FAILURES DIVIDED BY CPU TIME FOR THE INTERVAL. (DAN 226)

FAILURE RATIO
NUMBER OF FAILURES PER CALENDAR INTERVALS DIVIDED BY TOTAL NUMBER OF RUNS.
(DAN 226)

FAIRNESS
A QUEUING SYSTEM IS CALLED FAIR IF, WHENEVER A PROCESS IS DELAYED ON ANY
QUEUE, THERE IS A POSSIBLE FUTURE STATE OF THE SYSTEM IN WHICH THAT PROCESS
IS ON NONE OF THE QUEUES. (DAN 420)

FAST (FORTRAN ANALYSIS SYSTEM)
A SECOND GENERATION PROGRAM ANALYZER DESIGNED TO SUPPORT PROGRAM
DEVELOPMENT, DEBUGGING AND MAINTENANCE. ITS THREE MAJOR ELEMENTS ARE: 1) A
SCANNER/PARSER TO CONVERT PROGRAM TEXT INTO A PROGRAM DATABASE, 2) A DATA
BASE SYSTEM WITH DATA STRUCTURES AND RETRIEVAL CAPABILITIES TO SUPPORT THE
PROGRAM ANALYSIS QUERY SET, AND 3) A COMMAND/QUERY LANGUAGE INTERPRETER TO
SATISFY QUERIES AND TO GENERATE ANALYSES. (DAN 261)

FAULT
A FAULT IS A SPECIFIC MANIFESTATION OF AN ERROR. THE FAULT IS EVIDENCED WHEN ENTRY OF SOME INPUT DATA RESULTS IN THE PROGRAM FAILING TO CORRECTLY PERFORM THE REQUIRED FUNCTION. AN ERROR MAY BE THE CAUSE OF SEVERAL FAULTS. A FAULT IS A MANIFESTATION OF AN ERROR IN PROGRAM CODE... THE FAULT IS EVIDENCED WHEN ENTRY OF SOME INPUT DATA RESULTS IN THE PROGRAM FAILING TO CORRECTLY PERFORM THE REQUIRED FUNCTION. FAULT AND "BUG" ARE SYNONYMOUS. (SET)

FAULT AVOIDANCE
SET OF PROCEDURES LEADING TO ATTAINMENT OF RELIABLE SYSTEMS: INCLUDES ACQUISITION OF MOST RELIABLE COMPONENTS WITHIN THE GIVEN COST AND PERFORMANCE CONSTRAINTS, USE OF THOROUGHLY REFINED TECHNIQUES FOR THE INTERCONNECTION OF COMPONENTS AND ASSEMBLY OF SUBSYSTEMS, PACKAGING OF HARDWARE TO SCREEN OUT EXPECTED FORMS OF INTERFERENCE, AND CARRYING OUT OF COMPREHENSIVE TESTING TO ELIMINATE HARDWARE AND SOFTWARE DESIGN FAULTS. (DAN 236)

FAULT TOLERANCE
USE OF PROTECTIVE REDUNDANCY. A SYSTEM CAN BE DESIGNED TO BE FAULT-TOLERANT BY INCORPORATING ADDITIONAL COMPONENTS AND ABNORMAL ALGORITHMS WHICH ATTEMPT TO INSURE THAT OCCURRENCES OF ERRONEOUS STATES DO NOT RESULT IN LATER SYSTEM FAILURES-A QUANTITATIVE PREDICTION OF SYSTEM RELIABILITY. (DAN 236)

FAULT-TOLERANT SOFTWARE
A SOFTWARE STRUCTURE EMPLOYING FUNCTIONALLY REDUNDANT ROUTINES WITH CONCURRENT ERROR DETECTION, AND PROVISIONS TO SWITCH FROM ONE ROUTINE TO A FUNCTIONAL ALTERNATE IN THE EVENT OF A DETECTED FAULT. (DAN 225)

FIDELITY
FIDELITY IS DEFINED AS THE ACCURACY WITH WHICH A GIVEN ALGORITHM IS MECHANIZED FOR A GIVEN OPERATING SYSTEM AND HARDWARE SYSTEM. (DAN 781)

FILE
A COLLECTION OF DATA TREATED AS A UNIT. (ANSI-X3H1)

FILE MANAGEMENT
THE ACTION OF PROVIDING AND CONTROLLING ACCESS TO FILES, DIRECTING THEIR MAINTENANCE AND CONTROLLING THE RESOURCES USED. (ANSI-X3H1)

FILE MODIFICATION
CHANGING THE INFORMATION IN A FILE, I.E. DELETING, UPDATING, EXTENDING.

FILE MODIFICATION PROTECTION
CONSTRAINT ON A FILE SYSTEM WHICH RESTRICTS THE FILE SYSTEM FROM MODIFYING THE FILE IN ANY WAY.

FIRMWARE
HARD-WIRED PROGRAMS WHICH INTERPRET MACHINE LANGUAGE INSTRUCTIONS AND DIRECT THE CORRESPONDING ELEMENTAL MACHINE OPERATIONS. (NASA) (2) AN EXECUTABLE DIGITAL PROGRAM WHICH IS FIXED IN THE MEMORY OF THE COMPUTING DEVICE WHICH WILL EXECUTE IT. (DAN 1201)
FLAG
A simple data structure that directs the flow of control in a program. If it has a range of only two values, it is sometimes called a "boolean" or "switch". Flags used solely to permit a program to have structured control flow are called structure flags. (DAN 1153)

FLEXIBILITY
The term flexibility is usually used to denote the existence of a range of choices available to a programmer or implementer - the more choices, the greater the flexibility. Flexibility is sometimes referred to as "generality" (DAN 470) (2) flexibility is useful complexity. (DAN 781)

FLIGHT CRITICAL
Essential to safety or flyability of an airplane. (NASA)

FLIGHT TEST
A technique used to demonstrate hardware and software performance in actual system operation. (DAN 134)

FLIGHT-PHASE CRITICAL
Essential to safety or flyability of an airplane in only certain flight phases or environments. (NASA)

FLOW CHART
A graphical representation for the definition, analysis, or solution of a problem, in which symbols are used to represent operations, data, flow, equipment, etc. (ANSI-X3) (2) a diagram of a program's logic flow. (DAN 107)

FLOW OF CONTROL
Flow of control is the ordered sequence of operations performed in the execution of a series of algorithms...the control structures of a high-level programming language (FORTRAN, COBOL, PL/1, etc.) allow sequential processing and branching. Examples of flow-of-control statements in a high-level programming language are: GOTO, CASE, WHILE, IF-THEN-ELSE, etc....also see - GOTO control structures. (SET)

FLOWCHARTER
A computer program used to show in detail the logical structure of a computer program. The flow is determined from the actual operations as specified by the executable statements, not from comments. The flowcharts generated can be compared to flowcharts provided in the computer program specification to show discrepancies and illuminate differences. (DAN 134)

FLOWCHARTING TOOLS
Utility programs which automatically draw program flowcharts directly from source code. (DAN 142)

FOREIGN DEBUG
Foreign debugging (FD) is an in-depth program review conducted by someone other than the implementor to find program errors and improve program reliability...a non-implementor learns the internal characteristics of the program to be debugged, constructs appropriate test cases, and debugs just as the implementor would...also see - Peer code review. (SET)
FORMAL SPECIFICATIONS

Some specification technique based upon a strict set of rules for describing the specification and usually involving the use of an unambiguously defined notation (e.g., mathematical functions, formal PDL, etc.). (SEL)

FORMAL TESTING

Testing conducted according to test procedures which are documented and approved by contractor and customer. (DAN 21) (2) Testing performed in accordance with customer-approved test plans. This type of testing verifies that the software system is operating according to the requirements of the development specifications. Formal testing is usually performed during the system evaluation phase of software development. Terms used in the literature to describe this testing include: (1) System integration testing, (2) Prototype testing, (3) System testing, (4) Acceptance testing. (DAN 154)

FORMAL VALIDATION

Mathematical techniques for proving program correctness. (DAN LD4) (2) Synonym for correctness proof.

FORTRAN

(FORMULA TRANSLATION) A programming language primarily used to express computer programs by arithmetic formulas. (ANSI-X3) (2) A non-block structured HOL in widespread use for technological applications. (NASA)

FUNCTION

A mathematical notation used to specify the set of inputs, the set of outputs, and the relationship between the inputs and outputs. (SEL) (2) A function is a subprogram which returns a particular value that is dependent upon the independent value(s) given with the calling instruction. Normally the value returned by a function is directly associated with the name of the function such as SIN(K). (SET) (3) A grouping of routines which performs a prescribed function. (DAN 21) (4) A subdivision of processes. (DAN LD7) (5) In computer programming, synonym for procedure. (6) A purposeful role or action based on a specified relationship between circumstances and responses. (NASA) (7) The natural, required, or expected activity of a program element in carrying out a program requirement. (DAN 1201)

FUNCTION TESTING

The purpose of the function test is to find discrepancies between the program and its external specification. (DAN 286) See also: functional testing

FUNCTIONAL INTEGRATION

Judicious combination of related information, processes, or operations into a system which realizes functional objectives more effectively. (NASA)

FUNCTIONAL PROGRAMMING

A programming methodology and theory of programming based upon the semantic definition of a program, "a program P specifies a computable function f on the set E of inputs specified by the input expressions in the program". Functional programming involves explicit definition of the functional requirements of the program and provides a method for designing the program so that it contains only the functional capabilities corresponding to the functional requirements and no others. (DAN 233)
FUNCTIONAL REQUIREMENTS
THAT PART OF THE REQUIREMENTS WHICH DESCRIBE THE FUNCTIONS THE SYSTEM MUST
PERFORM. (DAN 141)

FUNCTIONAL REQUIREMENTS DOCUMENT (FRD)
A DOCUMENT STATING THE ESSENTIAL TECHNICAL FEATURES OF A NEEDED DATA
PROCESSING CAPABILITY, ALONG WITH TECHNICAL CONSTRAINTS AND CONDITIONS TO BE
MET, AND CRITERIA FOR ACCEPTABLE DELIVERY THAT CAN BE APPENDED TO OR MADE A

FUNCTIONAL SPECIFICATIONS
A SPECIFICATION OF A COMPONENT AS A SET OF FUNCTIONS DEFINING THE OUTPUT FOR
ANY INPUT. THE SPECIFICATION EMPHASIZES WHAT THE PROGRAM IS TO DO, RATHER
THAN HOW TO DO IT. HOWEVER, AN ALGORITHMIC SPECIFICATION CAN BE CONSIDERED
FUNCTIONAL IF IT IS NOT USED TO DICTATE THE ACTUAL ALGORITHM TO BE USED.
(SEL) (2) DESCRIBE A SYSTEM IN TERMS OF ITS PRINCIPAL FUNCTIONS AND THEIR
INTERRELATIONSHIPS, I.E., THE FUNCTIONAL RELATIONSHIPS OF THE PARTS. (DAN
LD-7)

FUNCTIONAL TESTING
THE EXECUTION OF INDEPENDENT TESTS DESIGNED TO DEMONSTRATE A SPECIFIC
FUNCTIONAL CAPABILITY OF A PROGRAM OR A SOFTWARE SYSTEM. (DAN 154) (2)
VALIDATION OF PROGRAM "FUNCTIONAL CORRECTNESS" BY EXECUTION UNDER CONTROLLED
INPUT STIMULI. THIS TESTING ALSO GAUGES THE SENSITIVITY OF THE PROGRAM TO
VARIATIONS OF THE INPUT PARAMETERS. (DAN 1153)

FUNCTIONALLY READY
THE CONDITION WHEREIN A SYSTEM, SUBSYSTEM, OR COMPONENT EXHIBITS NO FAULTS
WHICH WOULD PRECLUDE THE INITIATION OR CONTINUANCE OF AN INTENDED OPERATION.
(NASA)

GENERALITY
GENERALITY IS THE DEGREE TO WHICH A SYSTEM IS APPLICABLE IN DIFFERENT
ENVIRONMENTS. (DAN 781) (2) COMPARE WITH PORTABILITY AND ADAPTABILITY.

GENERATOR
A GENERATOR PRODUCES TEST DATA OR TEST CASES TO EXERCISE THE TARGET SYSTEM.
A GENERATOR IN THIS CASE IS DIFFERENTIATED FROM A SIMULATOR BECAUSE IT
ACTUALLY CREATES TEST DATA USING NUMERICAL INTEGRATORS, RANDOM NUMBER
GENERATORS, ETC. ONCE THE DATA ARE PRODUCED BY THE GENERATOR, A SIMULATOR
MIGHT BE REQUIRED TO ROUTE THE DATA TO THE SYSTEM. GENERATORS ARE USEFUL IN
A SYSTEM TEST ENVIRONMENT WHERE "LIVE" DATA IS NOT AVAILABLE. USEFUL OUTPUT
OF A DATA GENERATOR ARE TAPES OF LOGGED DATA THAT CAN BE USED WITH A DATA
REPLAY FACILITY FOR ESTABLISHING STANDARD TEST CASES. (DAN 134)

GOTO
IN A HIGH-LEVEL PROGRAMMING LANGUAGE (FORTRAN, COBOL, PL/1, ETC.) GOTO IS A
STATEMENT WHICH TELLS THE COMPUTER WHERE THE SEQUENCE OF EXECUTION SHOULD
CONTINUE...A GOTO STATEMENT NORMALLY TRANSFERS CONTROL OF THE SEQUENCE OF
INSTRUCTIONS TO SOME OTHER POINT IN THE PROGRAM. THE GOTO STATEMENT BECAME A
DEBATING POINT WHEN DIJKSTRA SAID IN 1965 THAT THE QUALITY OF A PROGRAMMER
WAS INVERSELY PROPORTIONAL TO THE NUMBER OF GOTO STATEMENTS IN HIS PROGRAMS.
OTHERS ARGUED FOR THE RETENTION OF THE GOTO STATEMENT BECAUSE OF ITS
USEFULNESS IN A LIMITED NUMBER OF SITUATIONS...ALSO SEE - FLOW CHART.
GYPSY

GYPSY IS BOTH A GENERAL PROGRAMMING LANGUAGE AND A SPECIFICATION LANGUAGE WHICH CAN BE USED FOR SYSTEMS PROGRAMMING WHICH REQUIRE CONCURRENT PROCESSING AND PROCESS SYNCHRONIZATION FACILITIES. BASED ON PASCAL. (DAN389)

HAL/S

A REAL-TIME HIGHER ORDER PROGRAMMING LANGUAGE ESPECIALLY SUITED FOR SPACE AND AIRCRAFT APPLICATIONS. HAL/S WAS DEVELOPED FOR NASA BY INTERMETRICS, INC. WITH THE OBJECTIVE OF IMPROVING THE RELIABILITY AND REDUCING THE COST OF PRODUCING AVIONICS SOFTWARE. (DAN 388)

HALSTEAD'S LAW

PARTIAL DEFINITION: A FORMULA FOR PROGRAM LENGTH BASED ON THE NUMBER OF DISTINCT OPERATOR TYPES AND THE NUMBER OF DISTINCT OPERAND TYPES. (DAN 299)

HARDEST FIRST

THE DESIGN (OR IMPLEMENTATION) OF THE MOST DIFFICULT ASPECTS OF THE SYSTEM FIRST. (SEL)

HARDEST-OUT PRINCIPLE

THE BUILDING OF A SYSTEM BEGINNING WITH THAT PART WHICH, IN THE FINAL ANALYSIS, WOULD HAVE PROVED TO POSSESS THE HIGHEST RISK TO PROGRAMMING IF NOT PERFORMED FIRST. AT EACH SUBSEQUENT STEP, THE NEXT A POSTERIORI MOST CRITICAL PART IS ADDED, UNTIL THE ENTIRE SOFTWARE PACKAGE IS COMPLETED. (DAN 1153)

HARDWARE

PHYSICAL AND ELECTRICAL COMPONENTS OF A COMPUTER SYSTEM THAT PERFORMS THE INTENT OF INSTRUCTIONS FETCHED FROM MEMORY.

HARDWARE MONITORS

A UNIT THAT OBTAINS SIGNALS FROM A HOST COMPUTER SYSTEM THROUGH PROBES ATTACHED DIRECTLY TO THE COMPUTER'S CIRCUITRY. THE SIGNALS OBTAINED ARE FED TO COUNTERS AND TIMERS AND ARE RECORDED. THESE DATA ARE REDUCED TO OBTAIN INFORMATION ABOUT CPU UTILIZATION, CHANNEL ACTIVITY, ETC. THESE DATA CAN BE USED TO IMPROVE BOTH SYSTEM AND PROGRAM PERFORMANCE. (DAN 134)

HARDWARE RELIABILITY

A MEASURE OF THE SUCCESS WITH WHICH THE HARDWARE IN A SYSTEM CONFORMS TO SOME AUTHORITATIVE SPECIFICATION OF ITS BEHAVIOR. A QUANTITATIVE ASSESSMENT. (DAN 236)

HAZARD FUNCTION

THE PROBABILITY OF AN ERROR OCCURRING IN A GIVEN INFINITESIMAL TIME INTERVAL GIVEN THAT NO ERROR HAS OCCURRED PREVIOUSLY TO THAT INTERVAL. (DAN 235) (2) INSTANTANEOUS FAILURE RATE OF A SYSTEM. (MUSA'S MODEL) (DAN 238) (3) THE ERROR-RATE RELATIONSHIP (DAN 236)

HEURISTIC

AN EXPLORATORY METHOD OF PROBLEM SOLVING IN WHICH SOLUTIONS ARE DISCOVERED BY EVALUATION OF THE PROGRESS MADE TOWARD THE FINAL RESULT. CONTRAST WITH ALGORITHM. (DAN 1153)
HEURISTIC SEARCH
A TESTING METHOD WHICH ESTABLISHES A SET OF HEURISTICS OF THE FORM: (S)-->>(A)-->>(R). THE LEFT PART REPRESENTS A SET OF STRESS STATES (S) WHICH MUST BE TRUE FOR THE RULE TO BE USED. THE SET (S) REPRESENTS THE RELIABILITY OR JUSTIFICATION OF THE HEURISTIC AND CAN HAVE ANY NUMBER OF MEMBERS. THE MIDDLE PART (A) REPRESENTS A SET OF ACTIONS WHICH SHOULD BE EXECUTED TO DISTURB THE THREAT SCENARIO. THESE ACTIONS (A) ARE LIMITED BY CONSTRAINT CONDITIONS (C) DEFINED BY THE TEST ENGINEER. (A NOT EQUAL TO 0). THE RIGHT PART REPRESENTS A SET OF RESULTS (R) WHICH SHOULD BE TRUE AFTER APPLICATION OF THE RULE AND EXECUTION OF THE SYSTEM. THE SET (R) IS USED TO EVALUATE THE HEURISTIC. (DAN 428)

HIERARCHICAL STRUCTURE
A HIERARCHICAL STRUCTURE IS AN ORGANIZATION OF SOFTWARE MODULES THAT CONSISTS OF A ROOT NODE...THIS TERM CAN BE APPLIED TO DATA AS WELL AS PROGRAM. THIS STRUCTURE IS ALSO KNOWN AS TREE STRUCTURE WITHOUT CYCLES. (SET)

HIERARCHY
A SERIES OF SUCCESSIVE TASKS OR ROUTINES IN A GRADED ORDER. (2) A STRUCTURE BY WHICH OBJECTS OR CLASSES OF OBJECTS ARE RANKED ACCORDING TO SOME SUBORDINATING PRINCIPLE OR SET OF PRINCIPLES. ONE COMMON REPRESENTATION OF A HIERARCHY IS THE DIRECTED TREE-GRAPH, IN WHICH THE ROOT NODE HEADS THE HIERARCHY, AND ALL OTHER OBJECTS ARE RANKED BY ORDER INTO LEVELS OF SUBORDINATION. IF A SINGLE SUBORDINATING RELATIONSHIP GOVERNS THE HIERARCHY, IS SAID TO BE UNORDERED; OTHERWISE IT IS ORDERED. (DAN 1153)

HIGHER-ORDER LANGUAGE
A FULL REPERTOIRE OF INSTRUCTIONS AND STATEMENTS, HAVING FORMAL SYNTAX AND LEXICAL RULES, USEABLE IN COMPOSING MACHINE-INDEPENDENT SOURCE PROGRAMS. (NASA) (2) SEE ALSO: HIGH LEVEL LANGUAGE (NOTE: SYNONYMS?)

HIGH-LEVEL LANGUAGE
ISO A PROGRAMMING LANGUAGE THAT DOES NOT REFLECT THE STRUCTURE OF ANY ONE GIVEN COMPUTER OR THAT OF ANY GIVEN CLASS OF COMPUTERS.

HIPO (HIERARCHY PLUS INPUT-PROCESS-OUTPUT)
A GRAPHICAL TECHNIQUE THAT DEFINES EACH COMPONENT BY ITS TRANSFORMATION ON ITS INPUT DATA SETS TO ITS OUTPUT DATASETS.(SEL) (2) THIS PART DOCUMENTATION, PART ANALYTICAL TECHNIQUE CONSISTS OF HIERARCHY CHARTS AND THE CORRESPONDING INPUT-PROCESS CHARTS. THE HIERARCHY CHART IS A SET OF BLOCKS, SIMILAR TO AN ORGANIZATION CHART, SHOWING EACH FUNCTION AND ITS DIVISION INTO SUBFUNCTIONS. FOR EACH FUNCTION OR SUBFUNCTION, AN INPUT-PROCESS-OUTPUT CHART, ROUGHLY SIMILAR TO THE BLOCK DIAGRAM IN LOGIC DESIGN, SHOWS THE INPUTS AND OUTPUTS AND THE PROCESSES JOINING THEM. IF THE HIPO CHARTS THEMSELVES ARE ARRANGED IN A HIERARCHY, THE TECHNIQUES CAN BE USED TO GRAPHICALLY DOCUMENT TOP-DOWN DESIGN OR STRUCTURED DESIGN. (DAN 227) (3) HIERARCHY PLUS INPUT/PROCESS/OUTPUT IS A GRAPHIC DESIGN TECHNIQUE USED TO SHOW FUNCTION. HIPO DIAGRAMS DESCRIBE FUNCTIONS IN TERMS OF THE INPUT TO A PROCESS. THEY SHOW A SYSTEM, SUBSYSTEM, OR PROGRAM FUNCTIONALLY, I.E., THE FUNCTIONS THAT IT PERFORMS, ANSWERING THE QUESTION "WHAT DOES IT DO". SINCE THESE DIAGRAMS ARE VISUAL, THEY ARE EASIER TO UNDERSTAND THAN MOST DOCUMENTATION WHICH IS NARRATIVE. ALTHOUGH FLOWCHARTS ARE ANOTHER GRAPHIC DESIGN TECHNIQUE, THEY SHOW ORGANIZATION AND LOGIC IN CONTRAST TO FUNCTION.
HOL
ACRONYM FOR HIGH(ER) ORDER (OR LEVEL) LANGUAGE.

HOLDET
A LANGUAGE EVALUATION TOOL DEVELOPED BY MCDONNELL DOUGLAS ASTRONAUTICS CO. FOR THE U.S. ARMY FRANKFORT ARSENAL. IT IS ESSENTIALLY COMPRised OF TWO PROCESSORS: HOLDEF PROCESSOR (HOLDEF IS THE DEFINITION LANGUAGE) AND A GENERALIZED TRANSLATOR (OPTRAN) (DAN 390)

HOST MACHINE
A GENERALLY MORE POWERFUL COMPUTER WHICH HELPS GENERATE OR WHICH EXECUTES THE SOFTWARE FOR ANOTHER COMPUTER, VIZ., THE TARGET COMPUTER. (NASA) (2) IN ARPANET TERMINOLOGY, THE "HOST MACHINE" IS THE COMPUTER THE USER IS CONNECTED TO THROUGH A TIP OR IMP FROM A DISTANT TERMINAL.

HUMAN ENGINEERING
CODE POSSESSES THE CHARACTERISTIC HUMAN ENGINEERING TO THE EXTENT THAT IT FULFILLS ITS PURPOSE WITHOUT WASTING THE USERS' TIME AND ENERGY, OR DEGRADING THEIR MORALE. THIS CHARACTERISTIC IMPLIES ACCESSIBILITY, ROBUSTNESS, AND COMMUNICATIVENESS. (DAN 239)

HYPERGEOMETRIC DISTRIBUTION
RELIABILITY MODEL THAT CAN BE USED TO ESTIMATE THE NUMBER OF REMAINING ERRORS IN A PROGRAM BY DELIBERATELY SEEDING NEW ERRORS, AND THEN HAVE SOMEONE ELSE FIND THE SEEDED ERRORS AS WELL AS THE INDIGENOUS OR UNDETECTED ERRORS STILL IN THE PROGRAM. (DAN 238) SEE ALSO: BUG SEEDING/TAGGING

IDENTIFIER
A SYMBOL WHOSE PURPOSE IS TO IDENTIFY, INDICATE, NAME, OR LOCATE A DATA STRUCTURE OR PROCEDURE ENTRY POINT. (DAN 1153)

IMP
SEE: INTERFACE MESSAGE PROCESSOR

IMPERFECT DEBUGGING
AN ASSUMPTION THAT ERRORS ARE NOT ALWAYS REMOVED OR CORRECTED WHEN DETECTED. (DAN 296)

IMPLEMENTATION
THE IMPLEMENTATION OF A PROGRAM IS EITHER A MACHINE EXECUTABLE FORM OF THE PROGRAM, OR A FORM OF THE PROGRAM THAT CAN BE AUTOMATICALLY TRANSLATLD (E.G., BY COMPILER OR ASSEMBLER) (SEL) (2) THAT PROCESS BY WHICH AN ARCHITECTURAL DESIGN IS TURNED INTO A DELIVERED PROGRAM. IT INCLUDES THE DETAILED FUNCTIONAL AND PROCEDURAL DESIGN, CODING, TESTING, AND DOCUMENTATION NECESSARY TO MEET PROGRAM REQUIREMENTS, EITHER FOR NEW OR MODIFIED SOFTWARE. (DAN 1153)

IMPLEMENTATION CORRECTNESS
CORRECTNESS BETWEEN DESIGN AND PROGRAMMED HARDWARE (DAN 322)

IMPLEMENTATION MISINTERPRETATION ERROR
AN ERROR FOR A UNIT OF SOURCE CODE ASSOCIATED WITH A PROGRAM DUE TO THE
MISINTERPRETATION OF THE PROGRAM SPECIFICATIONS. (DAN 137)

IMPLEMENTATION PHASE

IMPLEMENTATION TECHNOLOGY
THE BODY OF TECHNOLOGY USEFUL IN THE DEFINITION, DESIGN, PROGRAMMING, AND PRODUCTION OF SOFTWARE. (NASA)

IMPLIED SYSTEM PERFORMANCE
AN UNWRITTEN REQUIREMENT WHICH IS UNDERSTOOD BY THE MAJORITY OF THE PROJECT TEAM TO BE ESSENTIALLY EQUIVALENT TO A WRITTEN REQUIREMENT. (DAN 31)

INDEPENDENT TEST TEAM
A PROJECT GROUP NOT ASSOCIATED WITH THE SOFTWARE DESIGN/DEVELOPMENT SECTION WHICH IS RESPONSIBLE FOR TESTING SOFTWARE TO CHECK ITS COMPLIANCE TO SPECIFICATIONS.

INDIGENOUS ERROR
AN ERROR EXISTING IN A PROGRAM THAT HAS NOT BEEN INSERTED FOR CALIBRATION PURPOSES. (DAN 1153)

INDUCTIVE ASSERTION
AN INVARIANT PREDICATE APPEARING WITHIN A PROCEDURE ITERATION. USUALLY PLACED JUST FOLLOWING THE LOOP-COLLECTING NODE. THESE PREDICATES ARE USED AS AN AID TOWARD PROVING CORRECTNESS. (DAN 1153) (2) A MATHEMATICAL OR LOGICAL DESCRIPTION OF THE STATE OF A COMPUTATION AT EACH INSTANCE OF AN EXECUTION THROUGH IT. IT TAKES THE FORM P <ASSERTION> Q WHERE P AND Q ARE PROGRAM SEGMENTS. FOR Q TO BE TRUE, P ACTING ON THE ASSERTIONS (WHICH ARE ALWAYS ASSUMED TRUE) MUST RESULT IN Q FOR THE ENTIRE DOMAIN SPECIFIED BY THE ASSERTIONS.

INFERENCE RULES
ANNOTATION TECHNIQUES/RULES USED IN PROVING PROGRAM CORRECTNESS. THE ANTECEDENTS OF EACH RULE ARE USUALLY ANNOTATED PROGRAM SEGMENTS CONTAINING INVARIANTS OR CANDIDATE INVARIANTS AND THE CONSEQUENT IS EITHER AN INVARIANT OR A CANDIDATE. DERSHOWITZ AND MANNA (REF 263) DIFFERENTIATE 3 TYPES OF RULES: ASSIGNMENT RULES, CONTROL RULES, AND HEURISTIC RULES. ASSIGNMENT RULES YIELD GLOBAL INVARIANTS BASED ONLY UPON THE ASSIGNMENT STATEMENTS OF THE PROGRAM. CONTROL RULES YIELD LOCAL INVARIANTS BASED UPON THE CONTROL STRUCTURES OF THE PROGRAM. HEURISTIC RULES HAVE CANDIDATES AS THEIR CONSEQUENTS. THESE CANDIDATES ARE NOT GUARANTEED TO BE INVARIANTS. (DAN 263)

INFORMAL PROOF OF CORRECTNESS
THE VISUAL INSPECTION OF A SMALL, COMPREHENSIVE SET OF TEST CASES INDICATING THAT THE CODE OF A PROGRAM SEGMENT MATCHES ITS SPECIFICATION. VALIDATION OF THE PROGRAM SEGMENT IS BASED ON AXIOMS STATING THAT LOWER-LEVEL SEGMENTS MATCH THEIR SPECIFICATIONS. (DAN LD7)

INFORMAL TESTING
TESTING THAT UTILIZES INTERNAL TEST DOCUMENTATION CONTROL AND PROCEDURES. INFORMAL TESTING USUALLY IS DESIGNED TO BE DEVELOPMENT GROUP TESTING AND REQUIRES NO FORMAL CUSTOMER APPROVAL. INFORMAL TESTING USUALLY BEGINS WHEN
THE FIRST PROGRAM UNIT IS CODED AND CONTINUES THROUGHOUT THE SYSTEM IMPLEMENTATION "PHASE OF SOFTWARE DEVELOPMENT. TERMS USED IN THE LITERATURE TO DESCRIBE THIS TESTING INCLUDE: 1. UNIT TESTING, 2. SUBSYSTEM TESTING, 3. INTEGRATION TESTING, 4. COMPONENT TESTING, 5. DEVELOPMENT TESTING. (DAN 154) (2) TO TEST USING INFORMAL DOCUMENTATION, USUALLY A PRELIMINARY FORM OF TESTING PERFORMED BEFORE A FORMAL CERTIFICATION TEST. (DAN 1201)

INFORMATION

CORRELATION OF DATA FOR THE PROCESS OF INFORMING. (DAN 137) (2) A REPRESENTATION OF KNOWLEDGE, INTELLIGENCE, OR OTHER MEANINGFUL DATA IN A FORM THAT CAN BE USED TO CAUSE OR MODIFY THE PURPOSEFUL ACTIONS OF HUMANS OR MACHINES, PERHAPS AS THE RESULT OF PROPER ORGANIZATION, ANALYSIS, AND PRESENTATION. (DAN 1153) CONTRAST WITH DATA

INFORMATION HIDING

THE PROCESS OF ISOLATING CHANGEABLE PARTS OF A PROGRAM IN MODULES AND DEVELOPING AN INTERFACE BETWEEN THE MODULE AND THE REST OF THE PROGRAM THAT REMAINS VALID FOR ALL VERSIONS. (DAN 275) (2) A SOFTWARE DESIGN AND CODING CRITERION. A SYSTEM CONFORMS TO THE CRITERION OF INFORMATION HIDING TO THE EXTENT THAT ATTRIBUTES OF DATA OBJECTS ARE MANIPULATED INDIRECTLY VIA FUNCTIONS NAMED FOR THOSE ATTRIBUTES. A SYSTEM FAILS TO CONFORM TO THE CRITERION OF INFORMATION HIDING TO THE EXTENT THAT ATTRIBUTES OF DATA OBJECTS ARE MANIPULATED DIRECTLY IN TERMS OF IMPLICIT KNOWLEDGE OF THE REPRESENTATION OF THOSE ATTRIBUTES. (SEE REPRESENTATION). EXAMPLE. A THREE ELEMENT, ONE DIMENSIONAL, REAL ARRAY MAY BE USED TO REPRESENT THE (X,Y,Z) COORDINATE POSITION OF AN OBJECT IN SPACE. TO THE EXTENT THAT SUCH AN ARRAY IS OPERATED ON THROUGH THE USE OF ARRAY INDICES, (P(1), P(2), P(3)), THE SYSTEM IS NOT IN CONFORMANCE TO THE CRITERION OF INFORMATION HIDING. TO THE EXTENT THAT SUCH AN ARRAY IS OPERATED ON IN TERMS OF SYMBOLIC FUNCTIONS NAMED AFTER THE ATTRIBUTES, (X(P), Y(P), Z(P) OR P.X, P.Y, P.Z) THE SYSTEM IS IN CONFORMANCE TO THE CRITERION OF INFORMATION HIDING. (ABBOTT)

INFORMATION SYSTEMS

A SYSTEM WHICH PROVIDES PROCESSING CAPABILITIES FOR INFORMATION AND/OR DATA AND ALSO FOR MANAGING THE INFORMATION AND/OR DATA. (DAN 502) (2) AN ASSEMBLAGE OF METHODS, TECHNIQUES, PROCEDURES, PROGRAMS, OR DEVICES THAT SENSE, CONVEY, STORE, PROCESS, RETRIEVE, OR DISSEMINATE INFORMATION, UNITED BY REGULATED INTERACTION, TO ACCOMPLISH AN ORGANIZED, PURPOSEFUL TASK. (DAN 1153)

INFORMATION SYSTEMS TECHNOLOGY

THE BODY OF KNOWLEDGE AND PHYSICAL PHENOMENA THAT CONSTITUTE AN APPLIED SCIENCE ORIENTED TOWARD THE INDUSTRIAL USAGE OF INFORMATION SYSTEMS. (DAN 1153)

INITIATION

THE ACT OF CREATING AN ENVIRONMENT FOR THE INVOCATION OF AN ENTITY. (ANSI-X3H1)

INPUT ASSERTION

AN INPUT ASSERTION IS AN ASSERTION (USUALLY DENOTED BY THE GREEK LETTER PHI) THAT IMPOSES CONDITIONS ON THE INPUT TO A PROGRAM. IT IS USED TO SPECIFY THE DOMAIN OF INPUT VALUES OVER WHICH A PROGRAM IS INTENDED TO OPERATE. A PROGRAM IS SAID TO BE TOTALLY CORRECT WITH RESPECT TO AN INPUT ASSERTION.
PHI, IF IT YIELDS THE DESIRED OUTPUT FOR ALL SETS OF INPUT VALUES SATISFYING PHI. ALSO SEE - ASSERTION, OUTPUT ASSERTION, PARTIAL CORRECTNESS, TOTAL CORRECTNESS. (SET)

INPUT - DATA SENSITIVITY
DEGREE TO WHICH PERFORMANCE IMPROVEMENTS DICTATED BY A PROGRAM MODIFICATION UNDER A CERTAIN SET OF INPUT DATA ARE PRESERVED UNDER DIFFERENT SETS OF INPUT DATA. (DAN 435)

INPUT/OUTPUT
(1) (ISO) PERTAINING TO A DEVICE OR TO A CHANNEL THAT MAY BE INVOLVED IN AN INPUT PROCESS AND, AT A DIFFERENT TIME, IN AN OUTPUT PROCESS. IN THE ENGLISH LANGUAGE, INPUT-OUTPUT MAY BE USED IN PLACE OF INPUT-OUTPUT DATA, INPUT-OUTPUT SIGNAL, INPUT-OUTPUT TERMINALS, ETC., WHEN SUCH USAGE IS CLEAR IN A GIVEN CONTEXT. (2) (ISO) PERTAINING TO A DEVICE WHOSE PARTS CAN BE PERFORMING AN INPUT PROCESS AND AN OUTPUT PROCESS AT THE SAME TIME. (3) PERTAINING TO EITHER INPUT OR OUTPUT, OR BOTH.

INSTALLATION DEFAULT
A DEFAULTED VALUE SPECIFIC TO A PARTICULAR SET OF HARDWARE, SOFTWARE AND PEOPLE. (ANSI-X3H1)

INSTRUCTION
AN ABSTRACT OR CONCRETE ENTITY THAT CAUSES A CHANGE IN STATE OR ACTION BY THE COMPUTER

INSTRUCTION SET
THE REPERTOIRE OF MACHINE LEVEL INSTRUCTIONS AVAILABLE TO A PROGRAMMER FOR A PARTICULAR COMPUTER. (NASA)

INSTRUCTION SIMULATOR
A COMPUTER PROGRAM USED TO SIMULATE THE EXECUTION CHARACTERISTICS OF A TARGET COMPUTER USING A SEQUENCE OF INSTRUCTIONS OF A HOST COMPUTER. THE INSTRUCTION SIMULATOR PROVIDES BIT-FOR-BIT FIDELITY WITH THE RESULTS THAT WOULD BE PRODUCED BY THE TARGET COMPUTER FOLLOWING THE SAME OPERATIONS AND INITIAL CONDITIONS. (DAN 134)

INSTRUCTION TRACE
A COMPUTER PROGRAM USED TO RECORD EVERY TIME A CERTAIN CLASS OF OPERATIONS OCCURS AND TRIGGER EVENT-DRIVEN DATA COLLECTION. IN SOME CASES, THIS CREATES A COMPLETE TIMED RECORD OF LITERALLY EVERYTHING SIGNIFICANT THAT OCCURRED DURING PROGRAM EXECUTION. THESE TRACES CONTAIN DATA ON INSTRUCTION AND BECOME A PERMANENT RECORD OF A PROGRAM'S EXECUTION. (DAN 134)

INSTRUMENTATION TOOLS
THOSE PROGRAMS THAT MONITOR AND RECORD INFORMATION ABOUT AN OBJECT SYSTEM OR PORTIONS THEREOF, AS IT OPERATES DATA REDUCTION AND ANALYSIS. (DAN L07)

INTEGRATION
THE COMBINATION OF SUBUNITS INTO AN OVERALL UNIT OR SYSTEM BY MEANS OF INTERFACING IN ORDER TO PROVIDE AN ENVISIONED DATA PROCESSING CAPABILITY. (DAN 1153)

INTEGRATION TEST
INTEGRATION TEST - TEST OF SEVERAL MODULES IN ORDER TO CHECK THAT THE INTERFACES ARE DEFINED CORRECTLY. FULL INTEGRATION TEST - TESTING OF THE ENTIRE SYSTEM (I.E. TOP LEVEL COMPONENT). PARTIAL INTEGRATION TEST - TEST OF ANY SET OF MODULES BUT NOT THE ENTIRE SYSTEM. (SEL)

INTEGRITY PROBABILITY
A MEASURE OF SYSTEM SURVIVAL PROBABILITY. INTEGRITY PROBABILITY IS A FUNCTION OF SECURITY PROBABILITY, AND ATTACK PROBABILITY. SYSTEM SURVIVAL IS DEPENDENT ON THE FREQUENCY OF SYSTEM ATTACK COUPLED WITH THE ABILITY OF THE SYSTEM TO MAKE ITSELF SECURE FROM A PARTICULAR TYPE OF ATTACK. (DAN 781)

INTENDED USE
THE RESULT OF INVOKING A PROGRAM OR SEGMENT OF A PROGRAM, INCLUDING THE ACTIONS PERFORMED BY THAT PROGRAM WHEN INVOKED. INVOCATION MAY BE BY SUBROUTINE OR FUNCTION CALL, OR BY A BRANCH TO A SEGMENT OF CODE. (SEL)

INTERACTION
MUTUAL OR RECIPROCAL ACTION OR INFLUENCE BETWEEN TWO OR MORE ENTITIES. (ANSI-X3H1) (2) THE RECIPROCAL EFFECTS OF ONE SOFTWARE MODULE OR HARDWARE DEVICE ON ANOTHER. (DAN 1201)

INTERACTIVE
USAGE OF A COMPUTER VIA A TERMINAL WHERE EACH LINE OF INPUT IS IMMEDIATELY PROCESSED BY THE COMPUTER. (SEL)

INTERACTIVE DEBUG
INTERACTIVE DEBUGGING (ID) IS THE PROCESS OF SEEKING AND CORRECTING ERRORS IN A COMPUTER PROGRAM WHILE COMMUNICATING WITH THE COMPUTER EXECUTING THE PROGRAM. TYPICALLY, THE COMMUNICATION TAKES THE FORM OF MONITORING PROGRAM PROGRESS, INSPECTING INTERMEDIATE VALUES, INSERTING DATA CORRECTIONS AS NEEDED, AND, IN GENERAL, CONTROLLING PROGRAM EXECUTION. ID CAN DRAMATICALLY REDUCE THE TIME NEEDED TO DEBUG A PROGRAM SINCE THE PROGRAMMER CAN ACCOMPLISH IN A SHORT SESSION WITH THE "COMPUTER" (OFTEN, A REMOTE TERMINAL ATTACHED TO THE COMPUTER) WHAT WOULD NORMALLY TAKE SEVERAL BATCH TURNOVER (E.G., IN MANY INSTALLATIONS, SEVERAL DAYS.) (SET)

INTERFACE
A SHARED BOUNDARY. AN INTERFACE MIGHT BE A HARDWARE COMPONENT TO LINK TWO DEVICES OR IT MIGHT BE A PORTION OF STORAGE OR REGISTERS ACCESSED BY TWO OR MORE COMPUTER PROGRAMS. (ANSI-X3) (2) INTERFACE - THE SET OF DATA PASSED BETWEEN TWO OR MORE PROGRAMS OR SEGMENTS OF PROGRAMS, AND THE ASSUMPTIONS MADE BY EACH PROGRAM ABOUT HOW THE OTHER(S) OPERATE. (SEL) (3) THE COMMON BOUNDARY BETWEEN SOFTWARE MODULES, BETWEEN HARDWARE DEVICES, OR BETWEEN HARDWARE AND SOFTWARE. (DAN 1201) (4) WHEN APPLIED TO A MODULE, THAT SET OF ASSUMPTIONS MADE CONCERNING THE MODULE BY THE REMAINING PROGRAM OR SYSTEM IN WHICH IT APPEARS. MODULES HAVE CONTROL, DATA, AND SERVICES INTERFACES. (DAN 1153)

INTERFACE CHECKER
A COMPUTER PROGRAM USED TO AUTOMATICALLY CHECK THE RANGE AND LIMITS OF VARIABLES AS WELL AS THE SCALING OF SOURCE PROGRAMS TO ASSURE FORMAT COMPLIANCE WITH INTERFACE AND CONTROL DOCUMENTS. (DAN 134)

INTERFACE CONTROL
INTERFACE CONTROL requires that input/output specifications must be controlled as engineering configuration items at system design, implementation, integration and operation times. (DAN 346)

INTERFACE MESSAGE PROCESSOR (IMP)
A piece of packet-switching hardware used for storage of messages, routing of signals and passage of communications in the ARPANET. It is smaller in scope in its capabilities than the TIP which it resembles functionally.

INTERFACE SPECIFICATION DOCUMENT
A document that serves as a communications vehicle between the configuration control and technical implementation processes, and supports the coordination of efficient, controllable interfaces. (DAN LD7)

INTERFACE TESTING
Validation that a module or set of modules operate within agreed interface specifications to assure proper data and logical communications. (DAN 1153)

INTERMITTENT ASSERTIONS METHOD
A technique of proving total correctness which involves affixing comments to points in the program but with the intention that sometime control will pass through the point and satisfy the attached assertion. Consequently, control may pass through a point many times without satisfying the assertion, but control must pass through the point at least once with the assertion satisfied; therefore, we call these comments intermittent assertions. (DAN 419)

INTERNAL DELIVERY
The point at which the software as an entire package is given to the independent test group. (DAN 21)

INTEROPERABILITY
The term interoperability means that any user of a local system can potentially also operate any interconnected remote system. (DAN 346)

INTERPRET
Execute machine language programs by translating each statement to a corresponding sequence of elemental machine operations prior to proceeding to the next statement. (NASA)

INTERPRETATION CORRECTNESS
Correctness between requirements and specification (DAN 322)

INTERPRETIVE SIMULATOR
A host machine program which interpretively executes a target machine program in a dynamically representative manner, but without acknowledging numerical or arithmetic effects. (NASA)

INTERPROCESS COMMUNICATION
The sending and receiving of messages by the processes/entities within an operating system.

INTERRUPT
Any stopping of a process in such a way that it can be resumed. A particular
TYPE OF INTERRUPT IS THE "TRAP". (LAN 1153)

INTERRUPT ANALYZER
A COMPUTER PROGRAM THAT EXAMINES SOURCE CODE AND DETERMINES POTENTIAL CONFLICTS IN THE USE OF DATA AND/OR STORAGE DUE TO INTERRUPTS. (LAN 134)

INVARIANT
AN INVARIANT IS AN ASSERTION ASSOCIATED WITH A POINT IN A PROGRAM THAT IS SATISFIED WHENEVER EXECUTION REACHES THAT POINT... AN INVARIANT THAT CUTS A LOOP IN THE PROGRAM IS SOMETIMES CALLED A "LOOP INVARIANT." SUCH AN ASSERTION IS SAID TO "CARRY" ITSELF AROUND THE LOOP... ALSO SEE - ASSERTION, LOOP ASSERTION. (SET)

INVARIANT ASSERTION
SYNONYMOUS WITH INVARIANT.

INVOCATION
THE TRANSFER OF CONTROL TO AN ENTITY CAUSING IT TO BE ACTIVATED. (ANSI-X3H1)
(2) THE LINKING TO OR INSERTION OF A PROCEDURE BODY BY MEANS OF A NAMED REFERENCE WITHIN A PROCEDURE. SUBROUTINE LINKING IS SOMETIMES REFERRED TO AS A "CALL". CODE INSERTION IS REFERRED TO AS A "MACRO CALL". (LAN 1153)

INVoke
THE ACT OF CAUSING INVOCATION.

I/O PROCESSOR
INPUT-OUTPUT PROCESSOR: A FRONT-END PIECE OF HARDWARE THAT INTERFACES BETWEEN THE INPUT-OUTPUT EQUIPMENT AND THE COMPUTER.

ISRAD
(INTEGRATED SOFTWARE RESEARCH AND DEVELOPMENT PROGRAM) A U.S. ARMY PROGRAM FOR RESEARCH AND DEVELOPMENT IN COMPUTER SCIENCE. (LAN 290)

ITERATION
AN ITERATION IS AN EXPRESSION IN A PROGRAMMING LANGUAGE THAT CAUSES A SEQUENCE OF INSTRUCTIONS TO BE REPEATED, UNTIL A SPECIFIED SET OF CONDITIONS IS EITHER MET OR NOT REACHED... AN ITERATION IS ONE OF THE FUNDAMENTAL CONTROL STRUCTURES IN PROGRAMMING... IT IS AN ALLOWED CONSTRUCT IN STRUCTURED PROGRAMMING... ALSO SEE - STRUCTURED PROGRAMMING (SET)

ITERATIVE ENHANCEMENT
THE DESIGN (OR IMPLEMENTATION) OF SUCCESSIVE VERSIONS, EACH PRODUCING A USABLE SUBSET OF THE FINAL PRODUCT UNTIL THE ENTIRE SYSTEM IS FULLY DEVELOPED. (SEL)

JAVA (JOVIAL AUTOMATED VERIFICATION SYSTEM)
AN AUTOMATED TOOL FOR TESTING JOVIAL PROGRAMS. THE SYSTEM WAS DEVELOPED UNDER CONTRACTS FROM KONE AIR DEVELOPMENT CENTER, GRIFFISS AFB, NY

JELINSKI-MORANDA MODEL
THIS MODEL WAS DEVELOPED BY DR. P. MORANDA AND MR. Z. JELINSKI OF MCDONNELL DOUGLAS ASTRONAUTICS CO. THE MODEL ASSUMES AN EXPONENTIAL FORM OF THE PROBABILITY DENSITY FUNCTION FOR THE DISTRIBUTION OF SOFTWARE ERRORS DETECTED AS A FUNCTION OF CALENDAR TIME. THE BASIC ASSUMPTIONS OF THIS MODEL
ARE: 1) THE AMOUNT OF DEBUGGING TIME BETWEEN ERROR OCCURRENCES HAS AN EXPONENTIAL DISTRIBUTION WITH AN ERROR OCCURRENCE RATE (OR HAZARD FUNCTION) PROPORTIONAL TO THE NUMBER OF REMAINING ERRORS. 2) EACH ERROR DISCOVERED IS IMMEDIATELY REMOVED, THUS DECREASING THE TOTAL NUMBER OF ERRORS BY ONE. 3) THE FAILURE RATE BETWEEN ERRORS IS CONSTANT. (DAN 402)

JOB
COMPUTER JOB CONSISTING OF ONE OR MORE STEPS SUCH AS COMPIlATION, ASSEMBLY OR UTILITY RUNS. (DAN 137)

JOB CONTROL LANGUAGE (JCL)
SEE COMMAND LANGUAGE, OPERATING SYSTEM COMMAND AND RESPONSE LANGUAGE (OSCL). (ANSI-X3H1)

JOINT LOGISTICS COMMANDERS
A SUBGROUP COMPOSED OF REPRESENTATIVES FROM THE ARMY MATERIAL COMMAND, THE NAVY MATERIAL COMMAND, AIR FORCE LOGISTICS COMMAND AND THE AIR SYSTEMS COMMAND. (DAN 222)

JOVIAL
CLASS NAME FOR A SET OF PROGRAMMING LANGUAGES ORIENTED TOWARD COMMAND AND CONTROL USAGE THAT ARE HIGHLY DISTINGUISHABLE BETWEEN EACH OTHER IN COMMANDS, SCOPE, AND FORMAT. THE LANGUAGES ARE MORE SPECIFICALLY TERMED BY THEIR SUFFIXES: JOVIAL(J3), J3; JOVIAL(J3B), J3B; JOVIAL(J73), J73.

KERNEL
A SMALL SELF-CONTAINED COLLECTION OF KEY SECURITY-RELATED STATEMENTS THAT WORKS AS A PRIVILEGED PART OF THE OPERATING SYSTEM AND ARE THEREBY ACCESSIBLE ONLY AT A HIGHER ACCESSIBILITY LEVEL THAN THE SUPERVISOR STATE. ALL CRITERIA SPECIFIED BY THE KERNEL MUST BE MET FOR A PROGRAM TO PERFORM SATISFACTORILY.

KNOT
A POINT AT WHICH TWO (OR MORE) DIRECTIONAL LINES, EACH INDICATING A FLOW OF CONTROL WITHIN A PROGRAM, ARE FORCED TO CROSS EACH OTHER. (USED TO DERIVE A PROGRAM COMPLEXITY MEASURE). (DAN 871)

LANGUAGE DESIGN
INDEXING TERM. REFERS TO THE PROCESS OF DESIGNING AND DEVELOPING A COMPUTER LANGUAGE OR TO AN ANALYSIS OF THE DESIGN OF A COMPUTER LANGUAGE.

LANGUAGE EVALUATION
INDEXING TERM. REFERS TO DOCUMENTS EVALUATING SPECIFIC FEATURES OF A COMPUTER LANGUAGE, OR COMPARING TWO OR MORE LANGUAGES IN GENERAL OR WITH RESPECT TO SPECIFIC FEATURES OR APPLICATIONS.

LANGUAGE PROCESSORS
COMPUTER PROGRAMS USED TO TRANSLATE HIGH-LEVEL OR SYMBOLIC INSTRUCTION MNEMONICS INTO COMPUTER-ORIENTED CODE CAPABLE OF BEING OBEYED BY A COMPUTER. THESE PROCESSORS TYPICALLY HAVE CAPABILITIES FOR ERROR DETECTION THROUGH SYNTAX ANALYSIS AND PROVIDE SYMBOLIC ADDRESSING, EXPRESSION EVALUATION, AND SYMBOL CROSS-REFERENCE LISTINGS. COMPILERS, ASSEMBLERS AND META-ASSEMBLERS ARE EXAMPLES OF THIS CATEGORY OF AIDS. (DAN 134)
LANGUAGE STRUCTURE
THE SET CONSISTING OF THOSE LANGUAGE CONSTRUCTS WHICH GOVERN FLOW OF CONTROL
WITHIN A PROGRAM, MANAGEMENT OF MEMORY, CREATION OF DATA STRUCTURES AND
EVALUATION OF EXPRESSIONS.

LEAST COMMON MECHANISM
THE RESULT OF APPLYING OCCAM'S RAZOR TO A SOLUTION. (ANSI-X3HI)

LEGIBILITY
CODE POSSESSES THE CHARACTERISTIC LEGIBILITY TO THE EXTENT THAT ITS FUNCTION
IS EASILY DISCERNED BY READING THE CODE. (EXAMPLE: COMPLEX EXPRESSIONS HAVE
MNEMONIC VARIABLE NAMES AND PARENTHESES EVEN IF UNNECESSARY.) LEGIBILITY IS
NECESSARY FOR UNDERSTANDABILITY. (DAN 239)

Leighton Diagram
A TOOL TO DISPLAY IN ONE PLACE THE RELATIONSHIP OF ALL PROCESSING
ACTIVITIES, INPUTS, AND OUTPUTS, RELATING TO A SECTION OF A PROGRAM. (DAN
271)

Level
A UNIT CORRESPONDING TO SOME PARTITIONING OF THE FINAL PRODUCT (E.G., A
SINGLE LINE OF CODE, TEN LINES OF CODE, 25 LINES OF CODE, SUBROUTINE,
MODULE). IF THE SYSTEM IS HIERARCHICALLY STRUCTURED, EACH COMPONENT IS AT A
HIGHER LEVEL THAN ITS SUBCOMPONENTS, AND THE LEVEL MAY BE DESCRIBED AS THE
HIGHEST LEVEL COMPONENT (THE COMPONENT AT LEVEL 1), OR THE COMPONENT AT
LEVEL 2, OR THE LOWEST LEVEL COMPONENT, ETC. (SEL) (2) LOWEST LEVEL -
SMALLEST UNIT IDENTIFIED BY THE ACTIVITY (E.G., CODE READING TO THE SINGLE
STATEMENT, TOP DOWN DESIGN TO THE MODULE LEVEL, TOP DOWN DESIGN TO LEVEL 3).
(SEL) (3) THE DEGREE OF SUBORDINATION IN A HIERARCHY. (DAN 1153)

Level of Access
A SET OF FUNCTIONS, MACROS, SUBROUTINES, ETC., THAT ACCESS A PARTICULAR DATA
STRUCTURE OR TYPE OF DATA STRUCTURE, THROUGH WHICH ALL ACCESSES TO THAT
STRUCTURE OR TYPE, EXCEPT THOSE WITHIN THE FUNCTIONS, ETC., MUST PASS. ALSO
CALLED "CLUSTERS" OR "PARNAS MODULES". (DAN 1153)

Level of Nesting
ONE MEASURE OF THE EXTENT TO WHICH NESTING IS USED IN AN OBJECT. THE LEVEL
OF NESTING OF AN OBJECT IS DEFINED TO BE ONE GREATER THAN THE HIGHEST LEVEL
OF NESTING USED IN ANY OF THAT OBJECT'S COMPONENT OBJECTS. IF AN OBJECT HAS
NO COMPONENT OBJECTS, ITS LEVEL OF NESTING IS DEFINED TO BE ZERO. (ABBOTT)

Levels of Abstraction
A DESIGN AND IMPLEMENTATION METHOD THAT HELPS PRODUCE RELIABLE SOFTWARE THAT
IS MORE EASILY MODIFIED AND MAINTAINED BY IDENTIFYING AND PLACING INTO A
HIERARCHICAL STRUCTURE THE FUNCTIONAL PROCESSES AND DATA RESOURCES THAT
CONSTITUTE THE SYSTEM'S PROGRAM STRUCTURE. IN ADDITION, A DESIGN DISCIPLINE
THAT SUPPORTS THE CREATION OF A WELL BEHAVED, HIERARCHICALLY STRUCTURED,
MODULAR SYSTEM. (DAN LD7) (2) LEVEL OF ABSTRACTIONS REFERS TO THE WAY IN
WHICH A SPECIFIC SINGULAR COMPUTATION CAN BE INTELLECTUALLY GRASPED BY
CONSIDERING IT AS A MEMBER OF LARGER CLASS OF DIFFERENT COMPUTATIONS... THIS
TERM IS USUALLY USED DURING THE DESIGN AND CODING STAGE. THE TECHNIQUE TO
ACHIEVE LEVELS OF ABSTRACTION IS TOP-DOWN DESIGN... ALSO SEE - TOP-DOWN,
HIERARCHICAL STRUCTURE (SET) (3) A COLLECTION OF OPERATIONS, DATA OBJECTS
AND DATA TYPES USED TO DEFINE AN ABSTRACT MACHINE. (ABBOTT)

LEXICAL BINDING
LOCATION OF COMPONENTS CONSTITUTING A MODULE PHYSICALLY TOGETHER. (DAN 1153)

LIBRARIAN
A CLERK WHOSE RESPONSIBILITIES INCLUDE PROCESSING SOURCE STATEMENTS, BUT NOT WRITING THEM (E.G., MAINTAINING LIBRARIES, UPDATING CODE, PRODUCING TAPE BACKUPS, ETC.) (SEL) SEE ALSO DEVELOPMENT SUPPORT LIBRARIAN.

LIEN
A CHARGE UPON SOME DISCREPANT SOFTWARE ITEM IN THE FORM OF A DEBT OR DUTY LATER TO BE REDEEMED OR OTHERWISE SATISFIED. USUALLY THIS TERM REFERS TO THE DELIVERY OF SOFTWARE IN SOME USABLE FORM BUT REQUIRING THE REMOVAL OF DISCREPANCIES (PROGRAM OR DOCUMENTATION) IN ORDER TO BE COMPLETE. (DAN 1153)

LIKELYHOOD FUNCTION
SEE MAXIMUM LIKELIHOOD

LINE OF SOURCE CODE
80 CHARACTER CARD IMAGE OF SOURCE CODE. (DAN 137)

LINE OF SOURCE CODE FROM ANOTHER SOURCE
CODE NOT DEVELOPED BUT EXTRACTED FROM OTHER SOURCES. (DAN 137)

LINK
TO ESTABLISH CORRESPONDENCES WITHIN A SET OF CODE SEGMENTS WHICH SATISFY REFERENCES BETWEEN SEGMENTS. TO LINK-EDIT IS SYNONYMOUS WITH TO LINK. A LINKER OR LINK-EDITOR IS THE PROGRAM THAT CARRIES OUT THIS ACT. (ANSI-X3H1)

LINK EDITOR
A PROGRAM WHICH INTEGRATES SEPARATE RELOCATABLE CODE ROUTINES INTO A UNIFIED PROGRAM. (NASA) (2) SYNONYMOUS WITH LINKAGE EDITOR

LINKAGE EDITOR
A UTILITY ROUTINE THAT CREATES A LOADABLE COMPUTER PROGRAM BY COMBINING INDEPENDENTLY TRANSLATED COMPUTER PROGRAM MODULES AND BY RESOLVING CROSS REFERENCES AMONG THE MODULES. (ANSI-X3)

LISP LIST STRUCTURE
STRUCTURES FOR LISP LIST PROCESSING MECHANISM ARE COMPOSED OF LIST CELLS CONSISTING OF TWO POINTERS CALLED CAR AND CDR, WHICH MAY POINT TO OTHER LIST CELLS OR TO A VARIETY OF NON LIST OBJECTS. (DAN 872)

LIST PROCESSING
(ISO) A METHOD OF PROCESSING DATA IN THE FORM OF LISTS. USUALLY, CHAINED LISTS ARE USED SO THAT THE LOGICAL ORDER OF ITEMS CAN BE CHANGED WITHOUT ALTERING THEIR PHYSICAL LOCATIONS. (ANSI-X3)

LOADABLE PROGRAM DATA
DATA THAT IS RELOCATABLE OR ABSOLUTE BINARY MODULES PRODUCED BY A LINK EDITOR. (DAN LD7)

LOADER
A ROUTINE, COMMONLY A COMPUTER PROGRAM, THAT READS DATA INTO MAIN STORAGE. (2) A COMPUTER PROGRAM THAT ENABLES EXTERNAL REFERENCES OF SYMBOLS AMONG DIFFERENT ASSEMBLIES AS WELL AS THE ASSIGNMENT OF ABSOLUTE ADDRESSES TO RELOCATABLE STRINGS OF CODE. THIS PROGRAM PROVIDES DIAGNOSTICS ON ASSEMBLY OVERLAP, UNSATISFIED EXTERNAL REFERENCES, AND MULTIPLE DEFINED EXTERNAL SYMBOLS. (DAN 134) (3) A PROGRAM WHICH PRODUCES ABSOLUTE MACHINE CODE FROM A RELOCATABLE CODE OBJECT PROGRAM. (NASA)

LOGIC EQUATION GENERATOR
A COMPUTER PROGRAM USED TO AUTOMATICALLY RECONSTRUCT ARITHMETIC TEXT AND TO FLOWCHART ASSEMBLY LANGUAGE PROGRAMS. ONE SUCH PROGRAM TRANSLATES ASSEMBLY LANGUAGE INSTRUCTIONS INTO A MACHINE-INDEPENDENT MICROPROGRAMMING LANGUAGE AND BUILDS THE MICROPROGRAMMING STATEMENTS INTO A NETWORK IN WHICH FLOW OF CONTROL IS ANALYZED AND EQUATIONS RECONSTRUCTED. (DAN 134)

LOGIC ERROR
AN ERROR IN A PROGRAM PROCEDURE, AS OPPOSED TO AN ERROR IN A PROGRAM FUNCTIONAL SPECIFICATION. (DAN 1153)

LOGICAL COMPLEXITY
LOGICAL COMPLEXITY IS A MEASURE OF THE DEGREE OF DECISION-MAKING LOGIC WITHIN A SYSTEM. (DAN 781) (2) PERHAPS SYNONYMOUS WITH COMPLEXITY. (3) THE DEGREE OF DECISION LOGIC IN A COMPUTER PROGRAM. (NASA)

LOGICWARE
THE LOGICAL SEQUENCE OF INSTRUCTIONS CONTROLLING THE EXECUTION SEQUENCE DONE BY THE HARDWARE. SEE ALSO DATAWARE. (DAN 781)

LOGISTICS APPLICATIONS
USE OF SOFTWARE SYSTEMS TO FACILITATE TRANSPORTATION AND SUPPLY AND THE MOVEMENT OF PERSONNEL IN ANY OF THE BRANCHES OF THE ARMED FORCES. (CAN 382)

LOOK-AHEAD DESIGN PRINCIPLE
THE PRINCIPAL BY WHICH A BASELINE OR PRELIMINARY DESIGN (OR PROGRAM ARCHITECTURE) IS DEVELOPED, WHICH IDENTIFIES AND SKETCHES THE KEY DETAILS OF THE REMAINING WORK TO BE DONE TO ASSURE THAT THE SUBSEQUENT DETAILED IMPLEMENTATION WILL BE PROPER WHEN VIEWED IN RETROSPECT. (DAN 1153)

LOOP (ISO) A SET OF INSTRUCTIONS THAT MAY BE EXECUTED REPEATEDLY WHILE A CERTAIN CONDITION PREVAILS. IN SOME IMPLEMENTATIONS, NO TEST IS MADE TO DISCOVER WHETHER THE CONDITION PREVAILS UNTIL THE LOOP HAS BEEN EXECUTED ONCE.

LOOP ASSERTION
A LOOP ASSERTION IS AN ASSERTION ASSOCIATED WITH A POINT IN A PROGRAM LOOP. FLOYD'S METHOD REQUIRES THAT EVERY LOOP IN A PROGRAM TO BE VERIFIED BE "CUT" BY A LOOP ASSERTION...ALSO SEE - ASSERTION, INVARIANT (SET)

LOOP BODY
(1) THE PART OF A LOOP THAT ACCOMPLISHES ITS PRIMARY PURPOSE. (2) IN A COUNTER, A PART OF THE LOOP CONTROL. (3) CONTRAST WITH LOOP CONTROL. (ANSI-X3)

LOOP CONTROL
THE PARTS OF A LOOP THAT MODIFY THE LOOP CONTROL VARIABLES AND DETERMINE WHETHER TO EXECUTE THE LOOP BODY OR EXIT FROM THE LOOP. (2) CONTRAST WITH LOOP BODY... SEE ALSO: CONTROL STRUCTURES. (ANSI-X3)

LOOP INITIALIZATION
THE PARTS OF A LOOP THAT SET ITS STARTING VALUES. (ANSI-X3)

LOOP-CONTROL VARIABLE
A VARIABLE THAT AFFECTS THE EXECUTION OF INSTRUCTIONS IN THE LOOP BODY AND IS MODIFIED BY A LOOP CONTROL. SEE ALSO: CONTROL STATEMENTS. (ANSI-X3)

MACHINE CYCLE
AN ALGORITHM WHICH DEFINES A SEQUENCE OF OPERATIONS PERFORMED BY AN ABSTRACT MACHINE TO DETERMINE WHICH ADDITIONAL OPERATIONS ARE TO BE PERFORMED AND TO WHICH DATA OBJECTS THEY ARE TO BE APPLIED. IF AN ABSTRACT MACHINE IS DEFINED AS HAVING A MACHINE CYCLE, THAT MACHINE CYCLE IS EXECUTED REGULARLY AND WHENEVER THE ABSTRACT MACHINE HAS COMPLETED THE PERFORMANCE OF THE OPERATION CALLED FOR BY THE PREVIOUS MACHINE CYCLE. (ABBOTT)

MACHINE LANGUAGE
A LANGUAGE, USING SEQUENCES OF 0'S AND 1'S TO CONVEY INFORMATION AND INSTRUCTIONS TO A COMPUTER, AND REQUIRING NO TRANSLATION PRIOR TO INTERPRETATION BY THE COMPUTER. (NASA)

MACHINE WORDS
NUMBER OF WORDS IN MAIN MEMORY THAT A COMPONENT OCCUPIES AT ONE TIME. (SEL)

MACRO
A MACRO IS A SINGLE INSTRUCTION IN A SOURCE LANGUAGE THAT IS REPLACED BY A DEFINED SEQUENCE OF SOURCE INSTRUCTIONS IN THE SAME LANGUAGE. THE MACRO MAY ALSO SPECIFY VALUES FOR PARAMETERS IN THE INSTRUCTIONS THAT ARE TO REPLACE IT. DEFAULT VALUES MAY EXIST FOR THE PARAMETERS. (ANSI-X3H) (2) A LIST REPLACEMENT MECHANISM WHEREBY A PREDEFINED SEQUENCE OF ASSEMBLY LANGUAGE INSTRUCTIONS ARE INSERTED WHEREVER PRESCRIBED DURING THE TRANSLATION PROCESS. (NASA)

MACRO FACILITY
THE CAPABILITY TO DEFINE AND USE MACROS. (ANSI-X3H)

MACROPROCESSORS
AN ASSEMBLY LANGUAGE MACROPROCESSOR ALLOWS A PROGRAMMER TO DEFINE A SEQUENCE OF STATEMENTS IN A PROGRAMMING LANGUAGE, CATALOG THE ENTIRE SEQUENCE UNDER A SINGLE NAME, AND LATER RETRIEVE THE SEQUENCE BY USING ONLY ITS NAME. THE SEQUENCE IS GENERALLY INSERTED DIRECTLY IN A PROGRAM AS PART OF THE ASSEMBLY PROCESS. FEATURES OF A MACROPROCESSOR MAY INCLUDE: RECOGNIZING THE OCCURRENCE OF MACRODEFINITIONS; DELETING MACRO DEFINITIONS FROM A TEXT STRING AND STORING THEM IN A TABLE; RECOGNIZING THE OCCURRENCE OF A MACRO-CALL SUBSTITUTING A MACRO BODY IN PLACE OF A NAME IN A TEXT STRING; HANDLING DUPLICATE DEFINITIONS; SIGNALLING AN ERROR FOR A MACRO CALL ON A NON-EXISTENT DEFINITION; PARAMETER PASSING; AND CONDITIONAL CAPABILITIES. (VAN 753)

MAIN
A MAIN IS A PROGRAM "UNIT" WHICH CONTAINS AT LEAST ONE EXECUTABLE STATEMENT
AND WHICH HAS A STARTING ADDRESS FOR PROGRAM EXECUTION... NORMALLY THE "MAIN PROGRAM UNIT" IS THAT SET OF INSTRUCTIONS THAT DETERMINES THE BASIC SEQUENCE OF CONTROL. (SET)

MAINTAINABILITY

CODE POSSESSES THE CHARACTERISTIC MAINTAINABILITY TO THE EXTENT THAT IT FACILITATES UPDATING TO SATISFY NEW REQUIREMENTS OR TO CORRECT DEFICIENCIES. THIS IMPLIES THAT THE CODE IS UNDERSTANDABLE, TESTABLE AND MODIFIABLE; E.G., COMMENTS ARE USED TO LOCATE SUBROUTINE CALLS AND ENTRY POINTS VISUAL SEARCH FOR LOCATIONS OF BRANCHING STATEMENTS AND THEIR TARGETS IS FACILITATED BY SPECIAL FORMATS, OR THE PROGRAM IS DESIGNED TO FIT INTO AVAILABLE RESOURCES WITH PLENTY OF MARGINS TO AVOID MAJOR REDesign, ETC. (DAN 239) (2)

MAINTENANCE ACTION IS INITIATED UNDER STATED CONDITIONS, A FAILED SYSTEM WILL BE RESTORED TO OPERABLE CONDITION WITHIN A SPECIFIED TIME. DAN 781)

MAINTAINABILITY MEASUREMENT

THE PROBABILITY THAT WHEN MAINTENANCE ACTION IS INITIATED UNDER STATED CONDITIONS, A FAILED SYSTEM WILL BE RESTORED TO OPERABLE CONDITION WITHIN A SPECIFIED TIME. (DAN 233)

MAINTAINABLE

A SOFTWARE PRODUCT IS MAINTAINABLE TO THE EXTENT THAT IT CAN BE CHANGED TO SATISFY NEW REQUIREMENTS OR TO CORRECT DEFICIENCIES... SOME OF THE CHARACTERISTICS WHICH INDICATE THE EXTENT TO WHICH A SOFTWARE PRODUCT IS MAINTAINABLE ARE: (A) EASE OF MODIFYING ITS DOCUMENTATION; E.G., INSERTIONS AND DELETIONS CAN BE MADE WITHOUT RENUMBERING OTHER PAGES, AND REVISION RECORDS ARE AVAILABLE. (B) CODE MODIFICATIONS ARE TRACEABLE TO ANY PREVIOUS STATE (E.G., SOURCE CODE LINES SEQUENTIALLY NUMBERED, AND COMMENT MARKS USED TO CONVERT PREVIOUSLY EXECUTABLE SOURCE CODE STATEMENTS TO "COMMENTS" WHICH REMAIN IN THE LISTING AS A CHANGE RECORD). (C) DOCUMENTATION INCLUDES CROSS-REFERENCES OF VARIABLE NAMES WITH SUBROUTINES IN WHICH THEY ARE USED, AND SUBROUTINES CALLING SEQUENCES. (D) COMMENTS ARE USED TO LOCATE SUBROUTINE CALLS AND ENTRY POINTS. (E) SOURCE CODE FORMAT FACILITATES VISUAL SEARCH FOR LOCATIONS OF BRANCHING STATEMENT AND THEIR TARGETS. ALTERNATIVELY, UP-TO-DATE FLOWCHARTS ARE AVAILABLE. ALSO SEE - UNDERSTANDABLE, TESTABLE, AND MODIFIABLE. (SET)

MAINTENANCE

(ISO) ANY ACTIVITY, SUCH AS TESTS, MEASUREMENTS, REPLACEMENTS, ADJUSTMENTS, AND REPAIRS, INTENDED TO ELIMINATE FAULTS OR TO KEEP A FUNCTIONAL UNIT IN A SPECIFIED STATE. (ANSI-X3) (2) ACTIVITY WHICH INCLUDES THE DETECTION AND CORRECTION OF ERRORS AND THE INCORPORATION OF MODIFICATIONS TO ADD CAPABILITIES AND/OR IMPROVE PERFORMANCE. (SET) SEE ALSO PREVENTIVE MAINTENANCE, CORRECTIVE MAINTENANCE (3) SOFTWARE MAINTENANCE - THE PROCESS OF MODIFYING EXISTING OPERATIONAL SOFTWARE WHILE LEAVING ITS PRIMARY FUNCTION INTACT. (NASA) (4) ALTERATIONS TO SOFTWARE DURING THE POST-DELIVERY PERIOD IN THE FORM OF SUSTAINING ENGINEERING OR MODIFICATIONS NOT REQUIRING A REINITIATION OF THE SOFTWARE DEVELOPMENT CYCLE. (DAN 1153)

MAINTENANCE COSTS

FOR ERROR CORRECTION, PROGRAM MODIFICATION, OR ANY OTHER ACTIVITY REFERRED TO AS MAINTENANCE.
MAINTENANCE SOFTWARE
THE PORTIONS OF A DFCAS COMPUTER PROGRAM WHICH SUPPORT DFCAS MAINTENANCE, SUCH AS BY IDENTIFICATION AND ANNUNCIATION OF FAILED HARDWARE COMPONENTS. (NASA)

MAINTENANCE TOOLS
THE RESOURCES, (PERSONNEL TEST DRIVERS, SIMULATORS, ETC) NEEDED TO CARRY ON MAINTENANCE ACTIVITIES. (DAN 335)

MAJOR ERROR
A CATASTROPHIC EVENT WHICH INTERRUPTS OR COULD INTERRUPT MOST OR ALL MAJOR SYSTEM FUNCTIONS, E.G. AN INFINITE LOOP, SYSTEM CRASH, A MAJOR MEMORY OVERFLOW, A DATA BASE CORRUPTION, ETC. (DAN 31)

MANAGEMENT
SOFTWARE MANAGEMENT INCLUDES THE PHASES LIFE CYCLE ANALYSIS, REQUIREMENTS ANALYSIS, STRUCTURED DESIGN, EXTERNAL DOCUMENTATION, INTEGRATION OF MANAGERIAL AND TECHNICAL ISSUES. (DAN 273) (2) A TERM THAT INDICATES METHODOLOGY, TOOLS, AND PROCEDURES. (DAN LD7) (3) SOFTWARE MANAGEMENT CONSISTS OF ALL THE TECHNICAL AND MANAGEMENT ACTIVITIES, DECISIONS, AND CONTROLS THAT ARE DIRECTLY REQUIRED TO PURCHASE, PRODUCE, OR MAINTAIN SOFTWARE THROUGHOUT THE USEFUL LIFE OF A COMPUTER SYSTEM OR SERVICE. (DAN 1237)

MANAGEMENT CONTROL AND PROJECT VISIBILITY
THOSE PROCESSES THAT MONITOR THE PROJECT'S STATUS IN RESPECT TO PLANNED LEVELS OF SCHEDULE, COST, AND PERFORMANCE, AND TAKE CORRECTIVE ACTION IF NECESSARY. (DAN LD7)

MANAGEMENT FUNCTIONS

MANAGEMENT STATISTICAL DATA
GENERAL NAME APPLIED TO ALL THE DATA COLLECTED AND ACCUMULATED BY THE PSL FOR THE PURPOSE OF PRODUCING MANAGEMENT REPORTS INCLUDING BOTH PLAN AND ACTUAL DATA. (DAN 137)

MANAGEMENT STATISTICAL DATA BASE
A DATA BASE CONTAINING MANAGEMENT STATISTICAL DATA FOR AN ONGOING PROGRAMMING PROJECT. (DAN 137)
MANAGEMENT TOOLS AND TECHNIQUES
ALL TOOLS AND TECHNIQUES UTILIZED IN CARRYING OUT THOSE MANAGEMENT FUNCTIONS
REQUIRED TO OVERSEE THE DEVELOPMENT, MAINTENANCE, OR USE OF SOFTWARE.

MANPOWER
THE SUM, OVER THE NUMBER OF PEOPLE, OF THE NUMBER OF HOURS PER PERSON
CHARGED TO THE CONTRACT, OR PROJECT. (SEL) (2) SEE ALSO MAN-UNITS.

MAN-DAY
SEE MAN-UNITS

MAN-HOUR
SEE MAN-UNITS

MAN-MONTH
SEE MAN-UNIT

MAN-UNITS
A CONCEPT USED TO ESTIMATE OR MEASURE HUMAN ENERGY TO BE EXPENDED OR WHICH
HAS BEEN EXPENDED ON A PARTICULAR PROJECT. THE CONCEPT IS ULTIMATELY BASED
ON THE LENGTH OF A WORKING DAY, 6 OR 8 HOURS (PRODUCTIVE TIME OR CALENDER
TIME). THUS IF A MAN-DAY IS 6 HOURS, 5 DAYS OR 30 MAN-HOURS IS A MAN-WEEK;
48 MAN-WEEKS OR 1440 MAN-HOURS IS A MAN-YEAR; 4 MAN-WEEKS OR 120 MAN-HOURS
IS A MAN-MONTH. A SIMILAR SET OF CORRESPONDENCES CAN BE CONSTRUCTED BASED ON
8 HOURS (OR ANY OTHER NUMBER) PER DAY.

MAN-YEAR
SEE MAN-UNIT

MANUAL-BASED TESTING
TESTING THAT IS USUALLY DIRECTED AT EVALUATING BOTH THE DESIGN AND THE
PRODUCT (I.E. PROGRAMS AND DOCUMENTATION). THE DESIGN IS USUALLY EVALUATED
FROM DOCUMENTS CONTAINING INFORMATION SUCH AS FUNCTIONAL REQUIREMENTS,
SYSTEM SPECIFICATIONS, AND PROGRAM SPECIFICATIONS. THE PRODUCT EVALUATION
USUALLY INVOLVES REVIEW OF THE COMPUTER PROGRAMS AND THE DOCUMENTATION
DESCRIBING THE PROGRAMS OR SYSTEMS. (DAN 154)

MAP PROGRAM
A COMPUTER PROGRAM USED TO PROVIDE LOCATION AND/OR SIZE INFORMATION ABOUT
ALL OR SELECTED PARTS OF THE TARGET SYSTEM, OR ABOUT DEVICE-RESIDENT DATA.
(DAN 134)

MARKOV MODEL
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY WHICH IS USED TO
CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

MATHEMATICAL/NUMERICAL
THIS CATEGORY OF SOFTWARE COMPONENTS IS MEANT TO BE A MORE SPECIFIC CATEGORY
 THAN THE SCIENTIFIC CLASS. IT CONTAINS THOSE COMPONENTS WHICH REFLECT A
SPECIFIC ALGEBRAIC EXPRESSION OR MATHEMATICAL ALGORITHM. SUCH COMPONENTS AS
 A DOT PRODUCT ROUTINE OR A NUMERICAL INTEGRATOR FALL INTO THIS CATEGORY.
 (SEL)

MAXIMUM LIKELIHOOD
A function which describes the number of expected errors left in a software package to a given level of confidence. The function is based on the number of errors observed and the number corrected. (Dan 296)

Maximum likelihood estimator
That function of observed data that estimates an unknown parameter of a known or assumed probability distribution function as the value that maximizes the probability (density) function on the observed data. (Dan 1153)

Maximum space
Total amount of machine words that the system may occupy at one time. (Sel)

Measurement
A number with an associated unit of measure which describes some aspect of software. Synonymous with metric.

Mechanical deduction
Automated or semi-automated verification tool/technique which is used to prove program correctness.

Memory management
A system of adaptive control that allocates memory and schedules the central processor in order to maximize performance. (Dan 595)

Message
Any communication sent between persons or processes. Data intended to be or having been transmitted between a source and destination.

Message switching
The computer-controlled transmission of messages, between two or more points, via communications facilities, wherein the content of the message remains unaltered. (FCC)

Message transfer model
A model which describes a component or module in terms of its interactions with other components or modules which are at its same level of decomposition. A message transfer model can be used as a design or specification technique. (Dan 242)

Metacompilers
A compiler system designed specifically to implement (compile) language compilers. (Dan LD7)

Metalanguage
A metalanguage is a formal mechanism used to describe, specifically, other languages.

Meta-programming
The process of expressing problems in an extended meta-language, (like BNF). (Dan 874)

Metric
A measure of the extent or degree to which the software possesses and
EXHIBITS A CERTAIN CHARACTERISTIC, QUALITY, PROPERTY, OR ATTRIBUTE. (2) A
MEANINGFUL MEASURE OF THE EXTENT OR DEGREE TO WHICH AN ENTITY POSSESSES OR
EXHIBITS A PARTICULAR CHARACTERISTIC. (NASA)

MICROCODE
A SET OF CONTROL FUNCTIONS PERFORMED BY THE INSTRUCTION DECODING AND
EXECUTION LOGIC OF A COMPUTER WHICH DEFINES THE INSTRUCTION REPERTOIRE OF
THAT COMPUTER. MICROCODE IS NOT GENERALLY ACCESSIBLE BY THE PROGRAMMER. (DAN
370)

MICROCOMPUTER
A CLASS OF COMPUTER HAVING ALL MAJOR CENTRAL PROCESSOR FUNCTIONS CONTAINED
ON A SINGLE PRINTED CIRCUIT BOARD CONSTITUTING A STAND-ALONE MODULE.
MICROCOMPUTERS ARE TYPICALLY IMPLEMENTED BY A SMALL NUMBER OF LSI CIRCUITS
AND ARE CHARACTERIZED BY A WORD SIZE NOT EXCEEDING 16 BITS, AND VERY LOW
COST, USUALLY UNDER $1,000.

MICROPROCESSOR
A SINGLE LSI CIRCUIT WHICH PERFORMS THE FUNCTIONS OF A CPU. SOME
CHARACTERISTICS OF A MICROPROCESSOR INCLUDE SMALL SIZE, INCLUSION IN A
SINGLE INTEGRATED CIRCUIT OR A SET OF INTEGRATED CIRCUITS AND LOW COST. (DAN
370)

MICROPROGRAM
A PROGRAM IMPLEMENTED IN MICROCODE. (DAN 370) (2) A SEQUENCE OF
INSTRUCTIONS, HARDWIRED IN A COMPUTER AND OPERATING ON INDIVIDUAL BITS OF
DIGITAL WORDS, WHICH THE COMPUTER USES TO INTERPRET MACHINE LANGUAGE
INSTRUCTIONS. (NASA)

MICRORELIABILITY MODEL
A RELIABILITY MODEL WHICH MEASURES THE RELIABILITY OF THE SEPARATE MODULES
OF A PROGRAM BEFORE THE MODULES ARE COMBINED INTO A SOFTWARE SYSTEM. (DAN
299)

MINICOMPUTER
INDEXING TERM. MAY REFER TO DESIGN/DEVELOPMENT OF SOFTWARE FOR A
MINICOMPUTER SYSTEM, OR TO THE USE OF MINICOMPUTERS IN A SOFTWARE
DEVELOPMENT PROJECT (E.G., AS AN EMULATOR OR SIMULATOR), OR TO A
COST-BENEFIT ANALYSIS OF MINICOMPUTERS VS. MAINFRAME COMPUTERS AS COMPONENTS
OF A HARDWARE/SOFTWARE SYSTEM.

MINOR ERROR
A MARGINAL EVENT WHICH ALLOWS OR COULD ALLOW SOME PORTION OF THE SYSTEM TO
OPERATE PROPERLY WHILE INTERRUPTING OTHERS, E.G. SOME MISSING OUTPUT, SOME
WRONG OUTPUT, AN INACCURATE COMPUTATION, A RECOVERABLE TRANSIENT ERROR, ETC.
(DAN 31)

MISSING PATH ERROR
AN ERROR IN WHICH A REQUIRED PREDICATE DOES NOT APPEAR IN THE GIVEN PROGRAM
TO BE TESTED. ESPECIALLY IF THIS_PREDICATE WERE AN EQUALITY, NO TESTING
STRATEGY COULD SYSTEMATICALLY DETERMINE THAT SUCH A PREDICATE SHOULD BE
PRESENT. (DAN 842)

MISSION DATE
DATE WHEN SYSTEM MUST BE OPERATIONAL. (SLL)

MISTAKE
A HUMAN ACTION PRODUCING AN UNINTENDED RESULT. (LAN LD4)

MODE
A WAY OF OPERATING A PROGRAM TO PERFORM A CERTAIN SUBSET OF THE FUNCTIONS
THAT THE ENTIRE PROGRAM CAN PERFORM, AS SELECTED BY CONTROL DATA OR
OPERATING CONDITIONS. OFTEN, THE MODE OF A PROGRAM WILL BE DEFINED AS
PROGRAM STATES, WITH TRANSITIONS ANNOTATED TO DELINEATE EVENTS CAUSING THE
PASSAGES BETWEEN MODES OF OPERATION. (LAN 1153)

MODEL
A MODEL IS AN ABSTRACTION OF A REAL WORLD PROCESS. (LAN 238) SEE ALSO:
BEHAVIORAL MODEL, STRUCTURAL MODEL.

MODELING AND SIMULATION TOOLS
TOOLS USED FOR TRADE-OFF STUDIES AND TO INVESTIGATE PARTICULAR ABSTRACTIONS
AND APPROACHES FOR THE SYSTEM DESIGN. THEY ARE USEFUL FOR ANALYZING AND
MODELING PARTICULAR APPROACHES TO SYSTEM DESIGNS. EXAMPLES INCLUDE: CASE,
GPSS, MODLIT, SCERT, AND SPCL. (LAN LD7)

MODERN PROGRAMMING PRACTICES
A GENERAL TERM ENCOMPASSING VARIOUS PROCEDURES, STANDARDS, PROGRAMMING AND
DESIGN TECHNIQUES WHICH EVOLVED THROUGH THE IMPETUS GENERATED BY THE MOVE
TOWARD STRUCTURED PROGRAMMING. PROGRAMMING PRACTICES DESCRIBED AS "MODERN"
USUALLY INCLUDE STRUCTURED PROGRAMMING, TOP-DOWN PROGRAM DESIGN, CHIEF
PROGRAMMER TEAM, MODULAR PROGRAMMING, AND DEVELOPMENT SUPPORT LIBRARIAN. (2)
A DYNAMICALLY CHANGING TERM WITH SELF-EXPLANATORY DEFINITION. AT PRESENT,
"MODERN PROGRAMMING PRACTICES" IS CONNOTATIVELY EQUIVALENT WITH USING
HIERARCHIAL STRUCTURED-PROGRAMMING CONCEPTS, WITH, SOMETIMES, OCCASIONAL
ASSOCIATION WITH EASILY VERIFIABLE CONSTRUCTS FROM THE LANGUAGE BEING USED.

MODIFIABILITY
CODE POSSESSES THE CHARACTERISTIC MODIFIABILITY TO THE EXTENT THAT IT
FACILITATES THE INCORPORATION OF CHANGES, ONCE THE NATURE OF THE DESIRED
CHANGE HAS BEEN DETERMINED. NOTE THE HIGHER LEVEL OF ABSTRACTION OF THIS
CHARACTERISTIC AS COMPARED WITH AUGMENTABILITY. (2) MODIFIABILITY IMPLIES
CONTROLLED CHANGE, IN WHICH SOME PARTS OR ASPECTS REMAIN THE SAME WHILE
OTHERS ARE ALTERED, ALL IN SUCH A WAY THAT A DESIRED NEW RESULT IS OBTAINED.
(DAN 109)

MODIFIABLE
MODIFIABILITY IS THE CHARACTERISTIC OF BEING EASY TO MODIFY...MODIFIABILITY
OR TO BE MODIFIABLE IMPLIES CONTROLLED CHANGE IN WHICH SOME PARTS OR ASPECTS
REMAIN THE SAME, WHILE OTHERS ARE ALTERED; ALL IN SUCH A WAY THAT A DESIRED
NEW RESULT IS OBTAINED. MODIFIABILITY IS ONE ASPECT OF MAINTAINABLE. ALSO
SEE - MAINTAINABLE. (SET)

MODIFICATION
THE PROCESS OF ALTERING A PROGRAM AND ITS SPECIFICATION SO AS TO PERFORM
EITHER A NEW TASK OR A DIFFERENT BUT SIMILAR TASK. IN ALL CASES, THE
FUNCTIONAL SCOPE OF A PROGRAM UNDER MODIFICATION CHANGES. (LAN 1153)
MODIFICATION PROCEDURES
THE FORMS, CHANNELS FOR APPROVAL, JUSTIFICATION, INITIATION, AND HANDLING OF REQUESTS FOR SOFTWARE MODIFICATION. (DAN 300)

MODULAR DECOMPOSITION
MODULAR DECOMPOSITION IS THE PROCESS OF BREAKING A LARGE PROGRAM INTO SMALL MODULES. ALSO SEE - MODULARITY, PROGRAM MODULE. (SET) (2) TO ISOLATE THE ENTIRE SYSTEM INTO INDEPENDENT PARTITIONS, EACH MODULE IS CONSTRUCTED TO WORK WITH OTHERS ON CONTROL SIGNALS AND DATA TRANSFERS, BUT TO BE UNINVOLVED IN THE DETAILED INTERNAL STRUCTURE OF OTHER MODULES. WITH INTER-MODULE INTERFACES CAREFULLY SPECIFIED, THE RELATIVELY INDEPENDENT MODULES BECOME EASIER TO CODE, TEST, AND LATER CHANGE THAN MORE DEPENDENT MODULES. (DAN 227) (3) THE PROCESS OF BREAKING A LARGE PROGRAM INTO SMALL MODULES THAT PERFORM COMPLETE FUNCTIONS.

MODULAR PROGRAMMING
THE TECHNIQUE OF PRODUCING RELATIVELY SMALL, EASILY INTERCHANGEABLE COMPUTER ROUTINES WHICH MEET CERTAIN STANDARDIZED INTERFACE REQUIREMENTS. THIS TECHNIQUE MAKES IT EASIER TO DEVELOP AND VERIFY COMPLETED COMPUTER PROGRAMS. MODULARITY IS ACCOMPLISHED BY BREAKING THE PROGRAM INTO LIMITED LINE-SEGMENTS THAT PERFORM COMPLETE FUNCTIONS AND ARE THEREFORE, COMPLETELY UNDERSTANDABLE IN THEMSELVES. AIDS THAT HELP IMPLEMENT THESE TECHNIQUES ARE STANDARDS AND PROCEDURES. (DAN 134)

MODULARITY
MODULARITY IS THE FRAGMENTATION OF A PROGRAM INTO CONVENIENT DISCRETE PIECES CALLED MODULES... THE MAIN GOAL OF MODULARIZING A PROGRAM IS TO MAKE POSSIBLE THE MODIFICATION OF A SINGLE MODULE WITHOUT AFFECTING THE OTHER MODULES. IN THE CONTEXT OF SOFTWARE ENGINEERING, THIS IS CONSIDERED AS A QUALITY CHARACTERISTIC OF PROGRAMMING. THE CRUCIAL ELEMENTS ARE: A) SMALL (THE SIZE OF THE MODULE CANNOT BE QUANTIFIED AND MOST PROGRAMMERS PREFER TO FOLLOW THEIR OWN INTUITIVE APPROACH TO MODULARITY, B) SELF-CONTAINMENT, C) INDEPENDENCE (MEANING A PROGRAM IN WHICH ANY LOGICAL PORTION CAN BE CHANGED WITHOUT AFFECTING THE REST OF THE SYSTEM). ALSO A MODULAR PROGRAM SHOULD HAVE MODULES THAT HAVE ONLY ONE ENTRY POINT AND ONE EXIT POINT. ALSO SEE - PROGRAM MODULE (SET) (2) MODULARITY DEALS WITH HOW THE STRUCTURE OF AN OBJECT CAN MAKE THE ATTAINMENT OF SOME PURPOSE EASIER. MODULARITY IS PURPOSEFUL STRUCTURING. (DAN 109)

MODULARIZATION
REPRESENTING A SYSTEM AS A CONFIGURATION OF MODULES, WITH EACH MODULE BEING A LOGICAL CONFIGURATION OF INDEPENDENTLY FAILING COMPONENTS. (DAN 269)

MODULE
A PROGRAM UNIT THAT IS DISCRETE AND IDENTIFIABLE WITH RESPECT TO Compiling, Combining WITH OTHER UNITS AND LOADING. (ANSI-X3) (2) A PROGRAM: (A) CHARACTERIZABLE EXTERNALLY AS PERFORMING A SINGLE OPERATION; AND (B) CHARACTERIZABLE INTERNALLY AS LIMITED IN COMPLEXITY. THE COMPLEXITY OF A MODULE MAY BE MEASURED IN TERMS OF: I) THE DEPTH OF NESTING OF ITS CONTROL STRUCTURES; II) THE TOTAL NUMBER OF ITS CONTROL SEGMENTS (I.E. CONTROL STRUCTURES); AND III) THE TOTAL NUMBER OF ITS OPERATIONS. (ABBOTT) (3) A PORTION OF A COMPUTER PROGRAM WHICH PERFORMS IDENTIFIABLE FUNCTIONS IN A SOMEWHAT AUTONOMOUS MANNER, AND WHICH IS USUALLY CONSTRAINED TO SOME MAXIMUM SIZE. (NASA) (4) MODULES ARE CHARACTERIZED BY LEXICAL BINDING, IDENTIFIABLE
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PROPER BOUNDARIES, NAMED ACCESS, AND NAMED REFERENCE. THE WORD "MODULE" MAY APPLY TO A SUBPROGRAM, SUBROUTINE, ROUTINE, PROGRAM, MACRO, OR FUNCTION. A "COMPILE MODULE" IS A MODULE OR SET OF MODULES THAT ARE DISCRETE AND IDENTIFIABLE WITH RESPECT TO COMPILING, COMBINING WITH OTHER UNITS, AND LOADING. (DAN 1153) SEE ALSO: PROGRAM MODULE

MODULE ANALYSIS
INDEXING TERM. MAY REFER TO ANALYSIS BEFORE IMPLEMENTATION AS PART OF THE DESIGN OR REQUIREMENTS PHASES OR TO ANALYSIS PERFORMED TO EXTRACT INFORMATION ABOUT VARIOUS ASPECTS OF THE MODULE DURING TESTING. THE ANALYSIS MAY BE MANUAL OR AUTOMATED.

MODULE SIZING
DETERMINATION OF THE OPTIMUM MODULE SIZE TO MINIMIZE COST AND MAXIMIZE RELIABILITY, PROGRAMMER PRODUCTIVITY, COMPILER COST, ETC. (DAN 338)

MODULE TEST
TEST OF A SINGLE MODULE (SEL)

MODULE TESTING

MONITOR
A MONITOR DETERMINES WHICH OF TWO OR MORE PROCESSES COMPETING FOR CONTROL IN ORDER TO EXECUTE HAS PRIORITY. IT ALLOWS THAT WHICH HAS PRIORITY TO TAKE CONTROL AND EXECUTE AND PLACES THE OTHER PROCESS(ES) ON A QUEUE TO AWAIT THEIR TURN TO TAKE CONTROL AND EXECUTE (DAN 420) (2) MONITORS MAY BE CONSIDERED AS RESOURCE ALLOCATORS USING THE SHARED VARIABLES TO ADMINISTER THE RESOURCE ALLOCATION POLICY. (DAN 422)

MOVE
TO READ DATA FROM A SOURCE AND TO WRITE THE SAME DATA ELSEWHERE IN A PHYSICAL FORM WHICH MAY DIFFER FROM THAT OF THE SOURCE. A MOVE DIFFERS FROM A COPY IN THAT IT NEED NOT PRESERVE THE SOURCE. (ANSI-X3H1)

MTS (MODULE TESTING SYSTEM)
AN AUTOMATIC SOFTWARE TEST DRIVER MARKETED BY MANAGEMENT SYSTEMS AND PROGRAMMING LTD.

MULTICS
A COMMERCIAL OPERATING SYSTEM WHICH EVOLVED FROM A RESEARCH TIME-SHARING SYSTEM. (A PART OF HONEYWELL)

MULTIPROCESSOR
A COLLECTION OF PROCESSORS. MULTIPLE PROCESSORS ARE OFTEN USED TO EXECUTE CONCURRENT PROCESSES. (ABBOTT) COMPARE WITH MULTIPROCESSOR.

MULTIPLEX
TO INTERLEAVE THE EVENTS OF TWO OR MORE ACTIVITIES. (ANSI-X3H1)
MULTIPROCESSING
SIMULTANEOUS EXECUTION BY TWO OR MORE PROCESSORS. (ANSI-X3H1) (2) A PROGRAM EXECUTION THAT ALLOWS FOR SIMULTANEOUS EXECUTION OF A SHARED COPY OF A CODED ELEMENT BY TWO OR MORE CPU'S. (DAN 1201)

MULTIPROCESSOR
A COMPUTER EMPLOYING TWO OR MORE PROCESSORS OF COMPARABLE CAPACITY UNDER THE INTEGRATED CONTROL OF A SINGLE OPERATING SYSTEM WHEREIN ALL PROCESSORS SHARE COMMON MEMORY AND INPUT/OUTPUT FACILITIES. (NASA)

MULTIPROGRAMMING
A MODE OF OPERATION THAT PROVIDES FOR THE INTERLEAVED EXECUTION OF TWO OR MORE COMPUTER PROGRAMS BY A SINGLE CENTRAL PROCESSING UNIT. (2) PERTAINING TO THE CONCURRENT EXECUTION OF TWO OR MORE COMPUTER PROGRAMS BY A COMPUTER. (ANSI-X3) (3) THE CONCURRENT EXECUTION OF TWO OR MORE FUNCTIONS AS THOUGH EACH FUNCTION OPERATES ALONE. (ANSI-X3H1) (4) A PROGRAM DESIGN THAT ALLOWS SUPPORT OF MANY FUNCTIONS SIMULTANEOUSLY AS THOUGH EACH FUNCTION OPERATES ALONE. (DAN 1201)

MULTI-LEVEL OPERATING CONFIGURATION (OR SYSTEM)
AN OPERATING SYSTEM OR KERNEL THAT LETS PROGRAMS HAVING DIFFERENT LEVELS OF DATA ACCESSIBILITY OPERATE CONCURRENTLY. LINES OF COMMUNICATION BETWEEN THE CONCURRENT RUNNING PROGRAMS AND DATA ARE UNIDIRECTIONAL. A HIGH LEVEL PROGRAM MAY ACCESS DATA FROM A LOWER LEVEL ONE, BUT THE REVERSE IS NOT TRUE.

MULTI-TASKING
THE CONCURRENT EXECUTION OF TWO OR MORE TASKS BY A COMPUTER. (ANSI-X3-HI)

MUSA'S MODEL
SOFTWARE RELIABILITY MODEL DEVELOPED BY JOHN MUSA OF BELL LABORATORIES, WHIPPANY, NJ

MUST
MULTI-PURPOSE USER-ORIENTED SOFTWARE TECHNOLOGY) A NASA PROGRAM WHOSE OBJECTIVE IS TO CUT THE COST OF PRODUCING SOFTWARE BY PROVIDING AN INTEGRATED SYSTEM OF SUPPORT SOFTWARE TOOLS FOR USE THROUGHOUT THE RESEARCH FLIGHT SOFTWARE DEVELOPMENT PROCESS. (DAN 327)

MUTUAL EXCLUSION
REFERS TO MONITORS AND PROCESS QUEUES. ALTHOUGH THE MONITOR IS SHARED AMONG CONCURRENT PROCESSES, THE EXECUTION OF THE MONITOR PROCEDURES AND FUNCTIONS EXCLUDE EACH OTHER IN TIME. MUTUAL EXCLUSION CAN BE IMPLEMENTED FOR MONITORS BY THE USE OF BOOLEAN SEMAPHORES INITIALIZED TO THE VALUE TRUE. (DAN 422)

NAMED MODULE
A MODULE WHICH CAN BE INVOKED BY NAME (NAMED ACCESS) AND WHICH INTERNALLY MAY INVOK SUBMODULES BY NAME (NAMED REFERENCE). SUCH INVOCATION IN THE FLOWCHARTED DESIGN IS DENOTED BY THE METHOD OF "STRIPING" THE FLOWCHART SYMBOL. (DAN 1153)

NATURAL LANGUAGE
(ISC) A LANGUAGE WHOSE RULES ARE BASED ON CURRENT USAGE WITHOUT BEING EXPLICITLY PRESCRIBED. (ANSI-X3)
NATURAL LANGUAGE PROCESSING
A PART OF THE TREND TOWARD PEOPLE-ORIENTED MAN-COMPUTER INTERFACES, ATTEMPTS TO ALLOW PEOPLE TO USE AN ENGLISH-TYPE LANGUAGE - AS Spoken ENGLISH - TO INTERACT WITH THE COMPUTER. (DAN 273)

NATURAL LANGUAGE THEORY
A MEASURE OF SOFTWARE COMPLEXITY WHICH LINKS KNOWN RESULTS FROM NATURAL LANGUAGE AND INFORMATION THEORIES TO SOFTWARE COMPLEXITY QUESTIONS. (DAN 232)

NESTING
THE PRACTICE OF BUILDING AN OBJECT OF SOME SORT IN TERMS OF OTHER OBJECTS OF THE SAME SORT. (ABBOTT) (2) THE RECURSIVE APPLICATION OF THE IMBEDDING OF STRUCTURES (PROCEDURAL OR DATA) INTO A HIERARCHY OF STRUCTURAL LEVELS OF DEFINITION. (DAN 1153) SEE ALSO LEVEL OF NESTING.

NETWORK
CONNECTION OF TWO OR MORE NODES; IN "COMPUTER NETWORK", THE SPECIFIC NODES CONSIST OF COMPUTERS, OR PROCESSING OR COMMUNICATIONS EQUIPMENT.

NONE USED
NO EXPLICIT TECHNIQUE WAS SPECIFIED TO BE USED. (SEL)

NON-DETERMINISM
CONVERSE OF DETERMINISM (ANSI-X3H1)

NON-PROCEDURAL
CONVERSE OF PROCEDURAL (ANSI-X3H1)

NON-PROCEDURAL SPECIFICATION
A SCHEME WHICH ALLOWS THE DEFINITION OF BEHAVIOR WITHOUT THE SPECIFICATION OF AN ALGORITHM FOR ACHIEVING THE BEHAVIOR. (DAN 242)

N-VERSION PROGRAMMING
THE INDEPENDENT GENERATION OF N>2 FUNCTIONALLY EQUIVALENT PROGRAMS FROM THE SAME INITIAL SPECIFICATION. THE N PROGRAMS POSSESS ALL THE NECESSARY ATTRIBUTES FOR CONCURRENT EXECUTION, DURING WHICH COMPARISON VECTORS ARE GENERATED BY THE PROGRAM AT CERTAIN POINTS. (DAN 315)

OBJECT PROGRAM
A COMPUTER PROGRAM EXPRESSED IN MACHINE LANGUAGE, USUALLY THE RESULT OF TRANSLATING A SOURCE PROGRAM BY AN ASSEMBLER OR COMPILER. (NASA)

OBJECT PROGRAM DATA
THE RESULTING FORM OF A SOURCE LANGUAGE PROGRAM AFTER PROCESSING BY A COMPILER OR ASSEMBLER. THEY ARE ALSO CALLED OBJECT MODULES. THE OBJECT PROGRAM IS IN A FORMAT SUITABLE FOR LOADING AND EXECUTION. IT MAY REQUIRE ADDITIONAL PROCESSING BY A LINK LOADER OR LINK EDITOR. (DAN LD7)

OFFLINE PROCESSING
NON-INTERACTIVE PROCESSING (ANSI-X3H1)

ONLINE PROCESSING
INTERACTIVE PROCESSING, USUALLY BETWEEN A HUMAN AND COMPUTER. (ANSI-X3H1)
ON-BOARD PROCESSING
ALL SOFTWARE COMPONENTS THAT ARE BUILT FOR THE PURPOSE OF SATISFYING SOME ON-BOARD PROCESSING NEED FALL INTO THIS CLASS. ALTHOUGH THE COMPONENT MAY BE BUILT AND TESTED ON A COMPUTER WHICH IS NOT THE REAL FLIGHT COMPUTER IT SHOULD BE CLASSIFIED AS 'ON-BOARD' IF THE FINAL DESTINATION IS THE OBC (ON-BOARD COMPUTER). (SEL)

ON-LINE DEBUGGING
SEE INTERACTIVE DEBUG

ON-LINE TESTING
SEE INTERACTIVE DEBUG

OPAL
(OPERATIONAL PERFORMANCE ANALYSIS LANGUAGE) A HIGH LEVEL TEST LANGUAGE DEVELOPED FOR THE ARMY. (DAN 390)

OPEN-ENDED FLEXIBILITY
SYNONOMOUS WITH ADAPTABILITY. (DAN 781)

OPERATING LEVELS
AN OPERATING LEVEL IS AN ENVIRONMENT IN WHICH PARTICULAR SETS OF OPERATIONS HAVE PARTICULAR MEANINGS. (ANSI-X3H1)

OPERATING SYSTEM
A SYSTEM OF ROUTINES AND SERVICES THAT MONITORS, CONTROLS, ALLOCATES, DEALLOCATES, AND MANAGES THE EXECUTION OF APPLICATIONS PROGRAMS AND OTHER SYSTEMS ROUTINES AND THEIR USAGES OF SYSTEM RESOURCES. (DAN 1153) AN OPERATING SYSTEM HAS AS FUNCTIONS: 1) CREATION OF OBJECTS, PROCESSES, FILES, MODULES, SEGMENTS, 2) MANAGEMENT AND SHARING OF FILES, 3) MANAGEMENT OF COMMUNICATIONS THROUGH SEGMENTS OR MAIL BOXES, 4) MEMORY MANAGEMENT, 5) CPU MANAGEMENT, 6) INPUT/OUTPUT MANAGEMENT. (DAN 269)

OPERATING SYSTEM COMMAND AND RESPONSE LANGUAGE
(OSCRL) THE LANGUAGE USED TO EXPRESS COMMANDS THAT INITIATE PARTICULAR ACTIONS OF AN OPERATING SYSTEM, AND TO EXPRESS RESPONSES CONVEYED BY THE OPERATING SYSTEM. (ANSI-X3H1)

OPERATING SYSTEM DESIGN
THE PROCESS OF DESIGNING AN OPERATING SYSTEM.

OPERATION
A FUNCTION WHICH TRANSFORMS DATA OBJECTS FROM INPUT DOMAIN(S) INTO DATA OBJECTS IN THE OPERATION'S OUTPUT DOMAIN (S). THE INPUT AND OUTPUT DOMAIN(S) OF AN OPERATION ARE THE DATA TYPES OVER WHICH THE OPERATION IS DEFINED. AN OPERATION ON ONE LEVEL OF ABSTRACTION MAY BE DEFINED BY AN ALGORITHM IN TERMS OF OPERATIONS ON A LOWER LEVEL OF ABSTRACTION. (ABBOTT)

OPERATIONAL
THE STATUS GIVEN A SOFTWARE PACKAGE ONCE IT HAS COMPLETED CONTRACTOR TESTING AND IT IS TURNED OVER TO THE EVENTUAL USER FOR USE IN THE APPLICATIONS ENVIRONMENT. (DAN 21)

OPERATIONAL ENVIRONMENT
THE SET OF ALL EXTERNAL STIMULUS AND DATA SOURCES WITH WHICH A SOFTWARE SYSTEM INTERFACES AND COMMUNICATES. (DAN 1201) SEE ALSO ENVIRONMENT.

OPERATIONAL EVALUATION
THE ANALYSIS OF A SYSTEM OPERATING IN ITS' REAL LIFE ENVIRONMENT. (DAN 1201)

OPERATIONAL RELIABILITY

OPERATIONAL SOFTWARE
THE PORTION OF A DFCAS COMPUTER PROGRAM, INCLUDING REAL TIME EXECUTIVE AND APPLICATION SOFTWARE, WHICH IS DIRECTLY INVOLVED IN FLIGHT CONTROL AND AVIONICS PROCESSING FUNCTIONS. (NASA)

OPERATIONAL TESTING
PERFORMING TESTS ON SOFTWARE IN ITS NORMAL OPERATING ENVIRONMENT. (DAN 1201)

OPERATOR
(1) AGENT PERFORMING AN ACTION. (2) SPECIFICALLY, OPERATOR MAY REFER TO A HUMAN WHO INTERFACES THE ACTIONS NECESSARY TO KEEP THE COMPUTER COMPLEX OPERATING BETWEEN THE USER OR USER INPUT AND THE MACHINE. (3) AN ABSTRACT MACHINE WITH AN ONGOING MACHINE CYCLE. SEE ALSO: OPERATION

OPTIMIZATION
CHANGES IN THE SOURCE CODE TO IMPROVE PROGRAM PERFORMANCE - E.G. RUN FASTER OR USE LESS SPACE. OPTIMIZATION CHANGES ARE NOT ERROR CORRECTION; HOWEVER, IF A CHANGE IS MADE TO USE LESS SPACE TO CONFORM TO THE SPECIFIED SPACE CONSTRAINT, THEN THE TERM "ERROR" APPLIES. (SEL) NOTE: EFFICIENCY IS A QUALITY CHARACTERISTIC; OPTIMIZATION CAN BE A PROCESS WHICH INCREASES EFFICIENCY.

OUTPUT ASSERTION
AN OUTPUT ASSERTION, USUALLY DENOTED BY THE GREEK LETTER PSI, IS A STATEMENT THAT EXPRESSES A RELATION BETWEEN THE INPUT AND OUTPUT VALUES OF A PROGRAM. AN OUTPUT ASSERTION IS USED IN CONJUNCTION WITH AN INPUT ASSERTION TO SPECIFY FORMALLY THE INTENDED FUNCTION OF A PROGRAM. A PROGRAM IS SAID TO BE TOTALLY CORRECT WITH RESPECT TO AN INPUT ASSERTION PHI AND OUTPUT ASSERTION PSI IF IT HALTS SATISFYING PSI ON ALL INPUTS. (SET)

OVERLAY PROGRAM
A COMPUTER PROGRAM THAT ALLOWS SPECIFIC SYSTEM COMPONENTS (LOAD MODULES, CORE, DATA BASE, ETC.) TO BE MODIFIED DURING EXECUTION. IN THE CASE OF MODULES, A PROGRAM WITH AN ERROR CAN BE REPLACED IN CORE WITHOUT BRINGING THE SYSTEM DOWN AND STARTING IT UP AGAIN. SYSTEM PARAMETERS THAT AFFECT PERFORMANCE CAN BE VARIED DURING EXECUTION TO COMPARE VARIOUS PRIORITY, TIMING, ETC. SCHEMES. (DAN 134)

PARAMETER
THE NAME OR VALUE OF INFORMATION TO BE USED. USED IN TWO SENSES IN A PROCEDURE OR MACRO: 1) AS A NAME IN THE DEFINITION (A FORMAL PARAMETER), 2) AS HAVING A SPECIFIC VALUE AS A PARTICULAR INVOCATION (AN ACTUAL PARAMETER). (ANSI-X3H1)
PARANORMAL TERMINATION
UNSTRUCTURED ESCAPES (IN CONTROL) FROM A MODULE IN RESPONSE TO NORMAL EVENTS OR CONDITIONS. MODULES HAVING PARANORMAL TERMINATIONS MAY YET EXHIBIT A FORM OF STRUCTURED CONTROL FLOW, IF PROPERLY CONFIGURED INTO "PARANORMAL EXTENSIONS" OF STRUCTURED PROGRAMMING. (DAN 1153)

PARSE
TO DECOMPOSE A PROGRAMMING UNIT (BLOCK, LINE, PHRASE, WORD) INTO A SET OF ELEMENTARY SUBUNITS (LINES, WORDS, COMMANDS, CHARACTERS).

PARTIAL CORRECTNESS
A PROGRAM IS PARTIALLY CORRECT WITH RESPECT TO AN INTENDED FUNCTION IF, WHEN EXECUTED ON ANY INPUT IN THE DOMAIN OF THAT FUNCTION, IT EITHER TERMINATES RETURNING AS OUTPUT THE VALUE OF THE FUNCTION OR DOES NOT TERMINATE. PARTIAL CORRECTNESS IS WEAKER THAN TOTAL CORRECTNESS, WHICH REQUIRES TERMINATION ON EACH INPUT FOR WHICH THE INTENDED FUNCTION IS DEFINED. (SET) (2) PROGRAM AGREES IN TOTAL WITH ITS FULL SET OF COMPLETE INPUT, OUTPUT, AND INTERMITTENT ASSERTIONS; DIFFERS FROM TOTAL CORRECTNESS IN THAT TERMINATION IS NOT PROVED. SEE ALSO: TOTAL CORRECTNESS.

PARTITIONING
A SOFTWARE ENGINEERING TECHNIQUE WHICH SEGMENTS THE SYSTEM INTO AREAS OF RESPONSIBILITY FOR DESIGN AND DEVELOPMENT. (DAN 301)

PASCAL
A PROGRAMMING LANGUAGE HAVING RELIABILITY AS A MAJOR DESIGN OBJECTIVE. (CAN 389)

PATCH
AN OBJECT CODED PROGRAM CHANGE WRITTEN IN MACHINE CODE, AND INSERTED TO OVERLAY LANGUAGE PRODUCED OBJECT CODE FOR TEMPORARY REPAIR OF A CODING ERROR OR PROGRAM DISCREPANCY UNTIL THE CODED ELEMENT IS REPROCESSED AND REGENERATED AS A SOURCE CODE CHANGE. (DAN 1201)

PATH ANALYSIS
A (1) A SOFTWARE TECHNIQUE WHICH SCANS SOURCE CODE IN ORDER TO DESIGN AN OPTIMAL SET OF TEST CASES TO EXERCISE THE PRIMARY PATHS IN A SOFTWARE MODULE. (DAN 142) (2) A TECHNIQUE WHICH DEFINES A PRACTICAL MEASURABLE MEANS OF DETERMINING AN OPTIMAL NUMBER OF TEST CASES BY EXAMINING SOURCE CODE AND DETERMINING THE MINIMUM SET OF PATHS WHICH EXERCISE ALL LOGICAL BRANCHES OF A PROGRAM. (DAN LD7)

PATH CONDITION
THE COMPOUND CONDITION WHICH MUST BE SATISFIED BY THE INPUT DATA POINT IN ORDER THAT THE CONTROL PATH BE EXECUTED. IT IS THE CONJUNCTION OF THE INDIVIDUAL PREDICATE CONDITIONS WHICH ARE GENERATED AT EACH BRANCH POINT ALONG THE CONTROL PATH. NOT ALL THE CONTROL PATHS THAT EXIST SYNTACTICALLY WITHIN THE PROGRAM ARE EXECUTABLE. IF INPUT DATA EXIST WHICH SATISFY THE PATH CONDITION, THE CONTROL PATH IS ALSO AN EXECUTION PATH AND CAN BE USED IN TESTING THE PROGRAM. IF THE PATH CONDITION IS NOT SATISFIED BY ANY INPUT VALUE, THE PATH IS SAID TO BE INFEASIBLE, AND IS OF NO INTEREST IN TESTING THE PROGRAM. (DAN 842)

PATH EXPRESSIONS
A type of command path connected to a function which describes the cooperation between the subfunctions of this function.

**PDL**
A program design language (often called pseudocode). Used in the design and coding phases of a project, PDL is a language that contains a fixed set of control statements and a formal or informal way of defining and operating on data structures. PDL code may or may not be machine readable, and for this study is not considered as documentation, but as an integral part of the finished source program. (SEL)

**Peer Code Review**
A peer code review (PCR) is a process by which a team of programming personnel do an in-depth review of a program or portion of a program by inspection to detect errors and improve program reliability. Typically, the responsible programmer leads his technical peers through the listing of the program, explaining the function of each line of code and its role in the overall program. The review participants, meanwhile, ask questions and make comments relevant to potential errors. Techniques, style, etc. The primary reason for PCR's is improving program reliability and maintainability. Because the PCR team examines the subject program closely, fewer errors should slip through undetected. PCR's have some fringe benefits. Programmers are motivated to do a better job, knowing that their work will be critiqued by their peers. Additionally programmers will collectively improve their techniques and style as they share concepts at the review. Backup knowledge in program functioning is also obtained. Code review is also drudgery and requires motivation of participants for rewarding participation. An offshoot of this technique is inspection, which involves this same process, but without direct interaction with the programmer... Also see - code verification desk checking, software sneak circuit analysis, egoless programming, foreign debug. (SET)

**Performance**
The evaluation of non logical properties (i.e., computer run time, resource utilization) of a software system. Performance is measured in terms of the amount of resources required by a software system to produce a result. (DAN 154) (2) A measure of the capacity of an individual or team to build software capabilities in specialized or generalized contexts. Performance distinguishes between work and effort, as it includes productivity as one component of its measure. However, performance also measures quality of work as measured by other criteria as well, as set forth in a prioritized list of "competing characteristics" early in development. (DAN 1153)

**Performance Evaluation**
The degree to which a system meets stipulated or generally accepted goals. (DAN 434)

**Performance Oriented Data**
Information regarding management items. (DAN LD7)

**Performance Requirements**
Specification of the time and space requirements which must be met. (DAN 141) (2) The specified set of goals which must be attained by a software system. (DAN 1201)
PERFORMANCE SPECIFICATION
THE OFFICIAL DOCUMENT CONTAINING THE PERFORMANCE REQUIREMENTS FOR A PROGRAM. (DAN 1201)

PERIPHERAL SIMULATOR
A COMPUTER PROGRAM USED TO TEST CRITICAL COMPUTER/PERIPHERAL INTERFACES THAT EXIST IN REAL-TIME APPLICATIONS. THESE SIMULATORS RANGE FROM FUNCTIONAL IN WHICH CASE THE PERIPHERAL PROVIDES FEEDBACK TO THE PROGRAM ON THE ASSUMPTION THAT ALL INTERFACE CONSTRAINTS ARE SATISFIED; TO HIGH-FIDELITY SIMULATIONS IN WHICH THE INTERFACE CONSTRAINTS MUST BE Modeled, TO A DETAILED LEVEL OF TIMING AND MESSAGE FORMATTING. (DAN 134)

PETRI NETS
A TOOL FOR THE MODELING AND ANALYSIS OF SYSTEMS WITH CONCURRENT EVOLUTION. (DAN 264)

PHASE OF PRODUCTION
THAT WORK RELATED TO THE COMPLETION OF A SPECIFIED SET OF MODULES IN CONFORMANCE WITH REQUIREMENTS AND GOALS. IN TOP-DOWN DEVELOPMENTS, A SET OF MODULES THAT ARE CURRENTLY DUMMY STUBS BECOMES THE NEXT IMPLEMENTATION PHASE. (DAN 1153)

PLAN DATA
DATA DESCRIBING THE METHOD OR SCHEME OF ACTION FOR A PROJECT THAT WILL BE INCLUDED IN THE MANAGEMENT REPORTS. (DAN 137)

PLANNING
A TECHNIQUE THAT INCLUDES THE EVALUATION OF PROJECT REQUIREMENTS IN TERMS SUCH THAT LOGICAL ASSIGNMENTS CAN BE MADE. ALSO SEE PLANNING AND SCHEDULING. (DAN LD7)

PLANNING AND SCHEDULING
ALL ACTIVITIES THAT INCLUDE AN EVALUATION OF THE PROJECT'S REQUIREMENTS AND MAKING ASSIGNMENTS TO CONDUCT THE PROJECT. (DAN LD7)

PL/I
A HIGH LEVEL PROGRAMMING LANGUAGE.

POINTERS
A POINTER IS AN IDENTIFIER THAT INDICATES THE LOCATION OF AN ITEM OF DATA. (ANSI-X3)

POISSON PROCESS
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY WHICH IS USED TO CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

PORTABILITY
PORTABILITY IS THE PROPERTY OF A SYSTEM WHICH PERMITS IT TO BE MAPPED FROM ONE ENVIRONMENT TO A DIFFERENT ENVIRONMENT. (2) "PORTABILITY" DESIGNATES THE FACT THAT FOR MANY DIFFERENT MACHINES AND OPERATING SYSTEMS, COPIES OF THE PRODUCT CAN BE DELIVERED WITH UNIFORM OPERATING CHARACTERISTICS, FROM THE USER'S POINT OF VIEW, ANY INPUT WHICH IS VALID ON ONE SUPPORTED SYSTEM IS VALID ON ANY OTHER SUPPORTED SYSTEM, AND WILL PRODUCE IDENTICAL OUTPUT. (DAN 283) (3) CODE POSSESSES THE CHARACTERISTIC PORTABILITY TO THE EXTENT THAT IT
CAN BE OPERATED EASILY AND WELL ON COMPUTER CONFIGURATIONS OTHER THAN ITS CURRENT ONE...THIS IMPLIES THAT SPECIAL LANGUAGE FEATURES, NOT EASILY AVAILABLE AT OTHER FACILITIES, ARE NOT USED; OR THAT STANDARD LIBRARY FUNCTIONS AND SUBROUTINES ARE SELECTED FOR UNIVERAL APPLICABILITY, ETC. (DAN 239) (4) PORTABILITY IS THE PROPERTY OF A SYSTEM WHICH ALLOWS IT TO BE MOVED TO THE NEW ENVIRONMENT WITH RELATIVE EASE. (DAN 781)

PRECISION
PRECISION IN SOFTWARE IS A MEASURE OF THE DEGREE TO WHICH ERRORS TEND TO HAVE THE SAME ROOT CAUSE. SOFTWARE PRECISION COULD BE CONSIDERED AS THE RATIO OF SOURCE BUGS TO THE EFFECTS THEY CAUSE. (DAN 781) (2) A MEASURE OF THE DEGREE OF DISCRIMINATION WITH WHICH A QUANTITY CAN BE STATED, AS OPPOSED TO ACCURACY, WHICH STATES THE DEGREE TO WHICH THAT QUANTITY IS FREE FROM ERROR. (DAN 1153)

PRECOMPILER
A PARTICULAR TYPE OF COMPUTER PROGRAM WHICH HAS THE FOLLOWING CHARACTERISTICS: 1. IT IS NORMALLY EXECUTED IMMEDIATELY PRECEDING A PROGRAM COMPILATION. 2. ITS INPUT CONSISTS OF PROGRAMMING STATEMENTS OF WHICH ALL OR PART ARE UNACCEPTABLE TO THE COMPILER. 3. IT GENERATES, AS OUTPUT, A COMPUTER PROGRAM IN A SYNTAX ACCEPTABLE TO THE COMPILER. (DAN 142) (2) A COMPUTER PROGRAM USED TO ADD CAPABILITIES TO A SYSTEM, AS IMPLEMENTED BY A LANGUAGE PROCESSOR, THAT PROVIDES SPECIAL-PURPOSE FEATURES NOT NORMALLY INCLUDED AS PART OF ITS INPUT.

PREDICATE
A LOGICAL PROPOSITION OR ASSERTION CONCERNING THE STATE OF A PROGRAM AT A GIVEN POINT, HAVING EITHER A TRUE OR FALSE VALUE. CONCERNING PROGRAM CORRECTNESS, ALL SUCH ASSERTIONS MUST BE AXIOMS OR BE PROVED TRUE. (DAN 1153)

PRE-EXECUTION TOOLS
TOOLS THAT OPERATE ON THE LINGUISTIC DESCRIPTION OF A PROGRAM AND DO NOT REQUIRE ITS EXECUTION. EXAMPLES INCLUDE: SYNTAX CHECKING, INTERACTIVE COMPILERS, PROGRAM REFERENCE LISTINGS, FLOW CHARTS, AND REFORMATTERS. (DAN LD7)

PREVENTIVE MAINTENANCE
MAINTENANCE SPECIFICALLY INTENDED TO PREVENT FAULTS FROM OCCURRING. CORRECTIVE MAINTENANCE AND PREVENTIVE MAINTENANCE ARE BOTH PERFORMED DURING MAINTENANCE TIME. CONTRAST WITH CORRECTIVE MAINTENANCE. (ANSI-X3)

PREVENTIVE MAINTENANCE TIME
TIME, USUALLY SCHEDULED, USED TO PERFORM PREVENTIVE MAINTENANCE. (ANSI-X3)

PRIORITY
THE RANK, ASSIGNED TO AN ENTITY FOR THE PURPOSE OF DETERMINING THE ORDER IN WHICH COMPETING ENTITIES MAY USE SYSTEM RESOURCES. (ANSI-X3H1)

PRIVILEGE(D)
a RIGHT OR IMMUNITY GRANTED AS A PECULIAR BENEFIT TO A PERSON OR PROCESS. USUALLY USED AS A CLASS - A PRIVILEGED PROGRAM CAN USE OR ACCESS SENSITIVE ITEMS NOT GRANTED TO OTHERS. A PRIVILEGED USER MAY ACCESS OR USE SENSITIVE ITEMS NOT GRANTED TO OTHER USERS. (ANSI-X3H1)
PROBLEM REPORT ANALYSIS
INDEXING TERM. REFERS TO THE PROCESS OF EXTRACTING DATA FROM SOFTWARE PROBLEM REPORTS (SPR) AND PROBLEMS RELATED TO THE DIFFICULTY OF COLLECTING AND ANALYZING THE SPR AS WELL AS RELIABILITY CONCERNS ABOUT THE DATA EXTRACTED.

PROCEDURAL SPECIFICATIONS
A SPECIFICATION OF A COMPONENT IN SOME ALGORITHMIC MANNER (E.G., USING PDL OR A FLOW CHART). THE SPECIFICATION SAYS HOW THE PROGRAM IS TO WORK. A SPECIFICATION OF A SOFTWARE COMPONENT IN SOME ALGORITHMIC MANNER (E.G. USING PSL OR A FLOW CHART). THE SPECIFICATION SAYS HOW THE PROGRAM IS TO WORK. CONTRAST WITH FUNCTIONAL SPECIFICATIONS.

PROCEDURE DESIGN LANGUAGE
A LANGUAGE FOR SPECIFYING ALGORITHMS IN ORDINARY ENGLISH OR OTHER LANGUAGE NOT TO BE COMPILED. KEYWORDS USUALLY APPEAR, SO AS TO FORMAT TEXT AND CONFORM THE SPECIFICATIONS INTO A STRUCTURED FORM. ALSO CALLED A "PROGRAM DEFINITION LANGUAGE" (DAN 1153)

PROCEDURE FACILITY
THE CAPABILITY TO USE AND DEFINE PROCEDURES. (ANSI-X3H1)

PROCEDURE(S)
PROCEDURES ARE UNITS OF CODE RUN BY PROCESSES. (DAN 347) (2) (ISO ) THE COURSE OF ACTION TAKEN FOR THE SOLUTION OF A PROBLEM... THE DESCRIPTION OF THE COURSE OF ACTION TAKEN FOR THE SOLUTION OF A PROBLEM. (ANSI-X3) (3) A PROCEDURE DEFINITION IS A SEQUENCE OF SOURCE LANGUAGE INSTRUCTIONS. A PROCEDURE CALL IS A TRANSFER OF CONTROL TO THE PROCEDURE DEFINITION. PROCEDURES MAY DEFINE AND USE PARAMETERS WHICH MAY HAVE DEFAULT VALUES. (ANSI-X3H1)

PROCESS
A MODEL REPRESENTATION OF AN INDEPENDENTLY ACTIVE ENTITY IN THE REAL WORLD. (DAN 250) (2) A PROCESS IS A FINE STATE MACHINE. (DAN 612) (3) AN INTEGRATED ACTIVITY WHICH IS DEFINED BY A PARTICULAR SEQUENCE OF EVENTS AND ENVIRONMENTS. (4) AN ABSTRACT MACHINE WITH AN ONGOING MACHINE CYCLE. (ABBOTT) (5) A SEQUENCE OF OPERATIONS EXECUTED ONE AT A TIME. TWO PROCESSES ARE THEN CONCURRENT IF THEIR OPERATIONS CAN OVERLAP OR INTERLEAVE ARBITRARILY IN TIME. (DAN 1153)

PROCESS CONSTRUCTION
A TECHNIQUE USED TO COMBINE AND LINK INDEPENDENTLY-CODED MODULES INTO A RUN-TIME PROCESS. THESE INCLUDE LINKAGES TO THE OPERATING SYSTEM. THE TECHNIQUE ALLOWS FOR RAPID RECONFIGURATION BASED ON STIMULI FROM THE RUN-TIME ENVIRONMENT OF A SOFTWARE SYSTEM TO REFLECT CHANGES MADE TO A NUMBER OF ITS MODULES. SPECIFIC COMPUTER PROGRAMS ARE AVAILABLE THAT SERVE AS AIDS TO IMPLEMENTATION THESE INCLUDE SPECIAL-PURPOSE EDITORS AND CONTROL PROGRAMS. (DAN 134)

PROCESS DESIGN LANGUAGE - PDL
(1) A FORMAL ALGORITHMIC SPECIFICATION OF A SOFTWARE COMPONENT. (2) AN EXTENSION OF PASCAL DEVELOPED FOR THE BALLISTIC MISSILE DEFENSE ADVANCED TECHNOLOGY CENTER OF THE DEPT. OF DEFENSE BY TEXAS INSTRUMENTS, INC.
PROCESS QUEUES
A queue containing processes awaiting control of the monitor so that execution may take place or a queue containing processes awaiting local condition variables to become true before the process may execute. (DAK 420)

PROCESSOR
A physically based abstract machine. An abstract machine having the physical capacity to perform its defined operations. (Abbott)

PRODUCT
Everything contracted for, produced for, and delivered to the customer. Examples include: hardware, programs, documents, and training. (DAN LD7)

PRODUCT CERTIFICATION
A demonstration that the actual system performance corresponds to the expected system performance. (DAN LD7)

PRODUCT SAFETY
Indexing term. Refers to methods to prevent, and concern about, malfunctions in equipment due to deficiencies in software which could cause injury or death to human beings.

PRODUCT SAFETY EVALUATION
Indexing term. Refers to a quantitative assessment or means of making a quantitative assessment of software product safety.

PRODUCT WARRANTY
A process that precedes configuration control and quality assurance activities. This process is a device for customer feedback after software system has been delivered. It provides: 1) a means by which the customer reports suspected problems; 2) a means for technical and contractual evaluation of these problems; 3) arbitration and appeal procedures; and 4) a means to re-certify the corrected system. Also see product warranty and maintenance, and product warranty procedures. (DAN LD7)

PRODUCT WARRANTY AND MAINTENANCE
A device, indicating the procedures to be followed during the warranty period of a system, for customer feedback after the delivery of a system. (DAN LD7)

PRODUCT WARRANTY PROCEDURES
A customer feedback device that precedes the delivery of a product, and indicates the procedures to be followed during the warranty period of a system. (DAN LD7)

PRODUCTION
That portion of a software implementation that has to do with the generation of code and documentation and the checkout for correctness by production personnel. Production programming is characterized by the application of tradeoffs, known algorithms, and state-of-the-art solutions towards software generation, as opposed to programming performed to extend the current state of the art. (DAN 1153)

PRODUCTION LIBRARIES
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A technique used to provide constantly up-to-date representations of the computer programs and test data in both computer and human readable forms. The current status and past history of all code generated is also maintained. Specific library programs are available to serve as aids to implementation. (Dan 134) See also development support librarian and program library systems.

Production Run

The operation of a software system under real operating conditions and the production of useful products for the customer. This is contrasted with a test run, which is the operation of a software system to test its performance. (Dan LD7)

Productivity

Traditionally, the generally accepted description (if not definition) of programming productivity has been "lines-of-code/man-month" (i.e., quantity of code produced). (2) Instructions/staff-year for either total resources expended in the software development cycle or real-time software development. (Dan459) (3) Productivity is the rate of production of computer software. This rate is normally measured in the quantity of code and documentation produced. The definition of productivity may contain at least three additional elements: A) a qualitative element concerned with the correctness and efficiency of the software, B) a qualitative element concerned with the difficulty of the applications being implemented including size and complexity, C) an element concerned with the cost of producing the software. (Set)

Productivity Factors

Those factors which influence the productivity rate such as, nature of the system, state of the software development process, quality of systems engineering, design, size of the project (inverse effect), etc. (Dan 459)

Profile

A compendium of information which contributes to the definition of an environment. (AnSi-X3H1)

Program

A program is a collection of operations or abstract entity designed to cause the computer equipment to execute an operation or operations... Computer programs include operating systems, assemblers, compilers, interpreters, data management systems, utility programs, as well as applications programs such as payroll, inventory control, operational flight, satellite navigation, automatic test, crew simulator, and engineering analysis programs. Computer programs may be either machine-dependent or machine-independent, and may be general purpose or be designed to satisfy the requirements of a specialized process (e.g., a particular user. (Set) (2) The lowest level of module that can be assembled or compiled and can be executed as a single entity. (Dan 137) (3) An algorithm along with a particular collection of data objects to which the algorithm is applied. A program is taken as independent of the programming language in which it is expressed. (Abbott)

Program Analysis

The process of gathering information about a program (e.g., number of paths,
Frequencies with which each path is run, running time of each path, probability of error along each path, number of branches) and using that information to evaluate cost functions, to measure reliability and performance, and to assist in testing and verification procedures.

Program Annotation
The process of invariant assertions. (DAN 263)

Program Architecture
The structure and organization of a computer program as reflected by the relationships between its functions and the transfer of control among the modules performing these functions. (NASA)

Program Complexity
Program complexity is an indicator of program readability, it is a function of the number of execution paths in the program and the difficulty of determining the path for an arbitrary set of input data. (DAN 262)

Additional List: DAN 314 P142

Program Contraction
The process of removing unwanted and/or unneeded capability from a program. (DAN 275)

Program Correctness
A correct program is one that has been proved to meet its specifications. (DAN 237)

Program Description Specifications
These are informational documents produced for the customer, usually according to his requirements. (DAN LD7)

Program Design Language
(PDL) A design tool used to facilitate the translation of functional specifications into computer instructions. (DAN 14) (2) Intended to be comparable to the blueprint in hardware, programming design languages strive to communicate the concept of the software design in all necessary detail, using a formal or structured version of English, sometimes called pidgin English or pseudo-code. (DAN 227)

Program Design Methodologies
Indexing term. Refers to a document describing or advocating a particular design methodology, to a comparison of two or more design methodologies, or to a relation of experiences resulting from the use of a particular design methodology.

Program Development Tools
Tools that take the computer-stored source program into an object code module and then a load module, and subsequently execute the code in a specific test environment. (DAN LD7)

Program Evaluation
The process of studying a program to determine how well it fulfills its designed purpose. (DAN 1201)
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PROGRAM EXTENSION
THE PROCESS OF ADDING NEEDED OR DESIRED CAPABILITY TO A PROGRAM. (DAN 275)

PROGRAM FAMILIES
WE CONSIDER A SET OF PROGRAMS TO BE A PROGRAM FAMILY IF THEY HAVE SO MUCH IN COMMON THAT IT PAYS TO STUDY THEIR COMMON ASPECTS BEFORE LOOKING AT THE ASPECTS THAT DIFFERENTIATE THEM. (DAN 275)

PROGRAM FLOW ANALYZER
A COMPUTER PROGRAM THAT PROVIDES STATISTICS ON SOURCE CODE STATEMENT USAGE AND TIMING DATA ON PROGRAM ELEMENTS DURING TEST CASE EXECUTIONS. (LAN 134)

PROGRAM IMPLEMENTATION
ALL ACTIVITIES ASSOCIATED WITH SOFTWARE MODULE DESIGN, CODING, TESTING AND THE INTEGRATION OF SOFTWARE MODULES INTO A FUNCTIONAL SYSTEM OPERATING ON THE TOTAL, FINAL HARDWARE CONFIGURATION. (DAN LD7)

PROGRAM INSTRUMENTATION
A QUANTITATIVE ASSESSMENT OF HOW THOROUGHLY A PROGRAM IS EXERCISED BY A SET OF TEST CASES. (DAN LD7)

PROGRAM INSTRUMENTATION TOOLS
TOOLS THAT PROVIDE A MECHANISM FOR MONITORING AND RECORDING INFORMATION ABOUT AN OBJECT PROGRAM AS IT OPERATES. EXAMPLES INCLUDE TRACES AND SNAPSHOT DUMPS. (DAN LD7)

PROGRAM LIBRARY
A CONTROLLED SET OF ALL DOCUMENTATION, BASELINE PROGRAMS, NEW PROGRAMMED ELEMENTS, SUPPORT SOFTWARE AND TOOLS AVAILABLE FOR DEVELOPMENT AND CONFIGURATION MANAGEMENT OF A PROGRAM. (DAN 1201)

PROGRAM LIBRARY SYSTEM
AN AUTOMATED PROGRAM LIBRARY OR SUPPORT SYSTEM WHICH STORES ALL OF THE PROJECT'S WORK PRODUCTS (E.G., SOURCE CODE, OBJECT CODE, TEST CASES, DOCUMENTATION) IN AN INTEGRATED DATA BASE. THE SYSTEM MAY OPERATE IN BATCH OR INTERACTIVE MODE, OR BOTH. IT USUALLY WILL PROVIDE FOR MULTIPLE VERSIONS OF A FILE, WITH ONE VERSION OF EACH FILE TAGGED AS THE PRODUCTION VERSION, AND WITH SECURITY MECHANISMS TO PREVENT UNAUTHORIZED CHANGES TO THE PRODUCTION VERSION. FILES ARE USUALLY PROVIDED FOR SOURCE CODE, OBJECT CODE, JCL, AND PROGRAM DATA. THE PROGRAM LIBRARY SYSTEM CAN ALSO ENCOMPASS REPORT GENERATORS TO ANALYZE DATA FROM THE INTEGRATED DATA BASE TO PROVIDE FOR PROJECT VISIBILITY AND FOR AUDITING PURPOSES. (DAN 286)

PROGRAM LISTING
THE SEQUENCE OF INSTRUCTIONS COMPRISING A COMPUTER PROGRAM, USUALLY IN THE FORM OF A PRINTOUT. (NASA)

PROGRAM MANAGEMENT DIRECTIVE
THE OFFICIAL HQ USAF MANAGEMENT DIRECTIVE USED TO PROVIDE DIRECTION TO THE IMPLEMENTING AND PARTICIPATING COMMANDS AND SATISFY DOCUMENTATION REQUIREMENTS IT WILL BE USED DURING THE ENTIRE ACQUISITION CYCLE TO STAND REQUIREMENTS AND REQUEST STUDIES AS WELL AS INITIATE, APPROVE, CHARGE, TRANSITION, MODIFY, OR TERMINATE PROGRAMS. THE CONTENT OF THE PMD, INCLUDING THE REQUIRED HQ USAF REVIEW AND APPROVAL ACTIONS, IS TAILORED TO THE NEEDS
OF EACH INDIVIDUAL PROGRAM. (AFR800-2)

PROGRAM MANAGEMENT PLAN
THE DOCUMENT DEVELOPED AND ISSUED BY THE PROGRAM MANAGER THAT SHOWS THE
INTEGRATED TIME-PHASED TASKS AND RESOURCES REQUIRED TO COMPLETE THE TASK
SPECIFIED IN THE PROGRAM MANAGEMENT DIRECTIVE (PMD). (AFR800-2)

PROGRAM MANAGER
THE GENERIC TERM USED TO DENOTE A SINGLE AIR FORCE MANAGER (SYSTEM PROGRAM
DIRECTOR, PROGRAM/PROJECT MANAGER, OR SYSTEM/ITEM MANAGER) DURING ANY
SPECIFIC PHASE OF THE ACQUISITION LIFE CYCLE. (AFR800-2)

PROGRAM MODIFICATION
INDEXING TERM. REFERS TO CHANGES MADE TO PROGRAMS DURING THE MAINTENANCE
PHASE OF THE SOFTWARE LIFE CYCLE.

PROGRAM MODULE
A PROGRAM MODULE IS A DISCRETE, IDENTIFIABLE SET OF INSTRUCTIONS USUALLY
HANDLED AS A UNIT BY AN ASSEMBLER, A COMPILER, A LINKAGE EDITOR, A LOADING
ROUTINE, OR OTHER TYPE OF ROUTINE OR "SUBROUTINE". (SST) SEE ALSO: MODULE,
MODULARITY, MODULAR DECOMPOSITION, ROUTINE, SUBROUTINE.

PROGRAM MUTATION
A TECHNIQUE FOR CREATING HIGH QUALITY TEST DATA. THE APPROACH IS BASED ON
THE COMPETENT PROGRAMMER ASSUMPTION; THAT AFTER THE PROGRAMMER HAS COMPLETED
HIS JOB, THE PROGRAM IS EITHER CORRECT OR "ALMOST" CORRECT IN THAT IT
DIFFERS FROM A CORRECT PROGRAM IN ONLY SIMPLE WAYS, AND IS THUS A MUTANT OF
A CORRECT PROGRAM. THE CENTRAL IDEA OF PROGRAM MUTATION IS THE CONSTRUCTION
OF A SET OF MUTANTS OF THE TARGET PROGRAM. A MUTANT IS A COPY OF THE TARGET
PROGRAM WHICH DIFFERS ONLY BY A SINGLE "MUTATION". A MUTATION IS A
TRANSFORMATION OF A PROGRAM STATEMENT IN A WAY WHICH STIMULATES TYPICAL
PROGRAM ERRORS. SOME MUTANTS MAY TURN OUT TO BE EQUIVALENT, FUNCTIONALLY, TO
THE TARGET PROGRAM. THE REMAINDER SHOULD BE DISTINGUISHED FROM THE TARGET
PROGRAM BY SUFFICIENTLY POWERFUL TEST DATA. TEST DATA WHICH IS ABLE TO
DISTINGUISH ALL NON-EQUIVALENT MUTANTS OF A TARGET PROGRAM MUST THOROUGHLY
EXERCISE THE PROGRAM AND, HENCE, PROVIDE STRONG EVIDENCE OF THE PROGRAM'S
CORRECTNESS. (DAN 841,843)

PROGRAM OFFICE
THE FIELD OFFICE ORGANIZED BY THE PROGRAM MANAGER TO ASSIST HIM IN
ACCOMPLISHING THE PROGRAM TASKS.

PROGRAM PRODUCTION TOOL
AN ESTABLISHED PROCEDURE OR COMPUTER PROGRAM THAT PROVIDES ASSISTANCE IN THE
DEVELOPMENT, IMPLEMENTATION, AND TESTING OF A SOFTWARE SYSTEM. (CAN 107)

PROGRAM PROTECTION
THE MECHANISMS IMPLEMENTED IN A SYSTEM WHICH PREVENT UNAUTHORIZED ACCESS TO
THOSE PARTS OF A SYSTEM (E.G., FILES, DATA STRUCTURES) BELONGING TO A
PARTICULAR USER. ALSO, THE TERM CAN APPLY TO THE DEGREE OF PROTECTION
PROVIDED BY A SYSTEM FOR A PARTICULAR USER OR CLASS OF USERS.

PROGRAM REFERENCES
SPECIAL LISTINGS, PRODUCED BY MANY COMPILERS, THAT INCREASE THE USER'S
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UNDERSTANDING OF THE NATURE OF THE PROGRAM PRODUCED. EXAMPLES INCLUDE: DICTIONARY LISTINGS, CORE-STOREAGE MAPS, AND CROSS-REFERENCE LISTINGS. (DAN LD7)

PROGRAM SEGMENT
THE SMALLEST CODED UNIT OF A PROGRAM WHICH CAN BE LOADED AS ONE LOGICAL ENTITY. (DAN 1201) (2) A COMBINATION OF PROGRAM STEPS AND CALLS TO LOWER-LEVEL PROGRAM SEGMENTS. (DAN LD7) (3) A COLLECTED SEQUENCE OF PROGRAM STEPS.

PROGRAM SEQUENCER
A COMPUTER PROGRAM USED TO FORCE EXECUTION OF ALL POSSIBLE PROGRAM INSTRUCTIONS AND BRANCHES TO DETERMINE PROGRAM FLOW, EXECUTE SELDOM-USED BRANCHES, AND TO VERIFY PROPER PROGRAM OPERATIONS. THE AID IS OFTEN USED WITH AN INSTRUCTION SIMULATOR. (DAN 134)

PROGRAM STUB
A TEMPORARY (I.E. DUMMY) UNIT OF SOURCE CODE WHICH IS PART OF AN INCOMPLETE STRUCTURED PROGRAM AND WILL BE REPLACED BY THE ACTUAL UNIT OF CODE WHEN IT IS COMPLETED. (DAN 137) (2) DUMMY PROGRAM SEGMENTS CONTAINING ENOUGH CODE TO ESTABLISH LINKAGE WITH A HIGHER-LEVEL SEGMENT. (DAN LD7)

PROGRAM STUB SIMULATORS
GENERALIZED SUBROUTINES USED IN PROGRAM STUBS THAT SUPPLY THE CODE REQUIRED TO ESTABLISH THE DESIRED LINKAGE WITH THE HIGHER-LEVEL PROGRAM SEGMENTS. THEY INCLUDE GENERALIZED TABLE LOOKUP ROUTINES, RANDOM NUMBER GENERATORS, OR ROUTINES THAT ONLY RECORD THE INVOCATION OF A PROGRAM SEGMENT. (DAN LD7)

PROGRAM SUPPORT LIBRARY
A SOFTWARE SYSTEM WHICH PROVIDES TOOLS TO ORGANIZE, IMPLEMENT AND CONTROL SOFTWARE DEVELOPMENT. SEE ALSO: SOFTWARE DEVELOPMENT LIBRARY, PROGRAMMING SUPPORT LIBRARY

PROGRAM SYNTHESIS
USE OF PROGRAM VERIFICATION TECHNIQUES AND PRINCIPLES IN THE CONSTRUCTION OF PROGRAMS. (DAN 265)

PROGRAM TESTING
SEE TESTING

PROGRAM TRANSFORMATIONS
TO REPLACE ONE SEGMENT OF A PROGRAM DESCRIPTION BY ANOTHER, EQUIVALENT DESCRIPTION. (DAN 265) ALSO DAN 250.

PROGRAM UNDERSTANDING
INDEXING TERM. INDICATES THE DEGREE TO WHICH A PROGRAM IS COMPREHENSIBLE AND CAN BE UNDERSTOOD IN FUNCTION AND SCOPE (OTHER THAN BY THE PROGRAMMER WHO WROTE IT), AND ALSO INDICATES THAT THE DOCUMENT DISCUSSES FACTORS WHICH CONTRIBUTE TO PROGRAM UNDERSTANDING.

PROGRAM VALIDATION
ALL TECHNIQUES USED TO ENSURE CORRECT PROGRAMS INCLUDING SYSTEM AND SUBSYSTEM TESTS AND SYSTEM INTEGRATION TESTING. (DAN LD7)
PROGRAM VALIDATION TOOLS
TOOLS THAT ARE USED IN THE PREEXECUTION AND RUN TIME PHASES OF PROGRAM IMPLEMENTATION AND PROGRAM VALIDATION. (DAN 1157)

PROGRAMMER
A PROGRAMMER IS A PERSON WHO PRODUCES COMPUTER PROGRAMS. A SENIOR LEVEL PROGRAMMER IS NORMALLY CAPABLE OF PERFORMING ALL SOFTWARE DEVELOPMENT ACTIVITIES INCLUDING DESIGN, CODE, TEST, AND DOCUMENTATION. THE ACTIVITIES OF A MORE JUNIOR LEVEL PROGRAMMER MAY BE LIMITED TO CODING, TEST CASE PREPARATION, AND/OR ASSISTING IN THE MODIFICATION OF EXISTING PROGRAMS AND DOCUMENTATION. ALSO SEE - PROGRAM. (SIT)

PROGRAMMER PRODUCTIVITY
THE NUMBER OF VALID SOURCE STATEMENTS CODED PER BUSY HOUR, WHERE VALID SOURCE STATEMENTS ARE THOSE SOURCE STATEMENTS OF A WORKABLE COMPUTER SOURCE PROGRAM. (DAN 314)

PROGRAMMERS APPRENTICE
A COMPUTER SYSTEM WHICH WHEN GIVEN KNOWLEDGE OF BASIC PROGRAMMING TECHNIQUES AND THE ABILITY TO ASSIMILATE APPLICATION DOMAIN CONCEPTS CAN UNDERSTAND A USER'S PROGRAM AND COOPERATE WITH THE USER IN THE DESIGN, IMPLEMENTATION, AND MAINTENANCE OF THE PROGRAM. AN APPRENTICE NEED NOT BE CAPABLE OF PROGRAMMING BY ITSELF BUT CAN AID THE EXPERT PROGRAMMER BY CHECKING HIS WORK IN VARIOUS WAYS. (DAN 720)

PROGRAMMING
PROGRAMMING IS THE ACTIVITY OF DESIGNING, WRITING, AND TESTING IN A COMPUTER LANGUAGE TO ACCOMPLISH A GIVEN TASK. (SET) (2) PRODUCTION OF THE CODE WHICH WILL CONTROL THE SYSTEM AND PERFORM ALL REQUIRED LOGIC AND COMPUTATION. (CAN 773) (3) CODING AND DOCUMENTING A DESIRED SOFTWARE FUNCTION TO COMMUNICATE IT TO A PARTICULAR COMPUTER AND TRAINED PERSONNEL, RESPECTIVELY. (NASA)

PROGRAMMING AIDS
INDEXING TERM. REFERS TO TOOLS, TECHNIQUES, AND PROCEDURES WHICH ARE OF USE IN WRITING PROGRAMS.

PROGRAMMING LANGUAGE
A FORMAL NOTATION IN WHICH PROGRAMS ARE EXPRESSED. (AEBOTT) A FORMAL LANGUAGE COMPOSED OF A REPERTOIRE OF INSTRUCTIONS AND STATEMENTS, HAVING FORMAL SYNTAX AND LEXICAL RULES, USABLE IN COMPOSING COMPUTER PROGRAMS WHICH REQUIRE TRANSLATION TO BE MACHINE EXECUTABLE. (NASA)

PROGRAMMING LANGUAGE COMPLEXITY
PROGRAMMING LANGUAGE COMPLEXITY IS AN INDICATOR OF THE READABILITY OR UNDERSTANDABILITY OF A PROGRAMMING LANGUAGE. (DAN 297) ALSO RELATED TO PROGRAM LENGTH.

PROGRAMMING SPECIFICATION
THAT PORTION OF THE SOFTWARE SPECIFICATION DOCUMENT WHICH SETS FORTH DESCRIPTIONS OF ALGORITHMS, DATA STRUCTURES, THE MODULAR DEFINITION, ETC., IN SUFFICIENT DETAIL THAT THE PROGRAM CAN BE CODED WITHOUT FUNCTIONAL OR ALGORITHMIC AMBIGUITY. (DAN 1153)

PROGRAMMING STANDARDS
SEE STANDARDS, SOFTWARE ENGINEERING STANDARDS

PROGRAMMING SUPPORT LIBRARY
(PSL) A REPOSITORY FOR DATA NECESSARY FOR THE ORDERLY DEVELOPMENT OF COMPUTER PROGRAMS USING STRUCTURED PROGRAMMING TECHNOLOGY. THE DATA REPOSITORY IS IN TWO FORMS: DATA IS STORED IN MACHINE RECALLABLE FORM ACCESSIBLE BY THE COMPUTER AND THE IDENTICAL DATA IS STORED IN HARD COPY FORM IN PROJECT NOTEBOOKS. A PSL ALLOWS THE NECESSARY COMPUTER AND OFFICE PROCEDURES FOR MANIPULATING THIS DATA. (EAN 140) SEE ALSO: SOFTWARE DEVELOPMENT LIBRARY, PROGRAM SUPPORT LIBRARY

PROGRAMMING TECHNIQUES
INDEXING TERM. METHODS OR MEANS USED TO DEVELOP, DESIGN, OR WRITE A PROGRAM.

PROJECT
A GENERAL TERM USED TO DESCRIBE A SOFTWARE DEVELOPMENT EFFORT. (EAN 137) (2) ALL PROCESSES NECESSARY TO PRODUCE A PRODUCT. (EAN LU7)

PROJECT CONSTRUCT DATA
INFORMATION ON DESIGN AND IMPLEMENTATION DETAILS. (EAN LU7)

PROJECT DATA BASE
A PROJECT-SPECIFIC CATALOG CONTAINING MANAGEMENT DATA AND PROGRAM DATA SUPPLIED AND USED BY VARIOUS FACILITIES. EXAMPLES INCLUDE: THE CONTENTS, NAMES, AND LINKAGES OF ALL THE MODULES IN A PARTICULAR SYSTEM, THE MANAGEMENT DATA PERTAINING TO THE TASKS AND MILESTONES OF A SPECIFIC PROJECT. (EAN LU7)

PROJECT MANAGEMENT SURVEY
INDICATES THAT A SURVEY WAS DONE ON SOFTWARE ENGINEERING PROJECT MANAGEMENT (INDEXING TERM ONLY)

PROJECT NOTEBOOK
DESIGN EFFORTS INEVITABLY PRODUCE MUCH WRITTEN MATERIAL - MEMORANDA, EXPLANATIONS, REPORTS. THE PROJECT WORKBOOK IS A TOOL OR AID US TO CAPTURE AND ORGANIZE THESE MATERIALS, SO AS TO BE SURE THESE MATERIALS REACH ALL WHO NEED TO USE THEM, AND ARE AVAILABLE FOR USE LATER. (EAN 27-2311-2)

PROJECT PLAN

PROMPT
TO INFORM A USER THAT A SYSTEM OR PROCESS IS READY FOR THE NEXT COMMAND, DATA ELEMENT, OR OTHER INPUT. BY OFFERING VERBAL OR PICTORIAL SUGGESTIONS, TO ASSIST A USER TO COMPLETE OR CORRECT A COMMAND OR OTHER EXPECTED MESSAGE. (ANSI-X3.371)

PROOF OF CORRECTNESS
A PROOF OF CORRECTNESS IS A STATEMENT OF ASSERTIONS ABOUT A PROGRAM THAT IS VERIFIED BY ANALYTIC METHODS... AN ALTERNATIVE TO EXECUTING TESTS ON SOFTWARE TO DEMONSTRATE ITS CORRECTNESS IS THE METHOD OF ANALYTIC PROOFS. THE VERIFICATION PROCESS CONSISTS OF MAKING ASSERTIONS DESCRIBING THE STATE
OF A PROGRAM, INITIALLY, AT INTERMEDIATE POINTS IN THE PROGRAM FLOW AND AT TERMINATION; AND THEN PROVING THAT EACH ASSERTION IS IMPLIED BY THE INITIAL OR PRIOR ONE AND BY THE TRANSFORMATIONS PERFORMED BY THE PROGRAM BETWEEN EACH TWO CONSECUTIVE ASSERTIONS. AN ASSERTION CONSISTS OF A DEFINITION OF THE RELATIONSHIPS AMONG THE VARIABLES AT THAT POINT IN THE PROGRAM WHERE THE ASSERTION IS MADE. THE PROOFS EMPLOY STANDARD TECHNIQUES FOR PROVING THEOREMS IN THE FIRST-ORDER PREDICATE CALCULUS. PROOF OF THE CORRECTNESS OF A PROGRAM USING THIS APPROACH LESSENS THE NEED FOR EXECUTING TEST CASES, SINCE ALL POSSIBILITIES ARE COVERED BY THE PROOFS. ALSO SEE - COMPUTER PROGRAM VERIFICATION. (SEL) (2) AN AGREEMENT, IN TOTAL, OF A PROGRAM WITH ITS ASSERTIONS; ALSO, THE USUAL ADDITIONAL ASSUMPTION IS THAT PROGRAM TERMINATION IS, LIKEWISE, PROVEN.

PROOF TECHNIQUE
A METHOD FOR FORMALLY DEMONSTRATING THAT A PIECE OF SOFTWARE PERFORMS ACCORDING TO ITS SPECIFICATIONS. PROOF TECHNIQUES USUALLY USE SOME FORM OF MATHEMATICAL NOTATION TO DESCRIBE THE RESULT OF EXECUTING A PROGRAM. (SEL) SEE ALSO CORRECTNESS PROOFS.

PROPER PROGRAM
A PROGRAM OR PROGRAM SEGMENT, SUCH AS A SUBROUTINE, SUBPROGRAM, OR FUNCTION, WHICH HAS BUT ONE POINT OF ENTRY (IN CONTROL) AND BUT ONE MODE OF EXIT (ALTHOUGH, IF A SUBROUTINE, IT MAY BE CALLED FROM, AND RETURN TO, MANY POINTS IN A PROGRAM). (DAN 1153)

PROTECTION
AN ARRANGEMENT FOR RESTRICTING ACCESS TO OR USE OF A SYSTEM OR PART OF A SYSTEM. (ANSI-X3)

PROTECTION MEASUREMENT
A MEASURE OF THE DEGREE OF PROTECTION PROVIDED FOR A PROGRAM OR SYSTEM.

PROTOCOL
GIVEN A SET OF ENTITIES, A PREDEFINED SET OF RULES THAT CONTROL THE COMMUNICATION AMONG THE ENTITIES IS CALLED A COMMUNICATION PROTOCOL OF THE SET. THE ENTITIES CAN BE PROCESSES OR APPLICATION PROGRAMS IN THE SAME COMPUTER OR IN DIFFERENT COMPUTERS WITHIN A COMPUTER NETWORK. (DAN 451) (2) A PROTOCOL IS A SET OF RULES (FORMULAS OR STANDARDS) ESTABLISHED TO REGULATE THE INTERACTIONS BETWEEN THE ATTACHED ENTRIES IN A COMPUTER NETWORK AND TO ENSURE THAT THEY PROCEED IN AN ORDERLY FASHION. (3) A RULE PRESCRIBING THE INTERFACE DISCIPLINES AND CORRECT PROCEDURES FOR COMMUNICATIONS WITH A PROGRAM, SUBROUTINE, OPERATING SYSTEM, OR HARDWARE DEVICE. (DAN 1153)

PSL JOB
ALL OF THE COMPUTER PROCESSING THAT RESULTS FROM A SINGLE USER REQUEST TO EXECUTE THE PSL FOR THE PURPOSE OF PERFORMING ONE OR MORE PSL FUNCTIONS SUCH AS UPDATE, COMPIL OR OUTPUT. (PSL IS PROGRAM SUPPORT LIBRARY.)

QUALIFICATION TESTING
QUALIFICATION TESTING OF SOFTWARE CONSISTS OF PERFORMING A CONTROLLED EXECUTION OF A DELIVERABLE PROGRAM PACKAGE SUCH THAT ALL SPECIFIED REALTIME AND FUNCTIONAL REQUIREMENTS ARE KNOWN TO BE SATISFIED BY THE PROGRAM PACKAGE. NORMALLY, THIS INVOLVES: DOCUMENTATION DESCRIBING THE TEST (TEST PLAN AND TEST PROCEDURES) APPROVED BY THE CUSTOMER THROUGH A REVIEW PROCESS;
GENERATION OF A TEST SYSTEM (HARDWARE AND SOFTWARE) TO PROVIDE THE SIMULATED ENVIRONMENT, TEST CONTROLLER AND DATA RECORDER; AND CUSTOMER OBSERVED OPERATION OF THE TEST AND COMPILATION OF THE TEST RESULTS. (DAN 1201)

QUALITY
THE DEGREE TO WHICH SOFTWARE CONFORMS TO QUALITY CRITERIA. QUALITY CRITERIA INCLUDE, BUT ARE NOT LIMITED TO, CORRECTNESS, RELIABILITY, VALIDITY, RESILIENCE, USEABILITY, CLARITY, MAINTAINABILITY, MODIFIABILITY, GENERALITY, PORTABILITY, TESTABILITY, EFFICIENCY, ECONOMY, INTEGRITY, DOCUMENTATION, UNDERSTANDABILITY, FLEXIBILITY, INTEROPERABILITY, MODULARITY, REUSABILITY. (THESE ALSO HAVE SUBGROUPS; SEE P2 - 7, VOL 1, DAN 283)

QUALITY ASSURANCE
A PLANNED AND SYSTEMATIC PATTERN OF ALL ACTION NECESSARY TO PROVIDE ADEQUATE CONFIDENCE THAT THE ITEM OR PRODUCT CONFORMS TO ESTABLISHED TECHNICAL REQUIREMENTS. (P730/D5) (2) THE PROCESS OF ACTIVITY DURING WHICH THE SYSTEM DESIGN IS AUDITED TO DETERMINE WHETHER OR NOT IT REPRESENTS A VERIFIABLE AND CERTIFIABLE SPECIFICATION, AND DURING WHICH TEST PLANS AND TEST PROCEDURES ARE FORMULATED AND IMPLEMENTED. THIS ACTIVITY ENSURES THE TECHNICAL COMPLIANCE OF THE SOFTWARE SYSTEM--A PRODUCT--TO ITS REQUIREMENTS AND DESIGN SPECIFICATIONS. QUALITY ASSURANCE IS AN INDEPENDENT AUDIT REVIEW OF ALL PRODUCTS TO ENSURE THEIR COMPLIANCE TO A MANAGEMENT-DIRECTED STANDARD OF QUALITY. (DAN LD7) (3) GUARANTEE MADE BY THE DEVELOPER TO THE CUSTOMER THAT THE SOFTWARE MEETS MINIMUM LEVELS OF ACCEPTABILITY. THE CRITERIA FOR ACCEPTABILITY SHOULD BE MUTUALLY AGREED UPON, MEASURABLE, AND PUT INTO WRITING. PRIMARILY, ALTHOUGH NOT NECESSARILY, QUALITY IS ASSURED THROUGH SOME FORM OF TESTING. (SEE ALSO QUALITY METRICS)

QUALITY FACTORS
CORRECTNESS, RELIABILITY, EFFICIENCY, INTEGRITY, USEABILITY, MAINTAINABILITY, TESTABILITY, FLEXIBILITY, PORTABILITY, REUSABILITY, INTEROPERABILITY, ETC. SEE ALSO: QUALITY

QUALITY METRICS
MEASURES OF THE CRITERIA OR SUBCRITERIA RELATED TO THE SOFTWARE QUALITY FACTORS. (DAN 283, VOL 1, P 2-2.)

QUEUE
A STORAGE MECHANISM IN A MULTI-USER ENVIRONMENT THAT HOLDS JOBS OR DATA TO BE PROCESSED WITHIN THE OPERATION OF A COMPUTER OR PROGRAM. MOST COMMON ONES ARE TERMED "FIRST IN-FIRST OUT" (FIFO) AND "LAST IN-FIRST OUT" (LIFO). IN SOFTWARE IT IS MORE OFTEN CALLED A "STACK". USED IN FIRST-IN FIRST-OUT (FIFO) LIST ALGORITHMS. (DAN 1153)

RANGE IN MODULE SIZE
THE NUMBER OF SOURCE STATEMENTS IN A MODULE, INCLUDING COMMENTS. (SEL)

RAYLEIGH DISTRIBUTION MODEL
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY WHICH IS USED TO CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

READ
THE READING BY PEERS OF THE RECORDINGS OF THE CURRENT PHASE TO LOOK FOR ERRORS, INVENT TEST, ETC. (SEL) (ISO) TO ACQUIRE OR TO INTERPRET DATA FROM A
STORAGE DEVICE, FROM A DATA MEDIUM, OR FROM ANOTHER SOURCE. (ANSI-X3) SEE ALSO CODE READING.

REAL TIME
This class includes software components which are directly a function of events occurring at, or near, the current time. Typical components would be the attitude control monitors. Since parts of most of the telemetry processors are required to process data as it is received they too may be considered real time. (SEL) Pertaining to the performance of a computation during the actual time that the related physical process transpires, in order that results of the computation can be used in guiding the physical process. (ANSI-X3)

REAL TIME PROCESSING
A type of processing where responses are required to stimuli in a time period (usually short), usually held to be the type of processing associated with the control of a physical process. (ANSI-X3)

REAL-TIME EXECUTIVE PROGRAM
The portion of a DFCAS computer program which controls the timing of various computations and operations. (NASA)

REAL-TIME SYSTEMS
A real-time system is a system that interacts with a physical environment to perform a useful service for that environment or to adequately control that environment. Environmental interaction and the need to maintain adequacy of control frequently (but not always) translate to stringent response-time requirements. (Dan 303)

RECORD GENERATORS
A computer program used to construct test data. Essentially, the program contains a library of date formats, including the location, size, character (alpha or numeric) and normal contents of each field of each record type from which it generates records required for testing. (Dan 134)

RECOVERY BLOCK STRUCTURED SOFTWARE
A software structure incorporating redundant fault-tolerant provisions for flight critical applications modules, non-redundant modules with error detection and flagging for non-critical functions, and a redundant fault-tolerant task scheduler. (Dan 225)

RECURSION
In programming, recursion refers to the repetitive self-calling of a function upon itself (until a termination point is reached).

REdundancy
Redundancy is the ratio of the quantity of a particular resource used in a system to the quantity of the resource actually needed to accomplish the
SYSTEMS TASK. REDUNDANCY MAY BE A DESIRABLE CHARACTERISTIC (ERROR DETECTION, ERROR CORRECTION, FAULT-TOLERANCE) OR UNDESIRABLE (CAPACITY IN EXCESS OF WHAT MAY EVER BE NEEDED, DUPLICATE DATA FILES FOR PROCESSES WHICH COULD USE THE SAME FILES, ETC.). REDUNDANCY MAY REFER TO DATA, CODE, OR HARDWARE DEVICES.

REGRESSION TESTING
REGRESSION TESTING (RT) IS A METHOD FOR DETECTING ERRORS SPAWNED BY CHANGES OR CORRECTIONS MADE DURING SOFTWARE DEVELOPMENT AND MAINTENANCE. A SET OF TESTS WHICH THE PROGRAM HAS EXECUTED CORRECTLY IS RERUN AFTER EACH SET OF CHANGES IS COMPLETED. IF NO ERRORS OCCUR, CONFIDENCE IS INCREASED THAT SPAWNED ERRORS WERE NOT CREATED IN THAT CHANGE... RT IS AN INVALUABLE AID DURING PROGRAM MAINTENANCE TO PREVENT THE "X STEP FORWARD, Y STEPS BACKWARD" SYNDROME. SPAWNED ERRORS ARE PARTICULARLY ONEROUS FROM A PROGRAM USER POINT OF VIEW, SINCE THEY CONTRIBUTE TO USER DISTRUST ("IT USED TO WORK; WHY DOESN'T IT NOW?). RT IS PRIMARILY USED IN A MAINTENANCE-INTENSIVE ENVIRONMENT. HOWEVER, IT HAS APPLICABILITY TO ANY PROGRAM IN MAINTENANCE, REGARDLESS OF THE QUANTITY OR FREQUENCY OF CHANGE... A SET OF TESTS IS MAINTAINED AND UTILIZED PRIOR TO RELEASE OF EACH NEW SOFTWARE VERSION. IF ERRORS OR DEVIATIONS ARE DETECTED, THEY ARE CORRECTED AND THE REGRESSION TEST IS REPEATED PRIOR TO RELEASE. IF ACCEPTANCE TESTS ARE USED, THEY SHOULD FORM THE BASIS FOR THE REGRESSION TESTS. TESTS SHOULD BE ADDED AS NEW SPOTS ARE IDENTIFIED DURING MAINTENANCE. BECAUSE OF THE FREQUENCY OF RERUNNING, TESTS SHOULD BE SELF CHECKING WHENEVER POSSIBLE. ALSO SEE TESTING. (SET)

RELIABILITY DATA
INDEXING TERM. REFERS TO DATA USED TO EVALUATE RELIABILITY, OR TO DRIVE ANY ONE OF THE VARIOUS RELIABILITY MODELS.

RELIABILITY ESTIMATION
RELIABILITY ESTIMATION IS PERFORMED BY TAKING SOFTWARE RELIABILITY MEASUREMENTS ON AN EXISTING PROGRAM AND MODIFYING THE RESULT TO REPRESENT THE RELIABILITY IN A DIFFERENT OPERATING ENVIRONMENT. A TYPICAL APPLICATION FOR RELIABILITY ESTIMATION IS TO DETERMINE DURING TEST WHETHER AN OPERATIONAL RELIABILITY GOAL CAN BE MET. (2) (FOR COMPUTER PROGRAMS) - THE PROJECTION OF MACROSCOPIC SOFTWARE RELIABILITY DURING THE SOFTWARE DEVELOPMENT PROCESS BASED UPON A MODEL WHICH EMPLOYS PARAMETERS SUCH AS SOFTWARE ERROR DETECTION RATE PER UNIT TIME. EXAMPLE: EMPIRICAL MODEL. (NASA)

RELIABILITY EVALUATION
A COLLECTIVE TERM WHICH ENCOMPASSES ALL OF THE SOFTWARE RELIABILITY METRICS RELATING TO RELIABILITY PREDICTION, RELIABILITY MEASUREMENT, RELIABILITY MODELING, AND RELIABILITY ESTIMATION.

RELIABILITY INDEX
THE PROBABILITY THAT A PROGRAM OR DEVICE WILL PERFORM WITHOUT FAILURE FOR A SPECIFIED PERIOD OF TIME OR AMOUNT OF USAGE. (CAN 1153)

RELIABILITY MEASUREMENT
FOR RELIABILITY MEASUREMENT, THE SOFTWARE IS OPERATED OVER A PERIOD OF TIME, SEGMENTS OF THE OPERATION ARE SCORED AS FAILURE OR SUCCESS, AND FROM THESE SCORES A SINGLE INDICATOR OF MEASURED RELIABILITY IS GENERATED. (2) (FOR COMPUTER PROGRAMS) - THE ASSESSMENT OF SOFTWARE RELIABILITY BASED UPON
SOFTWARE ERRORS DETECTED DURING OPERATIONALLY REPRESENTATIVE EXECUTION OF A
PROGRAM, USUALLY DURING DEMONSTRATION TESTING. EXAMPLE: SYSTEM SIMULATION.
(NASA)

RELIABILITY MODELS
A SOFTWARE RELIABILITY MODEL USUALLY REFERS TO THE MATHEMATICAL FORM OF THE
EQUATIONS WHICH ARE USED IN ESTIMATING THE NUMBER OF REMAINING ERRORS IN A
PARTIALLY DEBUGGED SOFTWARE PACKAGE. (DAN 238)

RELIABILITY PREDICTION
RELIABILITY PREDICTION IS A NUMERICAL STATEMENT ABOUT THE RELIABILITY OF A
PROGRAM BASED ON SIZE, COMPLEXITY, AND OTHER GENERAL CHARACTERISTICS RATHER
THAN ON DATA OBTAINED FROM THE PROGRAM ITSELF. PREDICTION OF RELIABILITY CAN
BE MADE EARLY IN THE PROJECT. IT CAN BE USED FOR RESOURCE ALLOCATION TO
MODULES AMONG THE TOTAL SOFTWARE AND FOR HARDWARE/SOFTWARE TRADEOFFS AND
OTHER MANAGEMENT PURPOSES. (2) (FOR COMPUTER PROGRAMS) - THE PROJECTION OF
MICROSCOPIC SOFTWARE RELIABILITY, POSSIBLY IN TERMS OF ERRORS PER
INSTRUCTION, BASED UPON QUANTIFIABLE CHARACTERISTICS (OR PHENOMENA EXHIBITED
BY A PROGRAM. EXAMPLES: STATISTICS, SOFTWARE METRICS, SOFTWARE PHYSICS. (NASA)

RELIABILITY TREND
DEGREE OF CONSISTENCY OF THE FAILURE RATE AND/OR FAILURE RATIO OF A SOFTWARE
PROJECT OVER TIME. (DAN 226)

RELIABILITY-DIFFERENCES OF OPINION
FEUDS AND DISPUTES (PUBLISHED) BETWEEN MEMBERS OF THE SOFTWARE COMMUNITY
WHICH HAVE AN IMPACT UPON CONCERNS OF DACS (GLOSSARY, THESAURUS, ETC)
(INDEXING TERM ONLY)

RELIABLE
SEE RELIABLE SOFTWARE

RELIABLE SOFTWARE
SOFTWARE IS RELIABLE IF ITS USE ENABLES A SYSTEM TO PERFORM WITHIN A
SPECIFIED ERROR TOLERANCE. THE ABOVE DEFINITION CAN BE INTERPRETED IN TERMS
OF TIME OR IN TERMS OF NUMBER OF EXPOSURES TO A UNIT APPLICATION. IN THE
FORMER INTERPRETATION, FREQUENCY OF FAILURE IS EQUIVALENT TO THE FRACTION OF
THE TIME THE SOFTWARE IS IN A FAILED STATE. IN THE LATTER INSTANCE, FREQUENCY
OF FAILURE IS THE FRACTION OF EXPOSURES IN WHICH THE SOFTWARE
PREVENTS A UNIT APPLICATION FROM BEING COMPLETED AS EXPECTED. THE TWO
INTERPRETATIONS ARE DIRECTLY RELATED WHEN "TIME" REPRESENTS THE OPERATIONAL
USAGE TIME, AND THE NUMBER OF EXPOSURES PER UNIT TIME IS SPECIFIED. SOFTWARE
IS RELIABLE ONLY IF NO FAULTS EXIST IN A PROGRAM, ROUTINE, OR "MODULE", FROM
THE MICROSCOPIC VIEWPOINT FAULTS ARE THE ACTUAL OR POTENTIAL MANIFESTATIONS
OF ERRORS MADE BY THE PROGRAM DESIGNER OR CODER. (SET)

RELOCATABLE MACHINE CODE
A (PORTION OF A ) COMPUTER PROGRAM, IN MACHINE LEVEL LANGUAGE, EXPRESSED IN
SUCH A WAY THAT THE INSTRUCTIONS AND DATA CAN BE STORED IN MEMORY LOCATIONS
ASSIGNED DURING LOADING. (NASA)

REPAIRABILITY
REPAIRABILITY IS THE PROBABILITY THAT A FAILED SYSTEM(S) WILL BE RESTORED TO
OPERABLE CONDITION WITHIN A SPECIFIED ACTIVE REPAIR TIME WHEN MAINTENANCE IS
DONE UNDER SPECIFIED CONDITIONS. (DAN781)

REPAIRABLE
A SOFTWARE PRODUCT IS REPAIRABLE TO THE EXTENT THAT A CHANGE TO CORRECT A DEFICIENCY CAN BE LOCALIZED, SO AS TO HAVE MINIMAL INFLUENCE ON OTHER PROGRAM MODULES, LOGIC PATHS, OR DOCUMENTATION. REPAIRABILITY IS A SUBCATEGORY OF MAINTAINABILITY, BUT THE IMPLICATION IS THAT A SOFTWARE PRODUCT BECOMES NON-REPAIRABLE WHEN THE EFFECTS OF A PROPOSED CODE FIX ARE NOT UNDERSTOOD WITH SUFFICIENT CONFIDENCE, OWING TO PREVIOUS POOR MAINTENANCE PRACTICES, INCLUDING LACK OF TRACEABILITY. IN OTHER WORDS, A STATE OF NON-REPAIRABILITY IS REACHED WHEN IT CAN BE CONCLUDED THAT IT IS COST EFFECTIVE TO REDESIGN A SIGNIFICANT PORTION OF THE PROGRAM. ALSO SEE MAINTAINABLE (SET)

REPEATABILITY
A PROPERTY REQUIRED OF SOFTWARE TESTS, THAT EACH TIME THEY ARE EXECUTED, THE RESULTS WILL BE THE SAME (DAN1201)

REPLUGGING
DYNAMIC (WHILE THE SYSTEM IS RUNNING) REPLACEMENT OR RESTRUCTURING OF A MODULE'S IMPLEMENTATION IF THIS REPLACEMENT OR RESTRUCTURING DOES NOT AFFECT THE MODULE'S SPECIFICATION. (DAN279)

REPORTING
A MAJOR SUB-DIVISION WITHIN CONFIGURATION CONTROL. THE REPORTING AND DOCUMENTING ACTIVITIES NEEDED TO MONITOR THE STATUS OF CONFIGURATION DURING THE LIFE OF A SYSTEM. (DANLD7)

REPRESENTATION
A DESIGN AND CODING TECHNIQUE THROUGH WHICH COMPOSITE INFORMATION IS STORED OR CONVEYED THROUGH THE ARRANGEMENT, ORGANIZATION OR JUXTAPOSITION OF COMPONENT ELEMENTS. (ABBOTT)

REQUIREMENTS
A SYSTEM SPECIFICATION WRITTEN BY THE USER TO DEFINE A SYSTEM TO A DEVELOPER (A STATEMENT OF WHAT THE USER (PURCHASER) EXPECTS THE SYSTEM TO INCLUDE AMONG ITS CAPABILITIES.) (SEL-MODIFIED)

REQUIREMENTS ANALYSIS
ANALYSIS PERFORMED TO ENSURE THAT THE DEVELOPER'S SOFTWARE REQUIREMENTS ARE COMPLETELY AND CORRECTLY DEFINED. AS PART OF THIS ACTIVITY, ANALYSTS CHECK EACH SOFTWARE REQUIREMENT FOR CONSISTENCY WITH OTHER REQUIREMENTS AND, WHERE POSSIBLE, TRACE SOFTWARE REQUIREMENTS TO THEIR SOURCE IN SYSTEM REQUIREMENTS, INTERFACES, OR USER NEEDS. EACH REQUIREMENT MUST BE DETERMINED CORRECT BY INDEPENDENT DERIVATION, BY COMPARISON TO SIMILAR EXISTING SYSTEMS, OR BY CONSULTING STANDARD REFERENCES. FOR THOSE SOFTWARE REQUIREMENTS WHOSE VALIDITY CANNOT BE DETERMINED A POSTERIORI, OTHER SPECIALIZED TECHNIQUES SUCH AS MODELING, TIMING, AND SIZING ARE USED. ANALYSTS EVALUATE REQUIREMENT TESTABILITY TO ENSURE THAT MEASURABLE ACCEPTANCE CRITERIA ARE IMPLIED BY EACH SOFTWARE REQUIREMENT. FINALLY, THE ENTIRE SET OF SOFTWARE REQUIREMENTS IS EVALUATED FOR COMPLETENESS AND FOR PROPER ALLOCATION OF REQUIREMENTS TO SOFTWARE FUNCTION. SYNONYMOUS WITH REQUIREMENTS VERIFICATION AND ALSO WITH SYSTEM DESIGN REQUIREMENTS. (2) THE PROCESS OF STUDYING THE CUSTOMER'S PROBLEM FROM BOTH THAT OF THE DEVELOPER
AND THE USER IN ORDER TO ARRIVE AT A FUNCTIONAL DEFINITION OF SYSTEM REQUIREMENTS. INCLUDES ALL ACTIVITIES RELATED TO ANALYZING AND DEVELOPING A CLEAR, UNEQUIVOCAL, AND MUTUALLY-AGREED-UPON SET OF FUNCTIONAL SPECIFICATIONS FOR A PROJECT. (DAN LD7)

REQUIREMENTS AND DESIGN SPECIFICATIONS
PRECISE SPECIFICATIONS OF THE OPERATIONAL CHARACTERISTICS OF THE FINAL PRODUCT. (DAN LD7)

REQUIREMENTS ENGINEERING
THE DISCIPLINE OF APPLYING ENGINEERING, ESPECIALLY, SOFTWARE ENGINEERING, TECHNIQUES TO BOTH THE DEVELOPMENT AND STATEMENT OF REQUIREMENTS. THE OBJECT IS TO BRING VISIBILITY TO THOSE TYPES OF DEFICIENCIES IN THE REQUIREMENTS WHICH RECUR REGULARLY ACROSS A BROAD RANGE OF SOFTWARE DEVELOPMENT PROJECTS. ONCE VISIBILITY HAS BEEN ACHIEVED, THESE DEFICIENCIES CAN BE ELIMINATED AND THUS, THOSE TYPES OF ERRORS WHICH ARISE FROM INCOMPLETE OR POORLY DEFINED REQUIREMENTS CAN BE PREVENTED.

REQUIREMENTS ENGINEERING METHODOLOGIES
INDEXING TERM. REFERS TO DEVELOPMENTAL METHODOLOGIES WHICH TREAT THE GENERATION OF SOFTWARE REQUIREMENTS AS AN ENGINEERING DISCIPLINE.

REQUIREMENTS LANGUAGE
A COMPUTER PROGRAM USED TO PROVIDE A SUCCINCT AND UNAMBIGUOUS SPECIFICATION OF THE SYSTEM, THEN COMPUTER REQUIREMENTS. IT MORE PRECISELY ALLOWS REQUIREMENTS TO BE COMMUNICATED AND TRANSLATED IN A HIERARCHICAL MANNER. (DAN 134)

REQUIREMENTS PROBLEM CATEGORIES
THE CLASSIFICATION SYSTEM FOR SOFTWARE REQUIREMENTS PROBLEMS.

REQUIREMENTS PROBLEMS
PROBLEMS IN THE SOFTWARE SYSTEM CAUSED BY DEFICIENCIES IN SOFTWARE REQUIREMENTS.

REQUIREMENTS SPECIFICATION
TRANSLATION OF AN OPERATIONAL (OR APPLICATION) REQUIREMENT INTO A STATEMENT OF THE FUNCTIONS TO BE PERFORMED. (DAN 773)

REQUIREMENTS SPECIFICATION LANGUAGE
A LANGUAGE USED TO SPECIFY A SOFTWARE SYSTEM WHICH IS SUFFICIENTLY FORMAL IN THE MATHEMATICAL SENSE, THAT CONCLUSIONS CONCERNING CONSISTENCY AND COMPLETENESS MAY BE DRAWN FROM THE SYSTEM'S SPECIFICATIONS EXPRESSED IN SUCH LANGUAGES. (DAN 874-MOD)

REQUIREMENTS SPECIFICATION SUPPORT TOOL
ANY TOOL WHICH PROVIDES A MEANS FOR EVALUATING COMPLETENESS AND CONSISTENCY OF THE REQUIREMENTS SPECIFICATION TO THE DESIGNER'S SATISFACTION AND FOR DEMONSTRATING BEHAVIOR TO THE CUSTOMER. THE TOOL SHOULD ALSO ASSIST THE DESIGNER IN THE DOCUMENTATION, MANIPULATION, MODIFICATION, AND CATALOGUING OF THE DESIGN THROUGHOUT THE ITERATIONS UNTIL SIGN-CFF. (DAN 874)
REQUIREMENTS TESTING
EXECUTION OF A PROGRAM UNDER CONTROLLED CONDITIONS TO DEMONSTRATE THAT ALL STATED OR IMPLIED REQUIREMENTS AND PERFORMANCE CRITERIA HAVE BEEN MET. (DAK 1153)

REQUIREMENTS VERIFICATION
REQUIREMENTS VERIFICATION (VERIFY) IS THE PROCESS OF DETERMINING WHETHER OR NOT THE COMPUTER PROGRAM REQUIREMENTS REFLECT THE COMPUTER-APPLICABLE PORTION OF THE SYSTEM SPECIFICATION. ITS PRIMARY PURPOSE IS TO IDENTIFY AMBIGUOUS, ILL-DEFINED, AND INADEQUATE COMPUTER REQUIREMENTS EARLY IN THE ACQUISITION CYCLE. VERIFY SEeks TO DETERMINE IF THE CONCEPTUAL DESIGN WILL WORK. ITS INTENT IS TO VERIFY THAT EACH REQUIREMENT STATED IN SYSTEM SPECIFICATION IS CLEARLY TRANSLATED INTO SUBSYSTEM REQUIREMENTS THAT CAN BE MECHANIZED. SIMULATIONS, DOCUMENT RESEARCH, AND ANALYSIS ARE THE TECHNIQUES PRESENTLY ASSOCIATED WITH VERIFY. (SET)

RESERVATIONS AND DISPATCHING APPLICATIONS
SOFTWARE APPLICATION TO SYSTEMS SUCH AS AIRLINE RESERVATIONS, CAR RENTAL RESERVATIONS, FIRE DEPT'S, POLICE DEPT'S ETC.

RESILIENCE
RESILIENCE REFERS TO SHARED SYSTEMS. A RESILIENT SERVICE: 1) IS ABLE TO DETECT AND RECOVER FROM A GIVEN NUMBER OF ERRORS, 2) IS RELIABLE TO A SUFFICIENTLY HIGH DEGREE THAT A USER OF THE RESILIENT SERVICE CAN IGNORE THE POSSIBILITY OF SERVICE FAILURE, 3) IF THE SERVICE PROVIDES PERFECT DETECTION AND RECOVERY FROM N ERRORS, THE (N+1)ST ERROR IS NOT CATASTROPHIC, A "BEST EFFORT" IS MADE TO CONTINUE SERVICE, AND 4) THE ABORT OF THE SERVICE BY A SINGLE USER SHOULD HAVE NEGLIGIBLE EFFECT ON OTHER USERS OF THE SERVICE. (SOURCE UNKNOWN)

RESOURCE
A SOURCE OF SUPPLY OR SUPPORT. (ANSI-931) (A) ANY COMMODITY OR AVAILABLE MEANS THAT MAY BE ALLOCATED TOWARD THE ACCOMPLISHMENT OF A TASK. IN CONCURRENT PROCESSES, SHARED RESOURCES ARE CHARACTERIZED AS "DEVICED" (ALLOCATED FOR MUTUALLY EXCLUSIVE USE) OR "MUTUAL" (CAN BE ENGAGED IN SIMULTANEOUS OPERATIONS UNDER STATED LIMITATIONS). RESOURCES PRODUCED BY ONE PROCESS AND CONSUMED BY ANOTHER ARE SAID TO BE "TEMPORARY RESOURCES". OTHER RESOURCES ARE "PERMANENT". (DAK 1153) SEE ALSO: COMPUTER RESOURCES

RESOURCE ALLOCATION
THE AMOUNT OF RESOURCES (TIME, MONEY, PERSONNEL) EXPENDED ON PARTICULAR PORTIONS OF THE SOFTWARE (OR SYSTEM) DEVELOPMENT.

RESPONSE
A MESSAGE IN ANSWER TO OR AS A REACTION TO A PREVIOUS ACTION. (ANSI-931)

RESTRUCTURING ALGORITHMS
AN ALGORITHM WHICH UTILIZES A BLOCK REFERENCE STRING TO PRODUCE A RESTRUCTURING GRAPH WHOSE NODES CORRESPOND TO THE BLOCKS AND WHOSE EDGES HAVE LABELS SOMEHOW REPRESENTING THE DESIRABILITY OF STORING THE TWO BLOCKS THEY CONNECT IN ADJACENT AREAS OF THE VIRTUAL ADDRESS SPACE (DAK 435)

RESYNCHRONIZATION
RESYNCHRONIZATION IS THE PROCESS OF HALTING TWO COMPUTERS AND SIMULTANEOUSLY
RESTARTING BOTH, TO ENSURE THAT BOTH ARE PERFORMING THE IDENTICAL OPERATIONS AT THE SAME TIME. RESTART/RELOAD IS A FREQUENTLY USED TECHNIQUE FOR IMPLEMENTING FAULT-DETECTION SOFTWARE. (JAN 21)

RESET
VALIDATION OF MAINTENANCE MODIFICATIONS. (JAN 21)

RETURN
A RETURN IS AN INSTRUCTION THATREATENS CONTROL TO THE CALLING ROUTINE OR TO THE EXECUTIVE ROUTINE. (JAN 21)

REUSABILITY
REUSABILITY REFERS TO THE ABILITY OF A PROGRAM TO BE USED IN OTHER APPLICATIONS - RELATIVE TO THE PARTITIONING AND SIZE OF THE FUNCTIONS THAT A PROGRAM PERFORMS. (JAN 21)

REUSABLE CODE
SOURCE CODE ORIGINALLY WRITTEN FOR ONE APPLICATION THAT CAN BE USED FOR A DIFFERENT APPLICATION.

REVIEW
NORMAL MEETING OF SEVERAL SPECIFIC FOR THE PURPOSE OF EXAMINING DESIGN (MANAGEMENT REVIEW) ALSO INCLUDES TIME SPENT ON SPECIFYING FOR THE REVIEW. ALL OF THOSE ATTENDING A REVIEW SHOULD ATTEND COMPREHENSIVE MEETING IN THEIR OWN COMPONENT SUMMARY REPORTS FOR "X" WEEK. (JAN 21)

ROBOTICS
APPLICATION OF A COMPUTER TO PERFORM MECHANICAL MANIPULATION.

ROBUSTNESS
CODE POSSESSES THE CHARACTERISTIC ROBUSTNESS TO THE EXTENT THAT IT CAN CONTINUE TO PERFORM DESPITE THE DEVIATIONS IN THE ACTUALITY OF ITS SPECIFICATION. THIS MEANS, FOR EXAMPLE, THAT THE PROGRAM WILL CORRECTLY HANDLE INPUTS OUT OF RANGE, OR IN DIFFERENT FORMS IN THE "X" FORMS, WITHOUT DEGRADING ITS PERFORMANCE IN FUNCTIONING ON STANDARD AND NON-STANDARD INPUTS. (JAN 21)

ROLLBACK
A PROGRAMMED RETURN TO A PRIOR CONFIGURATION. (JAN 21) (FOR DEFINITION WITH RESPECT TO FAULT-DETECTION SOFTWARE). (JAN 21)

ROUTINE
A PROGRAM OR PROGRAM MODULE THAT MAY HAVE SOME Generic OR FREQUENT USE. IF A PROGRAM MODULE, THEN A ROUTINE ALWAYS RETURNS TO THE POINT OF INVOCATION AFTER EXECUTION (I.E., A PROGRAM) OR ABNORMALIY TERMINATE. (JAN 21)

ROUTING DATA
ROUTING DATA, ALSO CALLED "PORTING DATA" OR "TRACE DATA" PROVIDES AN ACCOUNT OF THE RECIPIENTS OF DATA STORED IN A RECORD ASSOCIATED WITH SOME INDIVIDUAL. (JAN 21)

SPACE
SYSTEMATIC ACTIVITY MODELING METHOD. A DESIGN REPRESENTATION SCHEME WHOSE
OBJECTIVE IS TO MODEL A SYSTEM USING HIERARCHICAL DECOMPOSITION AND DATA FLOW. THE SCHEME IS COMPOSED OF THREE ELEMENTS: A HIERARCHICAL TREE STRUCTURE WHICH DESCRIBES HOW A PARTICULAR DIAGRAM FITS INTO THE SYSTEM, AN ACTIVITY DATAFLOW DIAGRAM WHICH DESCRIBES THE ACTIVITY-DATA FLOW RELATIONSHIPS OF A SYSTEM, AND A CONDITION CHART WHICH DOCUMENTS THE FUNCTIONAL BEHAVIOR OF A DIAGRAM. THE AUTOMATION PACKAGE FOR THE SAME DESIGN REPRESENTATION SCHEME IS CALLED SARA.

SARA
(SYSTEMS ARCHITECT'S APPRENTICE): A SET OF INTERACTIVE DESIGN MODELING TOOLS WHICH SUPPORT A STRUCTURED MULTILEVEL DESIGN PROCEDURE FOR SOFTWARE OR HARDWARE DEVELOPMENT. (DAN 2/6)

SCENARIO
AN AUTOMATED TEST CONTROL PACKAGE CONSISTING OF TEST EXECUTION CONTROL WORDS, TEST DATA, AND EVENT STIMUli USED TO AUTOMATE AND TEST A TARGET PROGRAM. (DAN 1/01)

SCHEDULE ESTIMATION

SCHEDULE MANAGEMENT
A METHOD OF DETERMINING WHAT WORK MUST BE DONE TO PRODUCE EACH ELEMENT OF A SYSTEM. (DAN 1/6/7)

SCHEDULING
IN OPERATING SYSTEMS, SCHEDULING REFERS TO THE ALLOCATION OF JOBS FROM A QUEUE TO RUN IN AN EFFICIENT OR PRIORITIZED MANNER.

SCHICK-WOLVERTON MODEL
A SOFTWARE RELIABILITY MODEL DEVELOPED BY DR. P. WOLVERTON AND G. SCHICK OF TNW. THE BASIC ASSUMPTIONS FOR THE SCHICK-WOLVERTON MODEL ARE: 1) THE AMOUNT OF DEBUGGING TIME BETWEEN ERROR OCCURRENCES HAS A RAYLEIGH DISTRIBUTION, 2) THE ERROR RATE IS PROPORTIONAL TO THE NUMBER OF ERRORS REMAINING AND TO THE TIME SPENT IN DEBUGGING, 3) EACH ERROR DISCOVERED IS IMMEDIATELY REMOVED, 4) REDUCING THE NUMBER OF ERRORS BY ONE. THE MODIFIED SCHICK-WOLVERTON MODEL IS SIMILAR TO THE ABOVE WITH THE EXCEPTION THAT ASSUMPTION 2 IS REPLACED BY THE FOLLOWING ASSUMPTION; 2) THE ERROR DISCOVERY RATE IS CONSTANT DURING A TIME INTERVAL AND IS PROPORTIONAL TO THE NUMBER OF ERRORS REMAINING FOLLOWING THE (1-1)ST TIME INTERVAL AND THE TOTAL TIME PREVIOUSLY SPENT IN TESTING, INCLUDING AN "AVERAGED" ERROR SEARCH TIME DURING THE CURRENT DEBUG INTERVAL T. (DAN 4/02)

SCIENTIFIC
A SOFTWARE COMPONENT MAY BE IN THIS CATEGORY IF IT IS RELATED TO SOME MATHEMATICAL ALGORITHM, ENGINEERING PROBLEM, LAW OF PHYSICS, OR CELESTIAL
MECHANICS PROBLEM. MUST ALL OF THE FULL SYSTEMS DEVELOPED MIIK FALL INTO THIS CATEGORY, WHILE THE VARIOUS PIECES OR MODULES MAY FALL INTO SOME OF THE OTHER CLASSES. [SPECIFIC TO NASA-COLCITARD] (SL)

SCOPE
THE RANGE WITHIN WHICH AN IDENTIFIED UNIT DISPLAYS ITSELF. SCOPE OF ACTIVITY RefERS TO THE BOUNDARIES WITHIN WHICH A DATA STRUCTURE OR PROGRAM ELEMENT REMAINS AN INTEGRAL UNIT. SCOPE OF CONTROL REFERS TO THE SUBMODULES IN A PROGRAM THAT POTENTIALLY MAY EXECUTE IF CONTROL IS GIVEN TO A CITER MODUliE. SCOPE OF ERROR DENOTES THE SET OF SUBMODULES THAT ARE POTENTIALLY AFFECTED BY THE DETECTION OF A FAULT IN A CITER MODULE. (DAN 1153)

SCORING PROGRAM
A COMPUTER PROGRAM THAT PERFORMS THE SAME CALCULATIONS AS THE TARGET SYSTEM. THE PROGRAM INCLUDES A COMPARE CAPABILITY SO THAT RESULTS COMPUTED BY THE TARGET SYSTEM CAN BE AUTOMATICALLY COMPARED AND DISCREPANCIES Flagged. (TAN 134)

SECRETARIAT
A CENLALIZED FACILITY CONSISTING OF PROCESSING AIDS, LIBRARY MATERIALS, AND PRODUCTION SERVICES AVAILABLE TO DEVELOPMENT PROJECTS, FOR THE PURPOSE OF RAISING PRODUCTIVITY, ENFORCING STANDARDS, AND MONITORING PROGRESS. (DAN 1153)

SEMANTICS
THE RELATION BETWEEN SYMBOLS AND THEIR MEANINGS. (ANSI-X3.1)

SEMAPHORE
A SHARED DATA STRUCTURE USED BY CONCURRENT PROCESSES TO EFFECT SYNCHRONIZATION, CONSISTING OF AN ARBITRATED VARIABLE THAT CONTAINS THE NUMBER OF "MESSAGES" SENT, NOT YET RECEIVED, AND A QUEUE THAT CONTAINS A LIST (IF NOT EMPTY) OF PROCESSES CURRENTLY WAITING FOR A "MESSAGE". (DAN 1153)

SEQUENTIAL TESTING PROCEDURE
A PROCEDURE FOR SEARCHING A DECISION TABLE CONDITION ENTRY TO DETERMINE WHICH RULE APPLIES TO A GIVEN ARRAY OF ANSWERS TO THE CONDITION STATEMENT, AND AN ALGOIITHM FOR PROCESSING THE UPPER HALI OF A DECISION TABLE TO DETERMINE WHICH RULE IS TO BE ACTIVATED. (DAN 1153)

SESSION
A PERIOD OF A GIVEN USER'S ACCESS TO, AND USE OF, A COMPUTER SYSTEM. (ANSI-X3.1)

SIDE-EFFECT
A SECONDARY EFFECT DUE TO CONNECTIVITY AMONG MODULES WHICH, TERMINOLOGICAL, PROPAGATES IN THE SAME MODE AS PROGRAM CONNECTIONS: CONTROL, DATA, SERVICES, CONTROL SIDE EFFECTS ARISE IN NON-PROPER PROGRAMMING, DATA CONNECTION SIDE EFFECTS ARISE IN USE OF COMMON, EXTERNAL COUPLING, CONTENT COUPLING, AND NOT UTILIZING THE NORMAL PARAMETER PASSING MECHANISM, AND SERVICE SIDE EFFECTS ARISE WHEN THE ROLE OR ACTION OF A PROCEDURE VARIES WITH ITS APPLICATION (AS A RESULT OF GLOBAL VARIABLES MODIFIED, LOCAL DATA MODIFIED AND RETAINED, OR CHANGES IN HARDWARE STATUS). (DAN 1153)
SIGN OFF
TO INDICATE THE END OF A PERIOD OF IDENTIFICATION TO THE SYSTEM. (ANSI-3311)
SEE ALSO SIGN ON.

SIGN ON
TO IDENTIFY ONESELF TO A SYSTEM, AND TO BE ACCEPTED BY THAT SYSTEM.
(ANSI-3311)

SIMULATION
THE PRACTICE OF EMULATING THE PRESENCE AND ACTIONS OF THE INTERFACE Normally
PRESENTED BY A SOFTWARE MODULE OR HARDWARE DEVICE. (LAN 1201)

SIMULATION MODULE/PROGRAM
A COMPUTER PROGRAM THAT PROVIDES THE TARGET SYSTEM WITH INPUTS OR RESPONSES
THAT RESEMBLE THOSE THAT HAVE BEEN PROVIDED BY THE PROCESS FOR THE DEVICE
BEING SIMULATED. (2) A PROGRAM WHOSE PURPOSE IS TO IMITATE THE INTERFACE OF
OTHER SOFTWARE MODULES OR HARDWARE DEVICES. (LAN 1201)

SINGLE ENTRY SINGLE EXIT CONTROL STATEMENT
ANY CONTROL STATEMENT WHICH DEFINES A CONTROL STRUCTURE. (ABBOTT)

SOFTWARE
SOFTWARE IS COMPUTER PROGRAM CODE AND ITS ASSOCIATED DATA, DOCUMENTATION,
AND OPERATIONAL PROCEDURES. (SET)

SOFTWARE ANALYSIS
THE PRELIMINARY DESIGN FOR A SOFTWARE SYSTEM (LAN 258)

SOFTWARE DATA BASE
A COMMON DATA BASE INTERNAL TO AN OPERATIONAL SOFTWARE SYSTEM. (LAN 300) (2)
A DATABASE DEVOTED TO DOCUMENTS AND INFORMATION ABOUT SOFTWARE.

SOFTWARE DESIGN DEFINITION
(SDC) A DOCUMENT CHIEFLY USED TO DISPLAY THE RESULTS OF THE ARCHITECTURAL
DESIGN STUDY AND IMPLICATIONS OF COST, SCHEDULE, AND WORK-BREAKDOWN
STRUCTURES TO MANAGEMENT OR CUSTOMERS, SOME HIGH-LEVEL TECHNICAL MATERIAL,
SUCH AS THAT NEEDED TO ASSESS PROBLEM AREAS AND OTHER CONCERNS OR TO SHOW
HOW REQUIREMENTS WILL BE MET, IS INCLUDED. (LAN 1153)

SOFTWARE DESIGN METHODOLOGY
A SYSTEMATIZED PROCEDURE FOR CARRYING OUT THE OVERALL SOFTWARE DEVELOPMENT
PROCESS THROUGH THE EFFECTIVE USE OF AN INTEGRATED COLLECTION OF TOOLS AND
TECHNIQUES. (NASA)

SOFTWARE DEVELOPMENT CYCLE
SOFTWARE DEVELOPMENT CYCLE 1) REQUIREMENTS SPECIFICATION, TRANSLATION OF AN
OPERATIONAL (OR APPLICATION) REQUIREMENT INTO A STATEMENT OF THE FUNCTIONS
TO BE PERFORMED. 2) SYSTEM DESIGN, TRANSLATION OF THE REQUIREMENTS INTO A
DESCRIPTION OF ALL THE COMPONENTS NECESSARY TO IMPLEMENT THE SYSTEM. 3)
PROGRAMMING, PRODUCTION OF THE CODE WHICH WILL CONTROL THE SYSTEM AND
PERFORM ALL REQUIRED LOGIC AND COMPUTATION. 4) CHECKOUT, VERIFICATION THAT
THE CODED AND OTHER COMPONENTS OF THE SYSTEM SATISFY THE ORIGINAL
REQUIREMENTS. (LAN 773) (2) THE SOFTWARE DEVELOPMENT CYCLE CONSIST OF FOUR
PHASES: DEFINITION, DESIGN, IMPLEMENTATION AND EVALUATION. (LAN 141)
SOFTWARE DEVELOPMENT LIBRARY

A PROJECT INTERNAL FACILITY FOR INTERFACE AND MANAGEMENT VISIBILITY AND FOR INTERNAL AND MANAGEMENT VISIBILITY AND FOR SOFTWARE DEVELOPMENT, MANAGEMENT, AND CONTROL. (IAN 1153) SEE ALSO: PROGRAM SUPPORT LIBRARY, PROGRAMMING SUPPORT LIBRARY.

SOFTWARE DEVELOPMENT PROCESS

THE SOFTWARE DEVELOPMENT PROCESS IS THE PROCESS BY WHICH THE SOFTWARE REQUIREMENTS ARE TRANSFORMED INTO DESIGN SPECIFICATIONS, IMPLEMENTED INTO CODE, TESTED, DOCUMENTED, AND FINALLY PLACED IN OPERATIONAL STATUS. SEE ALSO: SOFTWARE LIFE CYCLE.

SOFTWARE DOCUMENTATION

SOFTWARE DOCUMENTATION IS TECHNICAL DATA, INCLUDING COMPUTER LISTINGS AND PRINTOUTS, IN HUMAN-READABLE FORM WHICH (1) DOCUMENTS THE DESIGN OR DETAILS OF THE SOFTWARE, (2) EXPLAINS THE CAPABILITIES OF THE SOFTWARE, OR (3) PROVIDES OPERATING INSTRUCTIONS FOR USING THE SOFTWARE TO OBTAIN DESIRED RESULTS FROM COMPUTER EQUIPMENT. (SET)

SOFTWARE ENGINEERING

SOFTWARE ENGINEERING COMBINES THE USE OF MATHEMATICS TO ANALYZE AND CERTIFY ALGORITHMS, ENGINEERING TO ESTIMATE COSTS AND DEFINE TRADEOFFS, AND MANAGEMENT SCIENCE TO DEFINE REQUIREMENTS, ASSESS RISKS, OVERSEE PERSONNEL, AND MONITOR PROGRESS IN THE DESIGN, DEVELOPMENT AND USE OF SOFTWARE. SOFTWARE ENGINEERING TECHNIQUES ARE DIRECTED TO REDUCING HIGH SOFTWARE COST AND COMPLEXITY WHILE INCREASING RELIABILITY AND MODIFIABILITY. (2) SOFTWARE ENGINEERING IS THAT BRANCH OF SCIENCE AND TECHNOLOGY WHICH DEALS WITH THE DESIGN, DEVELOPMENT, AND USE OF SOFTWARE. SOFTWARE ENGINEERING IS A DISCIPLINE DIRECTED AT THE PRODUCTION OF COMPUTER PROGRAMS THAT ARE CORRECT, EFFICIENT, FLEXIBLE, MAINTAINABLE, AND UNDERSTANDABLE IN REASONABLE TIME SPANS AT ACCEPTABLE COSTS. (SET) (3) THE PRACTICAL AND METHODOLOGICAL APPLICATION OF SCIENCE AND TECHNOLOGY IN THE DESIGN, DEVELOPMENT, EVALUATION, AND MAINTENANCE OF COMPUTER SOFTWARE OVER ITS LIFE CYCLE. (NASA)

SOFTWARE ENGINEERING BLUEPRINTS

A PROGRAM DESIGN REPRESENTATION WHICH PROVIDES AN "EASILY READABLE" AND COMPREHENSIVE "LAYOUT" OF THE FUNCTIONAL ARCHITECTURE OF A SOFTWARE PRODUCT. (IAN 271)

SOFTWARE ENGINEERING FACILITY

AN ORGANIZATION OR COMPANY WHOSE PRODUCT IS SOFTWARE DEVELOPMENT AND PRODUCTION. (IAN 253)

SOFTWARE ENGINEERING MANAGEMENT

THE JUDICIOUS USE OF MEANS TO EFFECT AND ADMINISTER THE ADVANCEMENT OR USAGE OF INFORMATION SYSTEMS TECHNOLOGY. SOFTWARE ENGINEERING MANAGEMENT RECOGNIZES NEEDS, SETS GOALS, PLANS MODES OF ACHIEVEMENT, DEVISES MEANS FOR RESOURCE ALLOCATION, AND DIRECTS THE APPROACH TAKEN IN FUTURE INFORMATION SYSTEMS APPLICATIONS AND IN THE SOLUTION OF PROBLEMS ASSOCIATED WITH THESE APPLICATIONS. (IAN 1153)

SOFTWARE ENGINEERING PROJECT MANAGEMENT

SOFTWARE ENGINEERING PROJECT MANAGEMENT IS MANAGEMENT WHICH PROVIDES THE NECESSARY PLANNING, ORGANIZATION, STAFFING, DIRECTION AND CONTROL FOR THE
ORDERLY DEVELOPMENT OF A SOFTWARE PROJECT. (DAN 230)

SOFTWARE ENGINEERING STANDARDS
A SET OF ENFORCEABLE GUIDELINES AND/OR CONSTRAINTS USED TO INSURE CONSISTENCY DURING THE DEVELOPMENT PERIOD. THEY MAY APPLY TO SUCH AREAS AS Nomenclature, Naming, Labeling, Coding, Computer Usage, Documentation, Procedures, & Testing. (DAN 300)

SOFTWARE ENGINEERING TOOLS AND TECHNIQUES
INDEXING TERM: REFERS TO APPLICATION OF SOFTWARE TOOLS AND DEVELOPMENTAL TECHNIQUES IN A SOFTWARE ENGINEERING PROJECT AS AN INTEGRAL PART OF THE DEVELOPMENTAL PROCESS.

SOFTWARE ERRORS
ANY DISCREPANCY BETWEEN A COMPUTED, OBSERVED OR MEASURED QUANTITY AND ITS TRUE, SPECIFIED, OR THEORETICALLY CORRECT VALUE. ERRORS ARE INTRODUCED INTO SOFTWARE BY HUMAN MISTAKES THAT IS: DEFICIENCIES OR MISINTERPRETATIONS OF DESIGN CRITERIA, LOGICAL MISTAKES, SYNTACTICAL MISTAKES MADE IN TRANSCRIBING PROGRAM STATEMENTS INTO THE INPUT DATA. (DAN LD4)

SOFTWARE EXPERIENCE DATA
DATA RELATING TO THE DEVELOPMENT OR USE OF SOFTWARE WHICH COULD BE USEFUL IN DEVELOPING MODELS, RELIABILITY PREDICTIONS OR OTHER QUANTITATIVE DESCRIPTIONS OF SOFTWARE.

SOFTWARE FACTORY
A COLLECTED SET OF TOOLS, METHODOLOGIES, AND A COMMON DATA BASE THAT PROVIDE A PROCEDURAL APPROACH TO THE SUCCESSFUL COMPLETION OF SOFTWARE PROJECTS. (DAN LD7)

SOFTWARE FAMILIES
A FLEXIBLE FAMILY OF SOFTWARE PACKAGES THAT CAN BE TARGETED TO VARIOUS MACHINES AND THAT CAN BE REHOSTED. (DAN 3L1)

SOFTWARE LIBRARY MANAGEMENT SYSTEM
A CENTRAL COMPONENT OF ANY SOFTWARE DEVELOPMENT SYSTEM WHICH STORES SUCH THINGS AS THE REQUIREMENTS FOR THE COMPUTER SYSTEM, SOURCE MODULES, OBJECT MODULES, DOCUMENTATION, INPUT DATA, OUTPUT DATA AND CONFIGURATIONS AND THEIR ATTENDANT CHANGE NOTICES. (DAN 366)

SOFTWARE LIFE CYCLE

SOFTWARE MONITOR
A COMPUTER PROGRAM THAT PROVIDES DETAILED STATISTICS ABOUT SYSTEM PERFORMANCE. BECAUSE SOFTWARE MONITORS RESIDE IN MEMORY, THEY HAVE ACCESS TO ALL THE TABLES THE SYSTEM MAINTAINS. THEREFORE, THEY CAN EASILY EXAMINE SUCH THINGS AS CORE USAGE, QUEUE LENGTHS, INDIVIDUAL PROGRAM OPERATION, AND SO ON TO HELP MEASURE PERFORMANCE. (DAN 134) COMPARE WITH SNAP GENERATOR, SNAP, TRACE, TRACER PROGRAM.

SOFTWARE PHYSICS
FUNDAMENTAL DEFINITION - ONE UNIT OF SOFTWARE WORK IS PERFORMED ON A STORAGE MEDIUM WHEN ONE BYTE OF THAT MEDIUM IS ALTERED. THE ENERGY OF A PROCESSOR IS THE CAPACITY OF THAT PROCESSOR TO PERFORM COMPUTATION WORK. (TIES TOGETHER 3 CONCEPTS: SOFTWARE WORK, POWER, STORAGE REALIZATION) BY MEASURING, THE RATE AT WHICH ENERGY IS CONVERED TO WORK, WE DEFINE THE POWER OF A PROCESSOR. A STORAGE REALIZATION IS THE PATTERN OF BITS OF MEMORY WHERE THEY HOLD THE INSTRUCTIONS AND DATA OF A GIVEN PROGRAM. (DAN 231)

SOFTWARE PRODUCT
THE SOFTWARE COMPONENT OF A DELIVERABLE (TO A CUSTOMER) PRODUCT.

SOFTWARE RELIABILITY
SOFTWARE RELIABILITY IS THE PROBABILITY THAT A GIVEN SOFTWARE PROGRAM WILL OPERATE WITHOUT FAILURE FOR A SPECIFIED TIME IN A SPECIFIED ENVIRONMENT. (2) SOFTWARE RELIABILITY IS DEFINED AS THE PROBABILITY THAT A GIVEN SOFTWARE PROGRAM OPERATES FOR SOMETIME PERIOD, WITHOUT AN EXTERNAL SOFTWARE ERROR, ON THE MACHINE FOR WHICH IT WAS DESIGNED GIVEN THAT IT IS USED WITHIN DESIGN LIMITS. (DAN 31). (3) A. SYSTEM, USER, OR MACROSCOPIC VIEWPOINT: SOFTWARE RELIABILITY IS THE PROBABILITY THAT THE USE OF THE SOFTWARE DOES NOT RESULT IN FAILURE OF A SYSTEM BY MORE THAN A TOLERABLE FREQUENCY. IN SHORT, SOFTWARE RELIABILITY IS THE PROBABILITY THAT THE SOFTWARE IS RELIABLE, UTILIZING A DEFINITION OF "RELIABLE SOFTWARE." B. SUBSYSTEM, DEVELOPER, OR MICROSCOPIC VIEWPOINT: SOFTWARE RELIABILITY IS THE PROBABILITY THAT THE PROGRAM, ROUTINE, OR "MODULE" IS FAULT-FREE... SEE ALSO: RELIABLE SOFTWARE. (SET) (4) CODE POSSESSES THE CHARACTERISTIC RELIABILITY TO THE EXTENT THAT IT CAN BE EXPECTED TO PERFORM ITS INTENDED FUNCTIONS IN A SATISFACTORY MANNER. (DAN 239).

SOFTWARE RELIABILITY MEASURES
PROBABILITY MEASURES OF THE QUALITY WITH WHICH DESIGN REQUIREMENTS HAVE BEEN TRANSFORMED INTO SOFTWARE PROGRAMS. A TYPICAL MEASURE IS THE MEAN TIME TO FAILURE AS A FUNCTION OF OPERATING TIME. (DAN LD4)

SOFTWARE REQUIREMENTS DOCUMENT
(SRD) A DOCUMENT CHIEFLY GENERATED BY A CUSTOMER OR OTHER INITIATOR USED TO DISPLAY THE NEEDS, JUSTIFICATION, AND ESTIMATED COSTS ASSOCIATED WITH THE IMPLEMENTATION OF A DATA-PROCESSING CAPABILITY. SOME TECHNICAL MATERIAL, SUCH AS THAT NEEDED IN SUPPORT OF THE JUSTIFICATION OR ESTABLISHMENT OF
NEEDS, IS INCLUDED. DETAILED TECHNICAL REQUIREMENTS MAY BE APPENDED OR INCLUDED IN THE FUNCTIONAL REQUIREMENTS DOCUMENT (FRC) PORTION OF THE SRD. (DAN 1153)

SOFTWARE SCIENCE
A THEORY WHICH APPLIES THE SCIENTIFIC METHOD TO THE PROPERTIES AND STRUCTURE OF COMPUTER PROGRAMS. IT PROVIDES PRECISE OBJECTIVE MEASURES OF THE COMPLEXITY OF EXISTING SOFTWARE, PREDICTS THE LENGTH OF PROGRAMS, AND ESTIMATES THE AMOUNT OF TIME AN AVERAGE PROGRAMMER CAN BE EXPECTED TO USE TO IMPLEMENT A GIVEN ALGORITHM. THE THEORY DOES THIS BY COUNTING OPERATORS AND OPERANDS IN PROGRAMS. (DAN 231)

SOFTWARE SNEAK ANALYSIS
A FORMAL TECHNIQUE INVOLVING THE USE OF MATHEMATICAL GRAPH THEORY, ELECTRICAL SNEAK THEORY, AND COMPUTERIZED SEARCH ALGORITHMS WHICH ARE APPLIED TO A SOFTWARE PACKAGE TO IDENTIFY SOFTWARE SNEAKS. A SOFTWARE SNEAK IS DEFINED AS A LOGIC CONTROL PATH WHICH CAUSES AN UNWANTED OPERATION TO OCCUR OR WHICH BYPASSES A DESIRED OPERATION WITHOUT REGARD TO FAILURE OF THE HARDWARE SYSTEM TO RESPOND AS PROGRAMMED. (DAN 361)

SOFTWARE SNEAK CIRCUIT ANALYSIS
SNEAK CIRCUIT ANALYSIS (SCA) IS A TECHNIQUE BY WHICH A PROGRAM LOGIC STRUCTURE IS REDUCED TO A HARDWARE CIRCUITRY REPRESENTATION, AND THAT CIRCUITRY IS EXAMINED FOR A PREDEFINED SET OF FAULTS. THESE FAULTS INCLUDE OPEN-ENDED LOGIC, INFINITE LOOPS, BYPASS OF DESIRED LOGIC, UNNECESSARY LOGIC, MISSING LOGIC, UNUSED LOGIC, INCORRECT ADDRESSING, AND PROCEDURAL ERROR (E.G., UNINITIALIZED VARIABLES). THE SCA IS A SPECIALIZED FORM OF PEER CODE REVIEW LOOKING FOR THE CLASSES OF ERRORS (AND ONLY THOSE ERRORS) MENTIONED ABOVE. (SET)

SOFTWARE SPECIFICATION DOCUMENT
(SSD) THE PRINCIPAL PROGRAM DOCUMENTATION PRODUCED BY A DEVELOPMENT PROJECT, CONSISTING OF "AS-BUILT" FUNCTIONAL (SFS), PROGRAMMING (PS), AND TEST SPECIFICATIONS. (DAN 1153)

SOFTWARE STANDARDIZATION
EFFORTS TO STANDARDIZE SOFTWARE PACKAGES SO AS TO MAXIMIZE COST EFFECTIVENESS, MINIMIZE DEVELOPMENT TIME, AND INCREASE THE QUALITY OF EMBEDDED COMPUTER SYSTEMS.

SOFTWARE SYSTEM DEPENDABILITY
THE PROBABILITY THAT THE APPLICATION PROGRAM TOGETHER WITH ITS SUPERVISING PROGRAM, DATA BASE AND HARDWARE WILL PERFORM IN ITS INTENDED ENVIRONMENT. THE ENVIRONMENT WILL INCLUDE ANOMALIES AND FAILURES, SUCH AS: 1) DEFICIENCIES IN REQUIREMENTS, 2) SOFTWARE DESIGN ERRORS (INCORRECT ALGORITHMS, WORD LENGTH PROBLEMS, TIMING PROBLEMS, ETC.), 3) SOFTWARE FAILURES 4) PROCESSOR ERRORS, 5) MEMORY ERRORS, 6) FAILURES IN THE COMMUNICATION NETWORK 7) FAILURES IN PERIPHERAL DEVICES, 8) OPERATOR MISTAKES, 9) POWER FAILURES, 10) ENVIRONMENTAL FAILURES, 11) GRADUAL EROSION OF THE DATA BASE, 12) HARDWARE SATURATION (CPU, MEMORY, I/O CHANNELS) (DAN LD4)

SOFTWARE SYSTEMS
SEE SOFTWARE PRODUCT
SOFTWARE TESTING

THE PROCESS OF EXERCISING SOFTWARE IN AN ATTEMPT TO DETECT ERRORS WHICH EXIST IN THE CODE. SOFTWARE TESTING DOES NOT PROVE THAT A PROGRAM IS CORRECT. (DAN L04)

SOURCE LANGUAGE DEBUG

SOURCE LANGUAGE DEBUG (SLD) IS THE PRACTICE OF DEBUGGING A PROGRAM VIA THE USER'S PROGRAMMING LANGUAGE AND VIA HUMAN-READABLE DATA VALUES. SLD MEANS TAKING JUMPS WHERE IDENTIFIERS LABEL THE CONTENTS, AND THE VALUES ARE AUTOMATICALLY FORMATTED ACCORDING TO A VARIABLE'S ATTRIBUTES. SLD MEANS BEING ABLE TO TRACE THE CHANGING VALUES OF ONE OR MORE VARIABLES, OR MONITORING THE LOGIC FLOW OF THE PROGRAM, VIA EASILY USED SOURCE LEVEL DEBUG STATEMENTS. SLD MEANS DYNAMIC DEBUG ENABLING AND DISABLING; AND SUPERIMPOSED OVER ALL OF THE ABOVE; THE ABILITY TO OPTIONALLY SUPPRESS DEBUG SOURCE STATEMENTS AT OR PRIOR TO COMPIILATION WITHOUT HAVING TO MANUALLY REMOVE THEM. THE MOST OBVIOUS ADVANTAGE OF SLD IS PROGRAMMER CONVENIENCE. THE TASKS OF READING AND INTERPRETING MACHINE-LANGUAGE MAPS AND DUMPS ARE BANISHED, ALLOWING THE PROGRAMMER TO CONCENTRATE ON THE CLUES LEFT BEHIND BY HIS PROGRAM'S ERROR. THIS CONVENIENCE IS FORMIDABLE. THE PROGRAMMER IS RELIEVED OF SEVERAL DIFFICULT RESPONSIBILITIES, EACH OF WHICH HAS A MAJOR LEARNING CURVE ATTACHED TO IT: (1) LEARNING COMPUTER CHARACTERISTICS, SUCH AS THE INSTRUCTION SET AND FLOATING-POINT WORD FORMAT IN BINARY OR HEX; (2) LEARNING PROGRAMMING LANGUAGE CHARACTERISTICS, SUCH AS HOW TO READ CRYPTIC DUMP-RELATED MESSAGES; (3) LEARNING LOADER METHODOLOGY, IN ORDER TO UNDERSTAND THE COMPUTER'S MEMORY ALLOCATION; (4) LEARNING COMPILER IDIOSYNCRASIES, SUCH AS THE KIND OF OBJECT CODE GENERATED; AND (5) LEARNING JOB CONTROL LANGUAGE SEMANTICS IN ORDER TO SPECIFY NON-SLD TOOLS. ALTHOUGH A PROJECT MUST POSSESS THESE TALENTS AMONG ITS TEAM PARTICIPANTS, WITH SLD NOT EVERY PROGRAMMER NEEDS ALL OF THESE TALENTS. ADDITIONALLY, VIA SLD THE PROGRAMMER MAY PREPLAN HIS DEBUG ACTIVITIES AND PROVIDE FOR THEM DURING HIS JOB EXECUTION RATHER THAN DURING DEBUG ITSELF. (SET)

SOURCE PROGRAM

A COMPUTER PROGRAM EXPRESSLED IN A PROGRAMMING LANGUAGE. (NASA)

SOURCE STATEMENTS

ALL STATEMENTS READABLE BY AND READ BY THE COMPILERS. THIS INCLUDES EXECUTABLE STATEMENTS (E.G., ASSIGNMENT, IF GOTO,ETC.), NONEXECUTABLE STATEMENTS (DIMENSION, REAL, ENDO, AND COMMENTS). SLD (2) (ISO) IN A PROGRAMMING LANGUAGE, A MEANINGFUL EXPRESSION THAT MAY DESCRIBE OR SPECIFY OPERATIONS AND IS COMPLETE IN THE CONTEXT OF THIS PROGRAMMING LANGUAGE. (ANSI-X3) (3) IN COMPUTER PROGRAMMING, A SYMBOL STRING OR OTHER ARRANGEMENT OF SYMBOLS. (ANSI-X3) (4) PROGRAMMING LANGUAGE AT THE SOURCE CODE LEVEL. (DAN 21)

SOURCE UNIT END DATE

THE DATE OF THE LAST UPDATE MADE TO A UNIT OF SOURCE CODE. (DAN 137)

SOURCE UNIT START DATA

THE DATE A UNIT OF SOURCE CODE WAS ENTERED INTO THE PROGRAM SUPPORT LIBRARY. (DAN 137)

SPARCS-2

SIMULATION PROGRAM FOR ASSESSING THE RELIABILITIES OF COMPLEX SYSTEMS
SPECIFICATION LANGUAGE
A LANGUAGE USED TO SPECIFY. SPECIFICATION LANGUAGES CAN BE USED TO SPECIFY DESIGNS, PROGRAMS, ETC.

SPECIFICATION OMISSION ERROR
AN ERROR FOR A UNIT OF SOURCE CODE ASSOCIATED WITH A PROGRAM DUE TO OMISSIONS IN THE PROGRAM SPECIFICATIONS. (DAN 137)

SPECIFICATION TOOLS AND TECHNIQUES
METHODS WHICH ASSIST IN CONSTRUCTION OF FORMAL SPECIFICATIONS. THESE METHODS CAN INCLUDE PROOF OF CORRECTNESS, USE OF A FIXED LANGUAGE, OR FIXED DISCIPLINES (DATA FLOW GRAPHS, V-GRAPHS), OR STATE MACHINES. (DAN 532)

SPECIFICATIONS
A DESCRIPTION OF THE INPUT, OUTPUT AND ESSENTIAL FUNCTION(S) TO BE PERFORMED BY A SYSTEM OR BY A COMPONENT OF THE SYSTEM. THE SPECIFICATION IS PRODUCED BY THE ORGANIZATION THAT IS TO DEVELOP THE SYSTEM; I.E. AT THE TOP LEVEL IT CAN BE THOUGHT OF AS THE CONTRACTOR'S INTERPRETATION OF THE REQUIREMENTS. VERY PRECISE SPECIFICATION - A COMPLETELY DEFINED DESCRIPTION OF THE INPUT, OUTPUT, AND FUNCTION OF A COMPONENT. THE IMPLEMENTOR OF A VERY PRECISE SPECIFICATION NEEDS TO MAKE FEW, IF ANY ASSUMPTIONS. IT IS ALMOST IMPOSSIBLE TO ARRIVE AT AN AMBIGUOUS INTERPRETATION OR MISUNDERSTANDING OF THE SPECIFICATIONS. PRECISE SPECIFICATION - THE INPUT, OUTPUT, AND FUNCTION OF THE COMPONENT ARE WELL DEFINED. THERE ARE UNDERLYING ASSUMPTIONS NOT SPECIFIED, BUT IT IS ASSUMED THAT ANY PROGRAMMER WORKING ON THE PROJECT, WITH EXPERIENCE ON A SIMILAR PROJECT, WILL UNDERSTAND THESE ASSUMPTIONS. IT IS POSSIBLE TO ARRIVE AT AN AMBIGUOUS INTERPRETATION OR MISUNDERSTANDING OF THE SPECIFICATIONS IF THE READER DOES NOT HAVE ENOUGH EXPERIENCE WITH THE PROBLEM OR DOES NOT OBTAIN FURTHER VERBAL COMMUNICATION. IMPRECISE SPECIFICATION - THE INPUT, OUTPUT, AND FUNCTION OF THE COMPONENT ARE LOOSELY DEFINED. MUCH OF WHAT IS REQUIRED IS ASSUMED RATHER THAN SPECIFIED. THE SPECIFICATION RELIES HEAVILY ON PROGRAMMER EXPERIENCE AND VERBAL COMMUNICATION IN ORDER TO GET AN UNAMBIGUOUS INTERPRETATION AND FULL UNDERSTANDING OF WHAT IS NEEDED. (SEL) SEE ALSO: FORMAL SPECIFICATIONS, ENGLISH (OR INFORMAL) SPECIFICATIONS FUNCTIONAL SPECIFICATIONS, PROCEDURAL SPECIFICATIONS. (2) THE TECHNICAL DEFINITION OF THE SYSTEM AND ITS PARTS. (DAN LD7)

SPECIFICATIONS DECOMPOSITION
DECOMPOSITION IN THIS INSTANCE REFERS TO BREAKING UP OF THE SPECIFICATIONS, ON BOTH A HORIZONTAL AND VERTICAL BASIS, TO DETERMINE ALL OF THE FUNCTIONS AND PROCESSES INVOLVED AND THEIR INTERRELATIONSHIPS.

SPECIFICATIONS DRIVEN
USING THE SPECIFICATIONS OF THE PROGRAM TO DETERMINE TEST DATA (E.G., TEST DATA IS GENERATED BY EXAMINING THE INPUT/OUTPUT REQUIREMENTS AND SPECIFICATIONS.). (SEL)

SPECIFICATIONS VERIFICATION
SPECIFICATIONS VERIFICATION IS THE PROCESS OF DETERMINING WHETHER OR NOT THE DESIGN SPECIFICATION FOR THE INDIVIDUAL COMPUTER PROGRAM MODULES REPRESENTS
A clear, consistent, and accurate translation of the computer program requirements. Specification verification does not seek to redesign, but rather to identify inadequacies. See also - Computer Program Verification

**Specified Performance Requirements**
A written requirement, figure of merit, or parameter which qualitatively or quantitatively defines system performance. (Dan 31)

**SREP**
The Ballistic Missile Defense Advanced Technology Center is sponsoring an integrated software development research program to improve the techniques for developing correct, reliable BMD software. The SREP is being developed as a part of this program by TRW Defense and Space Systems Group to examine and improve the quality of requirements. (Dan 423)

**Stability**
Stability is the measure of lack of perceivable change in a system, at a given level of that system, in spite of some occurrence in the system environment which would normally be expected to cause change. (Dan 781)

**Stack**
A data structure that, together with its access functions, models operations used in last-in first-out (LIFO) algorithms.

**Standardization**
The development of criteria for software to maximize reliability and especially transportability.

**Standards**
Any specifications that refer to the method of development of the source program itself, and not to the problem to be implemented (e.g., using structured code, at most 100 line subroutines, all names prefixed with subsystem name, etc.). (Sel) (2) Procedures, rules, and conventions used for prescribing disciplined program design (program structuring, and data structuring) and implementation. Architecture and partitioning rules, documentation conventions, configuration and data management procedures, etc. are among those standards to be disseminated. (3) A design criterion. An entity conforms to a standard if the attribute(s) defined by the standard apply to the entity. (Abbott) (4) Conventions, ground rules, guidelines, procedures, and software tools employed during the software development process to benefit software design quality, coding quality, software reliability, viability and maintainability. (Dan 1201)

**Standards Enforcer**
A computer program used to automatically determine whether prescribed programming standards and practices have been adhered to. The program can check for violations to standards set for such conventions as program size, commentary, structure, etc. (Dan 134)

**Start Date**
Date initial work on project began. (Sel)

**State Diagram**
A device used to describe the processing logic in terms of states. A state
CAN BE DEFINED AS A POINT OF EQUILIBRIUM WHERE PROCESSING REMAINS DORMANT UNTIL AN EVENT OCCURS. (DAN 270)

STATE MACHINES
A MATHEMATICAL FRAMEWORK FOR DEFINING PRECISE SPECIFICATIONS OF COMPLEX SOFTWARE SYSTEMS.

STATEMENT
A UNIT OF A COMPUTER PROGRAM CONSISTING OF A MEANINGFUL ARRANGEMENT OF BASIC LANGUAGE ELEMENTS WHICH EXPRESS A SINGLE INSTRUCTION OR INFORMATION, ANALOGOUS TO A SENTENCE IN ENGLISH. (NASA) (2) THE ACT OR PROCESS OF STATING OR PRESENTING A SINGLE DECLARATION OR REMARK. (ANSI-X3H1)

STATIC ANALYSIS
STATIC ANALYSIS IS THE ANALYSIS OF A PROGRAM WITHOUT EXECUTING THE PROGRAM. SPECIFIC METHODOLOGIES INCLUDE DESK CHECKING, PLUR CODE REVIEW, AND STRUCTURAL ANALYSIS.

STATIC REDUNDANCY
DUPULATION OF PART OR ALL OF THE COMPONENTS (E.G., PROCESSOR, MAIN AND AUXILIARY MEMORIES, AND COMMUNICATIONS EQUIPMENT) SO THAT IN THE CASE OF FAILURE BY ONE UNIT ANOTHER CAN BE SWITCHED IN. (DAN 311)

STATISTICAL PREDICTION
THE COMPUTATION OF A CONFIDENCE FACTOR THAT INDICATES THE EFFECTIVENESS OF THE PROGRAMMING AND VERIFICATION PROCESS BY INSERTING ERRORS INTO THE SOFTWARE SYSTEM. (DAN 154)

STATISTICAL TEST MODELS
A MODEL WHICH RELATES DIFFERENT PROGRAM ERRORS TO THE INPUT DATA SET (OR SETS) WHICH EXCITE AND THEREFORE DISPLAY A PARTICULAR ERROR. THE MODEL ALSO GIVES THE PROBABILITY THAT THESE ERRORS WILL CAUSE THE PROGRAM TO FAIL. (DAN 232)

STEPWISE REFINEMENT
STEPWISE REFINEMENT IS THE PROCESS WHEREBY STEPS ARE TAKEN IN THE FOLLOWING ORDER: (1) THE TOTAL CONCEPT IS FORMULATED, (2) THE FUNCTIONAL SPECIFICATION IS DESIGNED, (3) THE FUNCTIONAL SPECIFICATION IS REFINED AT EACH INTERMEDIATE STEP WHERE THE INTERMEDIATE STEPS INCLUDE CODE OR PROCESSES REQUIRED BY THE PREVIOUS STEP, AND (4) FINAL REFINEMENTS ARE MADE TO COMPLETELY DEFINE THE PROBLEM. (SET) (2) THE PROCESS OF DEFINING DATA IN MORE AND MORE DETAIL AS THE NEED ARISES DURING THE PROGRAMMING PROCESS. (DAN 136) (3) THE DEFINING OF MORE GENERAL OPERATIONS IN TERMS OF MORE SPECIFIC, LOWER LEVEL OPERATIONS. THE DESIGN OF A PROGRAMMING SYSTEM THROUGH STEPWISE REFINEMENT IS CALLED TOP DOWN DESIGN. (ABBOTT)

STESD
A TOOL BEING DEVELOPED BY THE UNIVERSITY OF TEXAS AT AUSTIN WHICH; A) PROVIDES FOR DIRECT AND SYMBOLIC EXECUTION OF SPECIFICATIONS AS IF THEY WERE PROGRAMS, B) PROVIDES FOR PERFORMANCE AND COST ESTIMATES ON THE BASIS OF VARIOUS METHODS FOR SIMULATION AND CALCULATION, AND C) PROVIDES FOR HEURISTIC JUDGEMENTS OF THE WAY IN WHICH THE DESIGN WHOLE IS DECOMPOSED INTO PARTS. (CAN 333)

STRENGTH
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SEE COHESION

STRING PROCESSING
This includes components which perform operations on lists of characters. Normally, we think of this class to include functions of compilers, hash code string hook-up and array comparisons. (SEL)

STRIPED MODULE
A named module in the program procedural design, so called because of the method used to denote such modules on a flowchart. Striping of a flowchart symbol signifies that a detailed representation is either located elsewhere in the same set of flowcharts (horizontal striping), or else at a referenced location (vertical striping). (CAN 1153)

STRONG TYPING
A software design and coding criterion. A system conforms to the criterion of strong typing to the extent that different data types are developed and used for separate sorts of data objects. A system fails to conform to the criterion of strong typing to the extent that one data type is used on the same level of abstraction to encode the values of data objects of a different data type. (See encoding) Example: an object of the data type boolean has the possible values true and false. These values may be encoded as the integer values 1 and 0. To the extent that encoding is used on the same level of abstraction in place of the values true and false, the system is not in conformance to the criterion of strong typing. To the extent that true and false, used on one level of abstraction, are implemented, on a lower level of abstraction, as integer values 1 and 0, the system is in conformance to the criterion of strong typing. (ABBOTT)

STRUCT
An algorithm for auditing programs for compliance with a structural programming standard. (DAN 260)

STRUCTURAL COMPLEXITY
A measure of the degree of simplicity of relationships between subsystems. (DAN 781) (2) See also complexity, logical complexity. (3) Synonymous with modularity. (4) The degree of coupling among modules of a computer program. (NASA)

STRUCTURAL INTEGRATION
The combination of related hardware, irrespective of functional applications, into a system architecture which provides cost of performance benefits. (NASA)

STRUCTURAL MODEL
A model that depicts functional relationships among activities and/or processes structurally, whether graphical or otherwise. (DAN 255)

STRUCTURE
May pertain to the manner or form in which something is constructed or may refer to the actual system as constructed. Descriptions of structure focus an interrelation of the various parts as dominated by the general character or function of the whole. Designing structure is a process of identifying, analyzing, and selecting among alternatives within design categories. (DAN 109)
STRUCTURE CHARTS
A GRAPHICAL TECHNIQUE WHICH ILLUSTRATES THE RELATIONSHIPS BETWEEN THE COMPONENTS OF A SOFTWARE SYSTEM.

STRUCTURE DRIVEN
USING THE STRUCTURE OF THE PROGRAM TO DETERMINE TEST DATA (E.G., GENERATING DATA TO ENSURE THAT EACH BRANCH OF A PROGRAM IS EXECUTED AT LEAST ONCE.) (SEL)

STRUCTURE FLAG
A FLAG INTRODUCED INTO AN OTHERWISE UNSTRUCTURED PROGRAM TO PERMIT STRUCTURED CONTROL FLOW. (DAN 1153)

STRUCTURE GRAPH
A GRAPHICAL REPRESENTATION SHOWING THE CONTROL CONNECTIONS BETWEEN NAMED MODULES. THE "TOP" NODE OF THE GRAPH REPRESENTS THE TOP-LEVEL MAIN PROGRAM PROCEDURE; LINES FROM THE TOP NODE TO OTHER NODES SIGNIFY THAT THE CORRESPONDING NAMED MODULES APPEAR AS INVOCATIONS IN THE TOP-LEVEL PROGRAM PROCEDURE, ETC. (DAN 1153)

STRUCTURE OF DATA
THE ORGANIZATION OF A COMPOSITE DATA ITEM CONSISTING OF SEVERAL VARIABLES OR OTHER ARRAY ITEMS. EXAMPLES OF SUCH COMPOSITE DATA ITEMS ARE ARRAYS (EACH SINGLE AND MULTIPLE DIMENSIONED), STRINGS, COMPLEX, VARIABLES AND CONSTANTS, RECORDS ON A DISK FILE (EACH RECORD CONTAINING SEVERAL WORDS), MULTIPLE-WORD ENTRIES IN A TABLE, ETC. (SEL)

STRUCTURED CODE
THE LANGUAGE SUPPORTS STRUCTURED CONTROL STRUCTURES (E.G., A FORTHAN PREPROCESSOR). (SEL) (2) A DESIGN AND CODING CRITERION. A PROGRAM SATISFIES THE CRITERION OF STRUCTURED CODE IF ITS OPERATIONS ARE ORGANIZED AS A CONTROL SEGMENTS: IF THE ORDER IN WHICH ITS OPERATIONS ARE PERFORMED IS DETERMINED BY CONTROL STRUCTURES AND NOT JUST CONTROL STATEMENTS. (ABBOTT)

STRUCTURED DESIGN
STRUCTURED DESIGN IS A SET OF TECHNIQUES FOR REDUCING THE COMPLEXITY OF LARGE NEW PROGRAMS BY DIVIDING THEM INTO INDEPENDENT MODULES. WORKING WITH SEPARATE PIECES PERMITS THE PROGRAMMER TO CODE, DEBUG, TEST, AND MODIFY A FUNCTIONAL MODULE WITH MINIMAL EFFECT ON OTHER MODULES OF THE ENTIRE SYSTEM. CONCENTRATING EFFORT IN THIS WAY ENHANCES EFFICIENCY AND QUALITY AND REDUCES BUGS. MOREOVER, TO THE EXTENT THAT THE INDEPENDENT MODULES ARE PORTABLE, FURTHER SYSTEMS CAN BE DEVELOPED WITH LESS NEED FOR NEW CODE. (IAN 227)

STRUCTURED NARRATIVE
THE PROCEDURE OF WRITING A DESIGN SPECIFICATION AS A SET OF STEPS EXPLAINING THE OPERATION OF THE PROGRAM. EACH STEP USES A FORMAL CONSTRUCT WITH DATA PERTINENT TO THE PROGRAM. (DAN 1201)

STRUCTURED PROGRAM
A PROGRAM CONSTRUCTED OF A BASIC SET OF CONTROL LOGIC FIGURES WHICH PROVIDE AT LEAST THE FOLLOWING: SEQUENCE OF TWO OPERATIONS, CONDITIONAL BRANCH TO ONE OF TWO OPERATIONS AND RETURN AND REPETITION OF AN OPERATION. A
STRUCTURED PROGRAMMING

STRUCTURED PROGRAMMING IS THE ACTIVITY OF PROGRAMMING WITH A LIMITED SET OF CONSTRUCTS. THE KEY CONSTRUCTS IN STRUCTURED PROGRAMMING ARE: (A) EACH PROGRAM IS ALLOWED ONLY ONE ENTRY AND ONE EXIT, (B) ONLY THREE BASIC CONTROL STRUCTURES ARE SUFFICIENT: IF-THEN-ELSE, DATA CASE, AND SEQUENCE, (C) OTHER CONSTRUCTS ARE SOMETIMES ALLOWED, THE MOST POPULAR BEING LOOP-UNTIL AND CASE, (D) THE RESTRICTED CONSTRUCTS ARE OFTEN ACCOMPANIED WITH THE FOLLOWING PRACTICES: * MODULARIZATION AND POLICY DESCRIPTION STRUCTURES * LIMITATION IN SIZE OF MODULES * THE PROPER INCORPORATION AND FORMATTING OF INSTRUCTIONS AND DECLARATIONS FOR EASE OF READING, (E) 17 TO ENHANCE PORTABILITY AND MAINTAINABILITY, A PROGRAM IN STRUCTURED PROGRAMMING BEGINS AND ENDS WITH A BEGINNING SEGMENT AND AN ENDING SEGMENT, (F) ARRANGEMENT OF PRACTICES TO ENHANCE THE ORGANIZATION OF COMPUTER PROGRAMS INTO A MODULAR FORM, (G) LANGUAGE ENHANCERS - A COMPUTER PROGRAM THAT ADDS NEW CAPABILITIES TO EXISTING LANGUAGES, (H) THE USE OF MACRO MECHANIZATIONS PRESENTLY IN USE, (I) SOURCE CODE GENERATOR - A COMPUTER PROGRAM USED TO AUTOMATICALLY GENERATE SOURCE CODE LISTINGS OF A COMPUTER PROGRAM, 4 PRODUCTION SUPPORT SPECIALISTS ARE FURTHER DEVELOPED TO CREATE AND STORE PROGRAMMING DATA. (DA 140) TO THE PROGRESS OF DEVELOPING STRUCTURED PROGRAMS, ASSOCIATED WITH STRUCTURED PROGRAMMING, ARE CERTAIN PRACTICES SUCH AS INCORPORATION OF SOURCE CODE TESTING, (A) USE OF Inteligent DATA NAME AND DESCRIPTIVE COMMENTS, (DA 140) 5 A PROGRAMMING DISCIPLINE PROVIDING A MEANS OF EXPRESSING A PROGRAM DESIGN THAT ENSURES A TESTABLE AND UNDERSTANDABLE IMPLEMENTATION AND THAT ENHANCES SIMPLE AND WELL-DEFINED CONNECTIONS BETWEEN PROGRAM MODULES. THE PROGRAMMING DISCIPLINE USES THE FOLLOWING FEATURES OF A SMALL NUMBER OF BASIC CONTROL STATEMENTS TO FERM SIMPLE PROGRAM CONSTRUCTS THAT PERMIT LARGE AND COMPLEX PROGRAMS. THE PROCESS OF CREATING THE PROGRAM INCLUDES: MAKING LOCAL OR TACTICAL PROGRAMMING DECISIONS WITHIN THE DESIGN module, WRITING PROGRAM SEGMENTS THAT REPRESENT THESE DECISIONS, AND, INTEGRATING PROGRAM SEGMENTS INTO A UNIT CORRESPONDING TO A SYSTEM MODULE. (DA 140) 6 STRUCTURED PROGRAMMING IS STRICTLY MORE OF A PROGRAM ORGANIZATION DISCIPLINE THAN A DESIGN TECHNIQUE, BUT IT CAN BE HELD TO SIGNIFICANTLY ENHANCE MOST OF THE AVAILABLE DESIGN TECHNIQUES. IT IS BASICALLY A SET OF STANDARDS FOR ORGANIZING THE CONTROL STRUCTURE OF A SET OF COMPUTER PROGRAMS. (DA 140)

STRUCTURED PROGRAMMING LANGUAGE
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CPU TIME, OCCUPYING MEMORY SPACE, AND USING MASS MEMORY. (DAE 1201)

SUBMARINE APPLICATION
INDEXING TERMINAL REFERS TO SOFTWARE USED AS A COMPONENT IN A SUBMARINE OR TO THE USE OF SOFTWARE AS A TOOL IN THE DESIGN OR CONSTRUCTION OF SUBMARINES.

SUBMODULE
A MODULE APPEARING WITHIN A MODULE OR INVOKED BY A MODULE IN A FLOWCHART, THE PROCEDURE APPEARING WITHIN OR REFERRED TO (E.G., MENULED BY) ANY GROUP SYMBOL. (DAE 1153)

SUBPROGRAM
A SUBPROGRAM IS A COMPUTER PROGRAM THAT CAN BE PART OF ANOTHER PROGRAM. IT IS USUALLY A PROGRAM WHICH CAN BE A SUBROUTINE OR A FUNCTION THAT IS INVOKED BY A CALL STATEMENT. ALSO SEE - SUBROUTINE (E.G. (2) A COLLECTION OF PROGRAM ELEMENTS WHICH TOGETHER PROVIDE A FUNCTION OR RELATIONSHIP ELEMENTAL FUNCTIONS WITH RESPECT TO THE WHOLE PROGRAM. (DAE 1201) TYPICALLY WITH MODULE.

SUBROUTINE
A SUBROUTINE IS A SUBPROGRAM THAT DOES NOT REFERS A NAME ASSOCIATED WITH ITS NAME WHEN INVOKE. A SUBROUTINE CAN BE PART OF ANOTHER PROGRAM SUBROUTINE IS INSERTED AS A LINE OF TEXT IN ANOTHER PROGRAM SUBROUTINE CAN BE STATED AT THE TOP AND CALLED TO THE PROGRAM CALLING ROUTINES ALONG PARAMETERS USED IN CALL. (DAE 1201)

SUBSYSTEM
A SUBDIVISION OF A SOFTWARE SYSTEM WITH A MEANINGFUL PART OF THE SYSTEM WHICH IS COMPRISED OF ONE OR MORE PROGRAMS. A SUBSYSTEM CAN BE IDENTIFIED AS THE TOP UNIT OF A TRUE STRUCTURE. (DAE 1201) ALSO SEE - PROGRAM WHICH TOGETHER PROVIDES A MACRO FUNCTION AND IS SUBDIVIDED INTO SUBSYSTEM. (DAE 1201)

SUPERVISORY PROGRAM
(ISO) A COMPUTER PROGRAM, USUALLY PART OF AN OPERATING SYSTEM, THAT AID THE EXECUTION OF OTHER COMPUTER PROGRAMS AND PERMITS THE SYSTEM TO FUNCTION AS A DATA PROCESSING SYSTEM. SYNONYMS WITH EXECUTIVE PROGRAM, CONTROLER. (ANSI-X3)

SUPPORT SOFTWARE
ALL PROGRAMS USED IN THE DEVELOPMENT AND MAINTENANCE OF THE TELEPHONE OPERATIONAL PROGRAMS AND TEST/MAINTENANCE PROGRAMS. SUPPORT PROGRAMS INCLUDE, BUT ARE NOT LIMITED TO: A) COMPILERS, ASSEMBLERS, EMULATORS, BUILDERS, AND LOADERS REQUIRED TO GENERATE MACHINE CODE AND TO COMPILE SUBPROGRAMS OR COMPONENTS INTO A COMPLETE COMPUTER PROGRAM. B) DEBUGGING PROGRAMS C) SIMULATION AND SIMULATION PROGRAMS USED IN OPERATIONAL TESTING SITES. D) DATA ABSTRACTION AND REDUCTION PROGRAMS APPLICABLE TO OPERATIONAL PROGRAMS. E) TEST PROGRAMS USED IN DEVELOPMENT OF OPERATIONAL PROGRAMS. F) PROGRAMS USED FOR MANAGEMENT CONTROL, CONFIGURATION MANAGEMENT OR DOCUMENT GENERATION AND CONTROL DURING DEVELOPMENT. (DAE 364) (2) A COMPUTER PROGRAM WHICH FACILITATES THE DESIGN, DEVELOPMENT, TESTING, ANALYSIS, EVALUATION, OR OPERATION OF OTHER COMPUTER PROGRAMS. (NASA) (3) SOFTWARE TOOLS USED BY PROJECT PERSONNEL FOR SOFTWARE DESIGN, DEBUGGING, TESTING, VULNERIFICATION, AND MANAGEMENT. (DAE 1201)
SUPPORT TOOLS
The set of software tools and procedures used as aids in software development. (Dan 1201)

SUSTAINING ENGINEERING
Software-related activities in the post-delivery period, principally supportive in form, which keep that software operational within its functional specifications, e.g., repairing faults, correcting documentation, removing liens, and estimating costs and other resources required for such tasks. The holding or keeping of software in a state of efficiency or validity despite interface fluctuations in system, subsystem, or applications capabilities. (Dan 1153)

SYMBOLIC EXECUTION
"Instead of executing a program on a set of sample inputs, a program is symbolically executed for a set of classes of inputs leading to symbolic values which describe the relation between input and output." (Dan 281)

SYMBOLIC MACHINE LANGUAGE
Machine level language utilizing symbols and/or mnemonics to represent particular sequences of 0's and 1's. (Nasa)

SYNCHRONIZATION
The process of setting up a mechanism to perform operations or procedures in a time or sequence hierarchy. (Dan 210) (2) The scheme by which arbitration constrains the ordering of operations on shared resources among concurrent processes in time so as to enable consistency in the program behavior. (Dan 1153)

SYNONYM
An additional name in the same language by which an item is known. (Ansi-x3h1) See also alias.

SYNTAX
The part of a grammar dealing with the way in which items in a language are arranged. (Ansi-x3h1) (2) The set of rules that defines the valid input strings (sentential forms) of a computer language as accepted by its compiler (or assembler). Therefore, the structure of expressions in a language, or the rules governing the structure of a language. (Dan 1153)

SYNTHESIZERS
The synthesizer is a program that generates test case programs, from a given grammar, that meet syntactic requirements, or constraints. (Dan 235)

SYSTEM
(ISO) In data processing, a collection of men, machines, and methods organized to accomplish a set of specific functions. (2) A system is a set of related components or subsystems. The components may include computer hardware, a project organization (in terms of people and methods), a computer program, codes and data (an input language), etc. (Dan 781) (3) Consists of more than one software subsystem and provides a solution to a problem. (Dan 137) (4) A collection of humans, machines, and methods, organized to accomplish a purpose. (Ansi-x3h1) (5) A set or arrangement of software or hardware so related or connected as to form a unity capable of
ACHIEVING THE GOALS SPECIFIED IN ITS DESIGN. (DAN 1201)

SYSTEM ACQUISITION MANAGEMENT
REFERS TO A MANAGEMENT APPROACH TO ACQUIRING COMPUTER SYSTEMS WHICH ENCOMPASSES THE WHOLE SYSTEM, WITH EMPHASIS ON THE SOFTWARE, FROM THE INITIAL CONCEPT FORMULATION TO THE SUPPORT OF THE OPERATIONAL SYSTEM.

SYSTEM ARCHITECTURE
SYNONOMOUS WITH COMPUTER ARCHITECTURE.

SYSTEM DEPENDENCIES
DATA, PARAMETERS, OR EQUIPMENT NECESSARY FOR THE SYSTEM TO FUNCTION PROPERLY.

SYSTEM DESIGN
THE PROCESS OF TRANSFERRING THE DESIGN REQUIREMENTS INTO AN OVERALL SYSTEM STRUCTURE THAT SUPPORTS PROGRAMS SATISFYING THOSE REQUIREMENTS. INCLUDES ALL ACTIVITIES CONCERNED WITH TRANSFORMING FUNCTIONAL REQUIREMENTS/SPECIFICATIONS INTO A STRUCTURED PROGRAMMING SYSTEM CAPABLE OF SATISFYING THOSE REQUIREMENTS. (DAN LD7) (2) TRANSLATION OF THE REQUIREMENTS INTO A DESCRIPTION OF ALL THE COMPONENTS NECESSARY TO IMPLEMENT THE SYSTEM. (DAN 773)

SYSTEM DESIGN LANGUAGES
A DESIGN TOOL FOR SPECIFYING ABSTRACT MACHINE ARCHITECTURES. (ABBOTT)

SYSTEM ENGINEERING LANGUAGE
A MULTI-PURPOSE LANGUAGE WHICH CAN BE USED FOR REQUIREMENTS AND DESIGN SPECIFICATION, AUTOMATIC SIMULATION MODEL GENERATION, AUTOMATED DESIGN ANALYSIS AND VERIFICATION.

SYSTEM INTEGRATION
THE PROCESS OF COMBINING SYSTEM COMPONENTS TOGETHER TO PRODUCE THE TOTAL SYSTEM. (DAN 318) (2) THE PROCESS OF COMBINING PHYSICALLY, ELECTRONICALLY, AND FUNCTIONALLY ALL ELEMENTS SPECIFIED FOR A SYSTEM, USUALLY COMPOSED OF BOTH HARDWARE AND SOFTWARE. FOR EXAMPLE, SYSTEM INTEGRATION IS PERFORMED AT AN EVALUATION FACILITY BEFORE ACCEPTANCE TESTING MAY BEGIN. (DAN 1201)

SYSTEM RELIABILITY
A MEASURE OR INDICATION OF THE SUCCESS WITH WHICH THE SYSTEM PROVIDES THE SERVICE SPECIFIED. (DAN 236) SYSTEM HERE REFERS TO BOTH THE HARDWARE AND SOFTWARE AS A PACKAGE.

SYSTEM SIMULATIONS
COMPUTER SYSTEM SIMULATION IS A TECHNIQUE USED TO PREDICT SYSTEM PERFORMANCE BY EXERCISING A MODEL OF THE SYSTEM HARDWARE/SOFTWARE OVER TIME. SIMULATION BASED ON WELL-PLANNED EXPERIMENTS REPRESENTATIVE OF THE REAL-WORLD ENVIRONMENT WILL PRODUCE RESULTS THAT HELP VERIFY AND IMPROVE SYSTEM PERFORMANCE. THE SIMULATIONS ARE ALSO USED TO HELP PREDICT HOW THE SYSTEM WILL REACT TO ALTERNATIVE LOADS WITH MODIFIED CONFIGURATIONS. SPECIFIC LANGUAGE SYSTEMS SUCH AS ECSS, CSS, SCERT, AND SAM HAVE BEEN DEVISED TO ACT AS AIDS TO IMPLEMENTATION. (DAN 134)

SYSTEM SIZE
TOTAL NUMBER OF MACHINE WORDS NEEDED FOR ALL INSTRUCTIONS GENERATED ON THE
PROJECT PLUS SPACE FOR DATA, LIBRARY ROUTINES AND OTHER CODE. THIS IS THE
TOTAL SIZE OF THE SYSTEM WITHOUT USING ANY OVERLAY STRUCTURE. (SEL)

SYSTEM SPECIFICATION VERIFICATION
SEE COMPUTER PROGRAM VERIFICATION

SYSTEM STRUCTURING
PLACING CONSTRAINTS UPON THE INTERRELATIONSHIPS BETWEEN THE COMPONENTS OF A
SYSTEM. (DAN 236)

SYSTEM SURVIVAL PROBABILITY
SYNONOMOUS WITH INTEGRITY PROBABILITY (DAN 781)

SYSTEM TESTING
SYSTEM TESTING IS THE PROCESS OF TRYING TO FIND DISCREPANCIES BETWEEN THE
SYSTEM AND ITS ORIGINAL OBJECTIVES. (DAN 286).

SYSTEM VALIDATION
THE PROCESS OF CHECKING EQUIPMENT CONFORMITY WITH SPECIFICATIONS. (DAN 258)

SYSTEM VERIFICATION
ALL ACTIVITIES CONCERNED WITH ASCERTAINING THAT THE SYSTEM Performs AS THE
CUSTOMER INTENDED. (CAN LD7)

SYSTEMS RELATED SOFTWARE
BY SYSTEMS RELATED SOFTWARE, WE INCLUDE ANY PACKAGE DESIGNED TO AFFECT,
MODIFY, EXTEND OR CHANGE THE 'NORMAL' AVAILABLE PROCESSING PROCEDURE OF THE
OPERATING SYSTEM. THIS COULD INCLUDE SUCH COMPONENTS AS ERROR TRACING, OR
EXTENDED I/O SUCH AS DAIO. (SEL)

TABLE
IN PROGRAMMING THE TERM TABLE MAY BE USED SYNONOMOUSLY WITH "ARRAY", BUT IS
TYPICALLY DISTINGUISHABLE FROM THE ARRAY IN BEING UNIDIMENSIONAL OR
NON-MATHEMATICS ORIENTED.

TABLE HANDLER
THIS INCLUDES COMPONENTS WHICH ARE SPECIFICALLY DESIGNED TO GENERATE OR
INTERPRET INFORMATION WHICH IS IN A TABLE FORMAT SUCH AS THE GENERALIZED
TELEMETRY PROCESSOR. (SEL)

TACTICS
A LARGE INTERACTIVE STATISTICAL ANALYSIS AND MODELING SYSTEM.

TAILOR
TO CHANGE A SYSTEM OR PROGRAM TO SUIT A SPECIAL NEED OR PURPOSE. (ANSI-X3H1)

TARGET LANGUAGE
THE LANGUAGE IN WHICH A DESIRED PROGRAM IS TO BE EXPRESSED. (DAN 265)

TARGET MACHINE
THE COMPUTER ON WHICH A PARTICULAR COMPUTER PROGRAM IS DESIGNED TO BE USED.
(NASA)
TASK MILESTONE
A MAJOR VISIBLE EVENT OR INTERFACE DURING A PROJECT. (DAN LD7)

TECHNOLOGY TRANSFER
REFFERS TO SOFTWARE TECHNOLOGY TRANSFLR; SEE EDUCATION

TELEMETRY/TRACKING
THIS INCLUDES ALL SOFTWARE COMPONENTS WHICH ARE SPECIFICALLY REQUIRED TO INTERFACE (EITHER READ, WRITE, OR FORMAT) WITH TELEMETRY OR TRACKING DATA. (SEL)

TERMINAL INTERFACE PROCESSOR (TIP)
A PACKET-SWITCH HARDWARE USED FOR STORAGE OF MESSAGES, ROUTING OF SIGNALS, AND COMMUNICATIONS IN THE ARPANET. IT HAS GREATER FLEXIBILITY, AND CAN HANDLE MORE LINES AND HOSTS THAN THE FUNCTIONALLY SIMILAR IMP.

TERMINAL SIMULATOR
A COMPUTER PROGRAM USED TO PRESENT INPUT MESSAGES TO THE CONTROL PROGRAM SO AS TO APPEAR THAT THEY HAD BEEN INPUT FROM AN ACTUAL TERMINAL DEVICE. (DAN LD7)

TERMINATION PROOF
PROOF THAT A PROGRAM DOES TERMINATE.

TEST
ANY PROGRAM OR PROCEDURE THAT IS DESIGNED TO OBTAIN, VERIFY, OR PROVIDE DATA FOR THE EVALUATION: RESEARCH AND DEVELOPMENT (OTHER THAN LABORATORY EXPERIMENTS): PROGRESS IN ACCOMPLISHING DEVELOPMENT OBJECTIVES: OR PERFORMANCE AND OPERATIONAL CAPABILITY OF SYSTEMS, SUBSYSTEMS, COMPONENTS, AND EQUIPMENTS ITEMS. (AFR 80-14)

TEST BEDS
A TEST SITE THAT EITHER CONTAINS THE ACTUAL HARDWARE AND INTERFACES (HARDWARE TEST BED) OR SIMULATES THEM (SOFTWARE TEST BED). 1. HARDWARE TEST BED - INCLUDES ACTUAL COMPUTER AND INTERFACE HARDWARE, THUS PERMITTING ACTUAL CHECKOUT OF HARDWARE/SOFTWARE INTERFACES AND ACTUAL INPUT-OUTPUT. THE PROGRAM EXECUTION IS CONFIRMED USING ACTUAL HARDWARE TIMING CHARACTERISTICS, BUT THE OUTPUT IS LIMITED, AND IT HAS LIMITED DIAGNOSTIC CAPABILITIES. 2. SOFTWARE TEST BED - USES AN INSTRUCTION SIMULATOR TO SIMULATE ACTUAL HARDWARE. THE APPROACH POORLY REPRESENTS ACTUAL I/U, PUNTS 7 TO 15 TIMES REAL-TIME, AND IS AN EXPENSIVE METHOD OF CONDUCTING LENGTHY TESTING OF SOFTWARE. THE APPROACH PERMITS FULL CONTROL OF INPUTS AND COMPUTER CHARACTERISTICS, ALLOWS PROCESSING OF INTERMEDIATE OUTPUTS WITHOUT DESTROYING REAL TIME, AND ALLOWS FULL TEST REPEATABILITY AND DIAGNOSTICS. (DAN 134)

TEST CONTROL PROGRAM
USUALLY REFERS TO SCENARIO OR THE PROGRAM READING AND INTERPRETING A SCENARIO, BUT COULD BE ANY SOFTWARE WHICH PROVIDES AUTOMATIC DIRECTION FOR TESTING. (DAN 1201)

TEST DATA
TEST ENVIRONMENT DATA THAT ARE PREPARED MANUALLY OR BY AN AUTOMATIC TEST CASE GENERATOR. (DAN LD7)
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TEST DATA BASE
COLLECTION OF DATA STORED ON A COMPUTER PERIPHERAL DEVICE (E.G., TAPE, DISK, THAT CLOSELY MUTES THE "REAL" DATA BASE). IDEALLY, A TEST DATA BASE SHOULD BE IDENTICAL TO A REAL DATA BASE BUT USUALLY IT ONLY PROVIDES REPRESENTATIVE DATA. (DAN 154)

TEST DATA GENERATION
THE PREPARATION, BY MANUAL OR AUTOMATED MEANS, OF DATA TO BE USED IN TESTING A PROGRAM OR SYSTEM.

TEST DESIGN
THE SELECTION OF THE OPTIMUM METHODS, TOOLS, PROCEDURES, AND TEST CASES TO BE USED IN TESTING A SOFTWARE PROGRAM OR SYSTEM.

TEST DRIVERS
SOFTWARE TEST DRIVERS ARE TOOLS WHICH PROVIDE THE FACILITIES FOR EXECUTING THE TEST HARDWARE/SOFTWARE BY LOADING INPUT DATA FILES WHICH REPRESENT THE TEST SITUATION OR AN EVENT TO YIELD RECORDED DATA IN ORDER TO EVALUATE AGAINST EXPECTED RESULTS. TEST DRIVERS ARE RESTRICTED TO OPERATION IN THE SAME HOST ENVIRONMENT AS THE TEST ARTICLE. INPUT/OUT FUNCTIONS MAY BE BYPASSED OR MODIFIED BY TEST DRIVER SOFTWARE AND ARE GENERALLY DESIGNED TO FACILITATE THE PREPARATION OF INPUT AND THE EVALUATION OF TEST OUTPUT DATA. TEST DRIVERS MAY OPERATE IN EITHER STATIC OR DYNAMIC MESSAGES. STATIC TEST DRIVERS MAY BE EITHER ONE-SHOT OR REPETITIVE. THIS TYPE OF DRIVER USUALLY PROVIDES AT LEAST THE FACILITIES FOR: A. READING TEST INPUT DATA INTO SPECIFIC DATA BASE LOCATIONS. B. PASSING CONTROL TO THE TEST ARTICLE OR ITS ASSOCIATED EXECUTIVE SOFTWARE. C. RESUMING CONTROL AFTER EACH EXECUTION AND READING OUT OR STORING TEST RESULTS. DYNAMIC TEST DRIVERS OPERATE IN REAL TIME OR NEAR-REAL TIME TO PROVIDE A MORE REALISTIC RUN-TIME ENVIRONMENT THAN IS POSSIBLE WITH STATIC DRIVERS. ALL OF THE FACILITIES LISTED FOR STATIC DRIVERS ARE USUALLY PROVIDED BY A DYNAMIC TEST DRIVER. ADDITIONALLY, A TEST EXECUTIVE IS GENERALLY PROVIDED TO SEQUENCE TEST AND DATA TRANSFER OPERATIONS. OTHERWISE, THE OPERATIONAL EXECUTIVE MUST BE DESIGNED TO INTERFACE WITH A DYNAMIC TEST DRIVER. TEST DRIVERS ARE OFTEN DESIGNED TO WORK WITH A VARIETY OF OFF-LINE UTILITY AND SUPPORT COMPUTER PROGRAMS. SOME OF THESE ARE VARIOUSLY KNOWN AS TEST GENERATORS/DISTRIBUTORS, SCENARIO GENERATORS, TEST EDITORS, TEST REPORT GENERATORS, AND DATA REDUCTION AND ANALYSIS SOFTWARE. (SET) SEE ALSO: ENVIRONMENT SIMULATOR (2) TO RUN TESTS IN A CONTROLLED MANNER. IT IS OFTEN NECESSARY TO WORK WITHIN THE FRAMEWORK OF A "SCENARIO" - A DESCRIPTION OF A DYNAMIC SITUATION TO ACCOMPLISH THIS, IT IS NECESSARY TO LOAD THE INPUT DATA FILES FOR THE SYSTEM WITH DATA VALUES REPRESENTING THE TEST SITUATION OR EVENTS TO YIELD RECORDED DATA TO EVALUATE AGAINST EXPECTED RESULTS. THESE AIDS PERMIT RELATIVELY EASY GENERATION OF DATA IN EXTERNAL FORM TO BE ENTERED AUTOMATICALLY INTO THE SYSTEM AT THE PROPER TIME. (DAN 134) (3) SEE ALSO: DRIVERS, DRIVER PROGRAMS, TEST MODULE DRIVER

TEST GRAMMAR
A TEST GRAMMAR IS A CONTEXT-FREE GRAMMAR WHICH DESCRIBES THOSE ASPECTS OF A PROGRAM TO BE TESTED, AS WELL AS THE ASSUMPTIONS AS TO WHICH TEST CASES ARE CONSIDERED EQUIVALENT. THE GRAMMAR GENERATES TEST DATA IN LEVELS OF EVER INCREASING COMPLEXITY OF TEST CASES. AT EACH LEVEL THE PROGRAMMER MAY USE THE RESULTS OF TESTING AT PREVIOUS LEVELS TO STRENGTHEN THE ASSUMPTIONS ON THE TEST GRAMMAR. THEREBY, REDUCING THE NUMBER OF TEST CASES GENERATLED AT
SUBSEQUENT LEVELS. (DAN 837)

TEST MANAGEMENT
MANAGEMENT PROCEDURES DESIGNED TO CONTROL IN AN ORDERED WAY A LARGE AND EVOLVING AMOUNT OF PIECES OF INFORMATION ON SYSTEM FEATURES TO BE TESTED, ON SYSTEM IMPLEMENTATION PLANS, AND ON TEST RESULTS. (DAN 529)

TEST METHODOLOGIES
THE PROCEDURES AND TOOLS UTILIZED IN PROVING THAT A PROGRAM CORRECTLY FULFILLS ITS REQUIREMENTS. (DAN 1201)

TEST MODULE DRIVER
INDEPENDENT MODULES WHICH EXECUTE UNDER THE SAME OPERATING SYSTEM AS THE SOFTWARE TO BE TESTED AND PERFORM SPECIFIC TESTS IN RESPONSE TO EXTERNAL STIMULI. (DAN 1201) SEE ALSO DRIVERS, DRIVER PROGRAMS

TEST PLAN
A MANAGEMENT DOCUMENT THAT DESCRIBES HOW AND WHEN SPECIFIED TEST OBJECTIVES WILL BE MET. (DAN 134) (2) THE TEST PLAN USUALLY CONTAINS THE FOLLOWING INFORMATION: A) A GENERAL TEST PHILOSOPHY OR STRATEGY. B) A FUNCTIONAL DESCRIPTION OF WHAT IS BEING TESTED. C) A REPRESENTATION OF FUNCTIONAL COVERAGE (I.E. MATRIX, CAUSE AND EFFECT, FAMILY TREE, ETC.) D) A DESCRIPTION OF WHAT EACH TEST CASE WILL TEST AND HOW IT WILL BE ACCOMPLISHED. 3) TESTING DEPENDENCIES (BUILD REQUIREMENT, HARDWARE/SIMULATOR NEEDS, ETC.) E) ENTRANCE AND EXIT CRITERIA. (DAN 781) (3) A FORMAL DOCUMENT WHICH DEFINES THE TESTS TO BE PERFORMED TO VERIFY THAT THE COMPUTER PROGRAM MEETS THE PERFORMANCE REQUIREMENTS STATED AS THE ACCEPTANCE CRITERIA DEFINED IN THE PROGRAM PERFORMANCE SPECIFICATION. (DAN LD/)

TEST PLAN DOCUMENT
A PLAN THAT TESTS THE EFFECTIVENESS OF THE OBJECT SYSTEM, AS IMPLEMENTED, AND DETERMINES HOW IT CAN BE VALIDATED, VERIFIED, AND CERTIFIED. THIS DOCUMENT IS INPUT TO THE SUBSEQUENT FUNCTIONS OF THE QUALITY ASSURANCE PROCESS AND TO THE PROGRAM VALIDATION FUNCTION. (DAN LD/)

TEST PLAN INSPECTION
A TEST PLAN INSPECTION IS A FORMAL METHOD OF EXAMINING THE TEST PLAN. THE PURPOSE OF THE INSPECTION IS TO ASSURE THE COMPLETENESS AND ACCURACY OF THE TEST PLAN. (DAN 781)

TEST PROCEDURE
A FORMAL DOCUMENT DEVELOPED FROM A TEST PLAN THAT PRESENTS DETAILED INSTRUCTIONS FOR THE SET UP, OPERATION, AND EVALUATION RESULTS FOR EACH DEFINED TEST. (DAN 1201)

TEST REPORT
A DOCUMENT RECORDING THE RESULTS OF A PROGRAM TEST. (DAN 1201)

TEST RESULT PROCESSOR
A COMPUTER PROGRAM USED TO PERFORM TEST OUTPUT DATA REDUCTION, Formatting and printing. SOME PERFORM STATISTICAL ANALYSIS WHERE THE ORIGINAL DATA MAY BE THE OUTPUT OF A MONITOR. (DAN 134)

TEST SYSTEM
THE SYSTEM OF HARDWARE, OPERATIONAL SOFTWARE AND TEST SOFTWARE INTEGRATED AND USED TO RUN PRODUCT ACCEPTANCE TESTS ON THE OPERATIONAL SOFTWARE. (DAN 1201)

TEST TOOLS
THE SUPPORT SOFTWARE USED AS AN AID IN PROGRAM CHECKOUT AND DEBUGGING. (DAN 1201) SEE ALSO: AUTOMATED TESTING, SUPPORT SOFTWARE, AUTOMATED VERIFICATION TOOLS

TEST VALIDITY
THE DEGREE TO WHICH A TEST ACCOMPLISHES ITS SPECIFIED GOAL. (DAN 1201) SEE ALSO: TESTEDNESS

TESTABILITY
CODE POSSESSES THE CHARACTERISTIC TESTABILITY TO THE EXTENT THAT IT FACILITATES THE ESTABLISHMENT OF VERIFICATION CRITERIA AND SUPPORTS EVALUATION OF ITS PERFORMANCE. THIS IMPLIES THAT REQUIREMENTS ARE MATCHED TO SPECIFIC MODULES, OR DIAGNOSTIC CAPABILITIES ARE PROVIDED, ETC. (DAN 239)

TESTABLE
A SOFTWARE PRODUCT IS TESTABLE TO THE EXTENT THAT IT FACILITATES THE ESTABLISHMENT OF VERIFICATION CRITERIA AND SUPPORTS EVALUATION OF ITS PERFORMANCE...SOME OF THE CHARACTERISTICS WHICH INCREASE TESTABILITY ARE: (A) FUNCTIONAL MODULARITY, WHICH FACILITATES THE MATCHING OF REQUIREMENTS TO SPECIFIC MODULES OF A PROGRAM. (B) CAPABILITY OF PROVIDING DIAGNOSTICS, E.G. THROUGH USE OF CONDITIONAL ASSEMBLY TO INVOKE MACRO GENERATION OF CODE FOR DIAGNOSTIC PRINTOUTS, UNDER USER CONTROL. (C) AUXILIARY CODE IS USED TO EVALUATE CERTAIN INVARIANTS (E.G., CODE IS ADDED TO CALCULATE THE TOTAL ENERGY FOR VARIOUS STATES OF A CONSTANT ENERGY SYSTEM). (D) COMMENTS INDICATING UNACCEPTABLE VALUES AND THE RECOMMENDED DEFAULT ACTION ARE PLACED AT A POINT WHERE INTERMEDIATE OR REQUIRED OUTPUT IS DEFINED. (SET)

TESTEDNESS
TESTEDNESS IS A DYNAMIC MEASURE WHICH INDICATES THE EXTENT TO WHICH A PARTICULAR PIECE OF SOFTWARE HAS BEEN TESTED BY PARTICULAR TEST CASES. THE MEASURE IS DEFINED IN SUCH A WAY THAT WHEN MEASURING THE EXTENT TO WHICH A LOGICAL STRUCTURE OR PART OF A LOGICAL STRUCTURE HAS BEEN EXERCISED OR TESTED; THE TESTEDNESS OF A NODE INCREASES AS THE NUMBER OF TIMES IT IS EXERCISED INCREASES AND DECREASES AS THE PROBABILITY OF ERROR OR THE ACCESSIBILITY INCREASES. (DAN 766)

TESTING
EXECUTION, INTERACTIVE DEBUG, FOREIGN DEBUG, SNEAK CIRCUIT ANALYSIS... ALSO SEE ANALYZERS, ASSERTIONS, SOURCE LANGUAGE DEBUG, TEST DRIVERS, REGRESSION TESTING, ENVIRONMENT SIMULATORS, INTERACTIVE DEBUG, AND FOREIGN DEBUG. (SET)

(2) EXERCISING DIFFERENT MODES OF COMPUTER PROGRAM OPERATION THROUGH DIFFERENT COMBINATIONS OF INPUT DATA (TEST CASES) TO FIND ERRORS. (IEEE TASK GROUP FOR STANDARDIZATION OF SOFTWARE TEST DOCUMENTATION)

TESTING CRITERIA
THE REQUIREMENTS THE PROGRAM UNDER TEST MUST SATISFY. (IAN 1201)

TESTING EFFECTIVENESS
THE DEGREE TO WHICH THE SOFTWARE CAN BE CHECKED OUT WITH ALL "BUGS" REMOVED. (IAN 1201)

TESTING OBJECTIVE
A GOAL TO BE ATTAINED FROM TESTING SOFTWARE. (IAN 1201)

TESTING PHASE
DURING THE TEST PHASE, SYSTEM INTEGRATION OF THE SOFTWARE COMPONENTS AND SYSTEM ACCEPTANCE TESTS ARE PERFORMED AGAINST THE REQUIREMENTS. (SET) (2) THE DESIGN OF TESTS, TESTING STRATEGIES, AND THE RUNNING OF SUCH TESTS. (SEL)

TESTMASTER
AN AUTOMATIC SOFTWARE TEST DRIVER AVAILABLE FROM HOSKYN'S, INC. ORIENTED TOWARD TESTING OF COBOL PROGRAMS RUNNING ON AN IBM 360/370 SYSTEM. (IAN 286)

TEXT DATA
PROGRAM DOCUMENTATION THAT IS PREPARED MANUALLY AND UPDATED BY A TEXT EDITOR. (IAN LD7)

TEXT-FORMATTING APPLICATIONS
INDEXING TERM. REFERS TO SOFTWARE USED AS A COMPONENT IN A TEXT-FORMATTING SYSTEM, OR TO THE DEVELOPMENT OF THE SOFTWARE FOR A TEXT-FORMATTING SYSTEM.

TEXT-PROCESSING APPLICATIONS
INDEXING TERM. REFERS TO SOFTWARE USED AS A COMPONENT IN A TEXT-PROCESSING SYSTEM, OR TO THE DEVELOPMENT OF THE SOFTWARE FOR A TEXT-PROCESSING SYSTEM.

THEOREM PROVER
A SOFTWARE PACKAGE THAT AUTOMATICALLY OR SEMI-AUTOMATICALLY EVALUATES INPUTTED THEOREMS. IT IS USED TYPICALLY AS THE FINAL STAGE OF A PROOF OF CORRECTNESS SYSTEM.

THROUGHPUT
A MEASURE OF THE AMOUNT OF WORK PERFORMED BY A COMPUTING SYSTEM OVER A GIVEN PERIOD OF TIME E.G., JOBS PER DAY. (2) A MEASURE OF COMPUTER CAPACITY IN TERMS OF EXECUTION RATE AND WORD SIZE. (NASA)

TIER CHART
A TREE-GRAPH REPRESENTATION OF A PROGRAM AND ITS NAMED MODULES, IN WHICH THE SUBORDINATION RELATION IS INVOCATION. SUBROUTINE INVOCATION NODES OCCUR MORE THAN ONCE; HOWEVER, ALL BUT ONE OF THESE NODES APPEAR AS LEAVES OF THE TREE, AND THE OTHER FORMS THE ROOT OF THE SUBROUTINE TIER HIERARCHY. (IAN 1153)
TIME DOMAIN
AN APPROACH TO SOFTWARE RELIABILITY ESTIMATION WHICH PREDICTS SOFTWARE FAILURES AS A FUNCTION OF TIME. REASONABLE ESTIMATES OF MEAN TIME TO FAILURE AND THE CHECKOUT TIME REQURED TO ACHIEVE A GIVEN LEVEL OF ASSURANCE FOR PROGRAM CORRECTNESS CAN BE CALCULATED BY FITTING OBSERVED DATA TO A POSTULATED FAILURE TIME DISTRIBUTION, OR BY CALCULATING THE MOMENTS OF THE DISTRIBUTION (MEAN, STANDARD DEVIATION) AND MATCHING THE ACTUAL TO THE THEORETICAL IN THE SENSE OF MAXIMUM LIKELIHOOD ESTIMATORS.

TIMESHARING
A MODE OF OPERATION THAT PROVIDES FOR THE INTERLEAVING OF TWO OR MORE INDEPENDENT PROCESSES ON ONE FUNCTIONAL UNIT. (ANSI-X3)

TIMING ANALYZER
A COMPUTER PROGRAM THAT MONITORS AND PRINTS EXECUTION TIME OF ALL PROGRAMS ELEMENTS (FUNCTIONS, ROUTINES, AND SUBROUTINES). (CAN 134)

TIP
SEE: TERMINAL INTERFACE PROCESSOR

TOLERANCE
A SYSTEM'S INPUT DATA TOLERANCE IS A MEASURE OF THE SYSTEM'S ABILITY TO ACCEPT DIFFERENT FORMS OF THE SAME INFORMATION AS VALID, (I.E. WITHOUT MALFUNCTION OR REJECTION) (DAN 781) (2) NEARLY SYNONYMOS WITH ROBUSTNESS.

TOP DOWN
IN DESIGNING COMPUTER PROGRAMS, THE TOP-DOWN APPROACH IDENTIFIES MAJOR FUNCTIONS TO BE ACCOMPLISHED, THEN PROCEEDS FROM THERE TO AN IDENTIFICATION OF THE LESSER FUNCTIONS THAT DERIVE FROM THE MAJOR ONES. THE DEFINITION OF "TOP-DOWN" IS THE MIRROR IMAGE OF "BOTTOM-UP" WHERE THE LOWER PROCEDURES ARE WRITTEN FIRST, AND UPPER LEVELS LATER. TOP-DOWN DESIGN INVOLVES BREAKING A LARGE PROGRAM INTO SMALLER SUBPROGRAMS THAT CAN BE DEALT WITH INDIVIDUALLY. TOP-DOWN CONCEPTS CAN BE APPLIED TO CODING AND TESTING. (SET) SEE ALSO: HIERARCHICAL STRUCTURE, LEVEL OF ABSTRACTION, STEP-WISE REFINEMENT, STRUCTURED PROGRAMMING. (2) THE DESIGN (OR IMPLEMENTATION) OF THE SYSTEM, STARTING WITH A SINGLE COMPONENT, ONE LEVEL AT A TIME, BY EXPANDING EACH COMPONENT REFERENCE AS AN ALGORITHM POSSIBLY CALLING OTHER NEW COMPONENTS. (SEL) (3) A GENERAL TERM INDICATING A HIERARCHY OF DEPENDENT ELEMENTS AND AN ORDER OF ANALYSIS, DEFINITION, DESIGN OR PRODUCTION BEGINNING WITH THE MOST COMMON ELEMENT(S) (TOP) TO THE LEAST COMMON ELEMENTS (ON DOWN). (DAN 1201)

TOP DOWN DEVELOPMENT
TECHNIQUE FOR IMPLEMENTING HIERARCHICALLY STRUCTURED PROGRAMS. HERE THE TOP-LEVEL ROUTINES ARE WRITTEN FIRST AND LOWER LEVEL ROUTINES, CALLED STUBS, ARE WRITTEN TO INTERFACE WITH THESE. (DAN 237) ONCE REQUIREMENTS ARE FIRMED UP, THE DEVELOPMENT PROCESS DECOMPOSES THE PROPOSED SYSTEM INTO A SERIES OF LEVELS IN A HIERARCHY, BEGINNING AT THE TOP AND WORKING DOWN. THE HIGHEST LEVEL IS THEN DESIGNED, CODED, AND SUBSEQUENTLY TESTED FIRST, USING STUBS WITH DUMMY CODE TO STAND IN FOR LOWER-LEVEL UNITS THAT ARE INVOLVED, AND SO ON. (DAN 227)

TOP-DOWN DESIGN
TOP-DOWN DESIGN IMPLIES AN ORDERING TO THE SEQUENCE OF DECISIONS WHICH ARE MADE IN THE DECOMPOSITION OF A SOFTWARE SYSTEM, BY BEGINNING WITH A SIMPLE
DESCRIPTION OF THE ENTIRE PROCESS (TOP LEVEL). THROUGH A SUCCESSION OF
REFINEMENTS OF WHAT HAS BEEN DEFINED AT EACH LEVEL, LOWER LEVELS ARE
SPECIFIED. (SET) (2) A DESIGN AND CODING CRITERION IN WHICH OPERATIONS ARE
DEFINED IN A HIERARCHICAL MANNER AND FROM THE MORE GENERAL TO THE MORE
PRECISE. TOP LEVEL OPERATIONS ARE DEFINED IN RELATIVELY GENERAL TERMS.
OPERATIONS ON ALL LEVELS (EXCEPT THE BOTTOM ONE) ARE DEFINED MORE PRECISELY
IN TERMS OF OPERATIONS ON THE LEVEL IMMEDIATELY BELOW. THE DEFINING OF A
MORE GENERAL OPERATION IN TERMS OF MORE SPECIFIC, LOWER LEVEL OPERATIONS IS
CALLED STEPWISE REFINEMENT. (ABBOTT)

TOP-DOWN IMPLEMENTATION
A DEVELOPMENTAL METHODOLOGY WHOSE DISTINGUISHING FEATURE IS THAT HIGHER
LEVELS OF THE PROGRAM ARE IMPLEMENTED (DESIGNED, CODED, TESTED) BEFORE THE
LOWER LEVELS ARE IMPLEMENTED. THIS METHODOLOGY IMPLIES THAT SYSTEM
INTEGRATION PROCEEDS FROM THE HIGHEST LEVEL TO THE LOWEST LEVEL BY
INTEGRATING SUCCESSIVELY LOWER-LEVEL MODULES/COMPONENTS INTO SUCCESSFULLY
INTEGRATED HIGHER-LEVEL MODULES/COMPONENTS.

TOP-DOWN PARSEING
TOP-DOWN DECOMPOSITION BY DIJKSTRA: A PARSEING IS A DECOMPOSITION

TOP-DOWN PROGRAM DEVELOPMENT
DOWNWARD FROM THE TOP LEVEL OF PROGRAM DESIGN TO THE BOTTOM LEVELS,
CONTINUOUSLY EXERCISING THE ACTUAL INTERFACES BETWEEN PROGRAM MODULES. THE
BOTTOM LEVEL MAY BE STANDARD PACKAGED ROUTINES - DATA ACCESS METHODS, SORT
ROUTINES OR INTERFACES WITH OTHER SYSTEMS. THIS APPROACH IS THE OPPOSITE OF
THE USUAL ONE OF CHECKING THE BOTTOM-LEVEL MODULES FIRST AND WORKING UP,
FINALLY INTEGRATING AND TESTING THE ENTIRE SYSTEM. HERE, THE INTEGRATION OF
MODULES IS A CONTINUOUS PROCESS. (DAN LD7)

TOP-DOWN PROGRAMMING
THE CONCEPT OF PERFORMING IN HIERARCHICAL SEQUENCE A DETAILED DESIGN, CODE,
INTEGRATION AND TEST AS CONCURRENT OPERATIONS. (DAN 140)

TOP-DOWN PROGRAMMING PROCESS
AN EXPANSION OF FUNCTIONAL SPECIFICATIONS TO SIMPLER AND SIMPLER FUNCTIONS
UNTIL, FINALLY, STATEMENTS OF THE PROGRAMMING LANGUAGE ITSELF ARE REACHED.
(SET)

TOP-DOWN STRUCTURED PROGRAM
(TDSP) A STRUCTURED PROGRAM WITH THE ADDITIONAL CHARACTERISTICS OF THE
SOURCE CODE BEING LOGICALLY, BUT NOT NECESSARILY PHYSICALLY, SEGMENTED IN A
HIERARCHICAL MANNER AND ONLY DEPENDENT ON CODE ALREADY WRITTEN. CONTROL OF
EXECUTION BETWEEN SEGMENTS IS RESTRICTED TO TRANSFERS BETWEEN ADJACENT
HIERARCHICAL SEGMENTS. (DAN 140) (2) A PROGRAM WHICH SATISFIES THE DESIGN
CRITERIA OF TOP DOWN DESIGN AND STRUCTURED CODE. (ABBOTT)

TOP-DOWN STRUCTURED PROGRAMMING
THE PROCESS OF DEVELOPING TOP DOWN STRUCTURED PROGRAMS. ASSOCIATED WITH TOP
DOWN STRUCTURED PROGRAMMING ARE CERTAIN PRACTICES SUCH AS INDENTATIONS OF
SOURCE CODE TO REPRESENT LOGIC LEVELS, THE USE OF INTELLIGENT DATA NAMES AND
DESCRIPTIVE COMMENTARY. TOP DOWN STRUCTURED PROGRAMMING REQUIRES TOP DOWN
PROGRAMMING AS THE PRIMARY IMPLEMENTATION METHODOLOGY. (DAN 140)
TOP-DOWN TESTING

If modules are produced in a top-down order, then top-down testing can also be employed using a partially completed system in which lower levels are represented by program "stubs" and programs are executed in the environment in which they will actually operate. This approach allows for earlier integration and testing which should uncover problems sooner than conventional testing where integration is the last step. (SLT)

TOTAL CORRECTNESS

A program is totally correct with respect to an intended function if it (1) is partially correct with respect to that function, and (2) terminates after a finite length of time on each input for which the function is defined. Most methods for proving total correctness require a separate proof for termination, usually based on a well-ordering of program states. (SLT) (2) If a program both terminates and satisfies its output specification, that program is said to be totally correct. (DAN 419)

TRACE

A record of program execution showing the sequence of subroutine and function calls, and sometimes the value of selected variables. Code used in producing a trace is automatically inserted into a program, usually by the compiler, sometimes by other support software. (SEL) See also: source language debug.

TRACE PROGRAM

A computer program that records the chronological sequence of events taken by a target program during its execution. (DAN 134)

TRACER PROGRAM

A program analysis tool which will analyze computer programs looking for "dead code" - i.e., code in a program which can not be executed. (DAN 142)

TRANSFORMATION (OF DATE)

The process of changing data from one form to another form. Transformation work is the measure of the energy or resources needed to convert data from some original state to its transformed state. (DAN 781) (2) Transformation work can be an input to performance evaluation.

TRANSLATION

The conversion of a computer program from one programming language to an equivalent program in a different language, frequently in reference to compilation or assembly. (NASA)

TRANSLATOR

A computer program written to accept information from one system of representation and convert this into equivalent information in another system of representation. (DAN 134)

TRANSPORTABILITY

The capability of a program to operate on various different make and model computers with a minimum of modification required. (DAN 1201)

TRAP

A technique in which the logic flow of a program is interrupted for the
PURPOSE OF SETTING ASIDE INTERIM RESULTS FOR TEST MEASUREMENT OR PERFORMING SPECIAL TEST FUNCTIONS. (DAN 124)

TREE
AN ACYCLIC CONNECTED GRAPH. IF THE TREE HAS N NODES, THEN IT ALSO HAS N-1 EDGES. EVERY PAIR OF NODES IS CONNECTED BY EXACTLY ONE PATH. THE TREE OFTEN REPRESENTS A HIERARCHY, IN WHICH NODES ARE Labeled TO DENOTE A SUBORDINATING RELATIONSHIP BETWEEN THE TWO NODES. (DAN 1153)

TRI-SERVICE
ARMY, NAVY, AIR FORCE—ADEQUATE APPLIED TO JOINT EFFORTS OF THE 3 SERVICES. (DAN 222)

TRUSTED SOFTWARE
SOFTWARE USED FOR MULTI-LEVEL OPERATING SYSTEMS THAT ENSURES, TO THE BEST TECHNOLOGY CURRENTLY AVAILABLE, A REASONABLE TRUST IN COMPLETE SEPARATION AND NON-INTERFERENCE IN THE MULTI-LEVELS. SOMETIMES USED SYNONYMOUSLY WITH "SECURE SOFTWARE".

TYPE EQUIVALENCE
A TERM USED TO DENOTE DATA STRUCTURES, FUNCTIONS, OR MODULES WHICH MAY BE USED BY MORE THAN ONE PROGRAM OR SUB-PROGRAM. FOR THE PURPOSE OF THE LINEAGE EDITOR ROUTINE, TWO TYPES ARE Equivalent ONLY IF THEY ARE IDENTICAL, INCLUDING HAVING THE SAME NAME (OR IF THEIR NAMES ARE ALIASES). ALSO, TWO TYPES ARE EQUIVALENT IF THEY ARE STRUCTURALLY ISOMORPHIC. (DAN 240)

TYPE (DATA)
SEE DATA TYPE

TYPE OF SOFTWARE

UNDERSTANDABLE
A SOFTWARE PRODUCT IS UNDERSTANDBLE TO THE EXTENT THAT ITS PURPOSE IS CLEAR TO THE INSPECTOR... MANY TECHNIQUES HAVE BEEN PROPOSED TO INCREASE UNDERSTANDABILITY. PROMINENT AMONG THESE ARE CODE STRUCTUREDNESS WHICH SIMPLIFIES LOGICAL FLOW, LOCAL COMMENTARY, TO EXPLAIN COMPLEX CODE INSTRUCTIONS, AND CONSISTENTLY USED MNEMONICS. IN ADDITION, REFERENCES TO READILY AVAILABLE AND UP-TO-DATE DOCUMENTS NEED TO BE INCLUDED IN SOURCE COMMENTARY SO THAT THE INSPECTOR MAY COMPREHEND MORE ESOTERIC CONTENTS. INPUT, OUTPUT, AND ASSUMPTIONS SHOULD BE STATED IN THE FORM OF GLOSSARIES OR PROSE COMMENTARY. IN GENERAL, A CODING STANDARD ENCOMPASSING FORMAT OF HEADERS AND INDENTATION SHOULD BE FOLLOWED FOR ALL MODULES SO THAT INFORMATION CAN BE FOUND WHERE EXPECTED...ALSO SEE - MAINTAINABLE, STRUCTURED PROGRAMMING, MODULARITY. (SET)

UNIT
A SET OF COMPUTER PROGRAM STATEMENTS TREATED LOGICALLY AS A WHOLE. THE WORD "UNIT" IS RESTRICTED IN THE CONTEXT OF A COMPUTER PROGRAM STRUCTURE. THIS
USAGE DOES NOT REFER TO A DEVI CE UNIT, OR LOGICAL UNIT. (SEL) (2) A NAMED SUBDIVISION OF A PROGRAM WHICH IS CAPI BLE OF BEING STORED IN A PROGRAM SUPPORT LIBRARY AND MANIPULATED AS A SINGLE ENTITY. (DAN 137) SEE ALSO: PROGRAM SEGMENT.

UNIT CONSISTENCY ANALYSIS PROGRAM
A COMPUTER PROGRAM THAT ANALYZES SOURCE CODE TO VERIFY UNITS CONSISTENCY FOR EACH USAGE OF EACH PARAMETER. (DAN 134)

UNIX
AN OPERATING SYSTEM FOR UNIVAC SYSTEMS DEVELOPED BY BILL IFFEE, PISCATAWAY, N.J.

USER
THE INDIVIDUAL AT THE MAN/MACHINE INTERFACE WHO IS APPLYING THE SOFTWARE TO THE SOLUTION OF A PROBLEM, E.G., TEST OR OPERATIONS. (DAN 21) (2) ANY ENTITY USING THE FACILITIES OF AN OPERATING SYSTEM. IN ADDITION TO "NORMAL" USERS, THIS INCLUDES AT LEAST PROGRAMS, NETWORKS, AND OPERATORS. (ANSI-Y33.1)

USER-INTERACTIVE SYSTEM
A COMPUTER SYSTEM WHICH IS USED BY MEANS OF AN INTERACTIVE TERMINAL OPERATED BY THE USER.

UTILITIES
COMPUTER PROGRAMS EMPLOYED BY OTHER V/V/C AIDS TO PROVIDE SPECIAL SERVICES. THESE SERVICES INCLUDE PREPARING PROGRAM DECLARATIONS, CREATING LOAD TAPES, AND PLOTTING OUTPUT RESULTS. (DAN 134) (2) TOOLS THAT FACILITATE THE PRODUCTION AND CONTROL OF SOFTWARE SYSTEMS. THESE INCLUDE TOOLS FOR DATA SET MANAGEMENT, PROGRAM DEVELOPMENT, AND PROGRAM EXECUTION. (DAN 137) (3) ANY COMPONENT THAT IS GENERATED FOR THE PURPOSE OF SATISFYING SOME GENERAL SUPPORT FUNCTION REQUIRED BY OTHER APPLICATIONS SOFTWARE MAY BE CONSIDERED A UTILITY. WE THINK OF THIS CLASS OF COMPONENTS AS CONTAINING SOFTWARE THAT DOES NOT FIT INTO ANY OF THE OTHER THREE CATEGORIES. ALTHOUGH COMPONENTS CAN FALL INTO TWO OF THE PRIMARY CATEGORIES (E.G., SCIENTIFIC AND UTILITY), IT WILL BE EASIER TO USE JUST THE MORE DESCRIPTIVE OF THE CATEGORIES (I.E., VECTOR CROSS PRODUCT-SCIENTIFIC DATA UNPACKING - UTILITY.) (SEL) SEE ALSO: SUPPORT SOFTWARE.

UTILITY SOFTWARE
COMPUTER PROGRAMS WHICH PERFORM VARIOUS SERVICE FUNCTIONS, SUCH AS MOVING PROGRAM AND DATA FILES, AND ACCESSING PERIPHERAL EQUIPMENT (NASA)

VALIDATION
THE PROCESS OF DETERMINING WHETHER EXECUTING THE SYSTEM (I.E., SOFTWARE, HARDWARE, USER PROCEDURES, PERSONNEL) IN A USER ENVIRONMENT CAUSES ANY OPERATIONAL DIFFICULTIES. THE PROCESS INCLUDES INSURING THAT SPECIFIC PROGRAM FUNCTIONS MEET THEIR REQUIREMENTS AND SPECIFICATIONS. VALIDATION ALSO INCLUDES THE PREVENTION, DETECTION, DIAGNOSIS, RECOVERY, AND CORRECTION OF ERRORS. (2) VALIDATION IS MORE DIFFICULT THAN THE VERIFICATION PROCESS SINCE IT INVOLVES QUESTIONS OF THE COMPLETENESS OF THE SPECIFICATION AND ENVIRONMENT INFORMATION. THERE ARE BOTH MANUAL AND COMPUTER BASED VALIDATION TECHNIQUES. (DAN 154) (3) THE PROCESS OF ENSURING THAT SPECIFIC PROGRAM FUNCTIONS MEET THEIR DETAILED DESIGN REQUIREMENT SPECIFICATIONS. ALSO, SEE PROGRAM VALIDATION, PROGRAM VALIDATION TOOLS, AND VALIDATION AND DEBUGGING
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TOOLS. (DAN LD7) SEE ALSO: COMPUTER PROGRAM VALIDATION

VALIDATION AND DEBUGGING TOOLS
TOOLS RELATED TO THE PRODUCTION OF CORRECT, SELF-VALLABLE PROGRAMS. VALIDATION INCLUDES THE PREVENTION, DETECTION, DIAGNOSIS, RECOVERY, AND CORRECTION OF ERRORS. DEBUGGING INCLUDES CORRECTING ERRORS OF BOTH A LOGICAL AND A CLERICAL NATURE. (DAN LD7)

VALIDATION CRITERIA
A GUIDE DEFINING WHAT WILL BE USED TO DETERMINE COMPLETION OF A MILESTONE. THIS INCLUDES SUCCESSFUL OPERATION OF A TEST TOOL, OR ACCEPTANCE OF A DOCUMENT, OR APPROVAL BY THE REVIEW BOARD. (DAN LD7)

VALIDATION TOOLS
SEE VALIDATION AND DEBUGGING TOOLS

VALUE OF DATA
THE NUMBER AND KIND OF NUMBER (E.G., INTEGER, FLOATING POINT, ASCII ENCODING CHARACTER, ETC.), STORED IN A LOCAL VARIABLE OR DATA AREA, PARAMETER, COMMON VARIABLE, SYSTEM-WIDE DATA ITEM, ETC. (SEL)

VECTOR
ONE DIMENSIONAL ARRAY

VECTOR OPERATION
A UNIQUE OPERATION THAT FOURTH GENERATION HARDWARE CAN PERFORM ON A SET OF DATA THROUGH PARALLEL PROCESSING. IT ALLOWS MULTIPLE 'SCALAR OPERATIONS' TO BE PERFORMED SIMULTANEOUSLY.

VERACITY
VERACITY IS DEFINED AS THE ADEQUACY WITH WHICH A GIVEN ALGORITHM REPRESENTS THE REQUIREMENTS OF THE PHYSICAL WORLD. (DAN 781)

VERIFICATION

VERIFICATION CONDITION GENERATOR (VCG)
A SOFTWARE PACKAGE USUALLY, BUT NOT NECESSARILY, AS AN INTERM STAGE AS PART OF AN AUTOMATED PROOF OF CORRECTNESS PACKAGE THAT RECEIVES A PARED PROGR/ASSERTION AS INPUT, AND OUTPUTS A STRING OF THEOREMS THAT WILL BE INPUT TO THE THEOREM PROVER.
VERIFICATION TOOLS
VERIFICATION TOOLS ARE COMPUTERIZED AIDS THAT AUTOMATE PORTIONS OF THE ANALYSIS AND TESTING ACTIVITIES. (LISTING OF TYPES AND FUNCTIONS DAN306 P42)

VERIFICATION/VALIDATION/CERTIFICATION
VERIFICATION/VALIDATION/CERTIFICATION (OF COMPUTER PROGRAMS). THE PROCESS OF DETERMINING THAT THE COMPUTER PROGRAM WAS DEVELOPED IN ACCORDANCE WITH THE STATED SPECIFICATION AND SATISFACTORILY PERFORMS, IN THE MISSION ENVIRONMENT, THE FUNCTION(S) FOR WHICH IT WAS DESIGNED. SEE COMPUTER PROGRAM verification, computer program validation, computer program certification. (DAN 134)

VERSION MODIFICATION LEVEL
AN INDICATION OF THE VERSION AND MODIFICATION LEVEL OF A UNIT OF SOURCE CODE. (DAN 137)

VIABILITY
VIABILITY IS DEFINED AS THE ADEQUACY WITH WHICH A GIVEN ALGORITHM MEETS TIMING CONSTRAINTS. (DAN 781)

VIRTUAL MACHINE MONITOR
THE PROGRAM WHICH MEDIATES BETWEEN THE VIRTUAL MACHINE AND THE ACTUAL RESOURCES OF THE SYSTEM. (HOST MACHINE)

VIRTUAL MACHINE(S)
A HARDWARE-SOFTWARE DUPLICATE OF A REAL EXISTING COMPUTER SYSTEM IN WHICH A STATISTICALLY DOMINANT SUBSET OF THE VIRTUAL PROCESSOR'S INSTRUCTIONS EXECUTE DIRECTLY ON THE HOST (OR REAL) PROCESSOR IN NATIVE MODE. (2) A TEST TOOL WHICH ALLOWS MULTIPLE SOFTWARE SYSTEMS TO EXECUTE ON ONE PHYSICAL MACHINE, BUT EACH SYSTEM THINKS THAT IT HAS SOLE ACCESS AND CONTROL OF A SINGLE DEDICATED PHYSICAL MACHINE. (DAN 286) (3) THE FUNCTIONAL EQUIVALENT OF A REAL MACHINE. (ANSI-X3HI) SEE ALSO: ABSTRACT MACHINE.

VIRTUAL MEMORY
COMPUTER STORAGE THAT APPEARS EXTERNALLY TO HAVE UNLIMITED CAPACITY.

WALK-THROUGH
FORMAL MEETING SESSIONS FOR THE REVIEW OF SOURCE CODE AND DESIGN BY THE VARIOUS MEMBERS OF THE PROJECT, FOR TECHNICAL RATHER THAN MANAGEMENT PURPOSES. THE PURPOSE IS FOR ERROR DETECTION AND NOT CORRECTION. (SLL) (2) A FORMAL, MULTIDISCIPLINARY PAPER DESIGN REVIEW OF A COMPUTER PROGRAM, SPECIFICATION, STRUCTURE, PROGRAM, LOGIC, MODULES, CODE,ETC., OFTEN USING HYPOTHETICAL INPUTS. (NASA)

WEIBULL DISTRIBUTION
INDEXING TERM. REFERS TO THE MATHEMATICAL METHODOLOGY WHICH IS USED TO CONSTRUCT, OR WHICH IS THE FORM ASSUMED BY, A PARTICULAR MODEL.

WELLMADE
A SOFTWARE DESIGN METHODOLOGY WHICH SEeks TO DERIVE A PROVABLY CORRECT PROGRAM FROM THE FUNCTIONAL SPECIFICATIONS. (DAN 254)

WHILE
PROGRAM CONTROL CONSTRUCT WHERE CONTROL STAYS AS LONG AS THE CONTROL
VARIABLES SATISFY THE SPECIFIED CONDITION... THE WHILE CONSTRUCTION IS CONSIDERED AS A "GOTO" REPLACEMENT. PROGRAMMING LANGUAGE BLISS IS A "GOTO-LESS" LANGUAGE BUT CONTAINS A "WHILE-DO" CONSTRUCT. (SET)

WORD
A SEQUENCE OF A PARTICULAR LENGTH OF 0'S AND 1'S WHICH IS INTERPRETED BY A COMPUTER AS AN INSTRUCTION OR ELEMENT OF DATA. (NASA)

WORK BREAKDOWN STRUCTURE
A MANAGEMENT TOOL USED ON PROJECTS AND PROPOSALS TO IDENTIFY THE INDIVIDUAL COST CENTERS FOR ASSIGNING COSTS AND MAINTAINING CONTROL ON ALL INDIVIDUAL ITEMS OF WORK ON A PROJECT. (DAN 1201) (2) AN ENUMERATION OF ALL WORK ACTIVITIES IN HIERARCHIC REFINEMENTS OF DETAIL THAT DEFINES WORK TO BE DONE INTO SHORT, MANAGEABLE TASKS WITH QUANTIFIABLE INPUTS, OUTPUTS, SCHEDULES, AND ASSIGNED RESPONSIBILITIES. IT IS USED FOR PROJECT BUDGETING OF TIME AND RESOURCES DOWN TO THE INDIVIDUAL TASK LEVEL, AND AS A BASIS FOR PROGRESS REPORTING RELATIVE TO MEANINGFUL MANAGEMENT MILESTONES. (DAN 1153)

WORKAROUND
THE METHOD USED TO COUNTERACT THE EFFECTS OF AN ERROR IN A PROGRAM WHEN THE CAUSE OF THE ERROR, AND CONSEQUENTLY THE LOCATION OF THE STATEMENTS CONTAINING THE ERROR, IS NOT KNOWN. (SEL)

WORKING SETS
A PROGRAM'S WORKING SET IS A COLLECTION OF RECENTLY REFERENCED PAGES (OR SEGMENTS) OF A PROGRAM'S VIRTUAL ADDRESS SPACE. BECAUSE IT IS SPECIFIED IN THE PROGRAM'S VIRTUAL TIME, THE WORKING SET PROVIDES AN INTRINSIC MEASUREMENT OF THE PROGRAM'S MEMORY DEMAND--I.E. A MEASUREMENT THAT IS UNPERTURBED BY ANY OTHER PROGRAM IN THE SYSTEM OR BY THE MEASUREMENT PROCEDURE ITSELF.

ZIPF'S LAWS
A LINGUISTIC THEORY WHICH DESCRIBES THE STRUCTURE OF A WRITTEN OR SPOKEN NATURAL LANGUAGE. IN PARTICULAR, THIS THEORY IS BEING EXTENDED TO PROGRAMMING LANGUAGES. (DAN 297).
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