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**Abstract**: This report describes the results of the three-dimensional turbulent boundary-layer calculations performed for the Eurovisc Workshop held in Berlin on 1 April 1982. It is shown that the present method, based on the Crank-Nicolson finite-difference scheme and a simple eddy-viscosity model for turbulence, yields satisfactory results provided regions of viscous-inviscid interaction, which were present in at least three of the four test cases, are avoided.
I. INTRODUCTION

Many competing methods have been developed over the past two decades for the calculation of turbulent boundary layers. Most earlier methods were restricted to two-dimensional flow, and these were evaluated at the Stanford Conference of 1968 (Kline et al., 1968) by comparing their predictions with a large number of carefully selected experimental data sets. Some of the promising methods have since been extended for application to three-dimensional turbulent boundary layers and a few new ones have been developed. In recent years, attempts have been made to assess the state of the art in three-dimensional boundary-layer calculations through a series of workshops: Eurovisc in Trondheim, 1975 (East, 1975; Fanneløp and Krogstad, 1975), the Stockholm Workshop, 1978 (Humphreys, 1979), the Amsterdam Workshop, 1980 (Lindhout, van den Berg and Elsenaar, 1981) and the SSPA-ITTC Workshop on Ship Boundary Layers, 1980 (Larsson, 1981). A limited number of test cases was chosen at each and comparisons were made with the predictions by different methods.

The Eurovisc Workshop, held in Berlin on 1 April 1982, invited participants to compute five test cases, three of which were "recommended" by the organizers and the remaining two were considered "optional". The specifications of the initial and boundary conditions, and the output information and format were provided to the participants (Humphreys, 1981). The number of test cases computed by the 13 participants at the workshop ranged from only one solved by two participants to a maximum of four. The findings of the workshop will be reported in the forthcoming proceedings.

The purpose of this report is to describe the Institute's entry, which consisted of calculations for four test cases. The simpler of the two methods developed at the Institute, namely the Crank-Nicolson method of Chang and Patel (1975), was utilized since the test cases did not demand the additional capabilities of the more advanced ADI method of Patel and Choi (1978). This report provides an outline of the method and a description of the calculations and results, pointing out some of the peculiar features in each test case.

All the results presented have been scaled by the scaling factors specified by the organizers. These scales are constants and represent some
characteristic length scales of the experiments. Thus, the scaling of velocity and shear-stress profiles with the boundary layer thickness, which tends to hide differences between calculations and measurements, is avoided.

II. OUTLINE OF THE CRANK-NICOLSON METHOD

This method solves the usual three-dimensional, thin boundary-layer equations for laminar and turbulent flows. The computer program can execute solutions in any curvilinear, orthogonal, surface-fitted coordinates and contains options to perform calculations for two-dimensional, plane-of-symmetry and infinite-yawed-cylinder flows, in addition to fully three-dimensional boundary layers. A detailed description of the method and some applications to laminar and turbulent boundary layers are given in Chang and Patel (1975), a listing of the computer program is contained in Choi (1978) and some recent applications to the boundary layer on bodies of revolution at incidence are presented in Patel and Choi (1978) and Patel and Baek (1982).

For turbulent flow, the two Reynolds stresses in the momentum equations are related to the mean-velocity field by means of the two-layer isotropic eddy-viscosity model of Cebeci and Smith (see Cebeci and Bradshaw, 1977). The model incorporates the "low Reynolds number" and "pressure gradient" effects through changes in the van Driest damping constant and also attempts to mimic transition from laminar to turbulent flow by means of an intermittency function. Solid boundaries do not require special treatment since the equations are solved up to the wall. Unless noted otherwise, the various constants and functions in the eddy-viscosity model are the same as those originally proposed.

The well known Crank-Nicolson scheme is used to discretize the differential equations. In the two momentum equations, central differences are employed in the secondary- and main-flow directions. Thus, the truncation errors are of the second order. In the continuity equation, the normal derivative is approximated by a central-difference formula but two-point backward differences are used for those in the other two directions. The
The overall accuracy of the numerical scheme is therefore less than that of a completely second-order scheme.

The computation domain in the direction normal to the surface extends from the wall, where the no-slip condition applies, to some distance beyond the edge of the boundary layer, where the velocity components approach their potential-flow values. Typically, 25 to 40 grid points are distributed nonuniformly across this domain. Additional grid points are added at the outer edge as the boundary layer grows to insure that the whole boundary layer lies within the integration domain.

The step size in the cross-stream direction may be chosen arbitrarily and need not be constant. The choice is dictated primarily by the rate of change quantities, such as the boundary-layer thickness, in that direction. The step size in the primary direction is subject to the CFL stability criterion. Extensive numerical tests performed earlier indicate that step sizes of the order of two to three boundary-layer thicknesses give accurate grid-independent solutions for most cases, but smaller steps are needed if calculations proceed into regions of rapid boundary-layer growth.

The finite-difference equivalents of the momentum equations are solved first to determine the velocity components parallel to the surface. These equations are linearized using the procedure of Flugge-Lotz and Biottner. The continuity equation is then solved for the normal component. The solutions are iterated to convergence. Two to three iterations are required to account for the nonlinearity of the momentum equations.

The solutions march along the secondary- and primary-flow directions. In its present form, therefore, the method cannot handle reversals in the secondary-flow velocity.

In order to perform a calculation for the three-dimensional boundary layer, the method requires the specification of the two components of velocity outside the boundary layer. If only the surface pressure distribution is known, a separate program is utilized to trace the external streamlines and determine the external velocity components.

The initial and boundary conditions employed in each of the test cases are described below.
III. TEST CASES

1. Infinite-Yawed Wing, BEEL72

1.1 Description of the problem. The first of the recommended test cases was the infinite-swept wing experiment carried out at NLR, Amsterdam, by van den Berg and Elsenaar (1972) and Elsenaar and Boelsma (1974). The geometry is shown in figure 1.1. It consists of a flat surface swept at 35°. A wing type body was mounted above the flat surface to produce a streamwise pressure gradient on the test surface. Extreme care was taken to produce as close to infinite-swept-wing conditions as possible by use of side vanes. The measured pressure field showed only a small spanwise variation.

Because of the infinite-swept-wing configuration, the problem is quasi two-dimensional. If Cartesian coordinates are used (see figure 1.1) the boundary-layer equations are reduced to

\[
\frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = \frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{1}{\rho} \frac{\partial \tau}{\partial y} \\
\frac{\partial W}{\partial x} + \frac{\partial V}{\partial y} = \frac{1}{\rho} \frac{\partial \tau}{\partial y} \\
\frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = 0
\]

Therefore, the coupling between the two momentum equations occurs only through the turbulent part of the shear stresses. At the edge of the boundary layer, the momentum equations reduce to

\[
\frac{\partial U_e}{\partial x} = \frac{1}{\rho} \frac{\partial p}{\partial x} \\
\frac{\partial W_e}{\partial x} = 0 \quad \text{or} \quad W_e = \text{const.}
\]

Using these, the distributions of \( U_e \) and \( W_e \) could be derived from the measured streamwise pressure distribution which was supplied by the organizers. In addition to the pressure field, the measured velocity and shear-stress profiles at the starting point were supplied. However, since the present
method models the turbulent stresses by an eddy-viscosity assumption, only the velocity profile is required. This profile had a number of shortcomings. First, the profile did not go monotonically to the freestream velocity but showed a series of wiggles at the outer edge. When used in the program, these wiggles were not damped out but continued to grow in the U and W profiles. Second, the program requires the first profile point to be within $y^+ < 4$ whereas the first measured point was at $y^+ \sim 14.6$. A new profile was therefore generated from van Driest's law of the wall and Coles' wake function, using the measured $C_f$, $\theta$ and $U_e$.

Since it is the derivative of the pressure that enters the governing equations, care should be taken when experimental pressure fields are entered because these will never be perfectly smooth. This was also found to be the case in this experiment and a moderate smoothing of the pressure data was therefore performed. The pressure was then spline-fitted allowing $C_{p\text{\text{w}}}$ to be computed at any chordwise location.

These calculations were performed by marching the solution normal to the leading edge ($x,z$-system) from $x = 0.52$ m. However, since the results were required in streamline coordinates (velocity profiles and integral variables) as well as in the tunnel-axis coordinate system ($x',z'$) (for shear-stress profiles), some coordinate transformations were necessary in the presentation of the final results. This case was calculated using the infinite-yawed-cylinder-flow option in the program. A total of 119 streamwise steps and 40 grid points perpendicular to the wall were used.

1.2 Results. Figure 1.2 shows how the angle between the wall streamline (surface shear) and the tunnel axis changes with streamwise distance. This angle is the sum of the freestream angle with respect to the tunnel axis and the boundary-layer crossflow angle at the wall. Separation occurs when the sum of these two angles equals $\pi - \lambda = 55^\circ$ where $\lambda$ is the sweep angle of 35$^\circ$. For the initial profile at $x = 0.52$ m, the wall crossflow angle was 1.5$^\circ$ and the freestream angle 4$^\circ$. Both the wall crossflow and the freestream angles increase monotonically and separation was observed experimentally at $x = 1.32$ m where the wall crossflow angle was 38.9$^\circ$ and the freestream angle was 16.1$^\circ$. As seen from the figure, separation was not predicted in the calculations. In
fact none of the calculations presented at the workshop predicted separation. This was, however, not surprising because the same result was found in the "Trondheim Trials" (East, 1975). Most methods agreed with the experiment up to about \( x = 1.05 \text{m} \), but failed to predict the rapid increase in wall crossflow angle and growth of boundary layer thickness (figure 1.3) found in the experiments. Also, the agreement between the predicted and measured skin-friction coefficient was limited to the upstream region, although the deviations were not so severe (figure 1.4). The reason for the disagreement could either be strong viscous-inviscid interaction over a substantial region upstream of separation or that the infinite-swept-wing conditions were not satisfied exactly.

Viscous-inviscid interaction effects are usually restricted to about one or two boundary-layer thicknesses upstream of the separation line (see, for example, the calculations of the DEFE77 test case). However, in this experiment the interaction is felt about six boundary-layer thicknesses upstream. It should be pointed out that the wall crossflow angle is very sensitive to the streamwise pressure gradient and some participants demonstrated that considerable improvements in the results could be obtained by slightly increasing the pressure gradient beyond \( x = 1 \text{m} \). Another approach applied was the so-called inverse method where the distribution of one of the measured parameters, e.g. the displacement thickness or wall crossflow angle, was specified and the pressure distribution required to produce this development was calculated. It was then found that the calculated pressure distribution was only slightly different from the experimental, demonstrating again the sensitivity of the solution to the pressure field.

The lack of exact infinite-swept-wing conditions in the experiment may also be responsible for the observed differences between the calculations and the data. If a negative spanwise pressure gradient exists, this will produce an increased spanwise flow in the boundary layer and hence larger crossflow and earlier separation. The experimental data show no spanwise variation in pressure up to \( x = 1.22 \text{m} \), but a negative spanwise gradient is clearly seen further downstream. However, it is not known if this is strong enough to affect the flow significantly and account for the observed discrepancies.
Figures 1.5 and 1.6 show the velocity profiles at $x = 0.92m$ and 1.12m. The profiles are plotted in streamline coordinates (note the difference in scales for $U$ and $W$). At the first comparison station, $x/c = 0.92$, the wall crossflow angle was slightly underpredicted and this is reflected in the velocity profiles, i.e. somewhat higher streamwise and lower lateral velocity components. However, the computed profiles have the correct shapes, as would be expected from the close agreement in the integral parameters $\theta_{11}$, $H$ and wall shear stress.

At the second station, $x = 1.12m$, the deviations between the calculated and measured velocities are significant. The predicted streamwise velocity component is much too large and the crossflow component only about two-thirds of that measured. This is seen very clearly in the integral variables, like the momentum thickness, which at this position shows large deviations from the experimental values.

Figures 1.7 and 1.8 show a comparison between the calculated total shear and the experimentally obtained turbulent shear stresses. Of course, for a turbulent boundary layer there is very little difference between the total and turbulent shear because the turbulent stresses are at least two orders of magnitude larger than the molecular stresses, except for a region close to the wall which is of the order of $1/50 \delta$.

At $x = 0.895m$ it is seen that the predicted shear stress distribution agrees qualitatively with the measurements. The computed peak value in $\overline{uv}$ is somewhat high, whereas the peak in $\overline{vw}$ is somewhat low. At $x = 1.095m$ the predictions show neither qualitative nor quantitative agreement with the experiment. Because of the use of isotropic eddy viscosity in the predictions, the ratio of streamwise and lateral turbulent shear stresses is proportional to the ratio of the normal gradients of streamwise and lateral velocities. Since the lateral velocity component is almost an order of magnitude smaller than the streamwise component, $\overline{vw}$ is also small. However, the measurements indicate that the two components of the shear stress vector are of comparable magnitude. This is in fact one of the major results of the experiment, indicating a substantial difference between the directions of the turbulent stresses and the rates of strain. Fannelop and Humphreys (1974) have presented calculations using a non-isotropic eddy-viscosity model and
obtained some improvement in the predictions, but the lack of non-isotropy was introduced by a simple constant factor. This factor does not seem to be universal and therefore no attempt has been made to include it in the present calculations.

2. Boundary Layer with a Sudden Transverse Strain, LOHM73

2.1 Description of the problem. This is again a quasi two-dimensional problem in the sense that the flow is invariant in one direction. The geometry consists of a circular cylinder, the forward part of which is stationary and the rear rotates about the axis at a constant angular velocity, \( \Omega \). The external flow direction is along the cylinder axis so that the boundary layer is initially axisymmetric. On the rotating part of the wall, the boundary condition is suddenly changed from zero tangential velocity to \( \Omega R \), where \( R \) is the radius of the cylinder.

The measurements are due to Lohmann (1973), and the test case chosen for the workshop corresponds to

\[
\frac{R}{L} = 5.277
\]

\[
\frac{W_0}{U_\infty} = \frac{\Omega R}{U_\infty} = 1.411 \quad \text{for} \ x/L > 0
\]

(see figure 2.1), where \( U_\infty \) is the freestream velocity, \( W_0 \) is the tangential surface velocity due to rotation and \( L \) is the reference length.

In a fixed cylindrical coordinate system, the boundary-layer equations are

\[
\frac{U}{\frac{\partial U}{\partial x}} + \frac{V}{\frac{\partial U}{\partial y}} + \frac{1}{r} \frac{W}{\frac{\partial U}{\partial \theta}} = 0
\]

\[
U \frac{\partial V}{\partial x} + V \frac{\partial U}{\partial y} = \frac{1}{\rho} \frac{\partial \tau_{xy}}{\partial y}
\]

\[
U \frac{\partial W}{\partial x} + V \frac{\partial W}{\partial y} = \frac{1}{\rho} \frac{\partial \tau_{xz}}{\partial y}
\]

and the boundary conditions at the edge of the boundary layer \( (y = \delta) \) and at the surface \( (y = 0) \) are, respectively,
This case was also calculated using the infinite-yawed-cylinder flow option in the method. The measured initial velocity profile (at \( x/L = 0.5 \)) was used to start the solution. However, since the data did not contain points close to the surface, the law of the wall was used to complete the profile. The solution marched along the axis of the cylinder.

The number of grid points across the boundary layer varied from 25 to 28 and a total of 56 streamwise steps were used to traverse the required calculation domain.

2.2 Results. The calculations are compared with the experimental data in figures 2.2 through 2.4. In general, the agreement is seen to be satisfactory in all respects except in the details of the Reynolds stresses (figure 2.4). The stress in the axial direction (\( \overline{uv} \)) is over-estimated while that in the tangential direction (\( \overline{vw} \)) is under-estimated. Once again, this may be attributed to the assumption of an isotropic eddy viscosity. However, the rather good agreement in the velocity profiles inspite of the substantial differences in the Reynolds stresses is perplexing since it would imply that incorporation of a non-isotropic model, to improve the agreement in the Reynolds stresses, may lead to poorer agreement in the mean velocity field. An alternative conclusion is that the flow is not particularly sensitive to the turbulence model.

An attempt was also made to study the direct influence of rotation on the turbulence by repeating the calculations with the eddy viscosity increased by

\[
\frac{\nu_T}{\nu_{To}} = (1 - \beta R_i)^2
\]  

(2.2)

where \( \beta = 4.5 \), \( \nu_{To} \) is the eddy viscosity in the absence of rotation and \( R_i \) is the Richardson number defined by
The results, which were also presented at the workshop, did not indicate any significant improvement in the prediction of the Reynolds stresses since both components were increased by about 20% in the inner region. The influence on the integral parameters and the mean velocity profiles was too small to draw any definite conclusions on the desirability of such a correction.

3. Boundary Layer Ahead of an Obstacle, DEFE77

3.1 Description of the problem. This test case is a true three-dimensional problem because the three velocity components depend on all three space coordinates. The experiment was performed by Dechow and Felsch (1977) and is similar to that first considered by Hornung and Joubert (1963) and later by East and Hoxey (1969) and Krogstad (1979). However, only Dechow and Felsch measured the Reynolds stress tensor. The geometry consists of the junction of a wing type body and a flat plate (figure 3.1) and the interest lies in predicting the development of the boundary layer on the flat surface upstream of the junction. The boundary layer finally separates and leads to a horse-shoe vortex in the corner. The three-dimensionality is generated primarily by the pressure field as the pressure builds up in front of the stagnation line. With this sudden increase in pressure ahead of the body, the pressure gradient terms dominate the momentum equations and therefore the velocity field changes drastically over a short distance, of the order of one boundary layer thickness upstream of the central part of the separation line.

The test case was specified by the velocity and shear-stress profiles along an initial line \((x = 0)\) and a table of the pressure coefficients measured at the wall. Because the problem is fully three-dimensional it is necessary to determine the velocity field outside the boundary layer from the experimental pressure distribution. However, this is not a trivial task since it requires the solution of Euler's equations. Since such a program was not available, it was decided to follow Tai (1981), who suggested a simple method for tracing streamlines from a two-dimensional table of pressure coefficients. For documentation of this calculation, see Krogstad (1982).
Once the streamlines are known, the two external velocity components are easily obtained. Since the boundary-layer calculations were required only up to the first point of separation, Cartesian coordinates were used. In this case the method of Tai reduces to solving the very simple equation

\[
\frac{\partial C_p}{\partial x} \tan \gamma - \frac{\partial C_p}{\partial z} = \frac{\partial y}{\partial x} 
\]

(3.1)

\( \gamma \) being the angle between the streamline and the \( x \)-axis.

The measured pressure coefficients were spline-fitted, both along \( x \) and \( z \), and the gradients of \( C_p \) were found by a third-order interpolation scheme. After specifying the initial streamline direction (given in the input data) and the starting coordinates of the streamlines to be traced, equation (3.1) was solved using a fourth-order accurate Runge-Kutta scheme. Simultaneously, the velocity components along the streamlines were calculated and transformed to the Cartesian coordinate system used to solve the boundary-layer equations by a new series of spline fittings. The streamlines thus obtained are shown in figure 3.2 and coincide exactly with the streamlines traced by Dechow and Felsch.

In the boundary-layer calculations, a total of 12 non-uniformly spaced lateral grid lines and 69 streamwise steps were taken. 33 grid points perpendicular to the surface were used. Along the line of symmetry the proper set of equations were solved and used as boundary conditions for the fully 3D calculation along the other lines.

### 3.2 Results

Figure 3.3 shows the variation of the skin friction coefficient as function of the streamwise distance \( x/L \) for different \( z/L \) (see figure 3.2 for the location of the lines). The computations were started using the same two-dimensional profile for all lines as the experimental initial profiles showed very little variation. As is to be expected, the skin friction coefficient decreases fastest along the line of symmetry where the streamwise adverse pressure gradient is strongest. Both the centerline skin friction distribution and the distribution along \( z/L = 0.06 \) seem to indicate a development towards separation at around \( x/L = 0.85 \). However, the flow
appears to recover rapidly beyond $x/L = 0.87$. (Separation along $z/L = 0$ was finally predicted around $x/L = 1.01$). From the limited experimental information available, it was known that separation occurred at the centerline around $x/L = 0.89$. An examination of the wall pressure measurements indicated a region of constant pressure from $x/L = 0.87$ to $x/L = 0.96$ (see figure 3.4) which, when spline-fitted, produced a favorable pressure gradient and therefore a recovery in the boundary-layer calculations. This region of constant pressure in the data may be due to the viscous-inviscid interaction in the neighborhood of separation. The discontinuity in the pressure coefficient was smoothed as shown in figure 3.4 and the calculations were repeated. The distribution of skin friction coefficient using the modified pressure distribution is shown in figure 3.5 and separation is predicted at $x/L = 0.89$ at the line of symmetry, in agreement with experimental observations. Figures 3.6 and 3.7 show comparisons between the measured and computed development of the Reynolds number based on momentum thickness and the wall crossflow angle along the streamline starting at $z/L = 0.14$. The agreement is seen to be satisfactory. The rapid development in the three-dimensionality is also seen from the rapid increase in the wall crossflow angle upstream of the separation point. (For this streamline, separation occurs at $x/L = 0.92$). At $x/L = 0.9$ the boundary layer thickness is $0.07L$, and therefore the crossflow angle is tripled over about two boundary-layer thicknesses. This kind of rapid development is typical for flows with strong pressure gradients. Because there is such a strong coupling between the velocity terms and the pressure gradients in the momentum equations the rate of change of turbulent shear is less important. It is therefore found that the choice of turbulence model is not critical for such flows.

Only one velocity profile was available for comparison, namely the profile at $x/L = 0.826$ and $z/L = 0.162$ which is somewhat upstream of the separation line (measurement station 5). The velocity profile is shown in figure 3.8 and the agreement is again seen to be good.

Figure 3.9 shows the computed and measured shear stress profiles at measurement station 4 which is at $x/L = 0.739$ and $z/L = 0.153$. The agreement is seen to be good although the predicted magnitudes of both shear stresses are somewhat high.
4. Experiment of Muller and Krause, MUKR79

4.1 Description of the problem. This last case is also a true three-dimensional boundary-layer problem and was labelled "optional" by the organizers. The experiment was performed by Muller and Krause (1979). The geometry used is sketched in figure 4.1, and consists of a flat surface on which a boundary layer is allowed to develop. Streamwise and lateral pressure gradients are generated by means of a set of vanes. The initially two-dimensional boundary layer becomes three-dimensional and approaches separation.

Initial profiles and a two-dimensional map of pressure coefficients measured at the boundary-layer edge were given. Also the freestream flow angles were given so that the streamlines could be obtained directly by integration. However, instead of doing this, the streamline program mentioned earlier was used. In principle the two methods should produce identical results because the freestream flow angles must be compatible with the experimental pressure field.

This case was solved in a manner similar to the previous one. The solution was carried out in Cartesian coordinates by assuming plane of symmetry conditions along $z/L = 0$ (figure 4.2). However, pressure measurements were not available for the whole computational domain. Additional data were therefore "invented" where needed. This is considered legitimate provided the area where fictitious data was generated is outside the domain of dependence of the region over which the calculations are required. This domain is bounded by the initial line at which calculations are started, the wall streamline along the side boundary where inflow occurs (or the line of maximum crossflow angle if this is not the wall streamline) and the external streamline (or the line of minimum crossflow angle) along the side boundary for which outflow occurs. Figure 4.2 shows the streamline pattern obtained and also indicates the domain in which pressure data were available. After performing the boundary-layer computations, the domain of influence could be traced and it was confirmed that this area was confined to the region where the pressure data were given. Therefore the "invented" pressure field did not influence the solution in the area of interest.
The boundary-layer was computed along 11 uniformly-spaced lines of constant $z/L$ from 0.0 to 0.5, using 37 points across the layer and 69 streamwise steps. Outputs were required at the four locations indicated by circles in figure 4.2.

4.2 Results. The first problem encountered in the calculations was that the boundary layer program would not accept the initial velocity profile generated using the experimental skin friction and momentum thickness, which were of the order of $3.1 \times 10^{-3}$ and 2.5 mm, respectively. The computed skin friction coefficient oscillated markedly and reached quite large values. Because the development distance from the plate leading edge to the first measurement station was only 35 cm, the boundary-layer must have been tripped dramatically to produce such a thick boundary-layer over such a short distance ($\delta = 5$ cm or $x \sim 7\delta$). Also, the distance between the trip and the first measurement station is much too short for the boundary layer to recover from the tripping. Therefore, the initial integral data are believed to be of limited value in determining a standard starting profile. A new profile was generated by manipulating the skin friction coefficient and the momentum thickness to produce a profile that resembled the measured profile as close as possible. This profile is shown in figure 4.3. The corresponding skin friction coefficient is $3.2 \times 10^{-3}$ and the momentum thickness is 3.0 mm. This profile was used all along the initial line.

The second problem was discovered when the integral data were plotted as functions of $z/L$ at constant $x/L$. Figure 4.4 shows the distribution of the wall crossflow angle at $x/L = 0.4$. It is seen that the distribution shows a number of wiggles. The same was true for the other variables such as the skin friction coefficient, shape factor and momentum thickness. Although the amplitude of the oscillation is only about 15\% the same trend was found at all values of $x/L$. At first it was believed that this was due to numerical errors because the lateral step size in the streamline program was not constant. However, recalculating the flow with another coordinate grid of constant spacing caused similar wiggles.

Upon inspecting the pressure field it was found that although the experimental pressure field appears quite smooth both the streamwise and
lateral pressure gradients show considerable oscillations. Figure 4.5 shows the pressure gradients at \( x/L = 0.4 \) and the wiggles in \( \partial C_p/\partial z \) are easily correlated with those in the wall crossflow angle. Of course, the wiggles will depend on the location of the lines along which the calculations are performed. This demonstrates very clearly the difficulties involved, and the care that must be taken, in using experimental pressure fields as input data. Unfortunately, smoothing of the pressure field is very difficult and may be very dangerous in a two-dimensional data table, and therefore was not attempted.

Figure 4.6 shows the streamwise distribution of the skin friction coefficient along \( z/L = 0.5 \). The agreement is seen to be quite good although the measurements indicate that the computations could have been started with an even higher initial value. Figures 4.7 and 4.8 show the corresponding distributions of the Reynolds number based on the momentum thickness and the wall crossflow angle, respectively. The general behavior is correctly predicted although systematic differences are apparent in both quantities. Figure 4.9 shows a comparison between the measured and computed velocity profiles at \( x/L = 0.6 \) and \( z/L = 0.5 \) for which the experimental wall crossflow angle is about 25°. The agreement is seen to be quite good, both in \( U/U_e \) and \( W/U_e \), inspite of the various difficulties noted earlier.

Comparisons were also made for the shear-stress profiles at the above station. However, these showed very large discrepancies. This was also the case for the calculations made by the other participants in the Berlin Workshop and strong doubts were expressed about the measurements, at least as interpreted by the organizers. Consequently, we shall not discuss these until this issue is resolved.

IV. CONCLUSIONS

The four calculations presented here illustrate the general performance of the method of Chang and Patel (1975). They also point out some of the
difficulties associated with making such calculations and drawing definitive conclusions relative to the specific ingredients of the method, such as the numerics and the turbulence model. The comparisons with the data and with the results of the other methods presented at the workshop suggest that the present method performs just as well as any of the methods available at the present time. A comparative evaluation of the methods will appear in the workshop proceedings.

On the basis of the calculations presented here, it appears that a simple eddy-viscosity model is successful in predicting the most important features of the four test cases, provided there are no thick boundary-layer effects and viscous-inviscid interactions. Unfortunately, three of the four test cases, namely BEEL72, DEFE77 and MUKR79, contain such regions. The failure of all methods, which include integral as well as differential methods, in the first case beyond \( x = 1.05 \) is well known and, as discussed in the text, may be due to viscous-inviscid interaction, lack of spanwise invariance, or both, rather than the turbulence model. In the other two cases, the zones of three-dimensional flow are relatively short, in terms of local boundary layer thickness, and the flows progress rapidly towards separation. The last case also indicates the importance of specifying the pressure gradients, in place of the pressure field, in future workshops since the results are influenced by the uncertainties in the determination of the gradients. Finally, the two fully three-dimensional cases, namely DEFE77 and MUKR79, are pressure-driven flows and therefore are not particularly suitable for the evaluation of turbulence models.
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FIG. 4.3 MEASURED AND GENERATED INITIAL VELOCITY PROFILES, MUKR79
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