Supervisory control was investigated as a means to improve the performance of remotely controlled underwater manipulator systems. A system was designed and implemented on a laboratory manipulator and on an underwater device.

The system features an interactive movement control language that allows the human operator to describe motions both analogically and symbolically.
The operator may also interactively combine these movement descriptions to form tasks. The system also includes a computer graphic display that can be used for monitoring the remote manipulator, testing programs, and training operators.

Experiments were run to test the specific skills required of the human operator while teaching the remote system analogically. Performance was quantified and found to be dominated by perceptual effects. Experiments were also run to test features of the movement control language. A combination of analogic and symbolic programming was found to increase accuracy substantially, to decrease the dependence on visual feedback and to decrease variability between subjects in a simulated remote inspection task.
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1.1 Overview of the thesis

Performing manipulation remotely may be called telemanipulation. In this thesis, supervisory control techniques will be applied to underwater telemanipulation. In particular, capabilities relating to underwater inspection will be examined.

Supervisory control is a paradigm where a person and a computer jointly control a remote system. The computer is under the direction of a human operator. The person decides how the computer should be used to make control of the remote system more effective despite limited communication.

A brief outline of the thesis:

1. First, the need for more effective remotely operated underwater manipulator systems will be discussed.

2. The general concepts of supervisory control will be presented, and then developed for telemanipulation.

3. Techniques for controlling the motions of a manipulator will be discussed, then different types of human oriented interfaces for achieving such control will be presented.

4. The design of a new man-machine interface system intended
specifically for telemanipulation will then be described.

5. A series of experiments that describe the performance of various elements of this new system will then be discussed.

1.2 How Can Supervisory Control Improve Underwater Telemanipulation?

Performing manipulation remotely has always been recognized as a difficult task. However, the opportunities for reducing the risk to human life and the cost of underwater maintenance, inspection, and construction operations have produced much interest in underwater telemanipulation [1], [2], [3].

A variety of experimental studies have been conducted in the U.S. and in countries involved in North Sea oil production. Some of these studies have involved underwater testing of prototype telemanipulation systems [4], [5]. Control of these systems was primarily manual, with some simple computer aiding. While these studies will be discussed in more detail in chapter 5, the conclusions are briefly summarized here:

1. Performance times for a variety of relevant tasks were very long. Much time was spent changing tools and moving cameras.

2. Performance was erratic and often unpredictable.

3. Performance was highly dependent on viewing conditions. Television viewing was the only source of feedback to the operator in the systems tested.

4. Computer aiding seemed to be useful in improving problems
The strategy pursued in this thesis will differ from the efforts summarized above. Rather than adding some computerized functions when manual control seems insufficient, concepts relating to the sharing of manipulation tasks between man and computer will be examined. The major goals of this thesis will be:

1. to produce a system that demonstrates a variety of supervisory functions for a practical hardware configuration.

2. to perform experiments that will help designers decide which of these functions are effective and when they are useful.

1.3 What is Supervisory Control?

Supervisory control refers to methods for controlling complex systems in which the system is controlled by a computer which is under the direction of a human operator [6]. Supervisory control fits on a continuum between manually controlled systems and autonomous systems.

In a manually controlled system, control decisions depend on the human operator, although a computer may assist the operator by transforming the inputs from the operator. An example of a computer assisted manual control system is a Resolved Motion Rate Control manipulator system [7] (this type of manipulator control system will be discussed in more detail later). Although the computer assists the human by allowing him
to describe velocities in any convenient cartesian coordinate system, the human operator must continuously control the velocity of the arm.

In an autonomous system, a human operator cannot influence the system while it is running. An example of such an autonomous system would be an underwater vehicle which is unable to communicate to human operators, or any form of industrial automation which is designed to operate completely unattended by people.

Systems that lie between manual and autonomous systems are supervisory control systems. The dynamic plant is controlled by a computer system, but the computer system is under the direction of a human operator. The operator can interact with the computer system to adjust setpoints of automatic controllers, to change control algorithms, or to create new algorithms. The human may also use the computer to learn about the state of the dynamic plant and the control system. Generally the operator may request that the system or some portion of the system be placed in a manual control mode.

A wide variety of systems can be classified as supervisory control systems. These include power plants and networks, aircraft, process control systems, and remotely controlled robots and manipulators. All these different systems share a number of important characteristics with regard to how people and machines work together.
1.4 Modelling Supervisory Control

1.4.1 Descriptive models of supervisory control

Human performance has been described by a wide variety of normative models, including decision theoretic, information theoretic, and control theoretic models [8]. In particular, human capabilities for performing manual control are fairly well understood, and a variety of normative models which quantitatively predict performance have been constructed for a variety of tasks. Such models use classical or modern control techniques.

Supervisory control has proven extremely difficult to model, because it includes a combination of control, decision making, and information processing tasks, as well as elements which do not fit neatly into any of these categories. At present, we must be satisfied with qualitative descriptive models. Although such models do not give quantitative descriptions of performance, they are useful in the design of supervisory control systems. Descriptive models are also useful in formulating experiments involving supervisory control systems.

Sheridan [6] gives a four dimensional qualitative descriptive model of supervisory control. These four dimensions will be described below.

1.4.2 Dimension 1: the function of the human operator
People perform a variety of functions in a supervisory control system. Sheridan [6] describes five distinct functions for the human operator, as listed in figure 1.1.

Planning and teaching must occur for all computer-based systems. In an autonomous system, these two functions are performed off-line, long before the machine performs the task. For a supervisory controlled telemanipulator, the planning and teaching should be extremely interactive. The operator must be able to continue planning and teaching even as the machine operates in the remote environment.

A supervisory control system also contains facilities that allow the operator to monitor the remote system and intervene if necessary. The operator also learns about the remote environment and how the teleoperator functions. This allows the operator to improve how well he performs the first four functions. These last three functions, monitoring, intervention, and learning, are not seen in automatons.

Generally, these five functions are performed iteratively, so adequate two-way communication between the human operator and the system is essential.

1.4.3 Dimension 2: the knowledge-rule-skill hierarchy

Rasmussen [9] has proposed a hierarchical model for human behavior in the control of complex systems. In general, the elements of this
1. PLAN

- Be aware of tasks, evaluate resources
- Decide on goals and tradeoffs among goals
- Decide on strategy, including logic of authority between man and machine
- Decide what is to be considered abnormal behavior, including automatic recovery from trouble

2. TEACH

- Estimate what computer system knows of the situation
- Decide how to instruct computer system
- Test instructions in simulation, either with a mental or computer model
- Initiate execution of instructions

3. MONITOR

- Decide on what to observe and set up monitoring aids appropriately
- Observe displays, looking for abnormal behavior
- Make minor adjustments as automatic control continues
- Diagnose abnormalities

4. INTERVENE

- Decide when continuation of automatic control should stop
- Implement appropriate recovery procedures
- Initiate new planning, teaching, or monitoring as appropriate

5. LEARN

- Collect salient data over repeated runs and draw inferences about how the system may be improved
- Allow for serendipitous learning
- Periodically take stock of learning and modify system appropriately
- Develop understanding and trust of the system

Figure 1.1 Functions of the human operator as supervisor. Modified from Sheridan.
heirarchy may be found in each of the five functions listed in the previous section, so this heirarchy may be considered to be an independent dimension of the descriptive model.

Rasmussen's model decomposes tasks performed by people into three components. These will be listed from least abstract to most abstract.

1. Skill-based behavior: the operator continuously responds to changes in the system state. Manual control activities are examples of skill based behavior.

2. Rule-based behavior: the operator can recognize patterns or combinations of system states or the environment through previous experience or training.

3. Knowledge-based behavior: for each of the five functions of the human operator, the person must understand problems, set goals, and understand what to do next.

1.4.4 Dimension 3: Sensing, cognition, responding

Each combination of the first two dimensions may also be divided into three other components. These elements may be continuous in the case of skill-based behavior, or discontinuous in the case of rule or knowledge-based behavior.

1. Sensing: The human operator receives information from the computer system through displays, through a video system, and from other people or from the environment.
2. Cognition: The operator makes decisions based on sensed information. Current man-machine systems theory holds that operators build internal models of the processes they are controlling. These internal models are built through experience and training, are updated through the information sensed by the operator, and are used to formulate the proper response.

3. Responding: The operator can manipulate controls such as switches, joysticks, etc., or he may invoke or create programs.

1.4.5 Dimension 4: Different tasks

In the cases of process control, flight systems, and power plant control, the human operator must supervise many subsystems simultaneously. In the case of underwater telemanipulation, the different tasks include supervisory control of the shipboard equipment, the vehicle, and the manipulation task.

1.5 Design Goals in Terms of the Descriptive Model

Supervisory control may be seen as a process whereby a human operator offloads some of the skill and rule based behavior to the computer system [9],[6]. This concept will be used to generate some design goals for the system. For each of the five functions of the human operator, planning, teaching, monitoring, intervening, and learning, methods for
off-loading elements of the task to the computer system will be discussed.

1.5.1 Planning

Planning is primarily knowledge-based, usually involving those parts of a task which cannot be broken down into rule and skill-based behavior. Planning goes on mostly in the operator's head. In planning, the human operator makes use of his knowledge of the task and his knowledge of the capabilities of the system. In planning, the operator decides which resources should be used and on the overall goals of the system.

In terms of the design of a supervisory telemanipulator, the operator's planning activity may be supported by making the system's capabilities and limitations well known to the operator. Later, graphical display assist will be presented to aid in this process.

During the planning phase, the operator may also describe rule-based behavior concerning when the system should decide it has failed and turn to the human operator for help. The design should include these facilities.

1.5.2 Teaching

Teaching involves knowledge, rule, and skill-based behavior on the part of the human operator. During teaching, the operator describes skill
and rule-based elements of the manipulation task to the computer system.

From the point of view of system design, the human operator should be provided with three types of tools for teaching:

1. The operator must have some mechanism for describing movement in order for the system to perform the skill-based behavior. In this thesis, a system for defining movements in a variety of ways will be presented.

2. The operator must have some mechanism for combining movements together with logical or arithmetic operators. This facility allows the operator to describe rule-based behavior. Sensing routines, structured programming concepts, and extensibility will be used for this purpose.

3. The operator should have some mechanism for trying out a procedure after one has been designed, preferably without committing the remote hardware. A graphical display aid will fill this role.

1.5.3 Monitoring

Monitoring is primarily knowledge and rule-based on the part of the human operator. During the planning and teaching stages, the human operator has already off-loaded the rule-based and skill-based monitoring behavior that he can describe and for which the system has the appropriate sensors. The human operator must then monitor the system for the types of problems that the system itself cannot diagnose.
The computer system can aid the human operator in monitoring. Real-time graphical representations of the system state will be presented. These graphical aids may be controlled by the human operator to yield the types of information desired about the system state. Symbolic monitoring aids, where the operator requests information in alphanumerical forms will also be included.

1.5.4 Intervention

After the operator has detected and identified a problem with the help of the monitoring aids, he may also use the computer system to intervene and get the manipulator out of trouble. Deciding when to intervene and how to intervene is often a knowledge-based activity on the part of the human operator, but may be rule-based for anticipated types of trouble.

During intervention, the operator may intervene directly or he may decide to assign some of the recovery activity to the system. The options presented in this thesis include switching the system into manual control, or invoking several computerized recovery routines.

1.5.5 Learning

Learning can be knowledge-based, rule-based, or skill-based on the part of the human operator. The system can aid in this process in similar ways to how it could aid in planning: by always showing the human operator in clear terms how the system responds to instructions and the
environment under varying conditions.

1.6 Experimental goals

Performing experiments concerning supervisory control is difficult. The diversity of human activity in supervisory control makes the process difficult to model. Similarly, it is difficult to ask questions that are specific enough to make good experiments yet still have some meaning outside the exact conditions tested. It is impossible to experimentally evaluate each design decision in any practical, useful system.

Many types of experiments are performed to study man-machine systems. While the question of designing experiments will be discussed in detail in Chapter 5, a summary is presented here.

At one extreme are controlled experiments from the tradition of experimental psychology. All independent psychological factors are first identified. Then, experimental trials are performed for each combination of these independent factors. With proper design, conclusions about the importance of the independent factors and their interactions may be made on a quantitative basis. Varying all independent factors takes a large effort for even relatively simple situations, but the potential benefit of understanding how the independent factors interact (or don't interact) allows the results to be extrapolated to other situations not tested. Several investigators have pursued this course concerning telemanipulation [10],[11].
At the other extreme are purely descriptive experiments. These have commonly been performed using real underwater telemanipulators in actual underwater tests [4], [5]. In these experiments, no attempt is made to isolate and vary all independent psychological factors. Generally, a series of tasks is chosen. The results state whether the task could be completed, how long it took, and some measure of performance or efficacy (often subjective).

In this thesis, controlled experiments will be pursued. The experiments will be of two different types.

The first type of experiment will concern human performance in those skill-based activities that cannot be off-loaded to the computer system and are deemed critical in making the supervisory control work. The methods of experimental psychology are very effective in investigating these issues and will be applied as rigorously as possible in these experiments. Quantitative results will be obtained.

The second type of experiment will concern overall system performance for different supervisory configurations. Although "supervisory configurations" is multidimensional in a psychological sense, it will be treated as a single independent variable. A task has been designed that reflects elements useful for inspection of complex welds. Performance in this task can be precisely defined in terms of two error measures. The performance over changing supervisory configurations will be analyzed quantitatively.
2.1 Introduction

The previous chapter discussed what a supervisory control system is, the reasons supervisory control is needed, and the relationship between supervisory control systems and other types of autonomous and semiautonomous systems. This chapter discusses the elements that must be considered to control the motion of an underwater telemanipulator. As each of these elements is presented, specific solutions will be described for the two manipulator systems described in the previous chapter.

For the two systems considered here, control of the movement of the arm will be based on high level position and velocity specification. Other types of systems have been built where an arm can be controlled by specifying the desired force between the end effector and the environment [13], or possibly force on some degrees of freedom, and velocity on others [14], [15]. However, force control was not considered in this thesis for two reasons. First, the required instrumentation is not currently available. Recently, wrist force-torque sensors have begun to appear on the market [16], but application of this technology to the underwater environment is still a step away. Second, most of the tasks currently being investigated for remote controlled underwater manipulators do not require force control.
These tasks include both inspection and simple maintenence tasks. A review of these tasks can be found in Appendix G.

Control of the mechanical impedance of a manipulator arm may prove to be more effective than force control for controlling the interaction between a manipulator and the environment, with less sensing required [17]. Experimentation with such a system is now underway [18].

2.2 Manipulator Kinematics

The choice of kinematics for a manipulator bears directly on the size and shape of the workspace, the number of ways a given position can be reached, and the suitability of the arm for computer control [19]. Therefore, manipulator kinematics will have a large impact on the design of a supervisory manipulator system and on what level a human operator can communicate with the system.

2.2.1 Number of degrees of freedom

A basic design decision concerns the number of degrees of freedom for the arm. Six independent degrees of freedom are necessary, although not sufficient, for the manipulator hand to be positioned generally within the manipulator's workspace. This allows the human operator to communicate with the system on the "ideal effector" [20] level. This means that descriptions of the hand motion can be given without requiring the operator to consider the joint movements required to
accomplish the movement.

As the number of degrees of freedom is decreased from six, communication at the ideal effector level becomes more difficult. Translations of the manipulator hand will require a change in the hand orientation. A simple translational command like "move 10 cm to the right" may require that the orientation of the hand change as well, depending on the kinematics of the arm and the current configuration of the arm. In general, it will be more difficult to make the arm's kinematics transparent to the human operator.

2.2.2 Relationship between degrees of freedom

It is not sufficient to have 6 degrees of freedom to have a manipulator that can be controlled on the ideal effector level. The choice of how those degrees of freedom are arranged is also of great importance. Reviews of this issue are given by Pieper [21] and Roth [22]. To summarize these results, the kinematic configuration chosen for a manipulator arm greatly influences the shape of the workspace, the number of hand orientations with which the arm can approach a given position, and the complexity of the computations required to solve the kinematics problems.

Manipulator kinematics are usually classified using notation developed by Denavit [23] and developed for manipulators by Roth and Pieper [21]. This notation is described in Appendix H.
2.2.3 Influence of kinematics on high level velocity specifications

Whitney, [7] designed a method for specifying the cartesian velocities of the end effector of a manipulator called Resolved Motion Rate Control. The method has been implemented as a manual control technique, with the human operator specifying the cartesian velocities with an analogic controller [24].

The method involves inverting the jacobian or shape matrix. The jacobian relates the joint velocities to the cartesian hand velocities. A problem encountered with this method is that at some configurations, the jacobian becomes ill-conditioned and therefore difficult to invert. This is not a failing of the computational method, but a reflection of the fact that the arm has kinematics that make cartesian velocity control very difficult to achieve at that configuration.

2.2.4 Influence of kinematics on high level position specifications

If a manipulator arm is to be controlled from high-level position specifications, two kinematic problems are usually solved. The first of these, the forward kinematics, refers to the problem of determining the position and orientation of the manipulator hand given the joint angles. The second problem is called the inverse kinematics problem and refers to obtaining the joint angles that will bring the manipulator hand to a given position and orientation.
The forward kinematics are always solveable in a direct, closed form fashion. Usually this problem is solved using homogeneous transformations [25]. Recently, quaternions have been shown to be more economical from a computational point of view [26]. Quaternions will be discussed in chapter 3 with other methods for representing rotation.

A solution to the inverse kinematics problem is not unique and no general solution has been designed [21]. In particular, the relationship between the layout of the arm degrees of freedom and the complexity of the inverse kinematics solution is a major design consideration for any computer controlled manipulator. For example, six degree of freedom manipulators are generally designed so that the last three axes of rotation intersect at a point. This design feature allows the six dimensional problem to be broken down into two three dimensional problems, which are much easier to solve than the general 6 degree of freedom problem. Roth has summarized the solvability of manipulators by the relationship between the degrees of freedom.

Kinematic design criteria for manually controlled and computer controlled manipulators can be different. For example, the Argonne E2 master-slave manipulator has a separation of about 3 centimeters between the fourth and fifth degrees of freedom (figure 2.1). This separation is included to prevent gimbal-lock when a person is moving the master and results in improved performance under manual control. However, this small separation makes solution to the inverse kinematics more difficult. An approximate solution method has been designed and
Angles $\theta_k$ are the rotations of coordinate frame $k$. Angles are assumed zero as shown.

Figure 2.1 Argonne E-2 Manipulator (from Brooks)
implemented (Appendix B). However, this solution requires almost twice as much computation compared to the solution for the arm without the offending 3 centimeter separation. The method also results in an approximate solution, although more exact results can be obtained at the expense of more computation.

2.2.6 Kinematics of the NOSC manipulator

An underwater manipulator was built at the Naval Ocean Systems Center, San Diego, as part of a program to develop free-swimming remotely controlled vehicles. Personnel at the MIT Man-Machine Systems Laboratory have been collaborating with NOSC personnel to design a control system and man-machine interface for the manipulator.

The NOSC manipulator has 5 rotary degrees of freedom, plus grasp. This is sufficient for grasping most objects, positioning sensors, cleaning welds using a water jet, or manipulating a camera for close-up visual inspection [27]. Coordinate frames corresponding to each degree of freedom are shown in figure 2.2. Using the standard kinematic notation described in Appendix H [19], this manipulator may be classified as:

\[ a2s4 \]

Five degrees of freedom allow the hand to be positioned generally over a reasonable workspace. Only two orientations may be specified, the value of the third orientation will be determined by the kinematics. In general, two combinations of the first three joint angles will place the
Figure 2.2 NOSC manipulator (from Bosse)
wrist of the manipulator at the same position. These two solutions will be called "over" and "under". The possible orientations the wrist may assume depends on which of these two solutions has been chosen, as shown in figure 2.3.

The positions achievable by this arm are also limited by the allowable range of motion of each rotational joint. The range of possible positions for the wrist point is summarized in figure 2.4 for both "over" and "under" joint space solutions.

The range of motion of the wrist joints also limits the orientations achievable from a given wrist position. The hand may point in any direction within a cone. The size of the cone is defined by the maximum rotation of the last joint. The direction of the axis of symmetry of the cone is determined by the first three joints. This is summarized in figure 2.5, and the orientation of this cone is shown for various positions in figure 2.6.

The inverse kinematics solution for the NOSC arm is described in detail in Appendix A. For a given desired cartesian hand frame, the algorithm generates the five joint angles for the desired solution for the first three joints (either "over" or "under"). The rotation about the hand axis specified by the desired hand transform is ignored, reducing the six degree of freedom quantity to five degrees of freedom.
Figure 2.3 The influence of position on orientations for the NOSC arm. Two combinations of the first three joints can position the wrist at the same location. Different wrist orientations are possible from these two configurations.
Figure 2.4 The working volume of the NOSC manipulator. The size and shape depend on the choice of joint space solution. The volume is rotationally symmetric about the dashed line.
Figure 2.5 Possible wrist orientations for the NOSC arm. For a fixed value of $\Theta_s$, rotation about $\Theta_s$ causes the hand to sweep out a cone. The maximum half angle of the cone is determined by the maximum rotation of $\Theta_s (75^\circ)$. The axis of symmetry of the cone lies along the longitudinal axis of link 2.
Figure 2.6 Restriction on hand orientation for the NOSC arm. The range of hand orientations depends on both the position and choice of joint space solutions.
2.2.7 Argonne E-2 manipulator kinematics

An Argonne E-2 manipulator is used for supervisory control experiments at the MIT Man-Machine Systems Laboratory. The manipulator was modified by Brooks [10] to be controlled in a hybrid mode, with setpoints to the analog position servoes specified by a computer.

The E-2 manipulator has six rotational degrees of freedom, plus grasp. This arm was designed to operate in a force reflecting master-slave mode for remote handling of dangerous materials. The arm is shown in figure 2.7, with coordinate frames identified for each degree of freedom. Using standard kinematic notation, this arm is classified as:

s2s4a4

Six degrees of freedom allow the arm to be positioned and oriented generally, although there are limits to the rotation of each joint. Because of the limited rotation of the first three joints, only one valid joint space solution exists for a given wrist position. The range of reachable wrist positions is summarized in figure 2.7.

The inverse kinematics solution for the E-2 arm is described in detail in Appendix C. As described earlier, the solution is not straightforward since the last three axes of rotation do not intersect at a point. The algorithm solves the inverse problem for a similar arm to arrive at a first approximation, then transforms the approximate solution to the solution for the E-2.
Figure 2.7 Working volume of the Argonne E-2 manipulator
2.3 Manipulator Dynamics

2.3.1 Importance of the dynamics problem

After a desired joint space configuration has been computed from the manipulator kinematics, the problem of getting the manipulator arm to that configuration remains. Since manipulators are nonlinear systems with a high degree of coupling between joints, an analytical solution to this problem is formidable. This section will review various methods and comment on their suitability to the context of this thesis.

First, the desired joint movements can be computed from some high level specification, the measured values of position and velocity and knowledge of the kinematics. Then, the actuator torque commands must be computed.

These torques must be computed to bring the dynamics of the arm under control. The computation may explicitly model the dynamics of the arm, or simple approximations may be used, in which case the system will rely heavily on feedback.

Classical Lagrangian methods can be used to solve this problem. Such a solution would model inertial, centripetal, coriolis, and gravitational forces. However, the first implementation of this solution for a six degree of freedom manipulator required a prohibitive amount of computation each time step [25]. This result led to the search for less
computationally demanding methods. A summary of these results is given by Hollerbach [28].

Instrumentation has a large influence on the performance of a control system. Position measurement is an absolute necessity if the computer is to aid the human in any substantial way. A velocity measurement will greatly improve position response time and allow velocity to be regulated as well. Velocity estimates can be used in lieu of measurement, depending on how well the system can be modelled. Velocity estimates may be obtained through differentiation (with the accompanying noise problems), or through an observer, from modern control theory.

2.3.2 Approximation methods

Nearly all manipulator control systems in use today use approximation methods. These methods generally model each joint as a fixed inertia with some damping. Coriolis and centrifugal forces are ignored, and feedback is used to compensate for these unmodelled forces [29], [30]. These methods are also employed in most industrial robots today, where each joint is controlled by a high bandwidth, independent position servo. Experience has shown these methods to be sufficient, although the system will perform well below its full capability [31].

2.3.3 Recursive Dynamic Methods

Recently, the efficiency of the original Uicker-Kahn Lagrangian
formulation has been improved by several orders of magnitude. By formulating the dynamics solutions recursively, the solutions can run at practical speeds on relatively modest (i.e. PDP 11) computers.

Luh, Walker, and Paul [32] have implemented such a method. The method uses a recursive Newton-Euler dynamics solution to form an inverse plant model. Recently, Silver [33] has shown that Lagrangian methods can produce an equivalent result.

2.3.4 Model Reference adaptive control

Another approach to this problem is to use adaptive control methods. Several investigators have been using model reference adaptive control methods to control manipulators [34], [35]. These methods have the advantage that only simple, general models of the arm are used. The method is capable of adapting when the load on the manipulator changes. This method could be useful for a high performance underwater manipulator, when the drag forces could influence performance and be difficult to model.

2.3.5 Controlling the dynamics of the NOSC arm

Each rotational joint of the NOSC arm contains a DC torque motor, a harmonic drive gear train, and a potentiometer enclosed in a sealed unit which will be filled with oil when the unit is put in the water [27]. The motors are driven by voltage controlled linear amplifiers.
The control method used considers the joints to be independent. Position servos regulate the position of each joint. Moments caused by interaction of the links are dealt with implicitly through local feedback. This approach was chosen for several reasons:

1. computational resources were limited;
2. velocity measurements were not available;
3. the large reduction ratios of the harmonic drives cause the inertia of the motors and gear drive to be the dominant inertias in the system (see Appendix C);
4. the requirement that the arm move slowly to minimize disturbances on the lightweight vehicle carrying the arm.

The last two reasons mean that the dynamics of the system are dominated by fixed inertias, friction, and gravity.

The servo loops were implemented in digital form. Except for the two joints at the shoulder, each loop is a proportional position servo, with a maximum value allowed for the computed voltage. At the servo level, the joint positions are always checked to insure that the joints are not driven out of their range.

The joints at the shoulder have additional features. The inertia of the first joint changes as the arm extends, so scheduled gains based on configuration were used. The second joint is influenced by gravity depending on the values of the second and third joint, so integral
control was added. These controllers are described in more detail in Appendix C.

The first joint, although influenced by gravity has zero steady state position error for torque disturbances because of the action of the integral controller [36]. The remaining joints have very low steady state position errors for torque disturbances because of the high gear reductions.

2.3.6 Control of Dynamics of the E-2 manipulator

The dynamics of the E-2 arm are controlled by the original analog servo controllers supplied with the arm, and modified by Brooks [10]. When under computer control, the servoes are type 0 position servoes with both position and velocity feedback. These servoes do not compensate for gravity, but all links are counterbalanced mechanically.

2.4. Generating Trajectories From Cartesian Specifications

This section describes various methods that have been used to generate arm trajectories from cartesian space specifications.

2.4.1 Specifying the hand cartesian velocity trajectories

The most common method used to manually control hand cartesian velocities is Resolved Motion Rate Control [7]. The influence of arm
kinematics on this method was discussed earlier. The method was originally designed for manual control of teleoperators and prostheses.

General cartesian velocity control is not possible near kinematic singularities. The problem lies not with the computational methods, but with the kinematics of the arm. Any system which attempts to continuously control cartesian velocity will have this problem.

2.4.2 Specifying hand cartesian position and velocity trajectories

2.4.2.1 Intermediate cartesian frames

Most systems currently in use employ intermediate cartesian frames to produce straight line motions to a goal specified in cartesian space. These methods are summarized in figure 2.8. A number of intermediate cartesian frames lying along the straight line path are computed. The inverse kinematics are solved for each of these cartesian frames producing intermediate joint frames. Interpolation is then done in joint space between joint frames.

This method may also be used for cartesian velocity control. The ratio of the distance between frames to the time between frames will approximate the translational velocity of the manipulator hand. Near kinematic singularities, the trajectory may depart more from a straight line, but a solution will always be found.
Figure 2.8 Intermediate cartesian frames. Cartesian trajectories may be planned by computing a number of intermediate frames, and performing joint space interpolation in between.
There are several variations on this method. The major differences are:

1) how the number and position of intermediate frames are chosen,

2) what "straight line motion" means when the hand orientation changes during the motion. While the tip of the hand or tool should follow a straight line, a linear interpolation of the hand orientation angles will depend on how those angles are defined.

Paul [37] implemented such a system that included straight line motion, smooth transitions between straight line sections, and smooth transitions to moving coordinate systems. This system interpolated at constant frequency (10 Hz).

Paul defined "straight line" motion involving changes in hand orientation as uniform rotation about 2 axes. Smooth movement between straight line segments was accomplished using quadratic interpolation. The method provides for a transition which begins and ends with zero acceleration, resulting in no discontinuity in velocity.

Near singularities, joint space velocities required to produce a moderate cartesian velocity can grow very large. Paul solved this problem by checking if any joint velocities exceeded prespecified limits. If such a condition existed, all velocities were scaled down so that all joints could keep up.
These techniques have been further refined by Taylor [26]. Taylor's methods use a different interpretation of straight line motion for hand orientation which reduces the amount of computation. Taylor specifies hand orientation by means of a quaternion. This representation considers a change in orientation as a single rotation about an axis:

$$R = \text{Rot}(n, \theta)$$

where $n$ defines the direction of the angular displacement

$\theta$ defines the magnitude

This representation makes the determination of intermediate frames simpler, since $n$ remains fixed and only $\theta$ is varied. For complex rotations, this may be more difficult to understand than Paul's method.

Taylor's method of computing the intermediate frames allows the deviation from the exact straight line path to be specified. Intermediate cartesian frames are computed recursively at intervals which keep the deviation from a straight line below these limits, rather than at constant intervals in time or cartesian space. The method requires that trajectories be precomputed, but saves computation. This scheme of choosing intermediate frames is called Bounded Deviation Joint Paths.

2.4.2.2 Resolved acceleration control

Cartesian position and velocities can be specified directly on a
continuous basis in a method implemented by Luh et. al. [38]. The desired joint accelerations are continuously computed based on the errors between commanded and measured cartesian positions and velocities. These joint accelerations are then used to compute the necessary joint torques using the recursive Newton-Euler dynamics formulation discussed earlier.

The method allows cartesian accelerations, velocities, or positions to be specified, either separately or in combination. No pre-planning is required and the computational requirements are compatible with fairly modest computers. The same control system is equally useful for both resolved motion manual control and computer control modes.

Since this method attempts to control cartesian velocity continuously, problems similar to those in Resolved Motion Rate Control arise near degenerate arm configurations.

2.4.3 Cartesian Path Control for NOSC and E2 Systems

Both systems can execute movements to positions and orientations defined in a cartesian sense. These cartesian descriptions may be defined relative to the manipulator base, the manipulator hand, or any other reference frame. The methods to describe these motions will be covered in Chapter 4. This section will describe how the trajectories are computed from a general cartesian description.
In order that the computational load be reduced to a minimum, motions are planned with an endpoint and a minimal number of intermediate cartesian frames. These intermediate frames are specified by the operator through a variety of means presented in Chapter 4. In between the cartesian frames, joint space interpolation is performed. Straight line motions involving translation only may be programmed by specifying a sufficient number of intermediate frames.

In addition to being economical from a computational point of view, this method has the advantage that fewer problems from kinematic singularities are encountered. If an ill-conditioned region lies between two intermediate frames, no problems are created since no kinematic computations are performed between intermediate frames. Control of cartesian velocity is less precise, however, especially near singularities.

The joint space solutions for the intermediate frames may be precomputed and placed in a first-in-first-out (FIFO) queue. The trajectory generation system will then remove the next joint vector from the queue as the previous joint space vector has been reached, and generate a joint space trajectory to the next joint space vector. The trajectories may be specified as continuous, or the system may be made to stop at each intermediate frame.

For the NOSC manipulator, a first order (straight line) joint space interpolation is used. The discontinuity of velocity between segments...
is not apparent because of the low bandwidth of the servoes.

The E2 manipulator has much higher bandwidth than the NOSC arm, primarily due to the presence of velocity feedback and the gravity compensation through counterbalancing. A smoother joint space interpolation is required, or the servoes will generate very high motor currents at the velocity discontinuities. Third order polynomial interpolation, as implemented by Brooks [10] was used. An example is shown in figure 2.9.

2.5 Conclusion

This chapter has considered methods for controlling the velocity and position of a manipulator arm. In addition, the implementation of the two systems developed for this thesis were described.
Third order polynomial joint space interpolation is used to generate trajectories between intermediate frames (modified from Brooks).
3.1 Introduction

The complexities of manipulator control described in Chapter 2 make the use of computers to aid a human operator desirable and sometimes necessary to get a particular job done.

A large number of systems exist for this purpose. Virtually all industrial robots and a few underwater telemanipulators have computerized functions to aid the operator in addition to simply controlling the dynamics. The simplest of these interfaces gives the operator the ability to teach fixed positions and paths. At an intermediate level, the operator is given a programming language with which to control the manipulator. At the most advanced level, the operator gives a high level description of a process, after which the system can plan all operations required to carry out that process. This final level is the subject of considerable research efforts in the artificial intelligence community.

The design of these interfaces is driven by many considerations. One of these is the nature of the task, including the environment in which this task must be performed. Another factor is the characteristics of the manipulator. A factor that is often neglected relates to the
3.2 The symbolic-analogic mix

Controls for a manipulator system may be divided into two principal groups: analogic and symbolic.

Analogic controls are those in which some motion of the human operator is physically isomorphic to the response of the machine desired. Such controls include joysticks, master-slave controls, knobs and dials.

Symbolic control elements lack this isomorphism with the task. The simplest form of symbolic controls are the button boxes commonly used to control an industrial manipulator during teaching. More complex symbolic interfaces include programming language interfaces, which allow the operator to write descriptions of the task the manipulator should perform.

The distinction should be made between analogic controls and analogic teaching. Analogic teaching involves teaching by moving the manipulator. This movement could be effected with either symbolic or analogic controls. Analogic teaching has also been called guiding.

Analogic programming can make a system more easy to use. Such systems have the potential to allow skilled craftsmen rather than computer programmers to operate computer controlled machines. If the
operator knows what motions the manipulator should follow, these motions can be communicated to the system. This type of control has found great favor for programming industrial robots that must repeat fixed motions, as is common in materials handling, painting, and spot welding operations [41]. The Unimation Apprentice system allows an experienced welder to teach the robot to perform continuous seam welds through analogic methods [42].

The shortcoming of analogic teaching is that it is very difficult to program decisions. Integrating information from sensors to change how the arm moves is difficult in a purely analogic system. This problem has led to the introduction of symbolic elements into these systems. The symbolic interfaces range from simple teach boxes to programming language systems.

Brooks [10] has explored the analogic-symbolic mix experimentally in relation to telemanipulators. Brooks designed a supervisory control interface which combined analogic and symbolic control in a flexible manner. Brooks found improved performance in a variety of tasks over all forms of manual control except for master-slave with force feedback.

Grossman [39] has explored analogic programming or guiding to program assembly operations, and he gives a list of design considerations for combining analogic and symbolic teaching. Informal experiments with trained programmers showed that a combination of guiding and symbolic programming was clearly faster than a purely symbolic programming system.
These previous studies indicate that a human operator should have both symbolic and analogic teaching tools for programming a telemanipulator. The nature of the symbolic portion of the interface will determine what type of operator can successfully teach the system. For example, a symbolic interface in which the operator expresses motions in terms of operations on matrices requires that the operator have advanced engineering training. Symbolic interfaces that allow the operator to express motions in more intuitive terms are also possible, although such an interface may be less general.

3.3 Control of the machine versus control of the process

A human operator can often make a machine perform a task by directly manipulating the state of the machine. In this instance, the human operator uses his insight into the task to insure that the prescribed machine states get the job done.

In process or task level control the human operator gives descriptions in terms of what the system should accomplish. The system must then infer the required machine level control to produce the desired change of state in the environment.

An alternative to the machine level-process level distinction classifies control on the basis of the sensors used in the control. Whitney [43] classifies tasks as exteroceptive or interoceptive, depending on the sensing required. This division is based on the physiological framework...
introduced by Sherrington and others [44]. This framework divides the body's sensors into three categories [45]:

Exteroceptive sensors are those which are involved in sensing the state of the external world or the interaction of the body with the external world. These sensors include vision, smell, hearing, and the cutaneous senses. These sensors are all at or very near the surface of the body.

Interoceptive sensors are those which sense deep internal body changes. These include the sensors in the gastrointestinal tract.

Proprioceptive sensors detect changes between the inner and outer body surfaces, in the subcutaneous tissues, the muscles and the tendons. The changes detected by these sensors can relate strictly to the internal state of the body, such as the function of the sensors that detect joint position during free space motions. But proprioceptive sensors can also relate to interactions between the body and the environment, much like the exteroceptive sensors. The possible function of the Golgi tendon organs in determining the weight of an object to be lifted [46] is an example of a sensor that detects the body's internal state but are used to gather information about the external environment. These sensors are sometimes grouped with the interoceptors.
Because of the dual nature of proprioceptive sensors, like force sensors, the process versus machine framework will be used here. This methodology categorizes the function in terms of the descriptions used for control rather than the sensors employed. The difference between machine level control and process level control may be summarized as follows: process level control allows the operator to specify what he wants done; in machine level control, the operator must specify how to do what he wants done.

In this thesis, machine level control will be achieved through descriptions of motion, in terms of position and velocity. These descriptions will be communicated by the operator through both symbolic and analogic means.

Process level control will be achieved by combining movement descriptions and sensing commands in a hierarchical structure.

3.4 Heirarchical Representations of Manipulation Tasks

A variety of methods have been used to represent manipulation tasks hierarchically. For machine based planning of manipulation tasks, such representations are used by a system to decompose high level goals into a sequence of low level procedures that will achieve the goal. Examples of heirarchical descriptions used for supervisory telemanipulation include Hardin's AND-TREE structure [47] and Sacerdoti's procedural nets [48].
Freedy, Shaket, and others at Perceptronics have modeled manipulation tasks using a system based on procedural nets. An example of such a model of a task for shutting a valve is shown in figure 3.1.

Two dimensions are evident in such a procedural net model. The vertical dimension represents the degree of abstraction. Lower nodes are always expansions of higher nodes. Nodes at the bottom are machine level instructions, nodes at the top are generally process level instructions. The second dimension shows the temporal relationship between nodes. For a given level of abstraction, nodes are related temporally from left to right.

In this case, the node "SHUT VALVE" is an example of a process level description, while all the nodes below it represent machine level descriptions. The arrows show the sequence in which the low level machine commands are executed.

The two-dimensional nature of the procedural net model is absent from other possible representations. For instance, flow charts or PERT charts describe temporal relationships, but lack the ability to show how high level concepts are decomposed.

The Warnier-Orr diagram is a representation that includes all features of Perceptronics procedural net model, but also allows decisions to be included. This methodology is based on a set-theoretic system for the logical construction of computer programs. The SHUT VALVE task is shown
Figure 3.1 Procedural net model for "SHUT VALVE" task (from Shaket et al.)
in figure 3.2. This diagram resembles the procedural net model, but the level of abstraction from process level to machine level goes from left to right, and time goes from top to bottom.

Warnier-Orr diagrams can display control structures such as repetition (such as DO...LOOP or DO...WHILE), or alternation (i.e. IF...THEN...ELSE or CASE). This representation is gaining popularity for representing a variety of programs.

3.5 Descriptions for machine level control

Machine level control requires the human operator to communicate in terms of the state of the machine. Rather than telling the machine what he wants done, the operator must describe a time history of machine states that will carry out his intentions. Various methods for implementing machine level control in terms of position and velocity have been described in chapter 2. This section will summarize methods for giving machine level descriptions.

3.5.1 Analogic descriptions

A variety of methods have been employed to allow the human operator to describe movements of the manipulator arm.

The simplest method for controlling a manipulator requires that the operator describe movements of the arm in terms of movements of the
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figure 3.2 Warnier-Orr Diagram of Shut Valve task. This is similar to the procedural net model representation, but decisions may also be included. In this example, the valve will continue to be turned until a preset value of torque is reached on the last manipulator joint.
manipulator joints. Since joint space is seldom convenient for describing tasks, this puts a great burden on the human operator to understand the kinematics of the manipulator arm.

Nearly all remote manipulators are designed with rotational joints, which make this problem particularly difficult. Nevertheless, this is the most common method for control in commercially available underwater manipulators [2]. The motivation for using this control scheme comes from the need for simplicity. Joint actuator controls require no sensing of the manipulator joint positions or velocities; control of the flow of hydraulic fluid or electric current is sufficient. Since measuring the position of articulated joints in the underwater environment makes the system more complicated, this method of control is the most popular.

If the position of the remote manipulator can be sensed, a control system can be used to transform from a space chosen for the human operator's convenience to joint space. In master-slave control, a transformation is done mechanically which allows the human operator to control the manipulator in terms of the position of his own arm. In resolved motion rate control [7], a computer is used to transform cartesian velocities in a convenient coordinate frame to the joint space of the manipulator.
3.5.2 Symbolic movements

Movements can also be stated symbolically. In the case of translation, movement relative to an arbitrary reference can be stated easily in terms of a three dimensional vector.

Rotations may also be stated as a magnitude and a direction. However, rotations do not follow all the rules of vector algebra. In particular, rotations are not commutative. There have been a variety of approaches to this problem.

Rotations are most commonly described by rotation matrices, consisting of direction cosines of one coordinate system relative to another with common origins. This representation is highly redundant, using 9 quantities to represent a 3 degree of freedom rotation. Rotation matrices have the advantage that they can be combined by matrix multiplication.

Another common method for representing general rotation is by a set of simple ordered rotations. These include Euler angles [49], and pitch-roll-yaw coordinates. These representations have some physical meaning to people, but are severely limited by the fact that they may not be combined directly. Commonly, they are converted to rotation matrices, then combined.

Euler is credited with first proving that any pure rotation can be
stated as a single rotation about some axis [50]. This idea was
developed by Rodrigues, using a construct known as Rodrigues' 
coordinates [50]. A more elegant description representing a rotation as 
a combination of a scalar and a vector quantity is the quaternion, 
developed by Hamilton [51].

Quaternion methods have been used to represent manipulator rotations by 
Taylor [26], and Luh [32].

A problem which has proven very difficult is the representation of 
simultaneous rotation and translation.

The most commonly used method for describing both rotation and 
translation has been the homogeneous transformation, described by Uicker 
[25]. This representation combines a rotation matrix with a translation 
vector to form a 4x4 matrix. Homogeneous transformations were first 
used for manipulator control by Pieper [21]. This representation is 
highly redundant, using 16 elements to represent a six degree of freedom 
quantity. A great advantage of this representation is that the rules of 
matrix algebra may be applied. A common representation of the 
homogeneous transformation is shown in figure 3.3.

Numerous unified representations for translation and rotation were 
studied in the late nineteenth century. These include biquarternions 
[52], octonians [53], and novenions or nonions. Similar methods, the 
dual number quarternion, have been used to analyze spatial mechanisms by
Figure 3.3 A homogeneous transform describes the spatial relationship between two coordinate frames. The transformation consists of a rotation submatrix $\mathbf{R}$ which describes the orientation of the second frame relative to the first frame, and the translation of the origin of the second frame defined in the first frame.

$$^0A_1 = \begin{bmatrix} \mathbf{R} & x \\ 0 & 0 & 0 & 1 \end{bmatrix}$$
Yang [54]. These methods have their own algebras, but are not commonly used to represent manipulator motion.

3.6 Descriptions for process level control

3.6.1 Describing tasks by movements

Brooks [10] has shown that models of tasks can be built if a structure is provided for modelling movements of the manipulator arm. Tasks such as opening valves, taking off nuts, and picking and placing operations can be programmed in this way. There were no models of objects in Brooks' system; models of movements were sufficient.

Brooks categorizes positionally defined manipulation tasks into those that can be described relative to the manipulator base (absolute tasks), and those which must be described relative to an arbitrary reference (relative tasks). Additionally, either absolute or relative tasks may be moving or fixed. Brooks presents a mathematical treatment of these four possibilities.

Brooks designed a language which allowed both absolute and relative tasks to be programmed. Relative and absolute motions could be specified analogically and combined with sensing and branching to implement tasks.

Perceptronics [55] also developed a movement based system for
teleoperation. Motions could be programmed either symbolically or analogically. Both paths and discrete positions could be recorded. An extensibility mechanism called "chaining" allowed previously defined motions to be combined to form higher level entities.

These studies confirm the value of symbolic and analogic movement descriptions, the importance of both relative and absolute definitions, and the usefulness of extensibility. In both cases, these concepts were demonstrated to be effective through controlled experiments with trained operators.

3.6.2 Describing tasks by relationships between objects

Systems for modelling the environment may be characterized by two features. First, they contain a scheme to represent knowledge of objects in the environment, sometimes including the manipulator. Second, such languages have high level procedures for affecting change in the world as it is represented. Examples of these systems include AL [56], PAL [57], and RAPT [58]. These systems differ from explicit movement control languages, which contain only a scheme for representing movements of the manipulator arm.

All such systems represent items of interest in a tree structure. The nodes of such a tree corresponds to a coordinate frame, and the links represent relative transformations. Transformations need not be static. This representation is very general, and includes Brooks' fixed-moving
relative-absolute categorization as a subset, although in this case objects are being represented, not movements.

Three types of models are shown in figure 3.5

RAPT

A body is defined in RAPT by specifying all of the features of that body [58]. Features are defined in terms of a coordinate system imbedded in the body. Features include faces, shafts, and holes. Lower level constructs used to define the features are points, lines, and circles.

Situations are described by stating spatial relationships between features of different bodies and whether bodies are tied to each other. Of particular interest are the descriptions used to represent special spatial relationships. If two faces are stated to be COPLANAR, this means that the two faces lie in the same plane, with their surface normals facing in the same direction. A face may be AGAINST another face, which means that the two faces are coplanar, but their surface normals are opposing. Shafts may also be AGAINST a face of another body. The programmer may state that a shaft FITS a hole (both features are coaxial with normals opposed), or they may be ALIGNED (features are coaxial, normals in the same direction).

Actions define movements of bodies, either in translation (MOVE) or rotation (TURN). Actions are significantly higher level than
Figure 3.4 World Models
Manipulator movements in an explicit language. If a body is moved, all other bodies tied to that body are moved, both physically and in the RAPT world model. Moves may contain explicit directions and distances, or the spatial components of the movement may be inferred by first describing the desired situation which the move should produce.

AL

AL was developed at Stanford as a high level language to perform industrial assembly operations [59].

The BODY-FEATURE formalism of RAPT is not used, but a link does imply the lower level object is a subpart or subfeature of the object above it. Also, links can be specified as rigid, non-rigid, or independent. This is more general than the BODY-FEATURE concept in that the tree can be extended to any level, but no size or shape information is present. Relative transforms through which the arm should approach and depart an object are also included.

Movements are specified in AL by first moving the arm to an object, grasping the object, and declaring that the object is affixed to the arm. Now, a movement may be specified in terms of any subobject of the object grasped and any other defined object. After the movement, all objects which have been declared to be affixed to the object moved are also updated.
AL investigators have also incorporated a system for building the model, called POINTY. The structure of the world model may be built and modified with symbolic commands. The arm is used as a measuring device to establish the transformations which relate objects to each other and the world.

Using POINTY, three manipulator positions are used to define an object (actually the coordinate system imbedded in the object is defined). One position and orientation of the arm would be sufficient to establish a coordinate frame. However, it is difficult to orient the hand exactly with the intended frame. Orientation errors are particularly important, since they are greatly magnified during relative movements in the new coordinate system. Using three positions, this orientation error is greatly reduced. Positions can be indicated using the manipulator or a special pointing tool.

PAL

Purdue Arm Language features a world model which also includes the manipulator arm [57].

This model includes both the objects in the environment, and the arm. Links connecting the objects contain relative spatial information.

PAL movements are programmed by entering position equations. Motion statements in PAL request that the manipulator be translated and
oriented such that a position equation is satisfied. These position equations represent closed kinematic chains. This approach allows the system to make use of information from a variety of sources, including analogic teaching and data bases.

Position equations may satisfy any of three coincidence conditions between the object moved and the destination frame. These are called $=, \wedge$, and $*$.

3.7 Summary

This chapter reviews methods which have been designed to allow human operators to communicate with manipulator systems. The distinction is drawn between machine level and process level control, and techniques for achieving both have been described.
4.1 Summary of System Design Criteria

The supervisory roles of the human operator, planning, teaching, monitoring, intervention, and learning have been described in Chapter 1. This chapter presents an interface that attempts to implement these concepts for application in telemanipulation. The system is called MMIT (Man-Machine Interface for Telemanipulation).

A primary criterion is that the system be designed so that it can be operated by people who do not have a mathematical understanding of manipulator control. While mathematically oriented interfaces are very general and powerful, such interfaces require that the operator understand manipulator control in precise mathematical terms, rather than in intuitive terms.

The system has been designed to allow the human operator to participate as fully as possible during teaching. The operator teaches the system how to execute tasks using a movement control language. This language has many features of a modern programming language.

Features of the language include specialized data structures for teaching positions and orientations analogically. Movements can then be programmed by combining analogic position data with symbolic movement.
commands. Decisions can be included using structured flow of control statements. This allows programs to be written where the operator points out an object in the environment (particularly a weld or a surface), then describes an operation on that object (such as an inspection task) by describing motions built on the coordinate frames that the have been pointed out.

Manipulator tasks can be composed as a hierarchy of subtasks. Modular design of manipulation procedures is encouraged through a general extensibility mechanism. A text editor and a file system are also included.

The operator can request that the system demonstrate how the operator's high level instructions have been implemented. Using computer graphics, commands can be simulated before any movement of the manipulator occurs. The concept of a computer control system being "apparent" [1] is an important goal.

The human operator remains in control of the system during execution. The operator can use the graphic display to aid in monitoring the execution of a task. Tasks can be interrupted if the human operator detects a problem which the system cannot detect. The operator can take over manually, or he can invoke computerized functions to get out of trouble.
4.2 Mathematical Movement Control Language

The human oriented movement control language is implemented in a more general, mathematical language. The human operator does not see the mathematical interface, but this language is used to implement higher level languages. The language includes specialized data types pertaining to manipulation, routines for kinematic computations, transformations, sensing, and control of motion. This language is summarized in Appendix D.

4.3 Interactive Computer Graphic Display

An important element of the system is a dynamic computer graphic display (figure 4.1). The display was designed by Winey [60], and developed further by Fyler [61]. The display allows the operator to view the image of the environment from any viewpoint. The operator may rotate, translate, or zoom the manipulator display. Several examples are shown in figure 4.2. The manipulator display is controlled from a touch panel interface designed by Washington [62] (figure 4.3) or under program control.

The display has three major functions:

1. The display is a very effective monitoring aid, allowing the operator to view the arm and representations of the environment from any desired viewpoint.
Figure 4.1 Computer graphic display, standard view.
Figure 4.2 The graphic manipulator may be viewed from and direction, zoomed, or translated.
Figure 4.3 Touch panel display used to control manipulator display
2. The display can be used to test many programs before the programs are run with the real arm. Simulations may be run with time speeded up.

3. The display can be used to show the result of all computation done by the system after high level descriptions have been given. This helps people to understand how the system works.

4.4 Fundamental Definitions

A formalism is needed to precisely specify a language. Computer languages are commonly specified using Backus-Naur Form (BNF) [63]. In BNF, an entity is specified in terms of other defined entities and possibly itself. BNF descriptions are an unambiguous way of specifying the syntax of a language.

The complete formal definition of the language in BNF appears in Appendix E. Appendix E contains sufficient detail for a user to learn to use the system. The treatment in this chapter will be more descriptive, although less precise.

The formal definition of the language begins with the definition of integers and names. An integer is any 16 bit number (between -32768 and 32767). Integers will be used to specify distances, angles, and as indices. A name may consist of any string of characters, up to 31
characters long. Names may contain any character on the keyboard except for space. Since coordinate frames are defined analogically, they are given names that allow these frames to be referred to later.

Examples:

```
STARTING_POSITION
TWIST
```

4.5 Structures for Defining Coordinate Frames Analogically

One method of programming the manipulator will be to first define a number of positions and orientations analogically (positions and orientations will be referred to simply as positions for the remainder of this section). Motions are not taught analogically, just positions. A position may be taught absolutely (fixed relative to the base). Relative positions, which are defined in relation to any specified reference, may also be taught. These positions can then be combined in a program with symbolic commands to produce motions. All coordinate frames defined in this way may be shown on the graphic display.

Analogic definitions allow the operator to establish positions quickly. The accuracy of this process under remote viewing will be examined later in Chapter 6. Analogic definitions are especially useful when the operator has no way of knowing the exact values of the coordinates of a position, but he can see what he wants. Using analogic definitions, he may define these positions by moving the arm.
Analogically defined absolute positions are useful for establishing the locations of tools, paths to follow, and especially for teaching the system about objects. This process will be examined experimentally in Chapter 7.

Relative positions can be defined analogically and combined with symbolic commands to define motions which can be executed anywhere in the workspace of the arm. The motion required to turn a valve or a weave pattern to be used in an inspection task can be easily taught in this fashion.

4.5.1 Analogic control modes

The Argonne E2 manipulator is controlled in a master-slave mode [10] or in resolved motion rate control (RMRC) using a 3 dimensional force joystick designed by Griesser [64]. The NOSC manipulator is controlled manually with RMRC. The implementation of RMRC solves the inverse kinematics at approximately 10 hz., rather than using an inverse jacobian technique discussed in Chapter 2.

4.5.2 Absolute coordinate frames

An absolute coordinate frame is defined relative to the fixed base coordinate system. This relationship is shown in figure 4.4. The homogeneous transform representing an absolute frame is that transformation which would translate and rotate the base frame into the
Figure 4.4 An absolute coordinate frame. Absolute coordinate frames are defined relative to the base frame, as indicated by the dashed line.
absolute frame. A special absolute coordinate frame is the hand frame, which moves with the hand. This frame may be defined in Brooks' (as shown in Chapter 2) notation as:

\[ A \]

Several structures have been designed to define absolute coordinate frames, so they may be used to program movements.

The first of these structures is called a POSITION. A POSITION is first given a name, then defined by moving the arm to the proper position and orientation. The operator indicates when the desired position and orientation have been reached by pushing a button. When the button is pushed, the cartesian hand frame is computed based on the current angles of the manipulator joints and stored under the given name. A POSITION may be shown on the graphics display with the SHOW command, as shown in figure 4.5.

Any number of absolute frames can be established as a PATH. Each frame in a PATH is entered in the same way as a POSITION, although the final position is indicated with a different button. In addition to the coordinate frames which make up the PATH, the number of frames is also stored for use in programs which use PATHs. Individual transformations of a PATH may also be referenced. PATHs may be shown on the display with the SHOW command. An example of a PATH is shown in figure 4.6.
Figure 4.5 Definition of a POSITION. A POSITION may be defined by moving the arm to the desired position and orientation, then recording the result under a descriptive name. A POSITION is described by a homogeneous transformation defined relative to the manipulator base.
Figure 4.6 Definition of a PATH. A PATH consists of a series of positions and orientations defined absolutely.
4.5.3 Relative coordinate frames

A relative coordinate frame (REL_FRAME) may be defined by pointing out two absolute coordinate frames with the arm. The system then computes the relative transformation between these two absolute frames and stores the relative transformation under the given name. This procedure is shown in figure 4.7. A REL_FRAME may be applied to the current hand frame and displayed with the SHOW command.

Another structure, REL_PATH, allows a chain of relative transformations to be recorded under a single name. An example is shown in figure 4.8. The SHOW command allows a REL_PATH to be displayed relative to the current hand frame.

4.6 Defining Motions

Motions can be programmed either by using any analogic structures that have been created, or motions can be defined purely symbolically. Any motion can be simulated using the computer graphic display by first issuing the SIMULATE command.

4.6.1 Relative motions

The manipulator hand may be moved to a position and orientation defined relative to the current hand frame using the MOVE command, as shown in
Figure 4.7 Definition of a REL_FRAME. A REL_FRAME is defined by indicating two positions and orientations. The homogeneous transformation which would transform the first frame into the second is recorded under a descriptive name.
Figure 4.8 Definition of a REL_PATH. A REL_PATH is defined by moving the arm through a series of positions and orientations. Positions and orientations are stored as a chain of relative transformations.
Relative motions may also be defined symbolically. Using symbolic relative motion commands, it is possible to make the arm translate or rotate relative to the current hand frame. The directions \textit{UP}, \textit{DOWN}, \textit{LEFT}, \textit{RIGHT}, \textit{BACK}, and \textit{FORWARD} are defined in the hand frame, as shown in figure 4.10. Symbolic translation along a single axis of the hand frame may be specified by indicating a distance and a direction. A distance is composed of an integer followed by a unit of measure for translation (CM, MM, INCHES, or FEET). A general translation may be specified by three distances and the \textit{TRANSLATE} command.

Examples:

\begin{verbatim}
10 CM UP
6 INCHES BACK
0 CM 10 CM 5 CM TRANSLATE
\end{verbatim}

The three arguments for the \textit{TRANSLATE} command are for the \textit{RIGHT}, \textit{FORWARD}, and \textit{UP} ($x,y,z$) directions. Several other examples are shown in figure 4.11.

Relative rotations may be specified by an integer corresponding to the magnitude in degrees, and an angle, either \textit{PITCH}, \textit{ROLL}, or \textit{YAW}.

Examples

\begin{verbatim}
45 ROLL
-30 YAW
\end{verbatim}

More examples are shown in figure 4.12.
Figure 4.9 A relative motion executed from different starting positions. In both cases, a relative translation of 20 cm in z and 10 cm in y has been executed relative to the starting hand frame.
Figure 4.10 Directions for symbolic translations are defined relative to the hand frame.
Figure 4.11 Symbolically defined relative translations.
Figure 4.12 Symbolically defined relative rotations.
4.6.2 Absolute motions

Unlike relative motions, absolute motions always take the arm to the same position and orientation. Commands have been designed to move the arm to any absolute coordinate, or directly to a frame defined relative to an absolute coordinate.

The MOVE command may also be used with a POSITION. This command causes the arm to move from its current position and orientation to the coordinate frame defined for the position. An example is shown in figure 4.13.

Another type of absolute motion is used to move the arm to a position or orientation defined relative to an absolute coordinate frame. This command is called SET. Examples:

For a POSITION called POS1

    POS1 MOVE
    POS1 SET 5 INCHES BACK

These commands are both illustrated in figure 4.14. Although use of the SET command involves a relative motion, the entire sequence defines an absolute move, since the arm will move to the same position regardless of the starting position.

4.6.3 Relative trajectories

A sequence of relative movements is called a relative trajectory.
Figure 4.13 An absolute motion executed from different starting positions. The final position is identical regardless of the starting position.
Figure 4.14 MOVE and SET commands for absolute motions.
Relative trajectories, like relative motions, are executed relative to the hand frame when the trajectory is commanded.

Relative trajectories may consist of a series of symbolic translations or rotations. Another useful command is the TRAVERSE command that causes the sequence of relative motions stored as a REL_PATH to be executed. Figure 4.15 shows a relative trajectory executed from two different starting hand frames.

4.6.4 Absolute trajectories

Absolute trajectories are sequences of movements that begin with an absolute movement. A common example of an absolute trajectory is to move through the sequence of absolute coordinate frames stored as a PATH. The TRAVERSE command moves the arm through all frames in a PATH in the order they were defined. The REVERSE command moves the arm through all the frames of a PATH in reverse order. Figure 4.16 illustrates an absolute trajectory executed from two different starting hand frames.

4.7 Sensing Commands

For the Man-Machine Systems Lab version, there are commands for sensing the state of the arm and its sensors.

The first command ?TOUCH returns TRUE or FALSE depending on the state of
Figure 4.15 A relative trajectory executed from two different starting positions.
Figure 4.16 An absolute trajectory executed from two different starting positions.
the touch sensor mounted on the manipulator hand. The touch sensor, designed by Fyler [61] can sense contact force in any direction.

Another command ?FORCE returns TRUE if the estimated hand force exceeds a preset value. A similar command ?TORQUE returns TRUE if the resolved hand torques exceed a preset value.

4.8 Building Manipulation Tasks Using Movements

Manipulation tasks may be composed at the machine level by combining motion commands with sensing and branching commands. Sequences of such commands can be combined under a descriptive name to create a new command. This new command may then be used with other commands to create more commands. This allows a hierarchical approach to programming.

4.8.1 Building elements of a hierarchy

When commands are grouped together to create a new command, the new command becomes as much a part of the system as the old commands that were used to create the new command. Programming in such a system may be seen as a process of extending the language to meet a user's needs.

The interpretive portion of the system is implemented in FORTH (the fig-FORTH version [65]), and such extensibility is an essential feature of FORTH. This mechanism is efficient; new definitions are compiled
after they are interpreted, so the poor performance of most interpretive systems is avoided.

A new command may be defined starting with the colon symbol, giving a name, then listing any previously defined commands, and ending with a semicolon.

Example:

```
: SQUARE
  5 INCHES RIGHT
  5 INCHES UP
  5 INCHES LEFT
  5 INCHES DOWN ;
```

Now the operator can make the manipulator execute this sequence by simply typing "SQUARE", or the operator may use SQUARE in another definition.

For users who are familiar with FORTH, parameters may be passed to commands via the FORTH stack. For those who do not know FORTH, a simple mechanism has been developed for passing single parameters to a command. The command DEFINE: is used in place of the standard colon command.
Example:

DEFINE: SQUARE PARAM RIGHT
PARAM UP
PARAM LEFT
PARAM DOWN ;

Now the command SQUARE can be used as follows:

5 INCHES SQUARE
503 MM SQUARE

where 5 inches and 503 millimeters are the parameters. A parameter may be a distance, the size of a rotation, or the name of any the analogic structures (POSITION, PATH, etc.).

4.8.2 Repetition and alternation

Programs may be written that branch depending on the sensing commands or that repeat a number of times. Structures for this include DO...LOOP, IF...ELSE...ENDIF, and BEGIN...UNTIL. Each of these structures must appear inside colon or DEFINE: definitions.

An example using such a structure would be a command to close a valve up to a certain torque:

: TIGHTEN BEGIN
2 ROLL
?TORQUE UNTIL ;
This procedure may be displayed as a structure diagram:

TIGHTEN \{ \text{until} \ \text{torque limit exceeded} \ \} \text{roll 2 degrees}

After the command TIGHTEN is received, the system will attempt to roll the manipulator wrist in 2 degree increments until the preset torque value is exceeded.

The SHUT VALVE example from chapter 3 may also be programmed in this way:

The structure diagram:

- prompt the operator "move arm to valve"
- enter manual control, exit when button is pushed
- close jaws
- tighten valve to torque limit
- open jaws

Since modules already exist to accomplish all of these steps, the task may now be coded. The corresponding program is:

```plaintext
: SHUT_VALVE
  PROMPT: MOVE ARM TO VALVE"
  MANUAL
  CLOSE
  TIGHTEN
  OPEN ;
```

4.9 Structuring the Environment

Several devices are included to structure information about the environment. These include plane surfaces, general surfaces, and welds.
These entities were chosen as they are useful for underwater inspection operations.

A structure for establishing an absolute coordinate frame corresponding to a flat surface is called a PLANE. A PLANE is made by first moving the arm to a position and orientation in front of a flat surface. The system will then determine the position and orientation of a flat surface in front of the hand by touching the surface in three spots. A PLANE can be referred to by name or shown on the display (figure 4.17). The coordinate transformation so defined can be used like a motion with the MOVE and SET commands.

A more general structure represents a surface as a series of absolute coordinate frames. This structure is called a SURFACE. The operator moves the arm to a starting position, as with a PLANE. The system then identifies a preset number of coordinate frames, touching the surface at three points to define each frame.

Welds may also be represented by a series of absolutely defined coordinate frames, called a WELD. The operator indicates an approach frame through which the system should approach the weld, then indicates a series of positions that are touching the weld, and finally indicates a departure frame. On the graphic display, the approach and departure frames are shown as coordinate frames, and the weld is shown as a series of points (figure 4.18).
Figure 4.17 A PLANE is defined by the system by touching a surface at three points. A PLANE is stored as a homogeneous transformation defined relative to the base. PLANES may be displayed on the computer graphic display as shown in this figure.
Figure 4.18 Top view of a WELD on the computer graphic display
4.10 Building Models of Manipulation Tasks Using Motions and Models of the Environment

The models of flat and curved surfaces and welds can be used together with symbolic movement commands to define a variety of tasks. Since the system has no force or other type of impedance control, the system is best suited to tasks that have simple or no kinematic constraints. This includes most of the inspection tasks that would be appropriate for an underwater teleoperator.

4.10.1 Scanning a flat surface

A general scanning action would be useful for performing cleaning operations (water jetting, brushing, etc.) on a flat surface.

The SCAN program would first move the arm to a prescribed distance in the "BACK" direction from the coordinate system defined for the plane. This insures that the hand has the proper orientation and is the prescribed distance from the plane, as shown in figure 4.20. Then the SCAN program would execute a series of relative translations to accomplish scanning action.
Figure 4.19 Execution of the SCAN command. The dotted line shows the path followed by the hand while executing the SCAN command.
Structure diagram:

move hand to a position 2 cm back from defined location of plane

SCAN

do 5 times

move hand 10 cm up

move hand 2 cm right

move hand 10 cm down

move hand 2 cm right

Source code:

DEFINE: SCAN

PARAM SET 2 CM BACK

5 TIMES DO

10 CM UP

2 CM RIGHT

10 CM DOWN

2 CM RIGHT

LOOP;

Usage:

For a PLANE named BULKHEAD:

BULKHEAD SCAN

4.10.3 Inspecting a weld

A task for use with WELDs is INSPECT. INSPECT is used to clean a weld with a jet or brush or to photograph a weld. Jetting or photographing requires that the arm move through a trajectory that points the hand at the weld, but stands off some distance from the weld. The distance must be changed for jetting or photographing.

This task moves the arm through the first frame defined for the WELD, then moves the arm in a trajectory defined to lie a predefined distance BACK from each of the coordinate frames defined for the WELD. The arm
then departs through the last frame defined for the WELD (the departure frame).

This procedure uses both analogic and symbolic components. A weld is easy to define analogically, while a trajectory that keeps the hand a prescribed distance from the weld and still pointing directly at the weld would be difficult to define analogically. Describing a complicated weld symbolically would be very tedious. This problem is solved by defining the weld analogically, then symbolically defining a trajectory some distance BACK from the coordinate frames that make up the weld.

4.11 Monitoring Commands

Monitoring commands are used by the operator to learn about the current state of the manipulator, or to dynamically observe the arm carry out instructions. Two types of monitoring commands have been implemented. One group of commands, symbolic monitoring commands, give information to the operator in numerical form using the standard terminal. A second group of commands, graphical monitoring commands, allow the operator to manipulate the dynamic graphic display. Both viewpoint and the type of information displayed may be controlled.
4.11.1 Symbolic monitoring commands

Symbolic monitoring commands allow the operator to display the current position of the arm at the terminal. This information may be displayed in either cartesian or joint space format. The command

\texttt{?-JOINTS}

displays the current values of the manipulator joint angles. The command

\texttt{?-WHERE}

shows the current location and orientation of the hand frame, defined relative to the base frame. The translation is given in centimeters. The orientation is displayed as an ordered set of rotations in the sequence yaw, pitch, roll.

4.11.2 Graphical monitoring commands

Graphical monitoring commands allow the operator to change the viewpoint for the dynamic graphic display, and to cause different types of information to be shown on the graphic display.

The viewpoint is changed by using the touch-sensitive screen of a raster graphics terminal (figure 4.3). By touching this screen at the labeled locations, the operator can cause the dynamic image of the arm to be rotated, translated, and zoomed. The column of buttons on the left of the screen correspond to fixed combinations of rotation, translation, and zoom, such as side, top, front, and standard views. The column of
buttons on the right correspond to rates of translation, rotation, and zoom.

The display may also be used to show coordinate frames that have been previously defined and to show trajectories for real or simulated arm movements. As stated earlier, the analogically defined entities POSITION, PATH, REL_FRAME, and RELPATH may be displayed using the SHOW command. After the operator issues the TRACK command, the path followed by the arm will be displayed as a sequence of dots. The TRACK command works whether the system is under manual or computer control or in simulation mode.

4.12 Intervention Commands

As the human operator monitors the progress of the remote manipulator, he may decide that the system is not performing satisfactorily. The STOP command halts all computer controlled operations. The BACKUP command causes the arm to move to the previously defined frame. The BACKUP command may be used repeatedly until the beginning of a computer controlled sequence has been reached. This feature will be useful to extract the arm from a difficult position. The operator may also place the arm in any manual control mode at any time.
5.1 Introduction

A supervisory control system cannot be designed without including the people that will operate the system. Man-machine system performance in the context of this thesis generally cannot be predicted from any available theory because of the complex interaction between human and engineering factors. In such cases, performance must be evaluated experimentally. Performing meaningful experiments involving complex man-machine systems presents major problems to the experimenter. A major dilemma concerns the ideal of performing tightly controlled experiments, versus the reality of testing an actual system without the ability to test all independent factors systematically.

5.2 Different Types of Experiments

Different researchers with different goals and responsibilities have applied different types of experimental techniques to telemanipulation problems.

Strictly controlled experiments allow precise analysis of quantitative results, but in controlling all independent psychological variables and repeating a task several times, important elements of the real world situation may be lost. However, in such an experiment it is often
possible to extrapolate to a more realistic situation. This extrapolation is possible because controlled experiments can lead to an understanding of how the independent factors interact with each other. These techniques have been most successfully applied to skill-based tasks, where the task and its goals can be rigidly defined [66],[67]. Recently, these techniques have been applied to determining how people should program computers [68], [69].

Engineers are often interested in evaluating the change in performance which results from an engineering design decision, for example:

- Slow-scan versus continuous video feedback for control of a remote manipulator.

- Supervisory manipulator control systems with different levels of computer control capabilities.

In such cases, the design change will influence a large number of independent psychological factors. To test all design choices experimentally is not practical. Nevertheless, these are the types of design questions system designers face.

One solution to this problem is to test "realistic" combinations if all independent variables cannot be controlled and varied one at a time. However, if all independent factors have not been varied independently, the results cannot be so easily extrapolated to other situations. If a difference in performance is observed, one cannot be sure whether the difference was caused by the influence of the main effects or whether
the difference was caused by the interaction of several design features. Most laboratory supervisory control experiments fall in this class [10], [55]. Nevertheless, these experiments produce very useful results within the context of the type of system being designed.

Sometimes the goals are even more basic. The experimenter may be asking "is it possible to perform this task remotely at all?" or "is this system practical?". Actual underwater tests are usually this type of experiment. Such experiments have been performed at NOSC on the Work Systems Package [70] and at the Norwegian Underwater Technology Center (NUTEC) [4]. Rather than exploring the differences between factors of psychological or engineering interest, these experiments investigate the performance of a single hardware and software configuration under real-world constraints. Performance data, such as completion time, is secondary to whether the system works at all. The most important results of these types of experiments are recommendations for improved hardware and software.

5.3 A Varied Approach

A descriptive model of supervisory control was presented in Chapter 1. This model was used to obtain a set of design goals for the supervisory telemanipulation system. Likewise, this model can be used to generate some experimental goals.

As stated in the descriptive model, in supervisory control the human
operator is able to off-load skill-based and rule-based behavior to the automatic system. The supervisory function of teaching was the mechanism through which the human operator transferred skill and rule-based portions of the manipulation task to the system designed in this thesis. However, sensing and computational limitations required that some portion of skill-based behavior remain with the human operator. In particular, the human operator was sometimes required to point out a series of coordinate frames analogically, either to define a trajectory for the arm (i.e. the PATH command) or to define some feature of the environment (such as the WELD command).

After a WELD or PATH has been defined analogically, the operator may teach the computer system to execute a variety of rule and skill-based activity based on that information. The arm may be commanded to execute a trajectory along a PATH, in either forward or reverse directions, with several options for path interpolation between the defined frames. A WELD may be inspected in several ways.

While some aspects of the performance of the trajectory control system can be predicted from engineering theory and experiment, overall system performance will depend on the accuracy of the analogic information furnished by the human operator. Fortunately, this type of skill-based behavior of the human operator can be approached through controlled experimentation. If the ability of the human operator to point out coordinate frames under varying conditions can be understood, and the performance of the control system can be understood, then overall system
performance can be predicted for situations for which the entire system has not been specifically tested. Controlled experiments which examine the analogic definition of coordinate frames under varying viewing conditions were run.

A second type of experiment was also performed. In this experiment, system performance was examined for different supervisory control modes. As pointed out earlier, "supervisory control mode" is not a single independent psychological factor. Each mode may differ from the others in terms of several sensory, cognitive, and motor aspects. Thus, this experiment was controlled from the point of view of engineering considerations rather than purely psychological factors.

For the second experiment, a task was designed which represents a realistic element of underwater inspection, but for which performance could be fully defined. Simulated cleaning and inspection of a complex weld could be performed manually or under several forms of supervisory control. Two different error measures were defined which were of psychological and engineering interest.
Chapter 6
EXPERIMENTAL INVESTIGATION OF ANALOGIC DEFINITION OF
COORDINATE FRAMES

6.1 Introduction

A cartesian coordinate frame can be defined analogically by pointing out the frame with the manipulator. The system presented in this thesis allows frames to be defined relative to the manipulator base (absolutely, in Brooks' nomenclature), or relative to an arbitrary reference which is also defined analogically. Indicating a coordinate frame by moving the arm to the frame to be defined will be called single movement pointing. This chapter will attempt to quantify the accuracy of single movement pointing under remote viewing.

Single movement pointing is a simple, reliable method for defining position and orientation. However, the accuracy of this method is not great, particularly with regard to orientation. The experiments described here will attempt to quantify the magnitude of these errors and determine the source of these errors.

The lack of accuracy for orientation is very important if relative translations are to be executed from an analogically defined frame, as shown in figure 6.1. The accuracy of pointing can be improved by using three pointing movements to establish the frame [56], as discussed in Appendix F. This multiple movement technique is used by this system in
Figure 6.1 When defining a base coordinate system for relative motions, small orientation errors can produce large translation errors.
the PLANE command, described in Chapter 4.

Other sensing systems, such as laser or acoustic rangefinders [71] may also be used to gather this information. However, single movement pointing is by far the simplest. This technique requires only position feedback from each joint. Since position feedback is often included to achieve acceptable performance for manual control, a system which incorporates pointing as a teaching technique may require no additional sensors, but performance may be greatly improved. Improvements in system performance which result from including pointing into a supervisory control system will be the topic of the following chapter. Single movement pointing has been demonstrated in the water by investigators at NUTEC [4]. This chapter seeks to establish the limitations of this technique from an accuracy standpoint.

These experiments began from asking a seemingly simple question: "How accurately can someone position and orient a remote manipulator?". A careful examination of the process revealed that this question is much too poorly defined to be answered. The factors which one may expect to influence human performance in such a task may be divided into two groups, perceptual and motor. The perceptual factors include:

1. type of viewing system, including resolution, contrast, etc.

2. the lighting condition.
3. the spatial relationship between the position and orientation of the frame to be defined and the operator's viewpoint.

Motor factors include:

1. manipulator control system (master slave, RMRC, joint rate, etc.)

2. human motor ability would be important for master slave operation.

Single movement pointing is highly dependent on the viewing conditions, as it is through visual feedback that the operator aligns the manipulator hand to indicate the desired frame. While several experimental studies have looked at the influence of the viewing system on translational accuracy and on performance times for simple tasks [72] [73], no studies have been concerned with orientation accuracy.

In this chapter, quantitative results will be presented which describe the orientation accuracy of single movement pointing. The goal of this exercise is to allow this technique to be matched to tasks with compatible accuracy specifications.
6.2 Direct Viewing Experiment

6.2.1 Goals of the experiment

This experiment was conducted in the Man-Machine Systems Lab at MIT using the Argonne E-2 master slave manipulator. No television system was used. The operator could view the remote arm directly.

One goal of the experiment was to provide quantitative values of the mean and variance of errors in this task. Another goal was to determine how some of the factors listed earlier influence the accuracy of this process for a simple viewing condition.

6.2.2 Experimental Design

The experimental task was to orient the manipulator hand normal to a plane at a specified location on the plane. Three different planes were used. Each was inclined by a different angle, as shown in figure 6.2. Each plane could be in any of three different positions, as shown in figure 6.3. Each position was equidistant from the base of the slave manipulator. On each plane, five locations were marked. Inclination of the plane, position of the plane, and locations on the plane were taken to be the independent variables.

A 3x3x5 full factorial within-subjects design was used. For this type of design, each subject performs the task for each combination of the
Figure 6.2

Three different planes were used in the experiment. Each was inclined at a different angle $\alpha$ to the horizontal plane. Values of $\alpha$ used were 30, 45, and 60 degrees. On each plane, five locations were marked.
Figure 6.3 The direct viewing experiment: each plane could be placed in any of three positions. Each position was equidistant from the manipulator base. The center position was directly in front of the master arm.
independent variables. The within-subjects design was chosen because it allows effects to be observed for a small number of subjects despite interaction between subjects and main effects [67].

Three subjects were tested, all right handed male engineering students with normal or corrected vision. Each subject performed three repetitions at each combination of inclination, position, and location, so each subject performed a total of 135 trials in a randomized order. The trials for each subject were broken up into three blocks, with each block consisting of a fixed combination of inclinations and positions. The order of these blocks was counterbalanced across subjects.

Three dependent variables were considered: elapsed time, and two dimensions of orientation error.

All analysis of orientation was done by first converting the recorded joint angle values to cartesian transformations. A cartesian representation is superior to a joint space representation, as biases in the measurements due to the kinematics of the arm are removed.

The cartesian frames indicated by the subjects were compared to the measured values for that combination of the independent variables. The comparison was done by computing the rotation vector which would transform the frame indicated by the subject into the frame computed for the appropriate reference values.
In particular, two components of angular error were analyzed. These two components are illustrated in figure 6.4. The components describe the projection of a unit vector attached to the manipulator hand into the actual plane to be defined. Together, these two components give the magnitude and direction of misalignment. They will be called x error and y error. The magnitude of error, radial error, was also computed.

The third component of orientation error, rotation about the hand was not used. For welding or inspection, this angle is probably not important, and this angle is not defined by the requirement that the hand be located normal to the plane.

6.2.3 Procedure

Each subject was given the same written description of the task and how his performance would be judged. The instructions emphasized that accuracy was the prime performance measure, although performance time would also be recorded.

Each trial began with the master arm locked in computer control in the same position. The experimenter then told the subject at which plane and location on that plane the subject should position and orient the arm. The manipulator was then placed in manual control and the timer was started. The subject indicated when he had positioned and oriented the arm to his satisfaction by depressing a hand-held pushbutton switch. The timer was then stopped, and the current values of the manipulator's
Perfect alignment, the projection of the hand vector falls at the origin of the x y coordinate system to be defined.

Imperfect alignment, the hand vector has finite x and y components in the plane to be defined.

The hand vector is defined to be a unit vector pointing along the hand.

Figure 6.4 Orientation error criteria
joint angles, the elapsed time, and the commanded position and location were recorded.

The correct orientation of each location on each plane was determined using the manipulator arm, but with a method much more accurate than visually orienting the hand. A special orientation tool was placed in the gripper. This tool consisted of a handle which mated with the gripper, and a flat surface which was oriented normal to the gripper. The values of the manipulator joint angles were recorded with the orientation tool placed at each location of each plane.

6.2.4 Results

The data was analyzed in several ways. Independent analyses of variance were performed for x and y error, and for elapsed time. Two dimensional plots showing mean and principal axes of variance were generated using a raster graphic display, as described below.

For the time measure, there was only one significant main effect. The analysis of variance showed that the influence of location in the plane was significant \((F(4,8)=5.4, \ p < .025)\). A Newman-Keuls post-hoc analysis \([67]\) showed that location 5, at the center of each plane, showed significantly shorter times than locations 3 and 4 \((p < .05)\).

Means for each location across both positions and planes are plotted in figure 6.5.

For x error and y error, a method was devised for displaying both the mean and variance in a meaningful way. Examination of the data shows
Figure 6.5 Elapsed time as a function of location. Location 5 showed significantly shorter time than locations 3 and 4.
that the error does not vary independently in \(x\) and \(y\). The variance of this two dimensional error is best described by a covariance matrix:

\[
\mathbf{C} = \begin{pmatrix}
\sigma_x^2 & \sigma_{xy} \\
\sigma_{yx} & \sigma_y^2
\end{pmatrix}
\]

where the diagonal elements are the variances, and the off-diagonal elements are the covariances. In general, it is possible to find a set of coordinates for which the covariances are zero [74]. The angle of the principal axes may be computed from the relationship:

\[
\theta = \frac{1}{2} \tan^{-1} \left( \frac{2\sigma_{xy}}{\sigma_x^2 - \sigma_y^2} \right)
\]

The values of the variances along these axes may be called the principal variances. The principal variances are uncorrelated measures of the spread of the data. The values of the principal variances may be found by the relations:

\[
\begin{pmatrix}
\sigma_x^2 \\
\sigma_y^2
\end{pmatrix}' =
\begin{pmatrix}
\cos \theta & \sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
\sigma_x^2 \\
\sigma_y^2
\end{pmatrix}
\]

The variability of the data may be summarized by plotting an ellipse centered at the mean value of \(x\) and \(y\) error, with the major and minor axes of the ellipse equal to the square root of the principal variances (principal standard deviations). An example is shown in figure 6.6. This plot provides a descriptive "error footprint" for the data. These error plots (figure 6.7-6.9) will be useful when discussing the results of the analysis of variance.
Figure 6.6 An error footprint plot. A coordinate system, $x'y'$, centered at the mean values of $x$ and $y$ error, was found for which there was zero covariance in the data. The standard deviations in this new system are independent measures of the variability of the data. The variability was represented by plotting the independent standard deviations as the major and minor axes of an ellipse.
Figure 6.7 Orientation errors by position of plane. Positions 1 and 3 showed significantly higher y and radial error than position 2. For x error, all positions differed significantly.
Figure 6.8 Orientation errors by inclination of the plane. The differences here were not significant, although $y$ and radial error do correlate with inclination.
Figure 6.9 Errors by location on plane. No significant effect was seen.
Analysis of variance for x error showed significant effects for both position \((F(2,4)=19.9, p < .01)\) and location on plane \((F(4,8)= 11.9, p < .01)\). A Newman-Keuls [67] post-hoc test was used to test for significant differences between individual position means. This test showed that the mean x error was significantly different for each of the three positions.

The effect of position was significant for both y error \((F(2,4)=8.09, p < .05)\) and radial error \((F(2,4)=14.3, p < .025)\). For y and radial error, there was no significant difference between positions 1 and 3 (the left and right positions). Both positions 1 and 3 differed significantly from position 2 (the center position).

The grand mean and variability is shown in figure 6.10.

6.2.5 Discussion

Several of these statistical results have straightforward interpretations which lead to a better understanding of the sources of these errors.

The most interesting main effect is position. Interpretation of the error data for this main effect can shed light on the relative importance of perceptual and motor considerations. The left and right positions, positions 1 and 3, are similar from a perceptual point of view, as the operator was positioned directly between these two
Figure 6.10 Orientation errors across all inclinations, positions, and locations.
positions. Position 2, the center position, was directly in front of the subjects, quite different perceptually from both position 1 and position 3. From a motor point of view, positions 1, 2, and 3 are all quite different, as the master slave manipulator is a right-handed device.

Figure 6.7 indicates that y error is different for both positions 1 and 3 compared to position 2, as confirmed by the statistical analysis. This is consistent with the interpretation that this dimension of error is dependent on perceptual considerations, and that no motor dependence was seen.

Figure 6.7 indicates that x error was different for all three positions. The analysis showed these differences to be significant. Another interesting observation is that both position 1 and position 3 differ from position 2 by the same amount. An interpretation of this data is that position 1 and 3 differ from position 2 due to perceptual effects, but all three means are shifted to the left due to common motor considerations.

6.2.6 Conclusions of direct viewing experiment

The following conclusions about orientation error performance under direct viewing can be made from this experiment:

1. Reliable estimates of the mean and variability of angular errors were obtained. This is helpful in evaluating when
single movement pointing is sufficiently accurate for a given application.

2. For master-slave control of the manipulator, the results are consistent with the idea that perceptual considerations dominate both the magnitude and direction of the errors over motor factors.

3. In general, orientation error is biased toward the viewpoint. This was clear from the significant difference of different positions for both x and y errors, and suggested by y error for different inclinations.

4. Since perceptual effects seem to dominate, the next step would be to evaluate how viewing through television influences these results.

6.3 Television Viewing Experiment

6.3.1 Goals of the experiment

The purpose of this experiment was to test human performance in single movement pointing while observing the position and orientation to be defined from different viewing angles. The previous experiment looked at the effect of position and orientation of the defined frame for a fixed viewpoint. In this experiment, one orientation was tested for different viewing angles.
6.3.2 Design

The task was the same as in the direct viewing experiment, but television viewing was used. The camera position was defined in terms of two angles of a spherical coordinate system with constant radius. Four different camera positions were used, as shown in figure 6.11. A sample of the television picture is also shown. Only one plane in a fixed position was used, as the previous experiment indicated that motor considerations are less important than perceptual factors. There were 4 locations marked on the plane. Camera position, location on the plane, and the practice effect were the independent variables. The experimental setup is summarized in figure 6.12.

A full 4x4x2 within-subjects factorial design was used. Eight subjects were tested. Each subject performed 8 blocks of 16 trials. Within each block, the subjects made 4 trials for each location on the plane in a different randomized order. After each block, the camera position was changed. The first four blocks corresponded to the first phase. In the first phase, the subject was given feedback about his performance from the graphic display after performing the trials for each block. In the second phase, the subjects performed blocks for each camera position again, but without feedback from the error display. Within each phase, the order of camera positions were counterbalanced across subjects. Each subject was a right handed engineering student with normal or corrected vision.
Figure 6.11 Camera positions were defined in a spherical coordinate system based at the center of the plane to be defined.
Figure 6.12 Setup for the television viewing experiment.
The dependent variables were elapsed time and orientation errors as defined in the previous experiment.

6.3.3 Procedure

Each subject was first given written instructions, emphasizing the same performance measures as in the direct viewing experiment. Subjects were also given written instructions about the meaning of the error display. Each trial proceeded in the same manner as in the earlier experiment.

6.3.4 Results

Analysis of variance was performed on both x, y, and radial error and time data. Error plots were also produced, as was done in the earlier experiment.

Figure 6.13 shows the error data for phase 1 and phase 2. A small decrease in the average error is seen, but this difference was not significant in either x, y, or radial error.

Figure 6.14 shows the error data for the different camera positions. The difference was significant for y error ($F(3,21) = 41., p < 0.001$). This difference in y error is shown more clearly in figure 6.15.

Figure 6.15 shows the error plots for the different locations on the plane. This difference was significant y error ($F(3,21) = 50., p <$
Figure 6.13 Error plots for the practice effect. A small but statistically insignificant improvement was observed in phase 2 over phase 1.
Figure 6.14 Error plots for different camera positions. The effect was significant for y error, but not for x error.
Figure 6.15 The effect of different locations on the plane can be seen in this plot. The effect of location on the plane on $x$, $y$, and radial error was significant.
Figure 6.16 shows the means for each combination of camera position and location on the plane. This figure shows a low interaction between camera position and location on the plane. In other words, the effect of location on plane was similar for each camera position, even though the mean was different for each camera position. Although this interaction was statistically significant, it appears to be small. Figures 6.17 and 6.18 shown x and y errors for each combination of camera position and location on plane. Again, the low interaction can be seen.

Radial error, which describes the magnitude of the angular error, showed only small changes for each combination of camera position and location on plane. This plot is shown in figure 6.19.

The mean and variation averaged across all independent variables and subjects is shown with the mean and variation for similar inclination of plane, position of plane, and locations on plane in the direct viewing experiment in figure 6.20.

6.3.5 Discussion

The direct viewing experiment showed that this task is dominated by perceptual considerations. The television viewing experiment provides further clues about the source of these errors.

The significant differences in performance as a function of camera
Figure 6.16 Means for different combinations of camera position and location on the plane. For each camera position, the means for each location vary in a similar way, indicating very low interaction between camera position and location on plane.
Figure 6.17 X error for different camera positions. There were no significant effects.
Figure 6.18 Y error for different camera positions. The effects of camera position and location on the plane were both significant. Raising the viewing angle of the camera (increasing $\theta$ in figure 6.11) consistently caused the y error to become more positive. Errors for locations 3 and 4 (on the bottom of the plane) were always more positive than errors for locations 1 and 2 (top of the plane) for the same camera position.
Figure 6.19 Radial error for different camera positions. Locations 1 and 2 on the plane had significantly higher radial error, otherwise there were no consistent effects.
position confirm the perceptual nature of this task. For each location (i.e. constant motor factors) y error varied significantly. The small interaction between location on plane and camera position shows that the location effect was fairly consistent for different camera positions.

The significant differences in performance for different locations on the plane can also be tied to perceptual effects and seem to support the idea that the direction of the errors are determined by the viewpoint, as seen in the direct viewing experiment. The mean error for different locations on plane (figure 6.15) are directly related to the actual positions on the plane. The errors for location 1 (upper left hand corner of the plane) are consistently toward the lower right hand corner, and so forth.

Examination of the plot of y error (figure 6.18) shows several effects. Raising the camera always made y error more positive, while reaching for a lower location on the plane also made the y error more positive. This is the same bias toward the viewpoint which was seen in the direct viewing experiment. This corresponds to a consistent underestimation of the orientation of the plane relative to the direction of gaze, even when the direction of gaze is defined by a camera. This underestimation effect is consistent with the underestimation of radial direction constancy found by Hill [76].

Another effect that can be seen in the y error data is that for any location on the plane, error always decreased in magnitude when the
camera was moved from the 22 degree position (camera positions 1 and 2) to the 45 degree position in the horizontal plane (camera positions 3 and 4 in figure 6.11). This is consistent with practical experience, including underwater tests [4].

6.4 Conclusions from direct viewing and television experiments

The following conclusions can be drawn from these experiments:

1. While the average error was similar to the direct viewing experiment, the variation in error was larger.

2. The direction of errors were consistently tied to perceptual issues corresponding to the spatial relationship between the plane to be defined and the direction of gaze.

3. For both direct and television viewing, subjects consistently underestimated the relative orientation between the direction of gaze and the plane to be defined.

4. A 45 degree angle between the direction of gaze and the plane to be defined was found to have best performance.
Figure 6.20 Comparison of direct viewing and television viewing experiment for similar inclination of plane, position of plane, and location on plane.

1 = direct viewing expt. position 2, $\alpha = 60^\circ$
2 = television viewing expt. across all camera positions
Chapter 7

REMOTE INSPECTION UNDER SUPERVISORY CONTROL: AN EXPERIMENT

7.1 Purpose of the Experiment

The purpose of this experiment was to examine how well remote inspection can be performed using three different methods for controlling the manipulator. A manual control mode (master-slave) and two supervisory configurations were compared. Performance was evaluated quantitatively in terms of time and trajectory error.

Remote inspection of a weld was chosen for the following reasons:

1. The task is realistic and is currently being examined by researchers and manufacturers of remote work systems.

2. The task is difficult to perform remotely.

3. The task includes many representative elements of supervisory control which can be measured and perhaps generalized.

Underwater inspection of welds involves two steps. First, the weld must be cleaned. This step is usually performed with a water or slurry jet, although a brush or needle gun is sometimes used. Then, some type of NDT (non-destructive testing) may be performed. All types of NDT in current use require that the weld be first cleaned down to bright metal [75]. The most common NDT method is 35 mm still photography, although
acoustic and magnetic particle methods are also being developed [75].

Both steps require that the trajectory of the manipulator be controlled so that:

1. The tool (water jet, camera, etc.) points directly at the weld. As a result, the jet hits the weld, or the weld is centered in the camera's field.

2. The distance between the tool and the weld be maintained at a specified value. This requirement insures that the water jet performs properly, and that the camera remains in focus.

This type of trajectory control problem is found in a variety of inspection and maintenance tasks. A review of relevant tasks is given in Appendix H. Of the tasks described, the following represent trajectory control problems similar to the one tested in this experiment:

1. cleaning with a brush
2. grinding a weld
3. ultrasonic thickness measurements
4. high pressure jet cleaning
5. cutting concrete with a jet

In the cases of brush cleaning and grinding, compliant tools are
currently being designed at NUTEC [4],[76], which would allow these
tasks to be considered trajectory control problems rather than problems
dominated by kinematic constraints.

This experiment examined how accurately the inspection could be
performed with the three control methods. In addition to accuracy, the
time required to complete the task manually versus the time to teach the
system in the two supervisory modes was examined.

7.2 Experimental Design

Two supervisory control modes and one manual control mode will be
compared in this experiment. These three modes are:

Mode 1. Master-slave control: this control mode is generally
considered to give the best performance for any manual control
mode [10].

Mode 2. Analogic teaching: The operator first teaches the
trajectory to be followed as a series of discrete positions.
Then, the computer can generate a smooth trajectory between
those positions. This involves use of the PATH and TRAVERSE
commands developed earlier.

Mode 3. Combined analogic and symbolic teaching: The operator
teaches the weld (not the trajectory) as a series of discrete
positions (the WELD command). Then the operator invokes a
procedure (INSPECT) that generates a trajectory which is defined symbolically relative to the positions defined for the weld. The INSPECT procedure attempts to generate a trajectory that points at the weld while maintaining a specified distance between the manipulator and the weld.

These three modes represent distinct levels of computational capability on the part of the machines. In mode 1, only position servo control was required. In mode 2, the system had the ability to store positions of the arm, and servo smoothly between them. In mode 3, the system had knowledge of the forward and inverse kinematics of the arm, a capability to perform relative transformations, and the interpolation capability of mode 2.

These three modes represent the off-loading of more skill-based behavior from the human operator to the computer system. In mode 1, the subject had to determine the complete trajectory from the television picture, and then manually control the arm over that trajectory. In mode 2, the subject had to point to a number of positions and orientations along the trajectory. The system could then compute the complete trajectory by interpolating and servo the arm along the trajectory. In mode 3, the subject had to point out a series of positions and orientations along the weld. The computer system could then compute the trajectory by transforming the positions and orientations taught by the subject, interpolating, and servoing the arm.
Performance in all of these modes is dependent on both human and machine performance. Performance in mode 1 is dependent on the subjects' perceptual and motor capabilities, and is influenced by the electromechanical peculiarities of the E-2 arm. In mode 2, performance was less dependent on the dynamic properties of the arm, since the operator only needed to point out discrete positions. However, the operator needed to understand the rule-based behavior of the machine and how the system interpolated between the taught positions. In mode 3, the operator needed to understand, in at least a qualitative way, how the system transformed the taught points into the trajectory in order to choose the points properly.

A test weld was constructed, consisting of both straight and smoothly curved sections (figure 7.1). The weld bead was assumed to run along the intersection of the upper and lower halves of the test channel. The weld could be placed in any of three orientations directly in front of the slave arm. The task consisted of defining a trajectory that kept the tool 1 inch from the weld bead and pointed directly at the weld bead as defined by the following performance criteria:

1. The distance between the tip of the hand and the weld as a function of time was computed. The subject was instructed to maintain this distance at one inch. The distance was computed off-line at 10 hz. This sampling rate gave a total of about 150 data points per experimental trial. Mean and RMS for each run were computed.

2. A measure was developed for how accurately the hand was
Figure 7.1 Test weld
pointed at the weld (figure 7.2). For each recorded position of the hand, the distance between the closest point on the weld and a line oriented with the hand was computed. This distance corresponds to how much the center of the water jet would miss the center of the weld. This measure was also computed at 10 hz.

Elapsed time was measured. In master-slave, the time required to complete the trajectory was recorded. In the supervisory modes, the time required to teach the required analogic information was recorded. This allowed do-it-yourself versus teach-the-system to be compared on a time basis.

Subjects viewed the test weld and the slave arm through television, with the camera position fixed. The placement of the camera, manipulator, test weld, and subject is shown in figure 7.3.

A single factor within-subjects design was used, with control mode as the independent variable. Three subjects, all right handed engineering students with normal or corrected vision were used.

Each session for each subject consisted of 3 trials in each control mode with the test weld in three different orientations for a total of 9 trials per session. The combinations of orientation and control mode were executed in a counterbalanced order. The orientation of the weld was not taken as an independent variable, but was varied to control
Figure 7.2 Performance criteria. The distance criteria was the shortest distance between the tip of the tool and the weld bead. The orientation criteria was the shortest distance between the axis aligned with the hand and the weld bead.
Figure 7.3 Experimental setup. Three orientations of the test weld were used ($\alpha = -15^\circ, 0^\circ$, and $15^\circ$).
short term motor learning effects. Each subject performed three
sessions on separate days, the first two for training and the last for
data.

7.3 Procedure

Each trial began with the subject positioned directly in front of the
television monitor, with the master arm control handle in his right
hand. The experimenter told the subject which control mode to use and
adjusted the orientation of the weld between trials.

For manual control, the subject indicated the start and finish of the
trial by pushing a button with his left hand. The time to complete the
trajectory was recorded. For the supervisory modes, the pushbutton was
used to indicate the individual frames and the elapsed time to define
the frames was recorded. After the frames were defined, the trajectory
was executed and recorded.

Each time the weld was moved, a new reference trajectory was measured
with the arm and stored. Reference trajectories were made by manually
moving the end of the slave arm along the weld and recording the
position at 5 Hz. The trajectories generated by the subjects in each
mode were then compared to the appropriate reference trajectory and the
performance criteria computed.

The first two sessions for each subject were practice sessions. For the
first practice session, subjects could view the remote area directly, for the second session and the final session, television viewing was used. After each run, subjects were shown a time plot of both performance criteria on a graphic display. An example of this display is shown in figure 7.4.

7.4 Results

First, estimates of the noise in the measurements of the performance criteria were obtained. The noise estimate was made by making two reference trajectory files of the weld in a fixed orientation. The two performance measures were then computed for these files, treating one file as the reference file and one as data from an experimental run. Since the actual trajectory was the same for both of these files, the resulting performance measures resulted from measurement noise. These tests gave an RMS error of 0.05 in the orientation measure, and 0.07 in the distance measure. The performance scores computed for runs in all modes were all substantially higher than these measurement noise values.

For each experimental run, the distance and orientation criteria were computed as a function of time and displayed on a graphics screen. Mean and RMS values for both criteria for each run were computed.

No significant effects were seen for mean errors, either for the distance or orientation measure. The subject means for this data is
Figure 7.4 Performance display. After each run, subjects could see the orientation and distance criteria plotted versus time.
shown in figure 7.5.

The effect of control mode was found to be highly significant both for RMS distance error \((p < .005)\) and for RMS orientation error \((p < .025)\). The subject means for RMS error are shown in figure 7.6.

The effect of control mode on time was also highly significant \((p < .005)\). As shown in figure 7.7, the interaction between subject and control mode is extremely low.

7.5 Discussion

An examination of typical trajectories for the three control modes (figure 7.8) shows why the mean errors are not significant, while the RMS errors are highly significant. Both distance and orientation errors are highly variable throughout each run for modes 1 and 2, and much less variable in mode 3. Mean error is a poor description for the performance in these cases.

For RMS orientation error, only a small improvement was seen between modes 1 and 2, while a large improvement was seen in mode 3. For RMS distance error, a more uniform improvement was seen across the three modes.

It is not surprising that performance improved as more supervisory aids were given to the human operator. The more interesting result is which
Figure 7.5 Mean performance as a function of control mode for the distance and orientation measures. No significant effects were seen.
Figure 7.6 RMS performance as a function of control mode for the distance and orientation measures. The effect of control mode was significant for both measures. The variation between subjects was much less in mode 3 for both measures.
Figure 7.7 Time for each control mode. Time was lowest in mode 1. Again, the variation between subjects is lowest in mode 3.
Figure 7.8 Typical performance in the three modes. For each plot, the upper curve is the distance measure, the lower curve the orientation measure. All plots are functions of time.
type of computer aids gave the best performance and how large the differences were. These results show that better performance is achieved when the person defines the object to be inspected and the computer determines the proper trajectory from that description.

The data also showed that the performance along the weld was more consistent in mode 3 over either mode 1 or mode 2. This can be seen in the plots shown in figure 7.9. These plots show RMS distance and orientation error as a function of distance along the weld across all subjects and all runs for each mode. The curve for mode 3 shows much less variability. The high variability of modes 1 and 2 is probably caused by the perceptual and motor effects which make some parts of the weld more difficult than others. The low variability in mode 3 shows that having the human teach the object to be inspected is less sensitive to the viewing conditions than either manual control or teaching the actual inspection trajectory.

The time data showed that subjects could perform the trajectory manually faster than they could teach it in either of the higher modes. This is most likely due to the fact that both kinds of teaching involved stopping and entering discrete points, while the manual control could be done continuously. The trajectories performed manually were less accurate than either of the supervisory modes.

Mode 2 showed a much larger increase in time over the manual time than did mode 3. In comparing the two supervisory control modes, not only
Figure 7.9 Performance as a function of distance along the weld. The upper plot is for the distance measure, and the lower plot is for the orientation measure. On each plot, curves for each mode are shown.
was it more accurate to teach the object to be inspected rather than the trajectory to follow, it was also faster. The variation between subjects was also less in mode 3.

7.6 Conclusions

This experiment compared three methods for generating trajectories such as those needed to perform a variety of inspection tasks. The experiment showed that teaching the computer by either method (mode 2 or mode 3) was more accurate that performing the task manually (mode 1).

The experiment also showed that teaching the object to be inspected to the system analogically and having the computer plan the trajectory based on the analogic information was superior to teaching the actual trajectory analogically. The performance was superior in accuracy and time. This method was also seen to be less sensitive to motor and perceptual effects. The variation between different operators was also less.

This experiment supports the design described in Chapter 4. The features of the design that were tested in the experiment were shown to increase overall system performance and decrease the dependence of the system on high quality visual feedback to the human operator.
Chapter 8
CONCLUSIONS

8.1 Design Conclusions

A supervisory underwater telemanipulation system was designed and implemented at both the MIT Man-Machine Systems Laboratory and the Naval Ocean Systems Center, San Diego. Experiments were performed that examined the specific skills that the human operator was required to perform. Another experiment looked at overall system efficacy in a simulated inspection task.

The design was derived from Sheridan's model of supervisory control [6]. The system was designed to aid the human operator in planning, teaching, monitoring, intervention, and learning. The system used an interactive interface that has two main elements:

1. A movement control language that allowed the operator to describe motions both analogically and symbolically, and combine these movement descriptions hierarchically to program tasks. The interface also allowed the operator to describe features in the environment and define operations for those features.

2. An existing computer graphic display was adapted to aid the operator in learning how the movement control language works, to help the operator develop task programs, and to aid in
monitoring the system.

The design of the system was influenced by communication with engineers from companies that build and operate remotely controlled vehicles. Because of the emphasis placed on reliability by these contacts, it was decided to try to build a system which required no increase in sensing capabilities. The system was designed to use only position feedback from the manipulator joints to the on-vehicle system and visual feedback to the human operator.

Performance improvements were sought through the introduction of computational elements which the human operator could invoke through a properly designed interface. These computational elements could be included in a real teleoperator by adding reliable, inexpensive microprocessors to the vehicle and control station, and by adding computer graphic capabilities to the control station.

8.2 Experimental Conclusions

Rasmussen [9] has proposed a hierarchical model for human behavior in control of complex systems. By this model, all tasks are comprised of knowledge-based, rule-based, and skill-based behavior. A major component of supervisory control is the off-loading of skill-based and rule-based behavior by the human operator to the computer system.

The problems associated with conducting supervisory control experiments
were discussed and a strategy was devised. For the skill-based portions of tasks which could not be off-loaded to the computer system, experiments were run which were controlled in terms of psychological factors. Then, experiments concerning overall system efficacy were run which were controlled in terms of engineering considerations.

Since the decision was made not to add sensors to the system, not all skill-based activity could be off-loaded to the computer system. In particular, the human operator was required to point out to the computer key objects or locations with the manipulator. The first experiments examined this skill-based activity. One experiment focussed on performance in pointing under direct viewing conditions, and the second focused on pointing performance when viewing through a television camera at various viewing angles.

These experiments showed that perceptual considerations dominate errors made by human operators in pointing, and that the direction of the errors is significantly correlated with viewing conditions. Errors were consistently biased toward the viewpoint, both in the direct viewing experiment and in the television viewing experiment.

The final experiment concerned overall system efficacy in a simulated inspection task. Subjects performed the task manually (mode 1) and using two forms of supervisory control. In one supervisory control mode, the subjects taught the trajectory to be followed as a series of discrete positions and orientations (mode 2). In the other supervisory
control mode (mode 3), the subjects taught the object to be inspected by pointing out a series of coordinate frames, and the computer system computed the appropriate trajectory.

This experiment showed that subjects could perform the task faster manually than they could teach the task in either supervisory control mode, but the system was much more accurate using the supervisory control modes. The experiment also showed that accuracy was higher and teaching time was lower when teaching the object to be inspected rather than the actual inspection trajectory. These effects were extremely uniform across subjects. The result also implied a decreased dependence on visual feedback in mode 3.

These results show that a useful system has been built which performs better than a manually controlled system for a simulated inspection task. This test also shows the usefulness of various supervisory control features and that these features make the entire system less dependent on visual feedback.

This research verifies achievement of the design objective of increasing performance without increasing complexity or decreasing reliability by adding sensors has been achieved. At the same time, the dependence on visual feedback has been decreased.
8.3 Future Work and Recommendations

This work will be continued both at MIT and at NOSC. Tests of this system at NOSC, both in air and in water are planned.

At MIT, the conclusion that this system is less sensitive to the quality of the visual feedback to the operator will be extended to include the sampling and time delay effects of slow-scan television.

Additionally, more research on how to teach the system about objects to be inspected is planned. In the work completed, no previous knowledge of the shape of the weld was assumed. The operator taught the system about the weld to be inspected by entering a series of coordinate frames. Perhaps the teaching can be done faster by combining frames pointed out by the operator with a model of the weld.

It is the hope of the author that this work has contributed to a better understanding of how work may be done remotely. Issues of safety and productivity make progress in this area essential.
Appendix A
Inverse Kinematics for the NOSC Manipulator

The NOSC manipulator is shown in figure A-1.

The joint angles required to bring the hand to a desired hand frame may be calculated in the following fashion:

A.1 Define wrist point in base frame

\[
\begin{bmatrix}
    x_w \\
    y_w \rightarrow A_h \\
    z_w \\
    1
\end{bmatrix} = \begin{bmatrix} 0 \\
0 \\
-s_6 \\
1 \end{bmatrix}
\]

A.2 Solve for the first joint angle (2 possible solutions)

\[
\theta_1 = \tan^{-1}(-x_w, y_w)
\]

In this case, the arctan function is passed 2 arguments, and can keep the resulting angle in the proper quadrant.

A.3 Solve for the third joint angle (2 possible solutions for each value of \( \theta_1 \))

This angle may be calculated using the Law of Cosines.

\[
\theta_3 = \frac{\pi}{2} + \cos^{-1}\left(\frac{a_2^2 + s_4^2 + R_w^2}{2 \cdot a_2 \cdot s_4}\right)
\]
Figure A.1 The NOSC manipulator
A.4 Solve for the second joint angle (one solution)

Again, using the Law of Cosines

\[ R_s^2 = x_w^2 + y_w^2 \]

\[ \theta_2 = \tan^{-1}(R_s, z_w) - \cos^{-1}\left(\frac{R_w^2 + a_2^2 + s_4^2}{2 * a_2 * R_w}\right) \]

A.5 Transform translation of the tip of the hand to a coordinate frame centered on the wrist that does not include 0_4.

\[
\begin{bmatrix} x_T \\ y_T \\ z_T \\ 1 \end{bmatrix} = \begin{bmatrix} C_1 & S_1 & 0 & 0 \\ S_1*C_{23} & C_1*C_{23} & S_{23} & a_2*S_{23} \\ S_1*S_{23} & C_1*S_{23} & C_{23} & a_2*C_{3+s_4} \\ 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} x_h \\ y_h \\ z_h \\ 1 \end{bmatrix}
\]

\[ \theta_5 = \tan^{-1}\left((\sin \theta_4 * x_T + \cos \theta_4 * y_T), -z_T\right) \]
Appendix B
Inverse Kinematic Solution for the Argonne E-2 Master-Slave Manipulator

B.1 Introduction
Cartesian position control of a manipulator arm requires that a solution be obtained for the manipulator joint angles, given a desired hand position and orientation expressed in cartesian form. In this appendix, a method will be presented for obtaining the joint space solution for the E-2 manipulator from the hand position and orientation expressed as a homogeneous transformation.

B.2 Kinematic Difficulties with the E-2
The inverse kinematics of the E-2 arm are difficult, as the arm was not designed with computer control in mind. This is not surprising, as the E-2 was designed in the early 1950's, while methods for cartesian position control were not developed until the mid-1960's [19], [21].
Arms designed for computer control are usually built with the last three axes of rotation intersecting at a point. This allows the 6 dimensional problem to be broken down into two three dimensional problems which can both be solved analytically [21]. The E-2 arm does not have this feature, as a result obtaining the joint space solution becomes much more difficult.
Manipulator kinematics are commonly expressed using notation developed by Denavit [23] and developed for manipulators by Roth and Pieper [19]. In this notation, the E-2 arm is classified as:

$$s_2s_4a_4$$

Roth [19] notes that this type of arm is solvable.

B.3 Solution Method

The inverse kinematic solution will be obtained by first solving for a similar arm for which a solution is straightforward. This solution can then be used to arrive at the proper solution for the E-2. A satisfactory approximate solution for the E-2 can be obtained using a one-step transformation, or the solution can be computed interactively if more accuracy is needed.

B.3.1 Approximate E-2 Kinematics

The E-2 may be approximated by the arm shown in figure B.2. This is similar to the actual E-2, but has the last three axes intersecting. A closed-form solution may be obtained for this arm.
Angles $\theta_k$ are the rotations of coordinate frame $k$. Angles are assumed zero as shown.

Figure B.1 Argonne E-2 Manipulator (from Brooks)
B.3.2 Wrist Position Solution

The cartesian position of the wrist point may be obtained directly from the homogeneous transformation for the hand, given the length of the hand.

\[
\begin{bmatrix}
  x \\
  y \\
  z \\
  1
\end{bmatrix} = \begin{bmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & -s_6 \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

where \( \text{\(^0A_H\)} \) is the current hand frame and \( s_6 \) is the length of the hand.

Once the wrist point position is known, the first three joint angles can be computed. The third joint angle, \( \theta_3 \), may be found using the Law of Cosines.

\[
r_w^2 = x_w^2 + y_w^2 + z_w^2
\]

\[
\theta_3 = \cos^{-1} \left( \frac{s_2^2 + s_4^2 - r_w^2}{2s_2s_4} \right) - \pi/2
\]

If \( \theta_3 \) is known, \( \theta_2 \) can be obtained from the value of \( x_w \), since \( x_w \) does not depend on \( \theta_1 \).

\[
\theta_2 = \sin^{-1} \left( \frac{x_w}{-s_4 \cos \theta_3} \right)
\]

Given \( \theta_2 \) and \( \theta_3 \), \( \theta_1 \) may be computed:

\[
\theta_1 = \sin^{-1} \left( \frac{y_w \ast s_4 \ast \cos \theta_2 \ast \cos \theta_3 + (s_2 + s_4 \ast \sin \theta_3) \ast z_w}{(\cos \theta_2 \ast s_4 \ast \sin \theta_3)^2 + (s_2 + s_4 \cos \theta_3)^2} \right)
\]
Figure B.2. Approximation used for first step of E-2 inverse kinematics computation. This arm has the last three axes intersecting at a point. The solution for this arm is used to compute the solution for the real E-2.
B.3.3 Wrist Angle Solution

After the first three joint angles have been computed, the last three angles may be computed. The transformation due to the last three angles $3_A H$, may be determined from the hand frame, $0_A H$, and the transformation due to the first three angles, $0_A 3$.

$$3_A H = (0_A 3)^{-1} * 0_A H$$

The values of the first three joint angles may now be computed given that the wrist is a yaw-pitch-roll system.

B.3.4 Transforming to the Actual E-2 Kinematics.

Once values for $0_1$ through $0_4$ are known for the approximate kinematics, a close approximation to the real kinematics may be obtained. First, corrections to $0_2$ and $0_3$ may be obtained based on the approximate values of $0_1$ through $0_4$.

$$\theta_2 = -a_4 * \cos (\theta_1 + \theta_3) * \cos \theta_4/s_4$$

$$\theta_3 = -a_4 * \cos (\theta_1 + \theta_3) * \sin \theta_4/s_4$$

Then, the last three angles can be computed based on the corrected values for $\theta_2$ and $\theta_3$. 188
Appendix C
Servo Control of the NOSC Manipulator

C.1 Introduction

This appendix describes the direct digital servo routine (ARM) which continuously control the position of each rotary joint of the NOSC manipulator. This program receives discrete joint space commands from the supervisory command processor which computes the joint space positions from high level specifications. The ARM program generates a continuous position trajectory from the starting joint positions to the final joint positions, and generates actuator command signals to keep the joints on the prescribed trajectory.

The performance of these servoes in position control is good. No position overshoot is seen and steady state error approaches the resolution of the A/D converter.

C.2 Dynamic Control

The system allows the position and velocity of the joints to be controlled. High level cartesian transformations are performed by the Supervisory Command Processor. The ARM program works only in joint space.

Each joint consists of a high performance DC torque motor, a harmonic
drive reduction mechanism, and a potentiometer which measures the position of the joint (not the motor). A block diagram is shown in figure C-1. The motor is voltage controlled through a linear amplifier. The inputs to the linear amplifiers are D/A converter outputs from an LSI 11/23 microcomputer. The voltage from the potentiometer is read by an A/D on the LSI.

The control system regulates each joint individually, although scheduled gains are used on the first two joints to compensate for changing inertia as the arm extends. Because of the high gear reductions used, the inertia of the motor and the high speed end of the harmonic drive mechanism tend to dominate. The dynamic and static effects of changes in configuration are less than would be expected. An expression for the effective inertia of each joint as seen in joint coordinates:

\[ J_e = n^2 J_m + J_a \]

where \( J_e \) is the effective inertia, \( J_m \) is the inertia of the motor and high speed end of the gear drive, \( J_a \) is the inertia of the arm about rotation of the joint, \( n^2 \) is the gear ratio

For the first joint with the arm half extended, these values are:

\[ J_e = 106 \text{ oz-in-sec} \]
\[ n^2 J_m = 50 \text{ oz-in-sec} \]
\[ J_a = 56 \text{ oz-in-sec} \]
Figure C.1. Block diagram of a single degree of freedom.
Changes in $J$ are less important in this case, as the total change in effective inertia is not so large.

In summary, the design approach will be to control each joint separately, although scheduled gains will be used on the first two joints. Scheduled gains compensate for the static effects of changes in joint configuration (changes in inertia and gravity effects). Dynamic effects resulting from changing configuration, such as coriolis and centripedal forces, will be compensated with feedback.

Each joint has a proportional position controller with both setpoint and voltage output limits, as shown in figure C.2.

These controllers each have four parameters. the following list shows the parameters as shown in figure C.2 and the name by which they are called in both the ARM program and in the supervisory command processor (communication between these two programs will be discussed in the next section).

- $K_p$ Forward gain (PGAIN)
- $\theta_u, \theta_l$ Upper and lower position setpoint limits (MXSTP, MNSTP)
- $V_l$ Voltage limit (LIM)

These parameters were adjusted empirically for good transient response and low steady state error.
Figure C.2. Position compensator.

Figure C.3. Integral controller.
Joint 2 must lift the arm against gravity, so an additional integral loop was closed around the proportional position loop, as shown in figure C.3. The integral controller was the so-called "intelligent integrator" which prevents integrator windup when the proportional controller saturates. This controller had one additional parameter, the integral gain (IGAIN). The controller achieved steady state position errors near the limit of resolution of the A/D converter despite the large gravity load.

Scheduled gains were used on joints 1 and 2, those most effected by changing inertias. Again, the gains were chosen empirically. First, gains were chosen with the arm fully extended, then gains were chosen with the arm retracted. In real-time, the gains were changed between these two values by linearly interpolating with respect to distance the arm was extended.

C.3 Communication with the Supervisory Command Processor.

The user of this system does not need to be concerned with communication between the two programs which control the arm. However, an understanding of this communication is needed for engineers working on the system.
All parameters of the controllers may be read or changed from the supervisory command processor. To look at any of the values, the user inputs:

\[ n \text{ name DISPLAY} \]

where \( n \) is the joint number (1-6)

name is the name of the variable to be displayed (i.e. LIM, PGAIN, etc.)

example: 1 LIM DISPLAY (types out the value of the voltage limit for joint 1)

To change any value, the user inputs:

\[ \text{value} \ n \text{ name CHANGE} \]

where value is the new value of the parameter

\( n \) is the joint number

name is the name of the parameter to be changed

example: 1000 1 LIM CHANGE (changes the voltage limit for joint 1 to 1000)

Setpoints for the controllers are received from the supervisory command processor through a ring buffer. The ARM program gets joint vectors from the buffer as they are to be executed, generates a linear joint space trajectory to that joint vector while servoing the joints, and then gets another vector from the buffer, until the buffer is emptied.
Appendix D

Cartesian manipulator control language

Data types

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>INTEGER</td>
<td>16 bit integer</td>
</tr>
<tr>
<td>JFRAME</td>
<td>6 dimensional vector of joint angles, 32 bit</td>
</tr>
<tr>
<td></td>
<td>floating point representation</td>
</tr>
<tr>
<td>CFRA M</td>
<td>4 x 4 homogeneous cartesian transform, 32 bit</td>
</tr>
<tr>
<td></td>
<td>floating point numbers</td>
</tr>
<tr>
<td>VECTOR</td>
<td>3 dimensional vector, 32 bit floating point</td>
</tr>
<tr>
<td></td>
<td>numbers</td>
</tr>
</tbody>
</table>

Kinematics

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>JTOC</td>
<td>compute forward kinematics</td>
</tr>
<tr>
<td>CTOJ</td>
<td>compute inverse kinematics</td>
</tr>
</tbody>
</table>

Transformations

<table>
<thead>
<tr>
<th>Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMUL</td>
<td>multiply two homogeneous transforms</td>
</tr>
<tr>
<td>CTOV</td>
<td>extract the translational vector portion of a</td>
</tr>
<tr>
<td></td>
<td>homogeneous transform</td>
</tr>
<tr>
<td>CREL</td>
<td>compute the relative transform between two</td>
</tr>
<tr>
<td></td>
<td>homogeneous transforms</td>
</tr>
<tr>
<td>VTOC</td>
<td>compute a cartesian transform from three</td>
</tr>
<tr>
<td></td>
<td>vectors</td>
</tr>
</tbody>
</table>
Sensing

?TOUCH returns state of touch sensor

CFORCE returns estimates of hand forces resolved in the hand frame

CIAD returns a homogeneous transform corresponding to the current manipulator position

JIAD returns a joint vector corresponding to the current manipulator position

Motions

JMOVE move the arm to the position and orientation specified by a vector of joint angles

CMOVE move the arm to the position and orientation specified by a homogeneous transform using the base coordinate frame as a reference

CREL similar to CMOVE, except that the current hand frame is used as a reference

VREL translates the manipulator hand relative to the current hand frame, the translation is specified by a VECTOR
Appendix E

Formal description of movement control language

E.1 Formal Descriptions

A formalism is needed to precisely specify a language. Computer languages are commonly specified using Backus-Naur Form (BNF) [DONOVAN]. In BNF, an entity is specified in terms of other defined entities and possibly itself. BNF descriptions are an unambiguous way of specifying the syntax of a language.

Example:
<letter> ::= A | B | C | ... Z
<digit> ::= 0 | 1 | 2 | ... 9
<character> ::= <digit> <letter> | ! | @ | # | $ | % | \\*
& | * | ( | ) | _ | - | + | | = | " | . | $ | 
| [ | ] | : | ; | | " | | ' | | * | < | > | ,
<integer> ::= [<digit>] | - <integer>
<name> ::=<character>

The pointy brackets indicate families, so <digit> means "the family of digits". The symbol " ::= " means "is replaced by". the vertical bar " | " means "or". Square brackets " [ ] " mean "any combination of".

This example states that a letter consists of any one of the symbols A-Z, digits consist of any of the symbols 0-9. A character consists of any digit, letter, or any of the other symbols listed. An integer
consists of any combination of digits, possibly preceded by a minus sign. A name is made up of a combination of characters.

E.2 Structures for defining coordinate frames analogically

E.2.1 Absolute coordinate frames

A single absolute coordinate frame may be represented by a structure called a POSITION. A POSITION is established by giving the command

\[
\text{POSITION <name>}. \\
\]

The system will go into a preselected manual control mode. The operator can then move the arm to the desired position and orientation. The position and orientation indicated are then stored as a homogeneous transform under the name given. This results in the creation of a new member of the POSITION family. For the purpose of formal definitions, any member of the POSITION family may be referred to as

\[
<\text{position}> \\
\]

Any number of absolute frames can be established as a PATH. Each frame in a PATH is entered in the same way as a POSITION. The procedure of establishing a PATH is begun by giving the command

\[
\text{PATH <name>}. \\
\]

An individual coordinate frame in a PATH may be referred to as:

\[
<\text{integer}> <\text{path}> \\
\]

where the integer refers to which element of the path is desired.
These two methods may be summarized formally:

<absolute frame> ::= <position> | <integer> <path>

E.2.2 Relative Coordinate Frames

The first structure is called a REL_FRAME. When the operator gives the command

    REL_FRAME <name>,

the current hand frame is recorded, then the system is placed in manual control. The operator then indicates another position and orientation. The system records the homogeneous transform that would transform the original frame into the final frame under the name given.

The structure REL_PATH allows a series of frames defined relative to an arbitrary reference to be recorded. When the command

    REL_PATH <name>

is given, the current hand frame is recorded, and the operator may then indicate any number of frames. These frames are recorded as relative transformations. Any of these relative frames may be referred to by:

    <integer> <rel_path>.

Relative coordinate frames may be summarized formally:

<relative frame> ::= <rel_frame> <integer> <rel_path>
E.2.3 Displaying Analogically Defined Coordinate Frames

All frames may be shown on the graphic display after they have been defined using the SHOW command. Absolute frames are shown relative to the base frame, while relative frames are shown relative to the current hand frame. 

\[ \text{<display> ::= <absolute frame> SHOW|<relative frame> SHOW} \]

E.3 Defining motions

Motions may be programmed either by using any analogic structures that have been created, or motions may be defined purely symbolically.

E.3.1 Relative motions

The MOVE command may be preceded by any properly defined relative frame. This may be stated formally as:

\[ \text{<relative frame> MOVE} \]

Relative motions may also be defined symbolically. Using symbolic relative motion commands, it is possible to make the arm translate or rotate relative to the current hand frame.

For relative translations, the proper syntax is:

\[ \text{<relative translation> ::= <integer> <unit> <direction>} \]

\[ \text{<integer> <unit>} \]

\[ \text{<integer> <unit>} \]
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<integer> <unit> TRANSLATE

Acceptable units are:

<unit> ::= MM | CM | INCHES | FEET

Directions are:

<direction> ::= UP DOWN LEFT RIGHT FORWARD BACK

These directions are shown in figure 4.10a. For the TRANSLATE command, the three arguments are x, y, and z distance.

For relative rotations, the proper syntax is:

<relative rotation> ::= <integer> <angle>

where angles are defined by:

<angle> ::= PITCH | ROLL | YAW

The integer argument is stated in degrees.

Examples

45 ROLL

-30 YAW

Relative motions may be summarized formally:

<relative motion> ::= <relative frame> MOVE | <relative translation> | <relative rotation>

E.3.2 Absolute motions

The first type of absolute motion has the syntax

<absolute coordinate> MOVE.
This command causes the arm to move from its current position and orientation to any properly defined absolute coordinate frame.

The second type of absolute motion is used to move the arm to a position or orientation defined relative to an absolute coordinate frame. The proper syntax is:

<absolute coordinate> SET <relative motion>

E.3.3 Relative Trajectories

Relative trajectories may consist of a series of symbolic translations or rotations. Another useful command is the TRAVERSE command which causes the sequence of relative motions stored as a REL_PATH to be executed. The syntax of this command is:

<rel_path> TRAVERSE

Relative trajectories are formally defined as:

<relative trajectory> ::= 

<relative movement> | 
<rel_path> TRAVERSE | 
<relative trajectory> <relative movement>

E.3.4 Absolute Trajectories

Absolute trajectories are sequences of movements which begin with an absolute movement. The TRAVERSE command also works with PATHs. The
REVERSE command moves the arm through all the frames of a PATH in reverse order.

Absolute trajectories are formally defined as:

\[ \text{<absolute trajectory> ::=} \]
\[ \quad \text{<absolute movement> |} \]
\[ \quad \text{<path> TRAVERSE |} \]
\[ \quad \text{<path> REVERSE |} \]
\[ \quad \text{<absolute trajectory> <relative trajectory> |} \]
\[ \quad [\text{<absolute trajectory>}] \]

E.4 Sensing commands

The three sensing commands may be summarized formally:

\[ \text{<sensor> ::= ?TOUCH | ?FORCE | ?TORQUE} \]

E.5 Building manipulation tasks using movements

E.5.1 Extensibility

Extensibility using both the colon and the DEFINE: commands may be formally summarized:

\[ \text{<trajectory> ::= <absolute trajectory> | <relative trajectory>} \]
\[ \text{<command> ::= [<trajectory>] <display>} \]
\[ \quad \text{DEFINE: <name> [<command>];} \]
\[ \quad : <name> [<command>]; \]
E.5.2 Decisions

Programs may be written which branch depending on the sensing commands. Structures for this include DO...LOOP, IF...ELSE...ENDIF, and BEGIN...UNTIL. These structures are used as follows:

\begin{itemize}
  \item \texttt{<integer> TIMES DO [<command>] LOOP}
  \item \texttt{<sensor> IF [<command>] ELSE [<command>] ENDIF}
  \item \texttt{BEGIN [<command>] <sensor> UNTIL}
\end{itemize}

Each of these structures must appear inside colon or DEFINE: definitions.
Appendix F

Computation of a Coordinate Frame from Three Vectors

Given 3 vectors $V_1$, $V_2$, and $V_3$

1. The $z$ axis may be computed by subtracting $V_2$ from $V_1$, and normalizing the vector

$$Z = \frac{V_1 - V_2}{V_1 - V_2} \quad \frac{V_1 - V_2}{V_1 - V_2}$$

2. The $x$ axis may be formed by first computing $V_3 - V_1$, and computing the cross product of this vector and $Z$

$$X = Z \times \frac{V_3 - V_1}{V_3 - V_1}$$
3. The y axis is formed by completing the right handed set

\[ y = z \times x \]

4. The cartesian transform may be formed by placing the three vectors which describe the axes in the rotation part of the transform, and setting the translation part of the transform equal to \( V_2 \)

\[
A = \begin{bmatrix}
    x_1 & y_1 & z_1 & V_{2x} \\
    x_2 & y_2 & z_2 & V_{2y} \\
    x_3 & y_3 & z_3 & V_{3z} \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]
This appendix reviews a series of underwater tasks which are being investigated at the Norwegian Underwater Technology Center (NUTEC) in conjunction with the Central Research Institute (SI). The effort at NUTEC is focused on building an integrated system consisting of a manipulator and control system, tools, and a man-machine interface. The tasks which they have selected represent tasks which would be useful to the commercial offshore community and which may be practical to perform remotely.

At NUTEC during 1981, a total of 165 hours of testing in the water have been performed on the following tasks:

* Clean steel with a water jet
* Clean steel by sand washing
* Piling bricks
* Screw nut on and off with an impact wrench
* Mount and dismount a flange
* Take cathodic protection readings
* Take ultrasound readings
* Clean a weld with a brush
Cut chain with a grinder

Cut wire with a ram

*Mount and remove a bolt

*Open and close a valve

Mount and dismount a hose coupling

Attach a snap hook

*Measurement

*Grind a weld

The tasks in this list which are marked by an asterix are those where the system presented in this thesis could potentially increase performance. The inspection task used in the experiment presented in chapter 7 was patterned after the jet and sand cleaning task and the weld grinding task noted above.
Appendix H
Kinematic Notation

Manipulator kinematics are commonly classified using notation originally designed by Hartenberg and Denavit, and developed for manipulators by Roth and Pieper. This notation will be outlined for arms with rotational joints in this appendix.

A coordinate system is attached to each joint so that the axis of rotation of that joint is the z axis of the coordinate system. The notation completely describes the relationship between these coordinate systems, and therefore the kinematics of the arm.

Each coordinate system is defined in the following way, as described by Hollerbach:

- $z_i$ is directed along the axis of joint $i + 1$
- $x_i$ lies along the common normal from $z_{i-1}$ to $z_i$
- $y_i$ completes the right-handed coordinate system

As shown in figure H.1, the relationship between any two coordinate frames may be established by 4 parameters:

- $a_i$ distance between the origins of coordinate systems $i-1$ and $i$ measured along $x_i$. 
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Figure H.1. Relationship between coordinate frames for specifying kinematics of a manipulator.
distance between $x_{i-1}$ and $x_i$ measured along $z_{i-1}$.

$\alpha_i$ angle between the $z_{i-1}$ and $z_i$ axes measured in a right-handed sense about $x_i$.

$\theta_i$ angle between the $x_{i-1}$ and $x_i$ axes measured in the right-handed sense about $z_{i-1}$. This is the angle of rotation for a rotary joint.

Manipulators are commonly classified in terms of the values of $a$ and $s$. The angle $\theta$ describes the specific configuration of the arm, and the angle $\alpha$ doesn't influence the solvability of the arm. For a well designed arm, only a few of the $a$ and $s$ parameters will be non-zero.

For the NOSC arm, the upper arm link is $a_2$ and the lower arm link is $s_4$, so the arm is classified as $a_2s_4$.

For the E-2 manipulator, the upper arm link is $s_2$, the lower arm link is $s_4$, and the offset in the wrist is $a_4$. The E-2 is classified as $s_2a_4s_4$. 
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