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ABSTRACT

Concave curvature has a relatively large, unpredictable, effect on turbulent boundary layers. Past studies of turbulent boundary layers on concave walls have emphasized quantitative, single-point measurements which have yielded similar information about the general features of this flow. For example, skin friction and turbulence levels increase when the boundary layer goes from a flat wall to a concave wall. However, there is disagreement over the cause of these results. Many recent studies have supported the idea that a large-scale array of counter-rotating vortices exists within the concave turbulent boundary layer, similar to the Taylor-Görtler vortices in laminar boundary layers on concave walls. Some investigators have found stationary, large-scale spanwise variations in mean velocity and skin friction. However, in other studies these large-scale variations were not found. Even among those who did find stationary, large-scale variations, there are some inconsistencies in the relative size and spacing of the variations compared with the boundary layer thickness and the radius of curvature, the two most reasonable length scales. Furthermore, the effects of concave curvature on the basic elements (e.g. streaks and bursts) of the boundary layer structure have not been studied. At the start of the present study, no adequate picture of the overall flow field existed.

The objective of the present study was to obtain an adequate qualitative model of the flow in order to increase our understanding of the
underlying physics and thereby guide future work. A large, free-surface water channel was constructed in order to perform visual and quantitative studies of the flow. The size and design of this water channel enabled us to perform detailed, extensive, visual surveys of the flow field by using dye injected through wall slots and by marking the flow with hydrogen bubbles. Profiles of mean velocity and turbulence intensity were also obtained.

Large-scale structures consisting of randomly distributed ejections and sweeps were found to dominate the boundary layer on the concave wall. The sweeps appear to suppress turbulence production near the wall by inhibiting the normal flat surface bursting process. The ejections appear to enhance turbulence production in the outer portion of the boundary layer as the lower speed fluid convected from regions near the wall interacts with the higher speed fluid farther out.

Interpretation of the flow visualization was aided by a computer simulation of a simpler, hypothetical flow field. The results of the simulation helped qualify the visual observations and provided a basis on which to build a more realistic picture of the flow field.

The streamwise velocity was measured using a computer-controlled hot film anemometer. Profiles of mean velocity and turbulence intensity show the flow upstream of the start of curvature to be a normal turbulent boundary layer with acceptable spanwise uniformity and a momentum thickness Reynolds number of 1300. Spanwise surveys in the curve and in the recovery region downstream of curvature show no evidence that the large-scale structures observed visually tend to occur in preferred
Boundary layer profiles reveal a fuller mean velocity profile and an increase in turbulence intensity, especially in the outer flow. Although logarithmic regions are evident in profiles taken in the curved section, these "quasi-logarithmic" zones appear to be unrelated to the usual Law of the Wall and migrate away from the wall as the flow develops.

Additional insight into the flow physics was provided by visualizing a transitional boundary layer along the concave wall. Taylor-Görtler vortices were observed along with a secondary instability in the form of a horseshoe vortex street. These observations demonstrated a possible mechanism for turbulence production in the outer flow for the case of turbulent boundary layers.

As a result of this study, a qualitative picture of the flow field is proposed which accounts for the observed characteristics of turbulent boundary layers on concave walls.
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NOMENCLATURE

\( c_f \) skin friction coefficient, \( \frac{T_m}{\frac{1}{2} \rho U_0^2} \)

\( h \) core height of simulated vortices

\( H \) shape factor, \( \theta/\delta \), or alternately channel or tunnel height (dimension in z direction)

\( r \) radial coordinate, \( R_0 - y \)

\( R \) radius of curvature

\( R_0 \) radius of curvature of concave test wall

\( \text{Re}_t \) momentum thickness Reynolds number, \( \frac{\theta U_0}{\nu} \)

\( u \) velocity component in the x direction

\( u' \) fluctuating part of \( u \), \( u - \bar{u} \)

\( u^* \) non-dimensional velocity, \( U/u^* \)

\( u^* \) friction velocity, \( \sqrt{T_m/\rho} \)

\( U \) time mean of \( u \)

\( \langle U \rangle \) sampled mean of \( u \)

\( U_0 \) freestream velocity

\( U_n \) radius normalized mean velocity, \( U \left( \frac{R_0 - y}{R_0} \right) \)

\( U_{pm} \) potential velocity at the wall

\( v \) velocity component in the y direction

\( w \) velocity component in the z direction
channel or tunnel width (dimension in the $y$ direction)

$x$ streamwise or longitudinal coordinate along test wall

$y$ coordinate normal to test wall, $y=0$ at test surface

$y^*$ non-dimensional distance from wall, $\frac{yu^*}{\nu}$

$z$ transverse or spanwise coordinate

$\delta$ boundary layer thickness

$\delta^*$ displacement thickness, $\int_0^\delta \left(1 - \frac{U}{U_o}\right)dy$

$\kappa$ Von Karman constant

$\lambda$ spanwise spacing of streaks

$\lambda^*$ non-dimensional streak spacing, $\frac{\lambda u^*}{\nu}$

$\Lambda$ wavelength of large-scale variations in flow properties

$\mu$ viscosity

$\nu$ kinematic viscosity, $\mu/\rho$

$\Pi$ Coles profile parameter, $1-\kappa \frac{\delta^* U_o}{\delta u^*}$

$\rho$ density

$\tau_w$ wall shear stress

$0$ momentum thickness, $\int_0^\delta \frac{U}{U_o} \left(1 - \frac{U}{U_o}\right)dy$
GLOSSARY

As the study of the structure of turbulent flows has progressed, many words and phrases have evolved to describe various elements or characteristics of the flow. Obviously, clear definitions are needed in order to communicate the particular attributes of a given flow. What follows is a glossary of some of the terms used in the present work. Many of the definitions follow those of Kline & Falco (1979).

breakdown  An abrupt event in which the streak oscillations terminate in the formation of a large region containing a wide range of small scales.
bursting  The set of processes beginning with the lifting of streaks and terminating at the end of the mixing region.

coherent structure or eddy  A confined region in space and time in which definite phase relationships exist among flow variables.
ejection or outflow  A coherent structure moving away from a wall.
large-scale  Having a size of the order of the boundary layer thickness.

longitudinal vortex  A region of fluid, highly extended (aspect ratio greater than 10:1) in the flow direction, with relatively high streamwise vorticity. Typical fluid particles near the core perform several revolutions during their stay within the vortex.
medium-scale

Having a size in wall layer (y*) coordinates between 50 and 300.

mixing region

Region after a breakdown in which chaotic motions affect a large propagating region.

roll cell

A large-scale, slowly revolving body of fluid without a strong vortex-like core.

small-scale

Having a size in wall layer (y*) coordinates between 1 and 10.

streak

A low-speed (relative to the mean) region in the viscous sublayer, highly extended (aspect ratio greater than 10:1) in the flow direction.

streak lifting

Outward movement of fluid in a streak to a point outside viscous sublayer.

sweep or inflow

Large-scale inward (towards the wall) motion of faster moving fluid, producing local acceleration in the flow field.

Taylor-Görtler vortices

A stationary array of large-scale, counterrotating, longitudinal vortices lying next to a wall whose driving mechanism is a centrifugal instability due to flow curvature.

viscous sublayer or wall layer

Region where y* is less than 7-10.
Chapter I
INTRODUCTION

1.1 GENERAL MOTIVATION

Surfaces with concave curvature occur in many flow situations of practical importance. A concave surface is one in which the center of curvature lies outside of the body, in the flow, as shown in Fig. 1. Some examples are shown in Fig. 2. They include the pressure sides of turbine blades or wings and portions of ducts and nozzles. Often the boundary layers on such surfaces are turbulent. Previous studies, including So & Mellor (1975), Meroney & Bradshaw (1975), and Hoffmann & Bradshaw (1981), have found large local variations in boundary layer parameters; spanwise variations of 20% in skin friction and 100% in momentum thickness, even for cases of mild curvature ($S/R$ as low as 1%), are not uncommon. The more efficient design of concave surfaces has been hampered by our inability to predict the large effects concave curvature has on turbulent boundary layers. The lack of adequate predictive methods is due, in part, to a gap in our understanding of the physics of the flow.

The work described here is part of a larger, ongoing program at Stanford to study and gain a better understanding of the effects of curvature on the hydrodynamics and heat transfer in turbulent boundary layers. The study of turbulent boundary layers on convex walls was well advanced at the time the current study was undertaken. Simon & Moffat
(1979) and Gillis & Johnston (1980) had taken detailed heat transfer and hydrodynamic measurements in boundary layers on convex surfaces. They had also successfully modelled the effects of convex wall curvature by
suitably modifying the boundary layer code STANS. No previous work on concave walls had been done at Stanford. Related studies had been done on the effects of system rotation on turbulent channel flow by Johnston et al (1972).

A review of the literature revealed a lack of direct visual observation of turbulent flows over concave walls. Physical models of the flow structure were limited to sketchy analogies between this flow and the corresponding laminar flow with its Taylor-Görtler longitudinal vortices. The effects of concave curvature on the streaks and bursts found in normal flat plate boundary layers were unknown. Yet, the quantitative data showed a need for an overall picture of the flow field in order to clarify the interpretation of the available results. We therefore decided to concentrate on visual studies in order to develop a qualitative model of the flow structure. This qualitative model can then be used to guide later, more quantitative studies and thus, ultimately, to aid attempts to predict the flow. These steps: (i) a qualitative model from visual studies as a basis for (ii) the design of quantitative experiments for use in (iii) a model for use in prediction have proven to be fruitful in the study of many complex turbulent flows.

1.2 LITERATURE SURVEY

Until 1970, relatively little research had been done on the effects of concave curvature on turbulent boundary layers. However, the last decade has seen a large increase in work in this field. Table 1 presents a summary of past work, with an emphasis on presenting and comparing the structural characteristics of the flow found by different investigators.
TABLE 1

Past studies of turbulent flow over concave surfaces.

<table>
<thead>
<tr>
<th>Date</th>
<th>Re</th>
<th>H/W</th>
<th>H/S</th>
<th>S/R</th>
<th>Var.</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wilken</td>
<td>1930</td>
<td>4600-7400</td>
<td>6.5-6.8</td>
<td>13-14</td>
<td>0.10-0.25</td>
<td>none</td>
</tr>
<tr>
<td>Wattendorf</td>
<td>1935</td>
<td>5000</td>
<td>18.0</td>
<td>36</td>
<td>0.10</td>
<td>none</td>
</tr>
<tr>
<td>Eskinazi &amp; Yeh</td>
<td>1956</td>
<td>6900</td>
<td>15.5</td>
<td>31</td>
<td>0.05</td>
<td>none</td>
</tr>
<tr>
<td>Tani</td>
<td>1962</td>
<td>11300</td>
<td>2.0³</td>
<td>120</td>
<td>0.002</td>
<td>H/R</td>
</tr>
<tr>
<td>Patel</td>
<td>1968</td>
<td>6200</td>
<td>5.0</td>
<td>28</td>
<td>0.06</td>
<td>50% dp</td>
</tr>
<tr>
<td>Johnston, Halleen, &amp; Lezius²</td>
<td>1972</td>
<td>700-2100</td>
<td>2.8</td>
<td>6</td>
<td>0-0.25</td>
<td>H/R</td>
</tr>
<tr>
<td>Ellis &amp; Joubert³</td>
<td>1974</td>
<td>?</td>
<td>13.2</td>
<td>26</td>
<td>0.016-0.08</td>
<td>H/R</td>
</tr>
<tr>
<td>So &amp; Mellor</td>
<td>1975</td>
<td>4300</td>
<td>8.0³</td>
<td>40</td>
<td>0.067</td>
<td>35% u, 100% G, 100% θ</td>
</tr>
<tr>
<td>Meroney &amp; Bradshaw</td>
<td>1975</td>
<td>7800</td>
<td>6.0</td>
<td>33</td>
<td>0.008</td>
<td>20% c_f, 30% G, 100% θ</td>
</tr>
<tr>
<td>Ramaprian &amp; Shivaprasad</td>
<td>1977</td>
<td>3600</td>
<td>2.5</td>
<td>76</td>
<td>0.013</td>
<td>none</td>
</tr>
<tr>
<td>Hunt &amp; Joubert³</td>
<td>1979</td>
<td>6000</td>
<td>13.2³</td>
<td>26</td>
<td>0.02</td>
<td>5% u</td>
</tr>
<tr>
<td>Smits, Young, &amp; Bradshaw</td>
<td>1979</td>
<td>6000</td>
<td>6.0</td>
<td>36</td>
<td>0.08</td>
<td>20% c_f, 100% θ</td>
</tr>
<tr>
<td>Rao</td>
<td>1979</td>
<td>1500</td>
<td>1.5³</td>
<td>23</td>
<td>0.024</td>
<td>65% u</td>
</tr>
<tr>
<td>3700</td>
<td>1.5³</td>
<td>13</td>
<td>0.054</td>
<td>45% u</td>
<td>&gt;6</td>
<td></td>
</tr>
<tr>
<td>6000</td>
<td>1.5³</td>
<td>6</td>
<td>0.078</td>
<td>20% u</td>
<td>max.</td>
<td></td>
</tr>
<tr>
<td>Shizawa et al</td>
<td>1981</td>
<td>1080</td>
<td>4.0</td>
<td>20</td>
<td>0.039</td>
<td>100% θ, 65% p</td>
</tr>
<tr>
<td>1360</td>
<td>6.0</td>
<td>70</td>
<td>0.017</td>
<td>100% θ, 35% p</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Hoffmann &amp; Bradshaw⁵</td>
<td>1981</td>
<td>4000-6000</td>
<td>6.0</td>
<td>33</td>
<td>0.008</td>
<td>30% c_f, 50% G, 100% θ</td>
</tr>
</tbody>
</table>
Table 1, cont.

Legend:

- $u$ = mean velocity
- $d_0$ = local boundary layer thickness
- $d_{0*}$ = boundary layer thickness at start of curvature
- $\delta$ = momentum thickness
- $Re_{t} =$ momentum thickness Reynolds number at start of curvature
- $C_f =$ skin friction coefficient
- $p$ = total pressure
- $H$ = height of channel
- $W$ = width of channel

$Var.$ = maximum reported spanwise variation in properties, expressed as peak-to-peak percent of minimum value.

$A$ = approximate wavelength of spanwise variations

$H/R =$ Observed but no data reported

$dp =$ Preston tube pressure difference

Notes:
1. Fully developed channel flow. $d = w/2$, $\delta = w/20$.
2. Fully developed rotating channel flow. $d/R = u/S/U$.
3. Attempt made to minimize streamwise pressure gradient.
4. Attempt made to minimize secondary flow.
5. Vortex generators in settling chamber.
Rayleigh (1917) first deduced that flow on concave surfaces, in this case inviscid flow with circular symmetry, is unstable to radial disturbances. He assumed conservation of angular momentum and performed an energy calculation. He considered two lumps of fluid with equal masses, \( m_1 = m_2 = m \) moving in circular paths with radii \( r_1 \) and \( r_2 \). The energy of the two masses is

\[
E = \frac{1}{2} (m_1 v_1^2 + m_2 v_2^2) = \frac{1}{2} m (v_1^2 + v_2^2). \tag{1.1}
\]

He then interchanged the positions of the two lumps. In the absence of friction, conservation of angular momentum dictates that \( vr = k \), a constant, for each lump of fluid. The new velocities for each lump, denoted by \( \nu' \) become

\[
\frac{k_1}{r_2}, \quad \frac{k_2}{r_1} \tag{1.2}
\]

The difference in energy works out to be

\[
E' - E = \frac{m}{2} \left[ \frac{1}{r_2^2 - r_1^2} \right] + \left[ \frac{1}{r_1^2 - r_2^2} \right] \left[ \frac{k_2 - k_1}{2} \right]. \tag{1.4}
\]

Let us arbitrarily choose \( r_1 \) to be less than \( r_2 \). If \( r_1 < r_2 \) then the sign of \( E' - E \) is the same as \( k_2 - k_1 \). Three possible cases can be considered:

1. If \( k_1 = k_2 \) as in potential flow, there is no change in the energy. This is the case of neutral stability.
2. If \( k_1 \lt k_2 \) as in the boundary layer on a convex surface, then the energy of the system is increased by the interchange of the two lumps of fluid. Presumably, a system tends to lower its energy state. Hence, if \( k_1 \lt k_2 \), then the two lumps resist being interchanged and the system is stable.

3. If \( k_1 \gt k_2 \) as in the boundary layer on a concave surface, then system can lower its energy by interchanging the two fluid elements. The system is therefore unstable.

Although Rayleigh's analysis provides a rationale for anticipating instabilities, it is far too limited to be useful in actual flows, where viscosity plays an important role.

Early experimental studies by Wilcken (1930) and Wattendorf (1935) obtained only mean pressure and velocity measurements in curved channels. From these measurements mixing lengths and eddy viscosities were calculated. Wilcken investigated turbulent boundary layers developing on concave walls and found that the mixing length he calculated was about 4 times that for a comparable flat plate. Wattendorf, using fully developed channel flow, also found an increase in mixing on the concave wall as well as a midchannel profile which reached a constant angular momentum distribution, another sign of vigorous mixing. Higher skin friction is also evident from an examination of his velocity profiles close to the concave wall.

After 1935, published experimental work on curved turbulent flows ceased for about two decades. In the meantime, Görtler (1940, 1954)
performed a viscous stability analysis of laminar boundary layers on concave walls. He superimposed small disturbances in the form of counter-rotating longitudinal vortices (as shown in Fig. 3) on the mean flow, linearized the equations, and solved the resulting eigenvalue problem. He found that vortices with a wide range of wavelengths could be amplified and that the parameter

$$\delta = \text{Re} \sqrt{\frac{2\delta}{R}}$$  \hspace{1cm} (1.5)$$

governed the onset of amplification. The vortices have since been called Taylor-Görtler vortices in recognition of Görtler's work on an
adaptation of the problem of flow between concentric cylinders first solved by G. I. Taylor. It was another 10 years before Taylor-Görtler vortices were actually observed by Gregory & Walker (1950).

Eskinazi & Yeh (1956) resumed the experimental investigation of fully developed channel flow. Using hot wire anemometers, they measured mean and turbulent quantities as well as spectra. They obtained good general agreement with Wattendorf's results. Their data and considerations of the turbulent energy equations showed that turbulent fluctuations are amplified on the concave wall. As with previous experimental researchers, no large-scale disturbances were expected or looked for.

Tani (1962) is generally credited with being the first to find evidence of large-scale structures in a turbulent boundary layer on a concave wall. Stationary, spanwise periodic variations in velocity were detected near the surface of a test wall with mild curvature inserted in a wind tunnel. Unfortunately the investigation was very limited, and little was done to elaborate on the nature of the structures. An attempt was made by Tani to apply the Görtler stability parameter (see above) to the turbulent flow by using an eddy viscosity rather than the kinematic viscosity.

Patel (1968) also made limited measurements on a concave wall. He detected large-scale, stationary variations in the pressure as he traversed the span with a Preston tube. Variations as high as 50% (peak-to-peak) were reported with a spanwise wavelength about twice the initial boundary layer thickness. In addition, the same spanwise profile was present at two streamwise locations, 135° and 173° into the curve.
Studies by Johnston et al (1972) investigated the qualitatively similar situation of flow in a rotating channel. A rectangular channel with nominally two-dimensional, fully-developed duct flow was rotated about an axis outside the channel and perpendicular to the flow. Flow visualization using dyes and hydrogen bubbles revealed large-scale motions on the destabilized side which penetrated far into the core. The positions of the "roll cells", as they were called, were not fixed, but varied with time. The "short time" average roll cell wavelength was comparable to the channel width.

Bradshaw (1973) did a comprehensive review of all previous work pertaining to the effects of streamline curvature on turbulence. Among the many topics covered was the analogy between certain configurations of laminar curved and buoyant flows. For turbulent flows, Bradshaw presented the following argument: A fluid element in a buoyant flow with a density $\rho'$ higher than the mean density $\rho$ experiences a vertical acceleration of $-\rho'g/\rho$. A fluid element in a curved flow with a velocity $u$ higher than the mean velocity $U$ experiences an outward acceleration (in excess of the acceleration attributable to curvature of the mean flow) of

$$\frac{[(U+u)^2-U^2]}{2u} \frac{2u}{R}$$

The connection between the two situations comes when one notes that in a variable density shear layer the correlation coefficient between density and velocity variations has been experimentally found to be as high as 0.9 [D. S. Johnston (1959)]. Hence, in both cases the fluid element experiences an excess body force proportional to the fluctuating
property, and the correlation data insures that the results will be comparable.

In the mid-seventies, there was a dramatic increase in the amount of research being done on concave flows. Ellis & Joubert (1974) mentioned the persistence of some spanwise velocity variations in their study of developing turbulent boundary layers. The variations could not be eliminated despite "gross duct distortions and deliberate attempts to induce asymmetric flow." However, detailed investigation of the variations was not undertaken.

So & Mellor (1975) performed a careful study in which they controlled secondary flows due to end wall boundary layers by using wall jets. They also tailored the shape of the convex wall to minimize the streamwise pressure gradient on the concave wall. A stationary pattern of velocity variations was found; velocities at 30° of turning varied by up to 35% (peak-to-peak). However, there was no well-defined periodicity in the variations. By the 100° mark the spanwise variations in mean velocity had settled down to 8%. Boundary layer thickness was reported to vary by a factor of 2 over a spanwise distance of half the minimum local boundary layer thickness at both the 30° and 100° stations. Traverses of turbulence quantities were made at the spanwise locations of mean velocity maxima and minima. Measurements of streamwise turbulence intensity showed a peak at y/6=.4 at 30° for all spanwise locations. A smaller peak at y/6=.8, was also detected but only at the mean velocity minima locations at 110°. Other turbulence quantities also indicated increased turbulent activity at positions away from the wall. Skin friction was
inferred from Clauser plots. The authors expressed some reservations regarding the validity of the technique in the regions of curved flow since the usual logarithmic regions in the mean velocity profiles were almost nonexistent in the curved wall profiles. $c_f$ was found to increase with streamwise distance along the concave wall with no significant spanwise variation. A value of $c_f=0.0054$ was reported at $110^\circ$ (compared with $c_f=0.00351$ upstream of the curve).

At the time So & Mellor were doing their studies, Meroney & Bradshaw (1975) performed a similar study using a constant width channel with mild ($\varepsilon/R=0.008$) curvature. They too found irregular but repeatable large-scale variations in the spanwise velocity profile and 35% variations in boundary layer thickness across the wavelength of a typical "roll". They estimated that the average wavelength of the rolls was close to the local average boundary layer thickness. The stability and irregularity of the roll positions was attributed to upstream flow conditions. Turbulence intensity measurements again showed increased activity away from the wall although the peaks found by So & Mellor were absent.

Ramaprian & Shivaprasad (1977) also studied the case of mild curvature, but they found no spanwise variations in flow properties. The authors admitted the low aspect ratio of their apparatus (2.5) may have inhibited the growth of large-scale structures.

Fully-developed curved duct flow was investigated by Hunt & Joubert (1979). The radius of curvature was relatively large in order to obtain a "perturbed straight flow". Nevertheless, careful measurement of the
velocities in the core revealed a stationary structure which they attributed to longitudinal vortices (the velocity variations were less than 5%). The wavelength of the main structure was approximately 1.6W (W=channel width), but measurements of friction velocity indicated weaker structures in between the main ones, so the wavelength could have been closer to 0.8W.

Smits, Young, & Bradshaw (1979) studied the effects of short regions of high curvature where the flow was impulsively turned 20° and 30°. They found a pattern of spanwise variations in skin friction and other properties which persisted virtually unchanged almost 60 boundary layer thicknesses downstream of the end curvature. Peak-to-peak variations in velocity and skin friction were 10 to 20% of the mean; the wavelength was about twice the local boundary layer thickness. They found that the positions of the spanwise variations appeared to depend on the wind tunnel screens. All of their results, including measurements of Reynolds stresses and triple products, seemed consistent with the presence of longitudinal vortices.

Prabhu & Rao (1980) studied the effects of strong, extended curvature for several different inlet boundary layer thicknesses. Particular attention was paid to eliminating secondary flows due to the endwalls through the use of fences. Stationary spanwise variations as high as 30%

1 Other investigators, including Tan-atichat (1982), and Jayaraman & Reynolds in current work at Stanford have found that, in general, significant nonuniformities can be introduced by mesh screens, depending on how they are selected and mounted in wind and water tunnels. Design criteria for the screens used in the present study may be found in Appendix A.
(peak-to-peak) of the potential wall velocity\(^2\) were measured. However, the pattern of variations did not change appreciably even when the inlet boundary layer thickness was varied by a factor of two. The pattern also persisted unchanged as the boundary layer developed downstream.

Shizawa et al (1981) performed the first (to our knowledge) flow visualization study of turbulent boundary layers on concave walls using the smoke wire technique. Large-scale structures were visible as agglomerations of smoke, and the wavelengths, for two different curvatures, were about 20 times the local momentum thickness. Limitations of the visualization technique prevented the investigators from obtaining more detailed information about the structure of the disturbances. However, momentum thickness was observed to vary by a factor of two across the span, and velocity vectors were inclined up to 40° away from the nominal streamwise direction for flow near the concave wall.

In an attempt to impose some periodicity on the spanwise variations for a more systematic study of their effects, Hoffmann & Bradshaw (1981) placed vortex generators on the walls of the settling chamber of their wind tunnel (the same wind tunnel used by Meroney & Bradshaw). Before installing the generators, the spanwise skin friction profile in the curve was found to vary erratically with variations in amplitude up to 20%. The skin friction profile was virtually identical to the one measured by Meroney. The generators were then installed and different spacings investigated. A spacing of 1.46 resulted in the maximum downstream

\(^2\) The potential wall velocity is the calculated velocity of a fluid particle at the wall, having the same angular momentum as fluid in the potential core.
amplification of the disturbances. The spanwise profiles obtained under this condition of maximum amplification took on a well-defined periodicity. The upstream variations in skin friction increased from about 5\%, for the no-generator condition, to 10\%, with the generators set for maximum amplification. Similarly, skin friction variations in the curve increased from 10\% to 30\%. A comprehensive set of measurements including triple products was then taken with the generators set for maximum amplification. Final discussion of these results by the authors is pending (private communication, P. Bradshaw, 1981).

Later studies by Bipes & Görtler (1972), Aihara & Sonoda (1981), and Aihara & Koyama (1981) on laminar boundary layers concentrated on the development of the Taylor-Görtler vortices along concave walls. These references also contain other information and bibliographies on laminar flows. Of relevance to the present study are observations, especially detailed by Aihara & Koyama (1981), that the upwash region between pairs of vortices develops a secondary instability in the form of a horseshoe vortex street. Blackwelder (1981) has drawn analogies between this phenomenon and the bursting process in normal turbulent boundary layers.

A full review of past work on the structure of turbulent boundary layers on flat walls will not be presented here. Cantwell (1981) gives a good summary of the current state of knowledge of turbulent flows, and Savill (1979) highlights the evolution of the physical model for plane turbulent boundary layers. Although many of the questions regarding the flow physics remain unanswered, certain structural features are generally agreed upon. A concise summary taken from Cantwell (1981) follows:
There appear to be four main constituents of the organized structure. Nearest the wall is a fluctuating array of streamwise counter-rotating vortices... The vortices densely cover all parts of the smooth wall. Slightly above the streamwise vortices but still quite close to the wall is a layer that is regularly battered by bursts that involve very intense small-scale motions of energetic fluid. The outer layer is also occupied by intense small-scale motions. These are found primarily on the upstream-facing portions of the turbulent-non-turbulent interface; the backs of the bulges in the outer part of the layer. The outer small-scale motions are part of an overall transverse rotation with a scale comparable to the thickness of the layer.

A variety of models have been proposed to explain these features and how they come about; the field is still a subject of current research. Pertinent results will be recalled from the literature as needed in the discussion of results of our study.

Several conclusions can be drawn from past work. First, recent investigations indicate a strong tendency for large-scale transverse motions to develop in a turbulent boundary layer on a concave wall, even for cases of weak curvature. The precise nature of these disturbances has not been made clear by prior research; however, many experimenters tend to attribute the disturbances to a kind of turbulent Taylor-Görtler vortex system. The wavelength of the disturbances tends to be on the order of twice the local boundary layer thickness. In no case do the naturally occurring disturbances display a well-defined periodicity. The pattern of observed disturbances seems to depend on the specific characteristics of the apparatus employed since no simple scaling laws are evident which relate the flow properties to the disturbances. The failure of the earlier experiments to detect large-scale variations, despite evidence of strong mixing in mean velocity profiles, and the several recent results demonstrating the importance of inlet conditions,
raise further questions concerning the true nature of the flow field. Despite extensive single point measurements in this class of flows, little has been done to survey the instantaneous flow field on a global scale, for example by using flow visualization, to clarify the physics of the flow.

1.3 SPECIFIC OBJECTIVES

In order to answer some of the questions raised by the review of the literature above, the following objectives for the study were formulated:

1. Design and construct a large water channel facility whose primary purpose is to allow detailed visual study of turbulent boundary layers on concave walls with moderate curvature ($S/R=0.05$).

2. Obtain mean velocity data to qualify the apparatus and quantify some of the more commonly used boundary layer parameters such as momentum thickness and shape factor. Obtain turbulence data as equipment permits.

3. Conduct detailed visual surveys of the flow field upstream of curvature in the curved region, and in the recovery region, employing dye injection through the wall to visualize the flow close to the wall and the hydrogen bubble technique for flow further out. Determine the effects of concave curvature on flow structures.
4. Develop a qualitative physical model of the flow which explains its observed characteristics.
Chapter II
EXPERIMENTAL METHODS

2.1 FACILITY DESCRIPTION

In order to perform the investigation, a completely new flow facility was designed and constructed. A photo of the finished apparatus is shown in Fig. 4 and a schematic of the curved channel in Fig. 5. Because we designed the water channel with a great deal of flexibility in mind, detailed design calculations and parts specifications are described in the Appendices for the benefit of future investigators who may wish to modify the rig.

2.1.1 General Construction

The facility is a large free surface water channel with plexiglas walls braced by steel frames. Water enters and leaves through steel inlet and outlet plenums. The actual test walls are inserted into the main structure so that water stands on both sides of the test walls. This design frees the test walls of the loads imposed by the large volumes of water and enables the walls to retain their shape once they are placed and adjusted in position.

Design and construction of the facility was initially divided among three students: I designed the curvature water channel and probe traverse, John Simonich took care of sump modifications, the water treatment system, and the mobile instrument platform, and Brian Oyles handled the straight water channel and the plumbing. The reader should consult Simonich's thesis for additional design details.
Figure 5: Schematic of concave flow facility.
2.1.2 **Inlet**

Water is pumped from an underground sump by a 7.5 hp deep-well impellor pump. It enters the rig through a vertical perforated pipe. Two disc valves and a bypass leg are used to control the flow rate. A constant height skimmer overflow in the inlet plenum removes much of the surging due to the pump and makes it easier to maintain the water at a fixed height. The flow is then passed through a perforated plate, diffused, and turned. The pressure drop across the perforated plate is of the order of 100 velocity heads in order to remove the larger eddies. A honeycomb panel and four fine mesh screens are used to take out the smaller eddies and reduce the turbulence levels in the flow. A two-dimensional 4:1 contraction ratio nozzle accelerates the flow up to the nominal speed of 15 cm/s.

In the present study, laminar boundary layers leaving the nozzle were tripped 110 cm downstream of the nozzle exit by 0.47 cm (3/16") square rods. The wall opposing the test surface was designed to minimize the streamwise pressure gradient which would otherwise develop due to the blockage effect of the boundary layers.

2.1.3 **Test Section**

488 cm (16 ft) downstream of the nozzle, the flow is turned in a 90°, 136 cm radius bend. The opposite wall was designed to minimize the streamwise pressure gradient on the curved test surface due to pressure gradients owing to streamline curvature and boundary layer blockage. Following the curve is a 244 cm (8 ft) long recovery region.
2.1.4 Exit

At the end of the recovery section another perforated plate is used to keep the effects of the nonuniform flow in the outlet plenum from propagating upstream. It was not necessary for the present study to use a honeycomb flow straightener prior to the perforated plate at the channel exit. A specially designed valve in the outlet plenum controls the flow back into the sump while at the same time preventing the entrainment of air into the water as it returns to the sump.

2.1.5 Filtration and Air Control

The water was continuously filtered by a diatomaceous earth swimming pool filter, operating in an independent side loop (see Fig. 6). A cavitation nozzle and a vacuum pump deaerated the water, eliminating the fine "mist" of bubbles usually present. These bubbles would have otherwise obscured the hydrogen bubbles used for flow visualization and also prevented the use of hot film anemometers. The water was chlorinated to a level about twice that recommended for swimming pools to prevent algae growth. The pH of the water was not controlled.

2.1.6 Instrumentation

A mobile instrument platform was designed and constructed to run along rails attached to the tops of the channel frames. This platform carries the probe traverse in the streamwise direction. The speed of the platform is monitored by a photodiode which senses the rulings on a tape scale glued to one of the rails.

* For design details see thesis of J. Simonich.
A two-axis probe traverse was developed to position probes anywhere in a crossplane to the flow. Stepper motors drive the two axes and are remotely controlled by an indexer. Provisions in the construction of the indexer allow computer control. An interface for a DEC MINC-11 microcomputer was designed and built for the indexer. Details concerning the hardware, electronics, and software of the traverse may be found in Appendix B. A picture of the instrument platform with the traverse is shown in Fig. 7.

Figure 7: Mobile instrument platform with probe traverse.
2.2 **FLOW VISUALIZATION TECHNIQUE**

Two techniques were used to visualize the flow: dye injection and hydrogen bubble generation.

![Figure 8: Cutaway view of dye slot.](image)

In the design of the test wall, we included several pairs of dye slots in order to inject dyes into the viscous sublayer (see Fig. 8). Dyes injected into the sublayer through wall slots to visualize the boundary layer structure were first employed by Rundstadler, Kline, & Reynolds (1963) in their pioneering work on turbulent boundary layer structure. In the present study, each dye slot was 30 cm long; the width
of the slot was adjustable and typically set to about 0.02 cm. The slots were arranged in pairs, with about 20 cm between each pair, in an attempt to track flow structures over a greater streamwise extent. Each slot in a pair was fed a different color of dye from a plastic bottle (ordinarily used for medical procedures) suspended about half a meter above the water's surface. Small aquarium valves controlled the feed rate of dye to the slots. The dye consisted of food coloring diluted with water along with a small amount of isopropyl alcohol to make it neutrally buoyant and algae resistant. Tests were run with the slots turned on and then off. These tests indicated that for modest feed rates (0.15 ml/s, 0.3 cm/s through the slot), the injection of dye had no qualitative effect on the flow. Dyes contaminating the water supply were gradually bleached out by the chlorine added to the water for algae prevention.

We also used a modified syringe with a 20 gauge hypodermic spinal needle to inject dyes at other locations for quick checks of the flow field.

The dyes were illuminated from the back, through the transparent plexiglas test surface, by banks of high intensity fluorescent tubes. High-speed (ASA 400) black and white, and color reversal films (Kodak 4X and VHF 7250) were used to photograph the flow.

---------

5 The 60 cycle fluctuation of the light intensity made it necessary to adjust the shutter speeds on our cameras to 1/60 s or slower to avoid shadows and inconsistent exposures.
To visualize the flow far from the wall, we used the hydrogen bubble technique. This method of visualization was invented by Clutter & Smith (1961) and subsequently used and refined by several Stanford investigators including Schraub et al (1965). A platinum wire electrode 76 microns (3 mils) in diameter and 30 cm long was mounted on a suitable holder and placed in the flow. When energized to a potential of about 125 volts relative to another electrode placed downstream, fine hydrogen bubbles were generated on the wire and swept away by the flow. Sodium sulfate ($\text{Na}_2\text{SO}_4$) was added to the water at a concentration of about 150 gm/m$^3$, as recommended by Thompson (1973), to increase its conductivity. The bubbles were small enough to follow the flow sufficiently close for qualitative purposes. The wire holder and suction cup-mounted mirror used to view the bubbles were found not to significantly affect the flow in the region under observation. An electronic pulse generator (see thesis of J. Simonich for details) enabled us to generate discrete time lines of bubbles of variable width and spacing.

The bubbles were illuminated by a 500 watt spotlight with a tungsten halogen bulb, suspended above the channel and shining down into the water (see Fig. 9). Best results were obtained when the angle between the line of sight and the light beam was as small as possible. Hence, end views were preferred for photographic purposes. End views also accentuated transverse motions of the flow which were difficult to perceive in plan views. High-speed black and white reversal film (Kodak 4X) forced two stops to ASA 1600 was used to photograph the hydrogen bubbles.
Figure 9: Lighting and viewing arrangement for hydrogen bubbles.
2.3 **HOT FILM MEASUREMENT TECHNIQUE**

A 0.015 cm (6 mil) diameter TSI quartz-coated cylindrical hot film probe was used to measure velocities in the flow. The length of the exposed sensor was 0.2 cm. The probe was run by a TSI 1010A anemometer unit at an overheat ratio of 1.08. The anemometer’s bridge output was connected to an a/d converter in a DEC MINC-11 microcomputer, (see Fig. 10 for layout).

2.3.1 **Hot Film Calibration**

The channel was filled and set for minimum flowrate by closing the outlet valve. Leakage through the valve limited the minimum mean velocity to about 1.0±0.2 cm/s, determined by measuring the time-of-flight of injected dye. The velocity fluctuated between 0 and 2 cm/s with a period of about 2 s due to sloshing in the channel. The amplitude of this fluctuation was small enough compared with the range of velocities that would be measured (1 to 20 cm/s) so that the difference between the average bridge voltage and the voltage that would correspond to the average speed was negligible. Therefore, the velocity fluctuations due to the sloshing were largely eliminated by the averaging of the bridge voltage.

The mobile instrument cart towed the probe in the upstream direction. The probe sensor was located about 20 cm below the water’s surface. The photodiode speed indicator provided the cart’s speed with an uncertainty of 0.2 cm/s for speeds ranging from 0 to 20 cm/s. A computer program used this speed along with the computed average bridge voltage to create a calibration table. (See Appendix C for a program listing.)
In subsequent calibration checks, the probe calibration remained steady within 0.2 cm/s as long as the temperature remained constant. 3 or 4 spot checks were always performed before commencing a run.

2.3.2 Velocity Measurements

The difficulty of using hot films in water is well-documented by Morrow & Kline (1971). Before computer control was instituted, we were unable to control probe drift due to dirt contamination. In addition, the water temperature generally rose about 0.1 degree Celsius per hour due to heating from the pump bearings and flow system losses. Automating the data acquisition process permitted a measurement technique which compensated for some of the shortcomings of hot film probes. The main feature of this technique was using the bridge voltage obtained in the potential core region at a fixed reference location to normalize all measurements:

\[ e_n = \frac{e_m}{e_r} \]

where

- \( e_n \) = normalized voltage at measurement point
- \( e_m \) = actual voltage at measurement point
- \( e_r \) = voltage at reference point during original calibration
- \( e_r' \) = voltage at reference point at time of measurement

This procedure had the effect of minimizing changes in the measured velocity due to changes in the water temperature, total channel flow rate, drift of the anemometer electronics, and drift of the probe output due to dirt contamination. Justification for this normalization procedure is given in Appendix D. Using this procedure, we were able to
obtain results with good repeatability. One beneficial side effect of this measurement technique was the almost total elimination of probe contamination due to dirt. Evidently the frequent movement of the probe helped dislodge dirt which might otherwise accumulate at stagnation points. As a result, probe drift due to dirt was unnoticeable; bridge output at the reference point remained constant except for changes due to drift in the electronics and water temperature, which were compensated for by the normalization procedure.

The normalization procedure described above requires the establishment of a reference point at a fixed location in the flow. Since the cart could not be moved by the computer, secondary reference points were established at each streamwise location where velocity profiles were desired. The velocities at the secondary reference points were measured with respect to the primary reference point, which was chosen to be at \( x=400 \text{ cm}, y=12 \text{ cm}, \) and \( z=2 \text{ cm} \). Velocity profiles at different streamwise locations were then taken by using the secondary reference points for the normalization procedure.

The typical sequence of steps taken to acquire a velocity profile are outlined below.

1. The time-of-flight of a dye blob over a 244 cm (8 ft) stretch of the inlet was used to determine the nominal velocity at the primary reference point. Flow controls for the channel were sensitive enough to enable us to repeat core velocities to within less than 1% of the nominal 14.8 cm/s on any given day.
2. The velocity at the secondary reference point to be used was determined by measuring the mean bridge voltage at the secondary reference point, normalizing it by the voltage at the primary reference point, and interpolating between entries in the calibration table.

3. The wall location was determined by moving the probe against the wall then gradually moving it away while observing the bridge output. The low velocities and high fluctuations near the wall made it difficult to determine the wall location to better than 0.05 cm.

4. The computer was instructed to commence taking velocity measurements. (See program listing in Appendix C.) The probe was positioned by the computer according to a predetermined set of coordinates.

5. Prior to each measurement, the computer moved the probe out to the secondary reference point and sampled the anemometer at 20 Hz for 20 s. The mean bridge voltage obtained there and the voltage corresponding to the velocity at the secondary reference point were used to normalize all readings taken at the measurement point according to Eq. 2.1.

6. In turbulent flows, the probe remained at the measurement location for 5 min and was sampled at 6 Hz for a total of 1800 samples. In laminar flows, a 20 s average was sufficient. The program kept running tallies of the sum of the velocities and sum of
the velocities squared. At the end of the sampling period, the mean velocity and turbulence intensity were calculated and written into an output file.
3.1 VELOCITY MEASUREMENTS

Profiles of mean velocity and turbulence intensity \(u'^2\) were measured in four cross-planes. For purposes of qualifying the measurement technique and the apparatus, we also obtained some laminar profiles.

Fig. 11 shows the coordinate system employed in describing positions within the flow. The origin for \(x\) was arbitrarily chosen to coincide with the beginning of the flat test wall, at the exit of the nozzle. Curvature begins at \(x=488\) cm and ends at \(x=701\) cm. One cross-plane is located in the inlet at \(x=400\) cm, two are located in the curve at 30° and 75° of turning (\(x=559\) cm and \(x=666\) cm, respectively), and the fourth in the recovery region at \(x=760\) cm. The coordinate \(y\) is measured from the wall. \(z\) is positive in the upward direction and its origin is located near midspan, 58 cm from the bottom of the channel.

3.1.1 Laminar Profiles

Fig. 12 shows the mean velocity and turbulence intensity as measured across the channel at \(x=400\) cm at low channel velocities (6 cm/s) with the boundary layer trips removed. Cross-channel profiles were taken by traversing out from each wall with some overlap of the profiles in the center; the degree to which the readings from separate profiles at the
Figure 12: Laminar profiles.
same location agree with each other is a good measure of the repeatability (or first order uncertainty, see Moffat (1978)) of the measurements.

Several sources could have contributed to the relatively high, apparent freestream turbulence intensity ($u'_{rms}/U_0=1.3\%$).

1. The reference voltage in the anemometer was observed to contain two variable components. There was a very slowly varying part which seemed to be due to changes in the room temperature. There was also a more rapidly varying component, with a frequency on the order of a few hertz, which was probably due to noise in the power supply. The slowly varying component was removed by the normalization procedure. The more rapidly varying component is estimated to have added about 0.4\% to the turbulence intensity.

2. The finite resolution of the A/D converter could have introduced some spurious fluctuations in the signal. The resolution of the A/D was 2.5 mV (12 bits for a range of 10.24 V). Since the preamplifier feeding the A/D had a gain of 0.5, the effect of having the least significant bit toggle between 0 and 1 would be to cause a spurious turbulence intensity of about 0.5\% to appear.

3. The sloshing motion mentioned earlier could have been present to some degree. However, no changes in the water level were visible.

---

6 This voltage is the voltage imposed across the resistance bridge in the anemometer circuit and should not be confused with the voltages measured at the reference points in the flow.
Because the emphasis of this study was more on the qualitative features of the flow, further refinements of the measuring technique or the apparatus were not attempted.

Figure 13: Comparison of data with Blasius profile.
Fig. 13 shows laminar results normalized and compared with a standard Blasius profile. Agreement is fairly good except near the wall, where, because of the low flow speed, calibration errors were greater. Probe blockage effects might also have been present and affected the near-wall regions of the profiles.

3.1.2 Flatt Plate Turbulent Boundary Layer, Upstream of Curved Region

Fig. 14 depicts boundary layer profiles at the inlet to the curve, x=400, cm at various transverse (spanwise) locations. In each case the origin of the y coordinate was adjusted to give a best guess for the actual origin based on close-up examination of the velocity profile near the wall. In any case the required shift, y0, was less than the uncertainty in the wall position. At each location the mean velocity profile is plotted in raw form and in inner, wall coordinates. The value of the friction velocity used to normalize the data was obtained using a method suggested by Coles (1968) in which a least-squares fit is performed to fit the data to Coles' standard velocity profile by varying u* and $\delta$ for $y^+>50$ and $y/\delta<.75$:

$$u^* = \frac{1}{k} \chi(n(y^+)) + C + \frac{2\sin^2\left(\frac{\pi y}{2\delta}\right)}{2\delta}$$

(3.1)

where $k=0.41$ and $C=5.0$. $\Pi$ is eliminated by evaluating Eq. 3.1 at $y=6$:

$$\frac{u^*}{u^*} = \frac{1}{k} \chi\left(\frac{6U_0}{y}\right) + C + \frac{2\Pi}{k}$$

(3.2)

Eq. 3.2 is used with Eq. 3.1 to eliminate $\Pi$ while the least-squares fit is performed to determine $u^*$ and $\delta$. The program used was written by Rangarajan Jayaraman at Stanford. The program also calculates the
Figure 14: Profiles on inlet flatplate.
standard integral parameters by integrating a standard sublayer profile from the wall to $y^*=50$ then integrating parabolic segments fitted to the data for the remainder of the boundary layer. The values used for the sublayer integrals are given by Coles as:

$$\int_0^{50} u^+ dy^* = 540.6, \quad \int_0^{50} u^{+2} dy^* = 6546.$$  (3.3)

| TABLE 2 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Spanwise variation of boundary layer parameters at inlet, $x=400$ cm. | | | | |
| $Z$ (cm) | $6$ (cm) | $6^*$ (cm) | $\theta$ (cm) | $H$ (cm) | $u^*$ (cm/s) | $Re$ | $c_f$ | $\Pi$ |
| 20 | 8.39 | 1.176 | 0.826 | 1.423 | 0.675 | 1349 | 4.164 | 0.259 |
| 10 | 7.32 | 1.122 | 0.782 | 1.434 | 0.676 | 1282 | 4.146 | 0.380 |
| 0 | 7.56 | 1.160 | 0.814 | 1.426 | 0.686 | 1360 | 4.101 | 0.390 |
| 0 | 6.93 | 1.057 | 0.734 | 1.440 | 0.684 | 1206 | 4.222 | 0.361 |
| 0 | 7.75 | 1.170 | 0.815 | 1.437 | 0.666 | 1428 | 3.979 | 0.387 |
| -10 | 6.94 | 1.046 | 0.729 | 1.433 | 0.688 | 1200 | 4.259 | 0.338 |
| -20 | 6.14 | 0.931 | 0.648 | 1.436 | 0.702 | 1066 | 4.434 | 0.321 |
| design | 8.64 | 1.198 | 0.811 | 1.477 | 0.655 | 1240 | 3.706 | 0.322 |

Some of the more commonly used parameters appear in Table 2 along with their design values. First-order uncertainty in the measurements is reflected by the scatter of the results at $z=0$ (data sets FLAT1, 2, and 5). In general the boundary layer was slightly thinner towards the bottom of the channel; this is further supported by the spanwise measurements discussed below. Because of the emphasis of this study on qualitative results, we considered the variations in boundary layer parameters.
acceptable. For example, over the central 20 cm of the span from \( z = -10 \) to \( z = +10 \), 8 and 6 had standard deviations of 5% about their respective means of 0.775 cm and 7.30 cm and \( u^* \) had a standard deviation of 1.3% about its mean of 0.68 cm/s. In any case, at all 5 locations the boundary layer appeared to be typical of a flat plate turbulent layer grown in a zero pressure gradient to a modest momentum thickness Reynolds number of approximately 1300.

Turbulence intensity profiles at the inlet also appear normal. Fig. 15 compares turbulence intensity profiles taken at \( x = 400 \) cm and \( z = 0 \) with those obtained by Klebanoff (1954). Note that Klebanoff's data were taken at a much higher Reynolds number. Considering the uncertainty in our data, reflected by the scatter, agreement is adequate.

3.1.3 Surveys of the Flow Field

A series of cross-channel mean velocity and turbulence intensity profiles were taken at the four locations described earlier: \( x = 400 \) cm, 30°, 75°, and \( x = 760 \) cm. The integral parameters for the test wall boundary layers at these locations appear in Table 3. These parameters were calculated by fitting parabolic segments to the data and integrating. The standard Coles profile (Eq. 3.1) doesn't appear suitable in the curved and recovery regions, so \( c_f \) was not calculated.

To simplify graphing and interpreting the cross-channel profiles, the normal coordinate \( y \), measured from the concave wall, has been normalized by the local channel width at each successive streamwise location. Velocities measured at locations in the curve have been normalized according to the relation
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where \( R_0 \) is the radius of curvature of the concave wall. Data presented in this way show more clearly than a plot of simple velocity the departure of the data from potential flow. For curved potential flow, the angular momentum \( U_r \) is a constant, where \( r \) is the distance from the center of curvature. Hence, in the present case, where \( R_0 - y = r \), the potential core of the flow appears as a region of constant \( U_n \). Furthermore, the value of this constant gives the potential velocity at the concave wall.
TABLE 3

Streamwise development of integral parameters.

<table>
<thead>
<tr>
<th>Location</th>
<th>$S_1$ cm</th>
<th>$S_2$ cm</th>
<th>$\theta$ cm</th>
<th>$H_1$ cm</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>X=400 cm</td>
<td>7.56</td>
<td>1.160</td>
<td>0.814</td>
<td>1.426</td>
<td>FLAT1</td>
</tr>
<tr>
<td></td>
<td>6.93</td>
<td>1.057</td>
<td>0.734</td>
<td>1.440</td>
<td>FLAT2</td>
</tr>
<tr>
<td></td>
<td>7.75</td>
<td>1.170</td>
<td>0.815</td>
<td>1.437</td>
<td>FLAT5</td>
</tr>
<tr>
<td>30°</td>
<td>10</td>
<td>1.184</td>
<td>0.874</td>
<td>1.354</td>
<td>CRV30</td>
</tr>
<tr>
<td>75°</td>
<td>merged</td>
<td>1.141</td>
<td>0.935</td>
<td>1.221</td>
<td>CRV75</td>
</tr>
<tr>
<td>X=760 cm</td>
<td>merged</td>
<td>0.758</td>
<td>0.567</td>
<td>1.338</td>
<td>FL760</td>
</tr>
</tbody>
</table>

Note: Integral parameters at locations in curve based on radius-normalized velocities. $S_1$ at 30° estimated from velocity profile.

...wall (where $y=0$). The potential wall velocities used to normalize the turbulence intensity, $u'$, were obtained in this way by examining the cross-channel velocity profiles. For measurements taken at 75° and X=760 cm, where no potential regions were evident, the maximum value of $U_n$ has been used.

Fig. 16 shows the profile at X=400 cm, about 10 boundary layer thicknesses upstream of the start of curvature; the flow appears fairly symmetrical. 30° into the curve, (Fig. 17), the mean velocity and turbulence intensity show some pronounced changes. A potential core is still evident across the middle fifth of the channel. However, the region of turbulent activity on the concave wall has enlarged and extends further out into the flow while a drop in turbulent activity is evident near the convex wall. This trend continues as shown by the data at 75° (Fig. 18).
Figure 16: Cross-channel profiles at x=400 cm, inlet section.
Figure 17: Cross-channel profiles 30° into the curve (x=559 cm).
Figure 18: Cross-channel profiles $75^\circ$ into the curve ($x=666$ cm).
The velocity profile is considerably fuller than that for a flatplate, evidence of substantial mixing. Both the velocity and turbulence intensity profiles suggest that the boundary layers on the side walls have merged by this point.

In the flat wall region at x=760 cm, 59 cm downstream of the end of curvature, the profiles (Fig. 19) show no sign of recovery. The convex wall side of the profile shows the effects of the expansion in channel width at the 90° location. As mentioned earlier, the convex wall was shaped to minimize the streamwise pressure gradient on the test surface. This design requires an expansion of the channel at the end of curvature. This expansion produces a strong adverse pressure gradient on the convex wall, and thereby creates a small separation bubble or recirculation zone. Injected dye indicated flow separation a few centimeters upstream of 90° and reattachment about 20 cm later, 40 cm upstream of the measurement station at x=760 cm. The effects of the separation and reattachment are evident in the mean velocity and turbulence intensity profiles in the vicinity of the convex wall at x=760 cm. These profiles strongly resemble those obtained by Eaton (1980) downstream of reattachment behind a backward-facing step. The effects of the separation and reattachment on the convex wall appear not to have any effect on the concave test wall profiles.

Figs. 20-22 show the results of core surveys at x=400 cm, 30°, and 75°. Profiles were taken by traversing in the y direction at each of 21 spanwise (z) locations spaced 2 cm apart. Since the ordinate for the U profiles begins at 10 cm/s, the scatter of the data appears larger than
Figure 19: Cross-channel profiles at x=760 cm, recovery section.
Figure 20: Spanwise profiles at x=400 cm.
Figure 21: Spanwise profiles at 30°.
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the scatter in previous graphs. Fig. 20 confirms the trend mentioned above, namely the boundary layer is thinner towards the bottom of the channel; the profiles at y=2 and 4 cm show slightly higher velocities for smaller values of z. The turbulent profiles, however, appear fairly uniform. Fig. 21 also shows the boundary layer to be somewhat thinner towards the bottom of the channel. The skewing of the turbulence intensity profile at y=8 cm is consistent with this trend. The turbulence intensity profiles at the other y locations are not as skewed because the cross-channel profile (Fig. 17) is relatively flat in those regions.

Fig. 21 reveals that, aside from the fluctuations due to scatter in the data, no regular variation in mean velocity is apparent across the span of the channel covered by the traverse. At 75° (Fig. 22) the skewing of the turbulence intensity profiles has propagated to y=12 cm as well, although the inner profiles are still uniform. The mean velocities also show less uniformity, and scatter in the data is larger due to the higher turbulence intensities and the lack of a potential core for consistent normalization of the anemometer output.

Fig. 23 directly compares centerline profiles along the concave test surface as the flow develops. The velocity profiles are seen to become fuller, and the region of high turbulent intensity extends further away from the wall as the flow proceeds downstream.

3.1.4 Clauer Plots
In order to determine if a log region existed in the boundary layer on a concave wall, the mean velocity was plotted against the logarithm of the distance from the wall (Fig. 24). Uncertainty in the probe position
Figure 23: Streamwise development of velocity and turbulence intensity profiles.
Figure 24: Clauser plots of mean velocity profiles.

(±0.05 cm) makes comparison of points near the wall risky. Logarithmic regions are evident in the flatplate, 30°, and 75° profiles but not in the 760 cm profile. However, on the basis of the Clauser method, the slope of the log region in the profile at 30° implies a lower skin friction than that for the upstream flatplate. We believe the actual skin friction on the concave wall to be higher than that on the flatplate and
tentatively conclude that the usual correlation relating the log region with the skin friction may not be applicable to the log regions visible in the concave wall profiles in Fig. 24.

Figure 25: Typical velocity profiles from Smits et al (1979).

The effects of concave curvature on the Law of the Wall found in the present study bear some similarity to the results of previous investigators such as Ellis & Joubert (1974), So & Mellor (1975), Smits et al (1979), and Hoffmann & Bradshaw (1981). Although the profiles in their...
studies retain the usual logarithmic region near the wall. (due in part to the higher Reynolds numbers at which their tests were done), the wake regions of their profiles all show a tendency to undershoot the usual Law of the Wall. Fig. 25 shows mean velocity profiles taken from the study of impulsive curvature of Smits et al (1979). (Their channel had a sharp 30° bend in it at x=0 mm. Profiles in (a) were taken at a spanwise location where $c_f$ was a maximum; profiles in (b) were taken where $c_f$ was a minimum. The scale on the left applies only to the lowest curves. The left-hand end of the log-law line marks $U_o/u^* = 15$ for the other curves, which are staggered.) In the 30° profile of the present study, it appears as though the region from $y=0.5$ to $2.0$ cm may actually be part of this undershooting and should not be thought of as the usual log region. Further discussion of this behavior is given in the next chapter.

3.2 **VISUAL RESULTS**

Extensive visualization surveys of the flow were taken using dyes and hydrogen bubbles. In addition to surveying the turbulent flow field, we also visualized a laminar boundary layer on the concave wall to see if we could obtain the classical Taylor-Görtler vortex flow.

3.2.1 **Laminar Flow**

In order to achieve the proper conditions, the velocity had to be low enough so that transition did not occur. However, too low a velocity resulted in the development of a strong secondary flow pattern due to the boundary layer on the channel floor. This secondary flow dominated
the entire curved portion of the channel, resulting in flow angles approaching 45° on the test wall. By running the channel fast enough to maintain a turbulent boundary layer on the floor but slow enough to prevent transition on the test wall, we were able to produce a nominally two-dimensional laminar boundary layer on the test wall. The mean velocity under these conditions was about 5 cm/s, and the boundary layer was about 4 cm thick at the start of curvature.

The flow was visualized by injecting dye through the wall slots. Dye coming out of the first dye slot, chosen to be upstream of curvature, formed a uniform transparent sheet. As the sheet entered the curve, it coalesced into several very narrow discrete streamers, the result of Taylor-Görtler vortices. Dye injected through a second slot 30° into the curve coalesced within a few centimeters. The first time this test was performed, the streamers were evenly spaced about 10 cm apart and tended to be quite stable (see Fig. 26a). In a subsequent experiment, the spacing was not nearly as uniform. The reasons for this nonrepeatability are not clear at this time, but the transitional nature of this flow would seem to make it very sensitive to upstream flow conditions. During the second experiment, the channel had to be narrowed 3 to 4 centimeters in order to impose a favorable pressure gradient to delay transition.

An interesting feature revealed by the dye was a secondary instability which sporadically developed out of the primary Taylor-Görtler cells. Occasionally, the low-speed fluid brought away from the wall by the roll cells would interact with the outer flow, forming a horseshoe vortex street (see Fig. 26b). Similar structures were observed in the
Figure 26: Dye visualization of Taylor-Görtler vortices and secondary instability.
studies of Bippes & Görtler (1972), Aihara & Sonoda (1981), and Aihara & Koyama (1981). The vortex streets also resemble the coherent structures studied by Perry & Lim (1978) in their work on coflowing jets and wakes. The spanwise width of the horseshoe vortices was roughly 5-7 cm and the spacing between successive vortices was roughly 4-5 cm. Evidently, the tube-like shear layer between the high- and low-speed fluids was rolling up as a result of a Helmholtz-type instability. The resulting vortices would drift downstream at velocities close to that of the free-stream, occasionally pairing before breaking down into turbulence. Although these vortex streets usually formed within a few centimeters of the wall, some of them appeared almost at midchannel.

The vortex streets appeared at irregular intervals, forming for several seconds then washing away. Usually, the streamers appeared to develop a transverse oscillation of increasing magnitude which led to breakdown. Only "quiet looking" streamers seemed to develop into vortex streets. Since the primary aim of this work was the study of turbulent boundary layers, we did not pursue the investigation of laminar instability any further.

3.2.2 Turbulent Flow
Flow through the nozzle appeared to be acceptably rectilinear and laminar. However, visualization of the flow over the boundary layer trips revealed a curious phenomena. The recirculation region on the upstream side of the trip was apparently unstable in the spanwise direction. Every few centimeters, the fluid trapped in the recirculation vortex would find its way over the trip as shown in Fig. 27. The recirculation
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region therefore appeared segmented and three dimensional. The pattern of "breakthroughs" was very steady, although large disturbances would cause the pattern to change and "lock in" to a new arrangement. More detailed flow visualization revealed that the actual volume of fluid involved in the breakthroughs was very small and that the effects of transition downstream of the trip obliterated all visual evidence of the nonuniformity. No signs of the nonuniformity were apparent in the spanwise velocity profiles taken farther downstream.
Because turbulent flow is strongly three-dimensional and time-dependent, it is almost impossible to completely document it for future analysis. The best we could do was to take motion pictures of the flow, selecting the camera angle to optimize the visual effects of the three-dimensionality. A summary of our results is contained in the film, "Turbulent Boundary Layers on Concave Walls," available on loan. The film contains footage of dye and hydrogen bubble visualization of the flow in the inlet, curved, and recovery regions. A detailed scene-by-scene narrative may be found in Appendix F. Representative still photos are shown in Figs. 28, and 30-33. The geometry of the hydrogen bubble photos is depicted in Fig. 29. The solid horizontal lines represent the locations of the hydrogen bubble wires, which are invisible in the actual photos. The dotted lines are located at the same y values as the wires, but at the mean x location of the bubble lines. Each group of hydrogen bubble pictures shows the wire(s) at different distances from the wall. The numbers to the right give the y values of the wires in centimeters. In the case of the discrete bubble lines, the photos show the bubbles about 0.57 sec after the wire was pulsed. Due to the mirror arrangement used, the flow is predominantly out of the page but slightly canted towards the lower left hand corner. What follows is a description of the flow field based on still photos, movies, and actual observations.

The flat plate boundary layer upstream of the curve at x=460 cm exhibits the usual pattern of streaks and bursts discovered by Runstadler & Kline (1959). With the bubble wire at y=0.5 cm, \( y^* = 30 \) the streaks appear as narrow regions of low velocity fluid which oscillate transversely. The mean streak spacing was determined by manually
Figure 28: Dye visualization in (a) inlet, (b) curve, and (c) recovery.
analyzing dye pictures and found to be 1.5 ± 0.16 cm. Using the friction velocity calculated at midspan of 0.68 cm/s, this corresponds to a $\lambda^*$ of 103 ± 11, which agrees well with the generally accepted value of 100 [Cantwell (1981)]. In addition, longitudinal vortices near the wall are occasionally seen. The typical length scale of these structures and the other eddies present in the flow is about 1 to 2 cm. The intensity of turbulent activity seems to diminish monotonically as one moves away from the wall; the bubbles at $y^+ \approx 10$ appear to be steady and almost laminar except for occasional small travelling disturbances associated with the intermittency at the edge of the boundary layer.
Figure 30: Hydrogen bubbles at x=400 cm, inlet.
Figure 31: Hydrogen bubbles at 20°.
Figure 32: Hydrogen bubbles at 50°.
Figure 33: Hydrogen bubbles at x=730 cm, recovery.
By about 20° into the curve, the boundary layer appears markedly different from that on the flat plate. The boundary layer is about 10 cm thick at this station. Near the wall, streaks are still present, but they are frequently swept aside or squashed by large-scale inflows or sweeps, with spanwise dimensions on the order of 4 cm and streamwise lengths of about 10 to 15 cm. The streaks and their surrounding fluid are pushed into piles and the usual near-wall bursting process appears to be mostly suppressed. Small longitudinal vortices are occasionally seen at the interface between the high-speed inflows and the low-speed wall fluid. Bubbles farther from the wall show that the low-speed collections of fluid are squeezed or ejected away from the wall by the sweeps and frequently make their way out to the potential core. Dual bubble lines 4 cm apart in the y-direction show that vertical motions are often correlated across the boundary layer. Planar visualization with one bubble wire pulsed continuously near the wall or near the edge of the boundary layer (y=9 cm) shows that the ejections and sweeps occur randomly in space and time. The impression one gets from viewing the actual flow is that the sweeps are somewhat more coherent and appear to be responsible for the ejections, which seem to form as a result of the sweeps. Small vortices are also present at the edges of the outflowing bulges of the ejections as they penetrate the core. Careful observation shows gentle streamwise circulations which extend over the entire boundary layer taking place. However, these weak roll cells, reminiscent of but weaker than the roll cells indentified in the related work by Johnston et al (1972) in a rotating channel, appear to be more a result of the sweeps and ejections than independent flow modules themselves.
As the flow proceeds downstream, its qualitative features as described above remain the same. However, the boundary layer gets thicker, and the crossplane movements of fluid increase in speed and extent. Intermittent values of $v$ and $w$ are often on the order of 4 cm/s or 25% of the mean channel velocity.

Near the downstream end of curvature and in the recovery region following the concave wall an additional flow characteristic becomes evident. Large (10 cm) patches or globs of laminar-like fluid appear throughout the boundary layer, interspersed within the large-scale motions remaining from the preceding curvature.

To assist in interpreting these visual results a computer simulation of streaklines and timelines was performed. This simulation is discussed in the following chapter. Interpretations of these observations are then given.

3.3 SUMMARY OF MAIN RESULTS
Although there was minor spanwise nonuniformity in the inlet section boundary layer, the flow was considered acceptable for the present qualitative study. The boundary layer upstream of the curved section appears to be a normal, zero-pressure-gradient flat plate boundary layer with a momentum thickness Reynolds number of about 1300. The streak spacing agrees with the generally accepted value of 100 wall units, and the boundary layer appears normal in the flow visualizations.

Once in the curved section, the appearance of the boundary layer is changed by the presence of large-scale sweeps and ejections. The sweeps
are typically about half a boundary layer thickness in span and appear to be coherent over the height of the boundary layer. The streamwise extent of the sweeps is difficult to ascertain using the present methods of visualization but is estimated to be several boundary layer thicknesses. The sweeps appear randomly in space and time over the concave wall. Although no stationary pattern is observed, the sweeps are spaced about one boundary layer thickness apart, on the average, in the spanwise direction. Fluid near the wall is displaced by the sweeps and ejected away from the wall. Bursting appears to be inhibited in the regions underlying the sweeps.

The random occurrence of the sweeps and ejections is supported by velocity and turbulence intensity profiles obtained by traversing in the spanwise direction; nothing in these profiles suggests that the large-scale sweeps and ejections occur in preferred locations. Traverses across the height of the boundary layer reveal fuller velocity profiles and higher values of turbulence intensity, especially in the outer layer. These results confirm the visual observations, which indicate an increase in mixing due to the large-scale sweeps and ejections.

The modification of the velocity profiles by concave curvature follows a trend apparent in the studies of earlier investigators. Concave curvature seems to cause the outer layer profile to undershoot the usual Law of the Wall, resulting in an attenuation or elimination of the usual logarithmic region.
Chapter IV
DISCUSSION

4.1 SIMULATION AND INTERPRETATION OF FLOW VISUALIZATION

Flow visualization of an unsteady flow by fluid marking has a major drawback, namely, the fluid markers show a time integrated picture of the flowfield since the current position of each marker depends on its prior history. In steady flows streaklines, streamlines and pathlines are identical, but this cannot be said of unsteady flows. The human eye and mind are able to integrate and interpret streak and pathline pictures to a limited extent. Thus when viewing a flow, some useful information regarding the instantaneous velocity distribution can be extracted. However, there is still a tendency for the eye to make erroneous conclusions based on some of the shapes formed by the markers. In order to help interpret the visualization data in the present study and to try out some simple models of the flow field, a computer program was developed which is capable of tracing fluid markers (e.g. streak and timelines) in a prescribed three-dimensional, time-dependent velocity field. The results, when displayed graphically and compared with actual visualizations of the flow, give an idea of what the actual velocity fields may be like.

Given a known Eulerian velocity field, for example \( \mathbf{U}(\mathbf{x},t) \), and a fluid marker which is identified by its initial position at time \( t=0 \), \( \mathbf{x}_0 \), the position of the marker, \( \mathbf{x}(t) \), is given by solving the differential equation:

\[-74-\]
\[
\frac{d\mathbf{X}}{dt} = \mathbf{U}(\mathbf{X}, t),
\]  
(4.1)

subject to the initial conditions \( \mathbf{X}(0) = \mathbf{X}_0 \).

In the present study, a velocity field resembling a Taylor-Görtler velocity field was prescribed:

\[
u = U_0 y',
\]  
(4.2)

\[
\begin{align*}
v &= \frac{-2V_0 hy}{h^2 + y^2} \\
  &= \frac{2V_0 h(h^2 - y^2)}{k_z(h^2 + y^2)^2}
\end{align*}
\]  
(4.3)

\[
\begin{align*}
W &= \frac{2\pi}{k_z(h^2 + y^2)^2} \sin(k_z z) \cos[k_x(x - ut)]
\end{align*}
\]  
(4.4)

where

\[
k_i = \frac{2\pi}{\Lambda_i}, \quad i = x, y, \text{ or } z.
\]  
(4.5)

This flow field satisfies continuity, but it is not irrotational. The intent here is not to propose a realistic model of an actual flow field but to see how fluid markers behave in a hypothetical flow field which has some similarities to an actual flow.

The flow described by Eqs. 4.2-4.4 consists of an array of counterrotating roll cells adjacent to a wall, each of width \( \Lambda_z/2 \), with solid body rotation in the center of each cell at height \( h \). At the corners of each cell there is stagnation point flow (see Fig. 34). The maximum vertical velocity, \( V_0 \), and occurs at a height \( h \) on the vertical line separating adjacent cells. The streamwise (u) velocity consists of a constant velocity, \( U_0 \), plus a shear, \( v' \). The shear is used in an attempt to reproduce the fact that flow moving towards the wall has a higher u.
velocity than flow moving away from the wall. The cosine terms at the ends of the expressions for $v$ and $w$ modulate the amplitudes of the cross-stream velocities so that the cells are of limited streamwise extent and travel downstream as coherent entities, like travelling waves.

The differential equations represented by Eq. 4.1 were solved using a fourth order Runge-Kutta ODE solver given by White (1974). Subroutines were written to display the results in true perspective.

The resulting velocity field causes computed time-streak markers to behave as shown in Figs. 35 and 36. Each cell is $0.5$ cm wide ($A_x=10$ cm) and $10$ cm long ($A_z=20$ cm) with a core set at $h=2.5$ cm from the wall.
Figure 35: Evolution of simulated time/streak markers with time.
Figure 36: Appearance of simulated time/stack markers generated at (a) 0.5, (b) 1.0, (c) 5.0, and (d) 10 cm from base.
The base plane is 20 cm square. $U_0$, the velocity at $y=0$, is 11 cm/s, and the shear $v'$ is chosen so that the velocity at the height of the marker generator is 10 cm/s in all cases. In this way, there is less of a vertical velocity gradient for markers placed farther from the wall, as is the case in the actual flow. The maximum vertical velocity, $V_0$, is 4.0 cm/s. The values for these parameters roughly approximate the actual observed characteristics of the flow while at the same time simplifying the display of the results. Fig. 35 shows a sequence of views at consecutive times with the generator at $y=2.5$ cm. Note the development of the “structures” as they proceed downstream. Fig. 36 has the generator at $y=0.5, 1.0, 5.0$ and 10 cm, all at the same time. If we imagine some random turbulence superimposed on the simulated flow field (Figs. 35 & 36), the result is qualitatively similar to the flow actually observed (Figs. 31-33).

The simulation exhibits several of the features observed in the actual flow field and helps explain how some of those features may appear. One of the more striking resemblances of the simulation to the actual flow is the narrowness of the outflows (ejections) for markers placed near the wall (Fig. 36a). The simulation demonstrates that such outflows are simply a result of the combined movements of the markers and are not necessarily indicative of narrow, jet-like ejections in the velocity field. Another feature the simulation helps clarify is the streamwise development of the large-scale structures. The markers make it appear as though the structures are larger downstream of the wire when in fact we know the prescribed velocity field is uniform aside from the periodic fluctuations. The assumption of a slow streamwise
development of the actual flow field is supported by the observation that similar structures appear at all locations in the curve. The variations in shape of the different timelines in the real flow is due to the random distribution of the "cells" and the different positions, relative to these "cells", at which bubbles are injected. In fact, "cells" is probably not a good word to describe the regions of inflow and outflow in the actual flow since planar visualization (in the x-z plane) shows them to be multiply-connected domains of irregular shape and size.

4.2 PHYSICAL CONSIDERATIONS

Most previous investigators (e.g. Tani (1962), So & Mellor (1975), Hoffman & Bradshaw (1981)) have reported stable longitudinal flow structures in the boundary layer on a concave wall and have concluded that a stationary array of counterrotating turbulent vortices exist there, analogous to the Taylor-Görtler vortices observed in a laminar boundary layer. Clearly, our flow is also dominated by large-scale structures, the difference being that our structures have less coherence and are distributed randomly over the wall. To see why this might be so, let's examine current knowledge about the fluid dynamics.

Various stability criteria lead one to expect flow with streamline curvature to be unstable to disturbances in the plane of curvature if a certain velocity gradient exists. Görtler (1954) and others have done detailed analyses to determine the exact conditions for instability in a laminar boundary layer assuming that the initial disturbances would take the form of vortices. It is important to keep in mind the other assumptions made in these analyses. The initial boundary layer is steady,
laminar, and two-dimensional. The initial disturbances are assumed small so that linearization of the equations is possible. The theory says nothing about how the flow will behave as the disturbances grow. In fact, our own laminar flow experimental studies as well as those of Bipees (1972), Aihara & Sonoda (1981), and others, have demonstrated that as the vortices develop, a secondary instability occurs in the shear layer between the low-speed fluid transported away from the wall and the high-speed outer layers, leading to eventual breakdown and turbulence.

Before moving on to discuss turbulent flow, it may be useful to examine the physical basis for the instability of curved flows. Newton's First Law says that an object in motion in a straight line will continue moving in a straight line unless acted upon by a force. In the absence of forces, a particle moving initially tangent to a wall with concave curvature will approach the wall and eventually collide with it. The same will happen even if there are forces on the particle, if those forces are insufficient to turn the particle (i.e. $F < \frac{mv^2}{R}$). Imagine a constant density fluid flow along a concave wall which contains a fluid particle with an abnormally high velocity. With its higher momentum, the particle will move in a path with less curvature than its neighbors and approach the wall. Continuity requires that the surrounding lower-speed fluid move away from the wall. How fast need the particle move to deviate from its neighbors in an unstable manner? For inviscid, constant density flow, Rayleigh's stability analysis and the Navier-Stokes equations show that potential flow is the condition for neutral stability, i.e. $U_r=\text{constant}$. If the local velocity gradient exceeds that for a potential flow, the flow is unstable. For viscous flows, the conditions
are not so simple as Görtler demonstrated, but the basic idea is the same.

In turbulent boundary layers the fluid velocity varies randomly in space and time, although the mean is stationary. If a point function describing the local stability were defined, its value would also vary randomly throughout the flow. Hence, in a turbulent flow one would expect at any instant to see randomly distributed regions (in all three dimensions) of stability and instability. The size of the regions would depend in some way on the characteristics of the fluid and the statistics of the velocity. Furthermore, the velocity statistics would be continuously altered by the mixing of high- and low-speed fluid elements. Added to this picture is the structure of the boundary layer itself, manifested in streaks and bursts as in the basic case of flow over a flat wall. Nothing in this picture suggests the development of a stationary pattern of Taylor-Görtler vortices.

Why have so many other investigators discovered stationary flow patterns, e.g. Taylor-Görtler-like cells of long streamwise extent? Rig dependency must be seriously considered when dealing with instability phenomena. Remember that it is variations in velocity throughout the flowfield which govern the stability. It is therefore important to consider (a) how experimenters deal with the streamwise pressure gradient associated with the onset of curvature, (b) how they control inlet conditions and secondary flows on endwalls, and (c) the geometry.

Aihara & Sonoda (1981) showed that the onset of Taylor-Görtler vortices in a laminar boundary layer was delayed by a favorable streamwise pressure gradient.
particularly the aspect ratio, of the channel they employ to investigate the phenomenon. It is felt that the control of flow nonuniformities, by inlet screens for example (see comments in previous section), can have a very strong influence on the final outcome. Very small stationary spanwise disturbances generated by pore size nonuniformities in the inlet screens or other elements can propagate far downstream. Depending on their relative amplitudes and distributions, these disturbances can in fact trigger standing Taylor-Görtler-like cells in a turbulent boundary layer, as demonstrated by Hoffman & Bradshaw (1981). In conclusion, it appears that some of the previous experimental work may in fact be contaminated by influences outside the control of the experimenters. In a number of cases these influences may be creating the stationary Taylor-Görtler-like cells that are apparently being observed.

4.3 PHYSICAL FLOW MODEL

The physical arguments given above, the results of the flow simulation, and the results of actual observation of the flow give rise to the following suggested physical model for the flow. This model is advanced as a hypothesis which needs further verification.

Pockets of relatively high-speed fluid force their way towards the concave wall as sweeps, pushing aside low-speed fluid. The sweeps originate as the random fluctuations in velocity associated with the large eddies in the outer flow. The spanwise width of the sweeps is on the order of half the boundary layer thickness, or about 500 \( y^* \) units. Although they occur randomly throughout the boundary layer, the spanwise spacing of the sweeps is on the average comparable to the boundary layer
thickness. Furthermore, although the sweeps may initially be localized, inertial effects and the presence of a mean velocity gradient which is less stable* near the wall would tend to carry the sweeps all the way to the wall.

Sweeps impinging on the wall set-up regions of stagnation-like flow with appreciable transverse velocities. The sweeps push aside the low-speed fluid near the wall along with the streaks embedded in it. The severe distortion and acceleration that the fluid undergoes may inhibit streak bursting. Bursting is a phenomenon associated with the presence of streamwise vorticity and a pattern of low-speed/high-speed streaks in the wall layer. The streaks may not get a chance to form fully before they are disrupted by the large-scale sweeps. However, the turbulence intensity remains high in the wall layers because of contributions from the larger scales of motion and the shearing action between the sweeps and the low-speed wall layers which get caught between adjacent high-speed sweeps and are ejected away from the wall.

The ejection of low-speed fluid into the higher velocity regions appears to increase the turbulence production there with a consequent increase in turbulence intensity far from the wall. What appears to be a Helmholtz instability occurs in the narrow shear layers formed between ejections and sweeps; this may be the mechanism that enhances turbulence production throughout the boundary layer and could possibly be a process that keeps the overall turbulence levels higher than in a flat wall boundary layer even though normal bursting appears to be suppressed as

* Less stable in the sense that it represents a larger deviation from neutral stability, $u^+\rho=constant$. 

---
described above.

It thus appears that these large-scale sweeps and ejections augment the effective Reynolds stress throughout the boundary layer\(^9\) even though bursting near the wall may be suppressed. If this is true, one model or picture of the structure might be one of a magnified wall-layer-like sweep/ejection mechanism. Thus the boundary layer as a whole may have a structure similar to that in the zone \(0 < y^+ < 30\) in a flat plate boundary layer but on a much larger scale. This would explain the modification or absence of a logarithmic zone in boundary layers on concave walls. This conjecture needs further study.

The actual flow is of course complicated by the random variations in sweep size, intensity, and location, and the interaction between the high and low-speed fluid elements. In fact, the sweeps and ejections are actually more like multiply-connected, intertangled regions in space which are constantly deforming as they drift downstream. Because of continuity, sweeps and ejections must give rise to localized regions where the flow is rotating. However, the extent, shape, and strength of these rotating bodies of fluid make it difficult to think of them as coherent structures in themselves. For this reason, the terms longitudinal vortices and roll cells seem inappropriate for describing this flow. However, the structural elements consisting of sweeps and ejections, random though they may be, seem to repeat themselves on a quasiperiodic basis and more adequately characterize the flow.

\(^9\) The turbulence measurements of So & Mellor (1972) and Hoffman & Bradshaw (1981) support this remark, but additional quantitative measurements are needed to distinguish between turbulence production by bursting and turbulence production by sweep/ejection interactions.
It should be emphasized that the flow over the concave wall in this study is a developing one. The imposition of concave curvature on the flat wall boundary layer gradually transforms that layer into a boundary layer with a new equilibrium state governed by the large-scale sweeps and ejections. The behavior of the mean velocity profiles in the Clauser plots can be explained in terms of this picture of a developing flow.

The boundary layer growing on the flat wall of the inlet accumulates a relatively large amount of momentum-deficient fluid near the wall by the time it reaches the curved section. As the flow enters the curve, this low-speed fluid is ejected away from the wall by the large-scale sweeps. The incoming sweeps begin to establish a new equilibrium condition in which the ejection of low-speed wall fluid is limited by the rate at which fluid is decelerated near the wall by viscosity. Since the sweeps replace fluid near the wall with higher speed fluid from farther out, the mean skin friction increases. Meanwhile, the initial, large body of low-speed wall fluid migrates outward, away from the wall, gradually mixing with the surrounding fluid. In mean velocity profiles this mixing region is believed to correspond to a quasi-logarithmic zone with a slope less than that corresponding to the Law of the Wall. Fig. 37 shows the streamwise development of the mean velocity profiles with the quasi-log zones marked by line segments. (In the profile at 75°, a new logarithmic region may actually be present close to the wall.) Consequently, all conclusions from the present study may be said to represent only developing concave wall flow. In practice, regions of extended curvature seldom occur. Almost all real flows are therefore developing, and the present results and this flow model are of practical significance.
Finally, the behavior of the flow in the recovery region can be explained as follows: The vigorous mixing occurring in the curved region depletes the supply of low momentum fluid near the wall. When the flow exits from the curved section, the large-scale instability mechanism is turned off, and quite likely the flow studied here experiences a
favorable pressure gradient since separation on the opposing wall nulli-
ifies the effects of the channel expansion to some extent. The result is
a new, thinner boundary layer growing on the flat, recovery region test
wall. This layer has large-scale motions in the outer flow whose inertia
makes them slow to decay as they are convected downstream from the
curved section. The large pockets of laminar-like fluid seen near the
wall may indeed be the results of local relaminarization in various
parts of the boundary layer. The laminar-like pockets in the outer flow
are probably chunks of the potential core which were entrained by the
large-scale motions.

The flow model for the concave wall boundary layer points to large
changes in the distributions of the sizes of the eddies which contribute
to the turbulence as the flow goes from flat to concave wall conditions.
The basic concave instability amplifies the outer layer scale of motion
to create the sweeps which then interact with the wall layers and change
their structure by pushing them into the outward ejections. Simple
measurements of $u'$ cannot reveal these changes. Although flow visualiza-
tion gives a good qualitative picture, quantitative data of a much more
detailed kind are needed. Space-time correlations of several velocity
components would be particularly useful in determining the relative con-
btributions of the large and small scales and how the distribution of
these scales of motion changes as we go from a flat wall to a concave
wall, and back again. None of the studies obtained to date, including
our own, satisfy this requirement.
Chapter V

CONCLUSIONS

1. The results of the present experiment provide a much clearer picture of the nature of the flow in turbulent boundary layers on concave walls. This picture aids understanding of past experiments and should help guide the course of future studies.

The following description of a turbulent boundary layer on a concave wall is proposed:

a) The structure of the boundary layer appears to be dominated by large-scale sweeps and ejections. These sweeps and ejections are coherent over the height of the boundary layer normal to the wall and are typically about half the boundary layer thickness in span. The streamwise extent of the structures is of the order of a few boundary layer thicknesses. The structures are distributed randomly over the wall and essentially travel with the mean flow with the sweeps moving faster than the ejections since they originate farther from the wall. The spanwise locations of the structures are not stationary in our apparatus,\textsuperscript{10} nor do the structures give rise to well-defined vortices or roll cells.

\textsuperscript{10} Some past experiments by others did find stationary structures perhaps due to apparatus irregularities. The question of what determines fixed versus moving structures is not settled. See below.
The effect of the sweeps is to bring high-speed fluid from the outer flow closer to the wall. This action displaces the low-speed fluid near the wall which is ejected away from the wall. These large movements of fluid appear to inhibit the near-wall bursting process, the major turbulence production mechanism for flat wall flow. However, the interaction between the ejections and sweeps appears to create a Helmholtz instability of the shear layer between the high-speed sweeps and the low-speed ejections, and creates additional turbulence production throughout the rest of the boundary layer.

b) An effect of the large-scale sweeps and ejections is a fuller mean velocity profile which gradually develops through the curved region as the flow moves toward a new state of equilibrium. The usual Law of the Wall is either attenuated or eliminated by the onset of concave curvature; instead, a quasi-logarithmic zone appears which seems to correspond to the outward migration of the ejections created at the start of curvature.

c) The large-scale fluid motions induced in the curved boundary layer persist long distances after wall curvature has ended. The removal of low-speed fluid from the near-wall region in the curve causes the boundary layer in the recovery region to appear somewhat like a newly developing, laminar-like boundary layer with little near-wall bursting.
The present results lend credibility to those earlier investigations which failed to find evidence of large-scale structures in their measurements of mean quantities. This suggests the need for further work to determine under what circumstances the sweeps and ejections remain fixed in position. In particular, weak upstream disturbances, such as those introduced by screens, honeycombs, and trips may have contaminated several of the more recent studies, causing their large-scale structures to occur at fixed locations.

2. The present facility provides an acceptably uniform flow which can be adequately visualized. The flexibility inherent in the water channel's design should make the channel a useful tool for future investigations into a variety of flows. Much of this flexibility lies in the channel's ability to accept different test wall inserts. The large size of the outer channel allows the use of a wide variety of inner channel geometries. Another useful feature is the ability to produce laminar or transitional flows by varying the flow rate. More drastic modifications are also possible: the outer channel modules can be unbolted and reconnected in different configurations. Furthermore, should any of the modules become worn or damaged, they can be replaced relatively easily.

3. The computer controlled hot film probe enabled us to acquire velocity data with good repeatability in what would otherwise be an unfavorable environment for such an instrument. The largest uncertainty in the results was due to calibration uncertainty;
further refinements in the speed sensor of the instrument platform could reduce this uncertainty.
Chapter VI
SUGGESTIONS FOR FUTURE RESEARCH

Future investigations of turbulent boundary layers on concave walls might profitably proceed along various paths, two of which are:

1. Obtain more detailed quantitative data on the flow. Suggestions include:
   a) Measurements of turbulent quantities, especially turbulent shear stress, obtained by conditional sampling employing simultaneous visualization to identify structural features.
   b) Measurements of space-time correlations to quantify the size of the large-scales of motion.
   c) Quantitative analysis of hydrogen bubble pictures by image processing to more accurately determine the shapes, sizes, and motions of the large-scale structures.

2. Attempt to resolve the role of upstream or other disturbances in determining the flow in the curve. A systematic study of the effects of various commonly encountered wind tunnel or water channel flow abnormalities (e.g. streamwise vortices or wakes from the inlet screens) can perhaps answer the question of why some of the flows contain stationary structures while others do not.
REFERENCES


Appendix A

WATER CHANNEL DESIGN

A.1 OUTER CHANNEL DESIGN

The basic design criteria for the outer channel structure were:

1. that it safely hold the large volumes of water required,

2. that it be as large as practically and economically possible,

3. that it permit visual access to as much of the test wall as possible, and

4. that it be flexible enough in design to allow for future modifications or repairs.

The last criterion and the desire to facilitate the construction led to a modular approach where the channel could be assembled from parts of an easily manageable size. Consequently, the fabrication of the parts could be done elsewhere and the channel assembled on site with little or no additional modification to the parts.

Visualization requirements dictated that most of the channel be transparent. To support the weight and pressure of the large volumes of water, a steel reinforcing frame was necessary. In order to facilitate fabrication, the channels and frames were designed as separate units.
Adjustable braces (see arrows) were used to fit each frame to its channel, as shown in Fig. 38. In addition, this design feature increased the
modularity of the apparatus. We chose plexiglas over glass for the channels because of the relative ease with which it can be machined and joined. This was considered more important than the scratch resistance of the material. The standard 4'x8' sheets plexiglas comes in, led to a channel module size of 4' long, 4' high, and 2' wide. The size and weight of these modules permitted easy handling by two people without using power equipment.

Each channel module had flanges at either end which were used to bolt adjacent channels to each other. A soft neoprene rod, sandwiched between flange faces and held in place by a groove in one face, sealed each joint. Design data for the groove was obtained from O-ring manuals, but the best bolt spacing was ultimately determined by constructing a small, prototype flange.

The inlet and outlet plenums were fabricated out of sheet steel reinforced with channel bar (small section channel) because we did not expect to have to visualize the flow in these parts. A special neoprene-asphalt paint was painted on the inside surfaces to prevent rusting. This paint has the advantages of being very flexible and easy to apply. In addition it possesses outstanding corrosion resistance properties. The plenum exteriors and the frames were painted with an industrial grade waterproof epoxy paint.

The joints between the channels and the plenums were fabricated on site since it was difficult within cost constraints to construct flanges of sufficient flatness on the plenums. At first, closed cell neoprene foam rubber was used to bridge the gap between the plexiglas and the
steel, but this material was found to shrink considerably when exposed to our water supply, due perhaps to the high chlorine levels. Finally, solid neoprene sheet was employed with better success. Contact cement was used to bond the neoprene to the plexiglas and steel, followed by silicone rubber caulk to make the joints water tight.

The stress/strain calculations needed to specify the sizes of the various members of the frames and channels were done by breaking the structures into their individual components and applying two-dimensional strength of materials formulae for beam deflections, assuming that each member was independent of the rest. In most cases the results were conservative estimates of the deflection to be expected. Most of the beams were sized to keep deflections under 0.050". In the actual structures, three-dimensionality would make the structures stronger and the deflections less. Beam sections (i.e. angle, channel, or I-beam) were selected to minimize weight and cost and to simplify the design and fabrication of the beam joints.

The size and/or quantity of the parts made fabrication of most of them in our own shop unfeasible so vendors were contracted to do the initial construction. The steel frames were assembled by Bill Arbogast of Precision Welding, Mountain View, who also painted the parts. The outer channel walls were fabricated by Star Products in Sunnyvale, while the inner channel walls (described in more detail below) were constructed by the Hughes Plastic Co. in Redwood City. We received good, friendly service from these vendors and recommend them to future rig builders.
The costs of the various parts were roughly $13,000 for the steel frames and plenums, $12,000 for the outer channel walls, and $5,000 for the inner channel walls.

A.2 DESIGN AND SPECIFICATIONS OF FLOW CONTROL ELEMENTS

The various flow control elements in the water channel were sized assuming a nominal flow speed of 0.5 ft/sec through the test section, whose cross-sectional area was assumed to be 3 to 4 ft$^2$. However, the pump obtained is capable of delivering 1200 gal/min. We were unable to find much literature with design information (mainly pressure drop coefficients) for low-speed flows such as ours. However Miller's Internal Flow Systems$^{11}$ served as an excellent guide to design considerations for higher speed flows, and we were able to extrapolate from those figures and obtain reasonable guesses for our system. The reader should refer back to Fig. 5 for a diagram of the channel and its flow control elements.

A.2.1 Safety Overflow

The overflow in the inlet plenum was designed to help regulate the water level in the channel as well as serve as a safety feature to prevent the water from overflowing the channel walls should something obstruct the flow downstream. We required that the overflow pipe pass at least a quarter of the maximum flow of 1200 gal/min. A 4" diameter pipe with a 4' vertical drop, capable of passing about 600 gal/min, was considered adequate.
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A.2.2 **Perforated Pipe**

In order to reduce the effects of pump surging and to break up the large eddies generated by the valves and elbows in the delivery piping, we forced the flow to pass through a perforated pipe with a large pressure drop across its surface. The pipe was simply a vertical, detachable extension of the delivery pipe coming through the bottom of the inlet plenum. Although some simple calculations using Bernoulli's equation provided a rough estimate of the porosity of the pipe required for, say, a head loss of one foot of water, the final design was determined by trial. The final design incorporates 9 columns of 0.5" diameter holes placed on the side of the pipe facing upstream. Future workers may wish to increase the number of holes to increase the channel's flowrate, since this pressure drop is a major resistance in the flow system.

A.2.3 **Perforated Plate**

The requirement for the perforated plate was that it cause a loss of about 100 velocity heads and have a porosity less than 20% to prevent jet coalescing. For plate porosities on the order of 10%, such pressure drops occur for a wide range of pitch Reynolds numbers (Reynolds numbers based on the mean velocity upstream of the plate and the distance between holes). The final design, influenced to some extent by the availability of stainless steel perforated plates, uses 3/16" diameter holes spaced 0.5" apart in a hexagonal pattern, with an open area of 13%. The plate was punched for us by the Duus Perforating Co. in San Jose.
A.2.4 Honeycomb

Pressure losses across honeycomb flow straighteners are usually negligible. We selected a honeycomb panel (Hexcel HRP glass-reinforced phenolic) 3" thick with 1/4" cells. The cell diameter Reynolds number is then about 300.

A.2.5 Screens

The screens were selected to have the lowest possible wire diameter Reynolds number and an open area of at least 60%. Stainless steel wire cloths available from Tyler Industrial Products, Hayward, a large supplier of industrial wire cloths and screens, use wires with diameters as small as 0.004". Using wire of this size in a screen with 60% open area (56 mesh) at the nominal flowrate, the wire diameter Reynolds number is less than 10. We estimated the pressure loss across each screen to be about 3 velocity heads or about 0.015". The screens were mounted in plexiglas frames in a manner much like conventional window screens. A flexible rubber rod was squeezed into a groove along with the screen, holding it in place. We were able to pre-tension the frames so that the screens remained fairly flat and taut when placed in the flow.

A.2.6 Nozzle

Following the advice of Bradshaw & Pankhurst\(^{12}\) we shaped our nozzle using cubic splines. The geometrical requirements for the nozzle are shown in Fig. 39, where the solid lines represent the walls of the

plenum, outer channel, and test walls, and the dotted lines represent the approximate shape of the nozzle to be designed. Because of the desire to allow more space between the test wall and the outer channel, the nozzle had to be asymmetrical.

The matching point for each pair of cubic arcs was chosen to lie on the line joining the two endpoints, about 2/3 of the distance downstream of the inlet (refer to Fig. 40). Instead of performing two calculations, one for a width of 8.5" and another for a width of 13.5", one calculation was done for a width of 11.0" and the results scaled accordingly. The 8 constants in the two cubic arcs:
\[ y_i = a_i + b_i x + c_i x^2 + d_i x^3, \quad i = 1, 2 \]  

were determined by imposing the following boundary conditions:

1. The ends of the arcs must be fixed at their proper locations:
   \[ y_1(0) = 11, \quad y_1(21) = y_2(21) = 3, \quad y_2(30) = 0 \]  

2. The first derivatives must vanish at the inlet and outlet points:
   \[ \frac{dy_1}{dx}(0) = \frac{dy_2}{dx}(30) = 0 \]  

3. The slopes must match at the matching points:
   \[ \frac{dy_1}{dx}(21) = \frac{dy_2}{dx}(21) \]  

4. The second derivative at the outlet must vanish:
The solution to the above equations and boundary conditions is:

\[
\begin{align*}
\frac{dy^2}{dx^2} = 0 \\
(30) = 0
\end{align*}
\]

The solution to the above equations and boundary conditions is:

\[
y = \begin{cases} 
11.00 - 6.800 \times 10^{-3}x^2 - 5.396 \times 10^{-5}x^3 & (0 \leq x \leq 21) \\
111.1 + 11.11x + 0.3703x^2 - 4.118 \times 10^{-3}x^3 & (21 \leq x \leq 30)
\end{cases}
\]

The y-values from these equations were multiplied by 8.5/11 and 13.5/11 to obtain the final nozzle configuration.

A.2.7 Drain Valve

The initial design of the channel incorporated an adjustable weir at the end of the channel to regulate the level of the water and its flowrate. However, the resulting waterfall entrained unacceptably large amounts of air and this design was scrapped when we wanted to start using hot film probes and hydrogen bubbles. The problem was to regulate the flow going back into the sump without entraining any air. There was no room to place conventional valves in the piping that was above floor level, and valves placed in the sump would be difficult to get to. We tried using homemade disc valves which were controlled by cables running back out of the plenum, but the hydrodynamic forces were too large to make fine adjustments possible. Finally a special valve, shown in Fig. 41, was designed and fabricated. Once the channel was filled, the depth of the water in the plenum prevented strong vortices from forming and any air remaining in the pipe below the valve was quickly entrained and removed by the flow. Although the valve had a tendency to vibrate some, it was rugged enough to withstand the large hydrodynamic forces and performed satisfactorily.
Figure 41: Drain valve in outlet plenum.
A.3 INNER CHANNEL DESIGN

In order to minimize the effects of the streamwise pressure gradient on the turbulent structure at the test wall, a design calculation was performed to determine the geometry of the opposite wall. First the potential flow velocities at the two walls (test wall with concave surface and opposite, flow control wall) were computed for a variety of opposite wall geometries. The potential wall velocities were then used in a flat-wall boundary layer calculation to compute the streamwise development of the displacement thicknesses on both walls. The sum of the displacement thicknesses at each streamwise location was then added to the local channel width to determine the shape of the opposite wall. A more detailed description follows.

The geometry of the inner walls was to a large extent determined by the size constraints imposed by the outer structure, which in turn was made as large as economically and practically feasible. The radius of the test wall was made to fit the corner module with a minimum clearance between the inner and outer wall of about 9" for access to the dye slots or other devices. The opposite wall was then initially placed so that there was a clearance of about 4" between it and the outer wall. This then determined the inlet geometry and a nozzle was designed to carry the flow from the settling chamber to the channel.

In order to calculate the potential flow through the channel, a fast Laplace solver developed by Hooley, White, Bardina, & Kline was used

---

13 A description of the program may be found in "A Boundary Method for Potential Flows" by Juan O. Bardina, Report IL-17, Thermosciences Div., Dept. of Mechanical Engineering, Stanford Univ., 1977.
which determines the tangential velocities at specified points along the boundaries given the normal velocities. The program, PHIVN, calls on several large library subroutines and is not listed here. In this case the coordinates of points describing the channel geometry were entered in a counterclockwise fashion along with the normal velocity at the middle of the next segment. This normal velocity was zero for all points except two at the inlet and outlet. The initial geometry was a 90° annular sector, outer radius 136 cm (53.6"), width 24.1 cm (9.5"), with straight lead-in and trailing sections. Because of the symmetry of the channel, only half of the coordinates had to be entered; the rest were generated by the computer. The coordinates were stored in separate files for the inner and outer walls. Small auxiliary programs combined the files to create an input for PHIVN. By running PHIVN and gradually adjusting the shape of the flow control wall, the velocity along the entire test wall was made uniform to within 3% of the mean. Finer adjustments were not undertaken because it was known that the walls could not be manufactured to closer tolerances. The final potential flow geometry is described by the coordinates in Table 4. Note that X and Y refer to standard, cartesian coordinates. Fig. 42 shows these points plotted along with a circular arc, which is shown by the dashed line. Fig. 43 graphs the computed wall velocities corresponding to this channel geometry.

The output of PHIVN was then modified by another small program to serve as the input to a flatplate boundary layer code. The data for each wall was isolated, converted into the form of streamwise displacement versus velocity, and appended to additional points needed to make up the
### Table 4

Channel configuration, cartesian coordinates.

<table>
<thead>
<tr>
<th>Concave (test) wall</th>
<th>X, cm</th>
<th>Y, cm</th>
<th>X, cm</th>
<th>Y, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1219E+03</td>
<td>-0.1361E+03</td>
<td>0.1128E+03</td>
<td>-0.7620E+02</td>
<td></td>
</tr>
<tr>
<td>-0.1524E+02</td>
<td>-0.1361E+03</td>
<td>0.1217E+03</td>
<td>-0.6096E+02</td>
<td></td>
</tr>
<tr>
<td>-0.1016E+02</td>
<td>-0.1361E+03</td>
<td>0.1282E+03</td>
<td>-0.4572E+02</td>
<td></td>
</tr>
<tr>
<td>-0.5080E+01</td>
<td>-0.1361E+03</td>
<td>0.1321E+03</td>
<td>-0.3302E+02</td>
<td></td>
</tr>
<tr>
<td>0.0000E+00</td>
<td>-0.1361E+03</td>
<td>0.1338E+03</td>
<td>-0.2540E+02</td>
<td></td>
</tr>
<tr>
<td>0.5080E+01</td>
<td>-0.1361E+03</td>
<td>0.1346E+03</td>
<td>-0.2032E+02</td>
<td></td>
</tr>
<tr>
<td>0.1016E+02</td>
<td>-0.1358E+03</td>
<td>0.1353E+03</td>
<td>-0.1524E+02</td>
<td></td>
</tr>
<tr>
<td>0.1524E+02</td>
<td>-0.1353E+03</td>
<td>0.1360E+03</td>
<td>-0.1016E+02</td>
<td></td>
</tr>
<tr>
<td>0.2032E+02</td>
<td>-0.1346E+03</td>
<td>0.1361E+03</td>
<td>-0.0508E+01</td>
<td></td>
</tr>
<tr>
<td>0.2540E+02</td>
<td>-0.1338E+03</td>
<td>0.1361E+03</td>
<td>0.0000E+00</td>
<td></td>
</tr>
<tr>
<td>0.3302E+02</td>
<td>-0.1321E+03</td>
<td>0.1361E+03</td>
<td>0.5080E+01</td>
<td></td>
</tr>
<tr>
<td>0.4572E+02</td>
<td>-0.1282E+03</td>
<td>0.1361E+03</td>
<td>0.1016E+02</td>
<td></td>
</tr>
<tr>
<td>0.6096E+02</td>
<td>-0.1217E+03</td>
<td>0.1361E+03</td>
<td>0.1524E+02</td>
<td></td>
</tr>
<tr>
<td>0.7620E+02</td>
<td>-0.1128E+03</td>
<td>0.1361E+03</td>
<td>0.1219E+03</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Convex (control) wall</th>
<th>X, cm</th>
<th>Y, cm</th>
<th>X, cm</th>
<th>Y, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1120E+03</td>
<td>0.1219E+03</td>
<td>0.7112E+02</td>
<td>-0.8915E+02</td>
<td></td>
</tr>
<tr>
<td>0.1120E+03</td>
<td>0.1524E+02</td>
<td>0.6096E+02</td>
<td>-0.9639E+02</td>
<td></td>
</tr>
<tr>
<td>0.1121E+03</td>
<td>0.1270E+02</td>
<td>0.4826E+02</td>
<td>-0.1033E+03</td>
<td></td>
</tr>
<tr>
<td>0.1121E+03</td>
<td>0.1016E+02</td>
<td>0.3810E+02</td>
<td>-0.1075E+03</td>
<td></td>
</tr>
<tr>
<td>0.1122E+03</td>
<td>0.7620E+01</td>
<td>0.3175E+02</td>
<td>-0.1092E+03</td>
<td></td>
</tr>
<tr>
<td>0.1124E+03</td>
<td>0.5080E+01</td>
<td>0.2540E+02</td>
<td>-0.1112E+03</td>
<td></td>
</tr>
<tr>
<td>0.1125E+03</td>
<td>0.2540E+01</td>
<td>0.2032E+02</td>
<td>-0.1122E+03</td>
<td></td>
</tr>
<tr>
<td>0.1127E+03</td>
<td>0.0000E+00</td>
<td>0.1778E+02</td>
<td>-0.1126E+03</td>
<td></td>
</tr>
<tr>
<td>0.1130E+03</td>
<td>-0.2540E+01</td>
<td>0.1524E+02</td>
<td>-0.1130E+03</td>
<td></td>
</tr>
<tr>
<td>0.1132E+03</td>
<td>-0.5080E+01</td>
<td>0.1270E+02</td>
<td>-0.1133E+03</td>
<td></td>
</tr>
<tr>
<td>0.1133E+03</td>
<td>-0.7620E+01</td>
<td>0.1016E+02</td>
<td>-0.1133E+03</td>
<td></td>
</tr>
<tr>
<td>0.1133E+03</td>
<td>-0.1016E+02</td>
<td>0.7620E+01</td>
<td>-0.1133E+03</td>
<td></td>
</tr>
<tr>
<td>0.1133E+03</td>
<td>-0.1270E+02</td>
<td>0.5080E+01</td>
<td>-0.1132E+03</td>
<td></td>
</tr>
<tr>
<td>0.1130E+03</td>
<td>-0.1524E+02</td>
<td>0.2540E+01</td>
<td>-0.1130E+03</td>
<td></td>
</tr>
<tr>
<td>0.1126E+03</td>
<td>-0.1778E+02</td>
<td>0.0000E+00</td>
<td>-0.1127E+03</td>
<td></td>
</tr>
<tr>
<td>0.1122E+03</td>
<td>-0.2032E+02</td>
<td>-0.2540E+01</td>
<td>-0.1125E+03</td>
<td></td>
</tr>
<tr>
<td>0.1112E+03</td>
<td>-0.2540E+02</td>
<td>-0.5080E+01</td>
<td>-0.1124E+03</td>
<td></td>
</tr>
<tr>
<td>0.1092E+03</td>
<td>-0.3175E+02</td>
<td>-0.7620E+01</td>
<td>-0.1122E+03</td>
<td></td>
</tr>
<tr>
<td>0.1075E+03</td>
<td>-0.3810E+02</td>
<td>-0.1016E+02</td>
<td>-0.1121E+03</td>
<td></td>
</tr>
<tr>
<td>0.1033E+03</td>
<td>-0.4826E+02</td>
<td>-0.1270E+02</td>
<td>-0.1121E+03</td>
<td></td>
</tr>
<tr>
<td>0.9639E+02</td>
<td>-0.6096E+02</td>
<td>-0.1524E+02</td>
<td>-0.1120E+03</td>
<td></td>
</tr>
<tr>
<td>0.8915E+02</td>
<td>-0.7112E+02</td>
<td>-0.1219E+03</td>
<td>-0.1120E+03</td>
<td></td>
</tr>
<tr>
<td>0.8064E+02</td>
<td>-0.8064E+02</td>
<td>-0.8064E+02</td>
<td>-0.8064E+02</td>
<td></td>
</tr>
</tbody>
</table>
Figure 42: Curved channel geometry.

entire wall. A code written by Cebeci & Bradshaw\(^1\) used the velocity data to compute boundary layer parameters. The resulting displacement thicknesses are shown in Fig. 44. For the case of the variable width channel, separation occurs when the flow is expanded downstream of the bend. The sum of the displacement thicknesses for the two walls at a

Figure 43: Computed potential wall velocities, constant and variable width channels.
Figure 44: Computed displacement thicknesses for constant and variable width channels.
given $x$, or angle (in the bend), was then added to the width of the channel to obtain the final opposite wall geometry. This correction was at most about 5% of the channel width. The channel width including the displacement thickness correction is tabulated in Table 5. For the part of the channel downstream of the calculated separation point, no additional corrections were made.

<table>
<thead>
<tr>
<th>$x$, cm</th>
<th>$w$, cm</th>
<th>$x$, cm</th>
<th>$w$, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>122</td>
<td>24.92</td>
<td>533</td>
<td>24.54</td>
</tr>
<tr>
<td>244</td>
<td>25.66</td>
<td>559</td>
<td>24.67</td>
</tr>
<tr>
<td>366</td>
<td>26.32</td>
<td>584</td>
<td>24.68</td>
</tr>
<tr>
<td>419</td>
<td>26.61</td>
<td>610</td>
<td>24.82</td>
</tr>
<tr>
<td>490</td>
<td>25.52</td>
<td>635</td>
<td>25.32</td>
</tr>
<tr>
<td>508</td>
<td>24.21</td>
<td>660</td>
<td>25.36</td>
</tr>
</tbody>
</table>

Admittedly, a flatplate code was used for curved flow; however, we felt that for a first approximation, the results would greatly reduce the streamwise pressure gradient on the test wall and would certainly be an improvement over no corrections at all.

The finished walls were anchored to the channel bottom by adjustable brass braces and to the top of the channel frame by threaded rods as shown in Fig. 45. This mounting system enabled us to position the walls very accurately. The various sections were attached to each other by screws.
Figure 45: Mounting devices at the (a) top and (b) bottom of the inner walls.
Appendix B

TRAVERSE DESIGN

B.1 HARDWARE

In order to accurately position probes within the channel a two-axis traverse had to be designed which could move probes about in the channel cross-plane (y-z). The large size of the rig and the potential availability of a computer led to a design incorporating digitally controlled stepper motors. The motors chosen for the job were capable of rotating their shafts in 0.90° increments with an accuracy of ±5%. Since positioning on the horizontal (y) axis had to be more accurate than on the vertical (z) axis, a lead-screw was used on the former and a rack and pinion on the latter. The wide range of gearing available made it possible to convert the rotation of the motor shafts into precise metric steps while still using American Standard gears, screw threads, etc. In the final design, 20 full (1.80°) steps of the horizontal motor caused the traverse to move 0.1 mm with an error of 0.05%, and 4 steps of the vertical motor resulted in a 1.0 mm vertical displacement with an error of 0.25%. The parts specifications are shown in Table 6. Initially, the vertical portion of the traverse rode directly on the lead-screw. However, eccentricity of the screw threads and the shaft ends resulted in objectionable oscillations of the vertical axis, so linear bearings were added to take the vertical load off of the lead-screw. A close-up photo of the traverse appears in Fig. 46.
TABLE 6
Traverse Parts Specifications.

<table>
<thead>
<tr>
<th>Gear</th>
<th>Teeth</th>
<th>Pitch</th>
<th>Tooth Angle</th>
<th>Pitch Dia.</th>
</tr>
</thead>
<tbody>
<tr>
<td>drive</td>
<td>17</td>
<td>24</td>
<td>14.5°</td>
<td>0.708&quot;</td>
</tr>
<tr>
<td>driven</td>
<td>27</td>
<td>24</td>
<td>14.5°</td>
<td>1.125&quot;</td>
</tr>
</tbody>
</table>

Center distance=0.917".

Lead screw thread: 3/8-16 stainless steel (specially rolled).

<table>
<thead>
<tr>
<th>Gear</th>
<th>Teeth</th>
<th>Pitch</th>
<th>Tooth Angle</th>
<th>Pitch Dia.</th>
</tr>
</thead>
<tbody>
<tr>
<td>pinion</td>
<td>20</td>
<td>32</td>
<td>14.5°</td>
<td>0.625&quot;</td>
</tr>
<tr>
<td>rack</td>
<td>--</td>
<td>32</td>
<td>14.5°</td>
<td>---</td>
</tr>
</tbody>
</table>

B.2 MOTOR CONTROLS

In order for a stepper motor to turn, its 4 leads must be energized in a particular sequence. To do this manually would be tedious indeed, so various electronic controllers are available to simplify the task. Because we wanted to be able to position the probe without necessarily relying on a computer, we purchased what are known as preset indexer modules (PIM's). These devices send out the sequence of pulses necessary to move the motor a user-specified number of steps. The indexers were available as unmounted pc boards; To save space and money, both indexers were mounted in a common chassis along with the necessary power supplies and switches. The various leads controlling the number of steps, the initiation of a move, etc., while being wired internally to the switches
on the front panel, were also made accessible through multi-pin connectors on the back panel for optional computer control.

8.3 COMPUTER CONTROLS

Shortly after the motor controller was built, we were able to obtain a DEC MINC-11 microcomputer for our use. To enable the computer to control the motors, an interface was needed between the indexers and the MINC. In order to understand the workings of the interface, one must know something about the requirements of the PIM's and the MINC.
The PIM's require inputs to determine 5 decimal digits and a sign (for the number of steps and the direction of motion), and an input to start the indexed move. The PIM's provide a "done" signal on another line. Each digit is represented in binary coded decimal by the states of 4 leads (8-4-2-1). Rather than use 4 leads for each digit, all the digits use the same BCD lines (the sign uses line 8) and 6 other control (CDM) lines determine the place of the digit (1's, 10's, etc. and the sign). All lines are active low except the sign (SN) line which is active high. A PIM operates in the following fashion: The user signals the PIM by pulling the INDEX line low. This causes the SN and DONE lines to go high (see timing diagram in Fig. 47). When the INDEX line is allowed to go high again, the PIM samples the 8 line for the sign. A
short time later, the SN line returns to its low state. The PIM then sequentially strobes each of the 5 other COM lines and samples the BCD lines on the rising edge of the COM signal to determine each digit. After the last digit is acquired, the PIM starts the motor and causes it to turn the required number of steps. When the move is completed the DONE line is pulled low again.

The MINC Digital Out unit allows the user to output 16 bits under computer control. In addition, two lines are available which signal when the 16 bits are available on the lines, and a reply line is available to signal the computer. The design problem facing me was to use these lines to send the number of steps to the PIM's and initiate a move.

It was clear that somehow the BCD values for each digit would have to be made available to the PIM's on demand. This could be done either by having the MINC respond to each of the COM signals with the correct values or by having these values stored in an auxiliary memory addressed by the COM lines. Because the PIM's strobed the COM lines at a fixed rate with no dependence on any sort of reply line, it was better to use an auxiliary random access memory (RAM) to minimize the possibility of timing problems. The MINC could then write data into the RAM at any rate, and the PIM's could read the data at their own rate.

A block diagram and schematic of the final interface circuit are shown in Figs. 48 and 49. The MINC writes the 4 bits of data for each of the 6 digits into RAM locations addressed by 4 of the lines. The MINC then signals the appropriate PIM using one of two INDEX lines. That PIM strobes its COM lines, which feed an encoder which produces the address
corresponding to the given COM line. Part of the address places the RAM in read mode, and the 4 bits addressed appear on the RAM's output lines, which are connected to the BCD lines of both PIM's. The DONE signal produced by the PIM's goes back to the MINC, telling the program the move has been completed. In the actual circuit many of the lines had to be buffered and the duration of the "data ready" strobe produced by the MINC lengthened.
Figure 49: Circuit diagram of PIM/MIN Interface.
What follows are the source listings for the BASIC programs written to
calibrate the hot film probe and acquire velocity profiles.

10 REM*****************************************************************************
20 REM Program to calibrate hot films under partial computer control. User
30 REM must move probe and monitor speed; computer samples anemometer,
40 REM requests speed, and stores calibration data. Computer stops sampling
50 REM if anemometer output falls below a specified percentage of the mean.
60 REM If user inputs a speed of zero, that calibration point is discarded.
70 REM Flow speed is the nominal velocity in the channel during calibration.
80 REM Results are graphed; clear screen by typing any character.
90 REM*****************************************************************************
100 DIM V(20),U(20)
110 DIM X(1000)
120 PRINT "OUTPUT FILE"
130 LINPUT FS
140 OPEN FS FOR OUTPUT AS FILE I
150 PRINT "FLOW SPEED"
160 INPUT UG
170 PRINT "SAMPLING FREQUENCY AND DROPOUT LIMIT"
180 INPUT F,L
190 K=0 \ S1=0
200 PRINT "BEGIN BY TYPING RETURN"
210 LINPUT 80,AS
220 SET_GAIN(.1,8)
230 AIM("CONTINUOUS",X(),F,1/F,8)
240 WAIT_FOR_DATA(X(),.1)
250 FOR J=I TO 1-I+F/2
260 S1=S1+X(J)
270 X=K+1
280 M=S1/K
290 IF X(J)/M>60 TO 330
300 NEXT J
310 PRINT USING "8.89",M
320 60 TO 240
330 PRINT "SPEED"
340 TERMINATE("IMMEDIATE",X())
350 INPUT S \ IF S=0 60 TO 190
360 S=S+UG
370 PRINT 81,USING "8.89,89.89",S,M
380 PRINT "ANOTHER SAMPLE"
390 LINPUT AS
400 IF SEG*(A0, 1, 1) = "Y" GO TO 190
410 PRINT #1 USING "88.888888", 0, 0
420 CLOSE #1
430 OPEN #9 FOR INPUT AS FILE 2
440 FOR I = 1 TO 20
450 INPUT #2, U(I), V(I)
460 IF U(I) = 0 GO TO 480
470 NEXT I
480 N = I - 1
490 GRAPH("HLINE", N, U(I), V(I))
500 LINPUT #0, AS
510 DISPLAY_CLEAR
520 END
10 REM ****************************
20 REM " Program to take mean and turbulence intensity profiles, to be used
30 REM " with the DEC MINC-11 with PREAMP, A/D, DIGITAL OUT, and CLOCK LAB
40 REM " MODULES, along with the specially designed stepper motor control
50 REM " and interface units. U refers to velocities, V to voltages.
60 REM ****************************
70 DIM L(2),Y(1),X(1000)
80 DIM Y(50),U(50),V(50)
90 REM initialize axes indices, step-distance conversion factors, and
100 REM backlash constant.
110 READ Z0,Y0,C(1),C(2),B
120 DATA 1,2,60,-4000.1
130 L="11.15,4.65,2.058"
140 REM get lists of coordinates for traverse
150 PRINT "Y AND Z COORDINATE FILES";
160 INPUT A$,B$
170 OPEN #1 FOR INPUT AS FILE
180 OPEN #2 FOR INPUT AS FILE
190 REM get name of output file for data
200 PRINT "OUTPUT FILE";
210 LINPUT A$
220 OPEN #4 FOR OUTPUT AS FILE 4
230 REM initialize probe location
240 PRINT "MOVE PROBE";
250 LINPUT A$
260 IF SEG$(A$,1)="Y" GO TO 350
270 PRINT "Y,Z COORDINATES";
280 INPUT Y,Z
290 C=Y0 \ P=Y \ GOSUB 3000
300 C=Z0 \ P=Z \ GOSUB 3000
310 PRINT "SET Y ORIGIN";
320 LINPUT A$
330 IF SEG$(A$,1)="Y" THEN L(2)=0
340 GO TO 240
350 PRINT "TAKE PROFILE";
360 LINPUT A$
370 IF SEG$(A$,1)="Y" GO TO 1000
380 REM termination sequence
390 PRINT "HALT";
400 LINPUT A$
410 IF SEG$(A$,1)="Y" GO TO 240
420 REM data file terminated with special sequence
430 PRINT #4 USING 64,-1.0,0,0
440 CLOSE #4
450 REM reposition probe at known location
460 C=Y0 \ P=12 \ GOSUB 3000
470 C=Z0 \ P=0 \ GOSUB 3000
480 STOP
1000 REM set-up calibration
1010 GOSUB 6000
1020 REM initialize graphics to display data
1030 WINDOW("EXACT"...,12,16)
1040 GRAPH("-HLINES",1,X(0),Y(0))
1050 F=6
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PRINT "SAMPLING FREQUENCY IS 6 HZ, WHAT IS DURATION?"

INPUT T

PRINT "Y Z U (U' #U')"  
PRINT "----------------

REM get coordinates to move probe to
INPUT #2,Z

REM coordinate list terminator is -99
IF Z=-99 GO TO 390
INPUT #1,Y
IF Y=-99 GO TO 1200
REM coordinates iterated on Y for each Z
RESTORE #1
GO TO 1120

REM get freestream condition
GOSUB 5000
C=Z0 P=Z
GOSUB 3000
C=Y0 P=Y
GOSUB 3000
REM sample a/d
81:0
S2:0
SET_GAIN(1,8)
AIN("CONTINUOUS",X(),Z#F,1/F,8)
FOR I=1 TO T
WAIT FOR DATA(X(),K1)
REM process data
FOR J=K1 TO K1+F-1
X=X(J)EQ IF X)=V(0) 0 TO 1360
PRINT "OUT OF RANGE"
60 TO 1400
FOR K=0 TO N
IF X=V(K) GO TO 1390
NEXT K
U:U(K-1)+U(K-1)*U(K-1))/K
M:S1/(F*T)
U2=S2/(F*T)-M*M
PRINT USING LS,Y,Z,M,U2
PRINT USING LS,Y,Z,M,U2
POINT(,Y,M)
GO TO 1150
REM Subroutine to move channel C (=Channel0 toP(#Place).
REM figure out displacement from current location then update position
D=P-L(C)
L(C)=P
S=D+C1(C)
GOSUB 4000
3080 IF D>0 THEN RETURN
3090 REM correct for backlash if displacement is negative
3100 S=-S*C1(C)
3110 GOSUB 4000
3120 S=-S
3130 GOSUB 4000
3140 RETURN
4000 REM**********************************************************************
4010 REM* Subroutine to index channel C, 5 steps.
4020 REM**********************************************************************
4030 REM set up addresses for step numbers
4040 FOR I=0 TO 7 \ A(I)=10*I\+4 \ NEXT I
4050 D(S)=0
4060 REM decompose number of steps into separate digits and sign
4070 S1=ABS(S)
4080 IF S1=0 THEN D(S)=9
4090 FOR I=4 TO 0 STEP -1
4100 D(I)=INT(S1\*10^I)
4110 S1=S1-D(I)\*10^I
4120 NEXT I
4130 FOR I=0 TO 7 \ A(I)=A(I)+D(I) \ NEXT I
4150 A(6)=A(6)\#C
4160 A(7)=A(6)
4170 FOR I=0 TO 7 \ MAKE_BCD(A(I),A(I)) \ NEXT I
4180 DUTC(T(),.5,.01.)
4190 REM send out dummy argument to start indexing and wait for controller's
4200 REM DONE signal
4210 DUTC(T(),2,0)
4220 RETURN
5000 REM**********************************************************************
5010 REM* Subroutine to get freestream correction factor.
5020 REM**********************************************************************
5030 REM move probe to freestream conditions
5040 C=40 \ P=12 \ GOSUB 3000
5050 C=20 \ P=2 \ GOSUB 3000
5060 V1=0
5070 REM get mean bridge output
5080 SET_GAIN(1.0)
5090 AIN(X(),20^F.1/F.8)
5100 FOR I=0 TO 20^F-1
5110 V1=V1+X(I)
5120 NEXT I
5130 V1=V1/(20^F)
5140 Q=V0/V1
5150 PRINT USING "V1=####.####",V1
5160 RETURN
5170 REM**********************************************************************
5180 REM* Subroutine to read velocity off calibration curve using X.
5190 REM**********************************************************************
5200 IF X>V(N) GO TO 5270
5210 IF X<V(0) GO TO 5270
5220 FOR K=1 TO N
5230 IF X=V(K) GO TO 5250
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5240 NEXT K
5250 U=(K-1)+(U(K)-U(K-1))*(X-V(K-1))/(V(K)-V(K-1))
5260 RETURN
5270 PRINT "OUT OF RANGE"
5280 RETURN
6000 REM Subroutine to set-up calibration curve.
6010 REM
6030 PRINT "CALIBRATION FILE";
6040 LINPUT A#
6050 OPEN AS FOR INPUT AS FILE 3
6060 FOR I=0 TO 50
6070 INPUT #3,U(I),V(I)
6080 IF U(I)=0 GO TO 6100
6090 NEXT I
6100 N=I-1
6110 PRINT "VELOCITY AT REFERENCE POINT";
6120 INPUT UO
6130 FOR I=1 TO 50
6140 IF UO=U(I) GO TO 6160
6150 NEXT I
6160 V0=V(I-1)+(UO-U(I-1))*(X-V(I-1))/(U(I)-U(I-1))
6170 RETURN
9000 END
Appendix D

HOT FILM NORMALIZATION PROCEDURE

Nomenclature

d  sensor diameter

e  bridge voltage

e_m  bridge voltage at measurement station

e_n  normalized bridge voltage, e_n = \frac{e_r}{e_r'}

e_r  bridge voltage at reference point

H  rate of heat transfer from sensor to fluid

k_{eff}  an effective thermal conductivity of the fluid, including the effects of dirt on the sensor

A  sensor length

Nu  Nusselt number (defined below)

Re  Reynolds number (defined below)

R_s  sensor resistance at ambient temperature

R_c  sensor cold resistance

R_{op}  sensor operating resistance

u  fluid velocity

u_m  fluid velocity at measurement station

u_r  fluid velocity at reference point

a  temperature coefficient of resistivity of sensor

T  ratio of heat loss due to convection to total heat loss

\nu  kinematic viscosity of the fluid
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Hot film anemometers have been widely used as an inexpensive means for acquiring velocity measurements in fluid flows. Because of their durability, these probes are often used in water, where the relatively low frequency response of the large-area sensor is not a problem. A common problem one encounters when using a hot film probe is the drift of the probe's calibration over time, due to the probe's acute sensitivity to dirt on its surface and because of changes in the fluid temperature. In the past, experimenters have sought to overcome these difficulties by carefully filtering their water and by regulating the water temperature or employing a temperature compensation probe. With the wide availability of laboratory microcomputers, however, another approach is possible. Here, an alternate method is described which enabled us to obtain repeatable measurements in a low-speed water flow ($u < 15 \text{ cm/s}$).

Preliminary measurements showed that no reliable data could be obtained from the hot film anemometer we were using unless something was done to account for changes in the probe environment due to dirt and temperature fluctuations. Fig. 50 shows the anemometer bridge output over an hour’s time with the probe operating at an overheat ratio of 1.08. The change in water temperature over this period was less than $0.1^\circ \text{C}$, so the drift of the probe output is attributed to the accumulation of dirt. The probe was held fixed in a constant velocity, 10 cm/s.
potential core region. Each point represents the average of 60 readings taken at 1 s intervals. Although the drop in voltage during the run is seen to be only a small percentage of the total voltage, a change in voltage of 0.1 V translates into an apparent change in velocity of 2 cm/s, which in this case is 20% of the mean velocity.
For the long running times needed to acquire stable, mean velocity profiles in our low speed flow, changes in the water temperature might also have a significant effect on the calibration, especially with the low overheat ratios that had to be used to prevent bubble formation on the sensor. Fig. 51 shows calibration curves taken on different days. The cold resistance of the probe was about 0.05 Ω higher on the 8th than on the 13th, but the operating resistance of the probe was set at 5.27 Ω on the 8th and 5.25 Ω on the 13th. Consequently, the probe was operated
at an overheat ratio of 1.07 on the 8th and 1.08 on the 13th. The results therefore simulate what would happen to the calibration curve of a probe if the fluid temperature were to decrease and emphasize the sensitivity of the probe to changes in the overheat ratio.

The similarity of the curves in Fig. 51, and the idea that small changes in the probe’s response due to other factors, such as dirt build up, might also cause the calibration curve to shift slightly, suggested that a normalization procedure might be able to compensate for changes in the probe’s response and thereby improve its reliability and utility.

The normalization procedure adopted corrects the anemometer’s output using information about how the probe’s response has changed at a location where the velocity is assumed not to change. Specifically, the normalized voltage, \( e_n \), used to look up the flow speed from a calibration table, is obtained as follows:

\[
e_n = \frac{e_r}{e_r'}
\]

The justification for this normalization procedure follows.

Wills\(^{15}\) shows that for most situations of practical interest, the heat transfer from a cylindrical hot wire or hot film, expressed as a dimensionless Nusselt number, is a function of only the Reynolds number viz.

\[
\text{Nu} = f(\text{Re}).
\]

This was the case in our flow. \( \text{Nu} \) is defined as

\[ \text{Nu} = \frac{\frac{\text{ud}}{\text{Re}}}{\text{D} \text{fop}} \tag{D.3} \]

and

\[ \text{ud} = \frac{\text{Re}}{\text{v}} \tag{D.4} \]

The sensor is heated by the current which flows through it due to a voltage, \( e \). Part of the heat is lost through conduction to the sensor supports. For hot films, this heat is probably not negligible. The heat lost to the fluid by convection is therefore some fraction of the total heat generated in the sensor:

\[ \gamma e^2 = \frac{\text{ud}}{\text{D} \text{fop}} \tag{D.5} \]

Since the heat lost through conduction ultimately ends up back in the fluid, and the temperature gradient over which the conduction occurs is the same as for convection from the sensor, \( \gamma \) is not expected to vary significantly. Substituting Eqs. D.3-D.5 into Eq. D.2 gives

\[ \frac{\gamma e^2}{\text{D} \text{fop} \text{K}_{\text{eff}}(\text{D} \text{fop} - \text{D} \text{f} \text{a})} = f \left( \frac{\text{ud}}{\text{v}} \right) \tag{D.6} \]

Note that everything on the left hand side of Eq. D.6 except for \( e \) does not depend on \( u \). We can then write

\[ \gamma e^2 = f \left( \frac{\text{ud}}{\text{v}} \right) \tag{D.7} \]

where \( \gamma \) depends on the operating conditions of the probe but not the fluid velocity. In the discussion which follows, the variation of \( \nu \) with temperature (about 1% per °F) will be assumed negligible; this was the case for our flow. Dirt accumulating on the sensor affects the effective
diameter of the sensor, but if we assume most of the larger dirt particles can be shaken off, then $d$ should remain fairly constant.

We can now demonstrate how the normalization procedure works. Suppose we calibrate the probe under a certain set of conditions. The variation of bridge voltage with fluid velocity can be represented by Eq. 0.7. In particular, the voltage at a reference point can be expressed as

$$\psi_{e_r^2} = f \left( \frac{u_r d}{v} \right). \tag{D.8}$$

Now suppose at some later time, we measure a voltage under different operating conditions at some point in the flow. The voltage and velocity there are related by

$$\psi'_{e_r^2} = f \left( \frac{u_m d}{v} \right), \tag{D.9}$$

where $\psi'$ is unknown as is $u_m$. $\psi'$ can be determined by returning to the reference point and measuring the voltage corresponding to $u_r$ under the new operating conditions:

$$\psi'_{e_r^2} = f \left( \frac{u_r d}{v} \right). \tag{D.10}$$

Combining Eqs. D.8 and D.10 we obtain

$$\psi'_{e_r^2} = \psi_{e_r^2}. \tag{D.11}$$

Substituting Eq. D.11 into Eq. D.9 yields

$$\psi'_{e_r^2} = f \left( \frac{u_m d}{v} \right). \tag{D.12}$$

Comparing Eq. D.12 with Eq. D.7, we see that everything in Eq. D.12 is known except for $u_m$, which can then be found by inverting the function.
In practice what we do is look up the velocity corresponding to the normalized voltage using the old calibration curve. For example, by applying this procedure to one of the curves in Fig. 51 the third curve results. Consequently, the 2 cm/s error, which would have occurred had the unnormalized voltages been used with the older calibration curve, is substantially reduced.

It is instructive to examine the sensitivity of $\psi$ to various parameters. Recall that

$$\psi = \frac{\gamma}{k_{eff} \Delta (\theta_p - \theta_c)} \tag{0.13}$$

$k_{eff}$ is generally not varied by more than 1% in order to achieve the same overheat ratio on any given day. $k_{eff}$ can have a large effect on $\psi$, as demonstrated by Fig. 50 if dirt is allowed to accumulate on the sensor.

In the present tests, the constant movement of the probe between the measurement stations and the reference point appeared to keep $k_{eff}$ fairly constant. However, a thin film of dirt can accumulate with time and slowly lower $k_{eff}$.

$\theta_p$ depends on the resistance value at which the sensor is operated. The resistance of the sensor varies approximately linearly with temperature:

$$R_p = R_o [1 + \alpha (\theta_p - \theta_c)] \tag{0.14}$$

$\alpha$ is about 0.002 per °C for the probes used in this study. Solving for $\theta_p$ and substituting into Eq. 0.13,

$$\psi = \frac{\gamma}{R_p k_{eff} \left[ \frac{R_p - 1}{R_o} \right]^{1/\alpha} \left[ \theta_p - \theta_c \right]} \tag{0.15}$$
In our study $\theta_a - \theta_e$ was generally less than 1°C if the cold resistance of the probe was measured at the ambient temperature at the beginning of a run. The other term in the brackets represents the difference between the temperature of the sensor and the temperature at which the cold resistance of the sensor is measured and is on the order of 50°C. This term turns out to be quite sensitive to the overheat ratio, $R_{op}/R_c$. A drift or other small change in $R_{op}$ of 0.01 Ω (0.2%) results in a 3% change in this temperature difference term. Fortunately, as long as $\theta$ is independent of the fluid velocity, its variations are compensated for by the normalization procedure as shown above.

It should be noted that this normalization procedure also has some nonlinear effect on the measured velocities if the actual reference velocity in the freestream changes. Because of the nonlinearity of the basic correlation, Eq. 0.2, velocity ratios are not scaled linearly with voltage ratios. For example, an increase in the freestream velocity over the nominal reference velocity will cause the anemometer to increase the voltage applied to the probe. The normalization procedure scales all of the measured voltages so that the voltage at the reference point after normalization remains constant. The measured velocity at the reference point therefore remains constant. However, it's not as if all of the other actual velocities were scaled on the freestream velocity too. The normalization procedure multiplies the measured voltages by a fraction, $e_r/e_r'$. Due to the nonlinearity of the calibration curve, this is not equivalent to multiplying all the velocities by $U_r/U_r'$. It can be shown that, depending on the shape of the calibration curve, velocities other than the reference velocity are either overcorrected or undercor-
rected. For example, if the actual freestream velocity increases by 10%, the normalization reduces the measured voltages by an amount, say 3X, corresponding to a 9.1% reduction in the measured velocity at the reference point. However, velocities at other locations will be reduced by more or less than 9.1% since a 3X change in voltage corresponds to different changes in velocity at different locations on the calibration curve. Since the freestream velocity in the present study was carefully regulated, this side effect of the normalization procedure was probably negligible.
Appendix E
SPECIALIZED TOOLS

Several tools were designed and fabricated to perform special tasks in the assembly and operation of the water channel. Shown in Fig. 52 are (a) a flexible tip, ball driver for placing and driving the socket head screws used to hold the inner walls in place, (b) a remote manipulator for retrieving objects dropped into the channel, (c) a hydrogen bubble wire holder, and (d) a modified syringe.

The ball driver was made by attaching a conventional ball driver tip, taken from a screwdriver handle, to a miniature universal joint and an extra long handle. A piece of vinyl tubing slipped over the joint gave the joint some rigidity so that the tip could be positioned as desired. Besides being easier to use than slot or Phillips head screwdrivers, ball drivers also allow you to temporarily hold on to a screw because of the way in which the ball fits into the socket head of the screw.

The remote manipulator was fashioned from a bicycle brake outfitted with modified caliper arms. The manipulator possessed enough dexterity to pick up thin plastic rulers dropped on the channel floor.

The hydrogen bubble wire holder was designed to allow easy replacement of broken wires while also affording the safety needed. The holder was fabricated from nonconductive plexiglas. The spacing between the two
Figure 52: Specialized tools: (a) ball driver, (b) remote manipulator, (c) bubble wire holder, and (d) syringe.
prongs was adjustable. The electrical leads running down the center of the stem terminated at small screws sticking out of the base of each prong. A pair of nuts on each screw were used to clamp the wires in place. Parafin wax applied with a brush insulated terminals from the water. The vinyl tube wound around the stem, corkscrew fashion, kept the stem from oscillating in the flow by disrupting the vortices being shed.

Finally, the modified syringe, used for injecting dyes, was fabricated from two syringe bodies joined with a plexiglas adapter.
Appendix F
FILM NARRATIVE

"Turbulent Boundary Layers on Concave Walls" is a 16 mm, color, silent film, 430' long, which runs for 12 minutes if projected at 24 frames per second (sound speed). The film was produced by Albert H. Jeans and James P. Johnston of the Thermosciences Division of the Dept. of Mechanical Engineering, Stanford Univ. in 1981. The film gives some background information and then depicts systematic visual surveys of the flowfield using dyes and hydrogen bubbles. A scene-by-scene narrative follows.

1. Title and producers.

2. Schematic plan view of the concave flow facility. Water enters from an underground sump through a perforated pipe. The flow passes through a perforated plate, honeycomb, and screens to achieve uniformity and low turbulence levels. A nozzle with a contraction ratio of 4:1 accelerates the flow up to the nominal running speed of 15 cm/s. The laminar boundary layers are tripped about 1 m downstream of the nozzle exit. The flow passes through a 90° bend and a 2.5 m-long recovery region before returning to the sump.

3. Color diagram of the test section. The boundary layers are about 7.5 cm thick at the start of curvature with a momentum thickness Reynolds number of about 1300. The channel depth is about 1.1 m
and the radius of curvature 1.36 m. The opposing, convex wall was designed to minimize the streamwise pressure gradient at the test wall.

4. Diagram of dye injection technique. To visualize the flow near the wall, dye is injected through narrow slots into the viscous sublayer and lit from behind.

5. Diagram of hydrogen bubble technique. To visualize the flow away from the wall hydrogen bubbles are used to mark the flow. The diagram shows the effective viewing angle which will be seen in the movies. In reality, this viewing angle is accomplished using a mirror placed in the flow, downstream of the bubble wires.

6. The dye movies were shot at 24 frames per second, the hydrogen bubble movies at 45 frames per second.

7. A scale ruled in centimeters appears on the wall in many of the scenes. Diagram showing the location of the first region to be visualized: the flat plate region upstream of the curve.

8. This region is characterized by uniformly distributed streaks and bursts near the wall.

9. Dye is being injected through two slots about 20 cm apart. We see the usual streaky structure characteristic of turbulent boundary layers. The nondimensional streak spacing $\lambda^*$ agrees with the generally quoted value of 100. Velocity measurements made in this region also indicate a normal turbulent flatplate boundary layer.
10. Single bubble wire at \( y=0.6 \text{ cm} \) \((y^*=44)\), pulsed continuously. Typical eddies are 1 or 2 cm in size although larger ones occur occasionally. Streaks appear as low-speed regions which oscillate back and forth. Bursting disrupts the bubble lines soon after they are generated.

11. Single wire at \( y=1.0 \text{ cm} \) \((y^*=73)\), pulsed intermittently. This pulsing pattern does a better job of depicting the eddies as they travel downstream. Note the appearance of streamwise vorticity.

12. Dual bubble wires are always separated by 4 cm and are pulsed intermittently.

13. Dual wires, lower wire at \( y=1.0 \text{ cm} \). Note the lack of correlation between the two bubble lines, another indication that the eddies in this region are not very large. Turbulent activity seems to be diminishing farther from the wall.

14. Dual wires, lower wire at \( y=5.0 \text{ cm} \). The upper wire is now outside of the boundary layer. The bubble lines from the upper wire remain intact aside from occasional eddies from below.

15. Diagram showing the region in the curve which was observed, a region starting at about 30°.

16. The flow in this region appears to be dominated by randomly distributed large-scale sweeps (inflows) and ejections (outflows).

17. Dye visualization. Note how the dye collects into large streamers, which are spaced about 10 cm apart on the average. The
boundary layer thickness is also about 10 cm here. The streamers are actually formed by sweeps from the outer flow which push aside the fluid near the wall. The sweeps appear randomly in position and time and seem to greatly reduce the bursting activity seen in the flatplate boundary layer.

18. Bubble wire at \( y = 0.6 \) cm, pulsed continuously. Here again we see the wall fluid being pushed into piles by sweeps from the outer flow. Bursting is greatly diminished where the sweeps impinge on the wall.

19. Bubble wire at \( y = 1.0 \) cm, pulsed intermittently. The vertical movement of the fluid is much greater here than in the flat plate region. Typical eddies are about 4 or 5 cm in size.

20. Dual wires, lower wire at \( y = 1.0 \) cm. Motions depicted by the bubble lines appear highly correlated, indicating that the large-scale eddies extend a long distance through the boundary layer. The large-scale motions also appear to be promoting a lot of mixing and turbulence production far from the wall.

21. Dual wires, lower wire at \( y = 5.0 \) cm. The upper wire is near the edge of the boundary layer. Many of the ejections appear quite strong at the upper wire position.

22. Wire at 9.0 cm, pulsed continuously. This visualization gives you a better idea of the planar distribution of the ejections. The ejections are irregularly shaped and randomly distributed. Note the intense longitudinal vorticity occasionally generated at the interfaces between the ejections and the outer flow.
23. The flow displays the same qualitative features at other stations around the curve, the differences being that the large-scale motions appear to intensify and grow somewhat larger.

24. In the recovery region downstream of the curve, bursting is greatly suppressed over large regions.

25. Diagram showing region visualized in recovery region.

26. Dye visualization. Note large regions of low turbulent activity. Perhaps, the large-scale motions in the curve have removed so much fluid from the wall that a new boundary layer is growing here.

27. Bubble wire at 0.6 cm, pulsed continuously. The large patches of laminar-like fluid alternate with patches of more conventional bursting activity.

28. Dual wires, lower wire at y=1.0 cm. Remnants of the large-scale motions still appear quite strong. Chunks of laminar-like fluid also appear. These may be remnants of the potential core or zones where relaminarization has occurred; at this time no definite conclusions can be drawn.

29. Dual wires, lower wire at y=5.0 cm. Large scale motions dominate the entire flowfield. The scale and inertia of these motions evidently makes them very resistant to decay.

30. Single wire at y=9.0 cm, pulsed continuously. Again, we see large patches of laminar-like fluid. Velocity and turbulence
measurements show no sign of a potential core by the 75° location. Visualization gives us a better idea of what is happening.

31. This work was funded by the Air Force Office of Scientific Research.
Appendix G
DATA SETS

The data sets used in the graphs are listed below in two-column format. Except where noted, the anemometer was sampled at 6 Hz for a period T=300 s to obtain the mean velocity and turbulence intensity at each location. YO is a shift applied to the y-coordinates in order to partially compensate for positioning errors. YO was determined by examining the near-wall data and estimating the probable location of the wall by extrapolation. The value of YO given in the data sets is the amount that was added to the nominal y-coordinates to produce the coordinates shown. THETA, expressed in degrees, is the location in the curve at which some of the data sets were taken. W is the channel width at the streamwise location at which the cross-channel profiles were taken. TEMP is the water temperature, in degrees Fahrenheit, at the time the run was started. The integer following the title of each data set is the number of points in that set.
<table>
<thead>
<tr>
<th>LAM9 5/11/81 X=400 CM T=20 SEC TEMP=76</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y CM</td>
</tr>
<tr>
<td>2.000E-01</td>
</tr>
<tr>
<td>4.000E-01</td>
</tr>
<tr>
<td>6.000E-01</td>
</tr>
<tr>
<td>8.000E-01</td>
</tr>
<tr>
<td>1.000E-01</td>
</tr>
<tr>
<td>1.200E+01</td>
</tr>
<tr>
<td>1.400E+01</td>
</tr>
<tr>
<td>1.600E+01</td>
</tr>
<tr>
<td>1.800E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
</tr>
<tr>
<td>2.400E+00</td>
</tr>
<tr>
<td>2.600E+00</td>
</tr>
<tr>
<td>2.800E+00</td>
</tr>
<tr>
<td>3.000E+00</td>
</tr>
<tr>
<td>3.200E+00</td>
</tr>
<tr>
<td>3.400E+00</td>
</tr>
<tr>
<td>3.600E+00</td>
</tr>
<tr>
<td>4.000E+01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LAM11 6/11/81 X=400 CM T=20 SEC TEMP=76</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y CM</td>
</tr>
<tr>
<td>2.000E-01</td>
</tr>
<tr>
<td>4.000E-01</td>
</tr>
<tr>
<td>6.000E-01</td>
</tr>
<tr>
<td>8.000E-01</td>
</tr>
<tr>
<td>1.000E+01</td>
</tr>
<tr>
<td>1.200E+01</td>
</tr>
<tr>
<td>1.400E+01</td>
</tr>
<tr>
<td>1.600E+01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LAM10 6/11/81 X=400 CM, CONTROL WALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y CM</td>
</tr>
<tr>
<td>2.000E-01</td>
</tr>
<tr>
<td>4.000E-01</td>
</tr>
<tr>
<td>6.000E-01</td>
</tr>
<tr>
<td>8.000E-01</td>
</tr>
<tr>
<td>1.000E-01</td>
</tr>
<tr>
<td>1.200E+01</td>
</tr>
<tr>
<td>1.400E+01</td>
</tr>
<tr>
<td>1.600E+01</td>
</tr>
<tr>
<td>1.800E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
</tr>
<tr>
<td>2.400E+00</td>
</tr>
<tr>
<td>2.600E+00</td>
</tr>
<tr>
<td>2.800E+00</td>
</tr>
<tr>
<td>3.000E+00</td>
</tr>
<tr>
<td>3.200E+00</td>
</tr>
<tr>
<td>3.400E+00</td>
</tr>
<tr>
<td>3.600E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>QUAL3 5/13/81 X=400 CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y CM</td>
</tr>
<tr>
<td>7.000E-02</td>
</tr>
<tr>
<td>9.000E-02</td>
</tr>
<tr>
<td>1.100E-01</td>
</tr>
<tr>
<td>1.400E-01</td>
</tr>
<tr>
<td>1.700E-01</td>
</tr>
<tr>
<td>2.100E-01</td>
</tr>
<tr>
<td>2.700E-01</td>
</tr>
<tr>
<td>3.700E-01</td>
</tr>
<tr>
<td>4.900E-01</td>
</tr>
<tr>
<td>6.200E-01</td>
</tr>
<tr>
<td>Y CM</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>1.500E-01</td>
</tr>
<tr>
<td>1.700E-01</td>
</tr>
<tr>
<td>1.900E-01</td>
</tr>
<tr>
<td>2.200E-01</td>
</tr>
<tr>
<td>2.500E-01</td>
</tr>
<tr>
<td>2.900E-01</td>
</tr>
<tr>
<td>3.500E-01</td>
</tr>
<tr>
<td>4.300E-01</td>
</tr>
<tr>
<td>5.700E-01</td>
</tr>
<tr>
<td>7.000E-01</td>
</tr>
<tr>
<td>8.700E-01</td>
</tr>
<tr>
<td>1.090E+00</td>
</tr>
<tr>
<td>1.350E+00</td>
</tr>
<tr>
<td>1.600E+00</td>
</tr>
<tr>
<td>2.040E+00</td>
</tr>
<tr>
<td>2.550E+00</td>
</tr>
<tr>
<td>3.240E+00</td>
</tr>
<tr>
<td>3.750E+00</td>
</tr>
<tr>
<td>4.360E+00</td>
</tr>
<tr>
<td>5.050E+00</td>
</tr>
<tr>
<td>6.050E+00</td>
</tr>
<tr>
<td>8.050E+00</td>
</tr>
</tbody>
</table>

**FLAT2 5/11/81 X=400 CM**

<table>
<thead>
<tr>
<th>Y CM</th>
<th>Z CM</th>
<th>( &lt;U&gt; ) CM/( S )</th>
<th>( &lt;U''/U'&gt; )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.200E+00</td>
<td>0.000E+00</td>
<td>5.290E+00</td>
<td>2.935E+00</td>
</tr>
<tr>
<td>1.500E+00</td>
<td>0.000E+00</td>
<td>6.140E+00</td>
<td>3.435E+00</td>
</tr>
<tr>
<td>1.800E+00</td>
<td>0.000E+00</td>
<td>6.730E+00</td>
<td>3.217E+00</td>
</tr>
<tr>
<td>2.200E+00</td>
<td>0.000E+00</td>
<td>7.350E+00</td>
<td>3.379E+00</td>
</tr>
<tr>
<td>2.800E+00</td>
<td>0.000E+00</td>
<td>8.320E+00</td>
<td>2.673E+00</td>
</tr>
<tr>
<td>3.600E+00</td>
<td>0.000E+00</td>
<td>9.400E+00</td>
<td>2.423E+00</td>
</tr>
<tr>
<td>5.000E+00</td>
<td>0.000E+00</td>
<td>9.670E+00</td>
<td>2.010E+00</td>
</tr>
<tr>
<td>6.300E+00</td>
<td>0.000E+00</td>
<td>1.017E+01</td>
<td>1.711E+00</td>
</tr>
<tr>
<td>8.000E+00</td>
<td>0.000E+00</td>
<td>1.039E+01</td>
<td>1.486E+00</td>
</tr>
<tr>
<td>1.020E+00</td>
<td>0.000E+00</td>
<td>1.079E+01</td>
<td>1.332E+00</td>
</tr>
<tr>
<td>Y CM</td>
<td>Z CM</td>
<td>&lt;U&gt; CM/°</td>
<td>&lt;U''&gt; CM/°</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>1.00E+00 0.00E+00</td>
<td>1.09E+01 1.05E+00</td>
<td>3.70E+01 -2.00E+01</td>
<td>9.26E+00</td>
</tr>
<tr>
<td>1.63E+00 0.00E+00</td>
<td>1.12E+01 9.87E+00</td>
<td>4.90E+01 -2.00E+01</td>
<td>9.45E+00</td>
</tr>
<tr>
<td>2.03E+00 0.00E+00</td>
<td>1.13E+01 9.44E+00</td>
<td>6.20E+01 -2.00E+01</td>
<td>1.02E+01</td>
</tr>
<tr>
<td>2.50E+00 0.00E+00</td>
<td>1.20E+01 9.30E+00</td>
<td>7.90E+01 -2.00E+01</td>
<td>1.06E+01</td>
</tr>
<tr>
<td>3.19E+00 0.00E+00</td>
<td>1.26E+01 9.24E+00</td>
<td>1.01E+01 -2.00E+01</td>
<td>1.11E+01</td>
</tr>
<tr>
<td>3.70E+00 0.00E+00</td>
<td>1.30E+01 8.43E+00</td>
<td>1.27E+01 -2.00E+01</td>
<td>1.14E+01</td>
</tr>
<tr>
<td>4.31E+00 0.00E+00</td>
<td>1.35E+01 7.70E+00</td>
<td>1.60E+01 -2.00E+01</td>
<td>1.19E+01</td>
</tr>
<tr>
<td>5.00E+00 0.00E+00</td>
<td>1.40E+01 5.92E+00</td>
<td>2.00E+01 -2.00E+01</td>
<td>1.22E+01</td>
</tr>
<tr>
<td>5.60E+00 0.00E+00</td>
<td>1.45E+01 2.76E+00</td>
<td>2.47E+01 -2.00E+01</td>
<td>1.26E+01</td>
</tr>
<tr>
<td>6.00E+00 0.00E+00</td>
<td>1.49E+01 2.37E+00</td>
<td>3.16E+01 -2.00E+01</td>
<td>1.32E+01</td>
</tr>
<tr>
<td>6.00E+00 0.00E+00</td>
<td>1.48E+01 1.64E+00</td>
<td>3.67E+01 -2.00E+01</td>
<td>1.38E+01</td>
</tr>
<tr>
<td>1.20E+01 0.00E+00</td>
<td>1.47E+01 1.20E+00</td>
<td>4.26E+01 -2.00E+01</td>
<td>1.42E+01</td>
</tr>
<tr>
<td>1.40E+01 0.00E+00</td>
<td>1.47E+01 1.00E+00</td>
<td>4.97E+01 -2.00E+01</td>
<td>1.45E+01</td>
</tr>
<tr>
<td>1.60E+01 0.00E+00</td>
<td>1.47E+01 2.90E+02</td>
<td>5.97E+00 -2.00E+01</td>
<td>1.47E+01</td>
</tr>
<tr>
<td>7.97E+00 -2.00E+01</td>
<td>1.49E+01</td>
<td>7.97E+00 -2.00E+01</td>
<td>1.49E+01</td>
</tr>
</tbody>
</table>
The table contains numerical data with columns for Y CM, Z CM, (U) CM, (U') CM, (U'') CM, and (U''') CM. The values are presented in scientific notation and include a mix of positive and negative exponents.
<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>U</th>
<th>V</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.000E+00</td>
<td>1.000E+01</td>
<td>1.324E+01</td>
<td>8.300E-01</td>
<td>1.550E+01</td>
<td>2.000E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
<td>1.200E+01</td>
<td>1.560E+01</td>
<td>9.500E-01</td>
<td>1.500E+01</td>
<td>2.000E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
<td>1.200E+01</td>
<td>1.329E+01</td>
<td>8.110E-01</td>
<td>8.000E+00</td>
<td>6.000E-01</td>
</tr>
<tr>
<td>2.000E+00</td>
<td>1.400E+01</td>
<td>1.646E+01</td>
<td>9.190E-01</td>
<td>1.150E+01</td>
<td>0.000E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
<td>1.400E+01</td>
<td>1.321E+01</td>
<td>8.020E-01</td>
<td>1.550E+01</td>
<td>0.000E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
<td>1.600E+01</td>
<td>1.540E+01</td>
<td>9.460E-01</td>
<td>1.900E+01</td>
<td>0.000E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
<td>1.600E+01</td>
<td>1.322E+01</td>
<td>7.560E-01</td>
<td>6.000E+00</td>
<td>-2.000E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
<td>1.800E+01</td>
<td>1.616E+01</td>
<td>9.380E-01</td>
<td>1.150E+01</td>
<td>-2.000E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
<td>1.800E+01</td>
<td>1.326E+01</td>
<td>6.780E-01</td>
<td>1.550E+01</td>
<td>-2.000E+00</td>
</tr>
<tr>
<td>2.000E+00</td>
<td>2.000E+01</td>
<td>1.165E+01</td>
<td>9.670E-01</td>
<td>1.900E+01</td>
<td>-2.000E+00</td>
</tr>
<tr>
<td>4.000E+00</td>
<td>2.000E+01</td>
<td>1.324E+01</td>
<td>7.590E-01</td>
<td>8.000E+00</td>
<td>4.000E+00</td>
</tr>
</tbody>
</table>

**CORE1** 5/13/61 X=400 CM

**T=50 SEC TEMP=76**

**Y CM  Z CM  <U> CM/S  <V>CM/S**

<table>
<thead>
<tr>
<th>Y CM</th>
<th>Z CM</th>
<th>&lt;U&gt; CM/S</th>
<th>&lt;V&gt;CM/S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>9.46E+01</td>
<td>2.00E+00</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>8.02E+01</td>
<td>1.60E+00</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.487E+01</td>
<td>1.482E+01</td>
</tr>
</tbody>
</table>

---

**CORE2** 5/25/61 THETA=30 TEMP=81

**10S**

<table>
<thead>
<tr>
<th>Y CM</th>
<th>Z CM</th>
<th>&lt;U&gt; CM/S</th>
<th>&lt;V&gt;CM/S</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.50E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
<tr>
<td>1.55E+01</td>
<td>2.00E+00</td>
<td>1.477E+01</td>
<td>1.474E+01</td>
</tr>
</tbody>
</table>

---