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**ABSTRACT**
A numerical simulation capability has been developed for the analysis of fluid flow in liquid-filled projectiles. The unsteady, compressible Navier-Stokes equations for laminar flow are solved for the primitive variables without recourse to linearization or simplification of the equations of motion. The finite difference approximations to the governing equations are by choice either of first or second order time accuracy, second order spatial accuracy in the axial and radial directions, and fourth order spatial accuracy in the axial and radial directions.
azimuthal direction. The method allows imposition of arbitrary body motions including spin and precession and the corresponding boundary conditions are easily and directly prescribed. The finite difference equations are solved using an implicit, approximate factorization procedure that permits the choice of reasonably large time steps and avoids limitations based on the magnitude of Reynolds number. Thus, the numerical simulations methodology considered provides a complete, accurate and flexible framework for the computational analysis of fluid behavior in liquid-filled projectiles.

In the current effort, two computer programs have been developed. The cartesian velocity components and pressure are the dependent variables in the first along with a cartesian base coordinate system. This code retains the desired features of arbitrary geometry and body motion. The second computer program is cast with cylindrical velocity components in cylindrical coordinates and is currently (but not inherently) limited to a cylindrical geometry. Both these programs are applicable to three-dimensional flow and both codes can be flagged to compute axisymmetric flow efficiently by avoiding calculations involving the extra coordinate. This axisymmetric option has been extensively exercised and the results compare favorably with other known numerical results. The fully three-dimensional codes have been exercised for fewer cases but enough to validate their accurate applicability.

While it was only required that either a properly formulated cartesian variable or a cylindrical variable code be constructed that can efficiently treat axisymmetric cases, both approaches have been executed in the present effort. The cartesian variable computer program solved the governing equations in conservation form while the cylindrical variable formulation used the non-conservation form and consequently somewhat different discretizations were employed in the two codes as an exercise. The cylindrical variable formulation gave better results, but the precise reason for the improvement is inconclusive yet.
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1. SUMMARY

A numerical simulation capability has been developed for the analysis of fluid flow in liquid-filled projectiles. The unsteady, compressible Navier-Stokes equations for laminar flow are solved for the primitive variables without recourse to linearization or simplification of the equations of motion. The finite difference approximations to the governing equations are by choice either of first or second order time accuracy, second order spatial accuracy in the axial and radial directions, and fourth order accuracy in the azimuthal direction. The method allows imposition of arbitrary body motions including spin and precession and the corresponding boundary conditions are easily and directly prescribed. The finite difference equations are solved using an implicit, approximate factorization procedure that permits the choice of reasonably large time steps and avoids limitations based on the magnitude of Reynolds number. Thus, the numerical simulation methodology considered provides a complete, accurate and flexible framework for the computational analysis of fluid behavior in liquid-filled projectiles.

In the current effort, two computer programs have been developed. The cartesian velocity components and pressure are the dependent variables in the first along with a cartesian base coordinate system. This code retains the desired features of arbitrary geometry and body motion. The second computer program is cast with cylindrical velocity components in cylindrical coordinates and is currently (but not inherently) limited to a cylindrical geometry. Both these programs are applicable to three-dimensional flow and both codes can be flagged to compute axisymmetric flow efficiently by avoiding calculations involving the extra coordinate. This axisymmetric option has been extensively exercised and the results compare favorably with other known numerical results. The fully three-dimensional codes have been exercised for fewer cases but enough to validate their accurate applicability.
While it was only required that either a properly formulated cartesian variable or a cylindrical variable code be constructed that can efficiently treat axisymmetric cases, both approaches have been executed in the present effort. The cartesian variable computer program solved the governing equations in conservation form while the cylindrical variable formulation used the non-conservation form and consequently somewhat different discretizations were employed in the two codes as an exercise. The cylindrical variable formulation gave better results, but the precise reason for the improvement is inconclusive yet.
2. INTRODUCTION

BACKGROUND

The Army is currently developing liquid payloads for spin-stabilized projectiles. A liquid filler can destabilize the flight of an aeroballistically well designed shell. The instability mechanism is a resonance between the coning frequency of the projectile and a natural vibration frequency of the spinning liquid. Only simplified models have been used in the past to study this liquid-induced, projectile instability. These include linear models and axisymmetric (independent of circumferential or azimuthal position within the fluid) finite-difference solutions to the governing equations, the Navier-Stokes equations\(^1,2,3\). The linear models consist of closed form analytic solutions and/or numerical solutions. The primary deficiency with the available models is that the projectile yaw must be quite small. In fact, experiments to verify these modes indicate serious nonlinear effects at yaw amplitudes well below those common to projectiles\(^4\). Hence, large yaw effects must be incorporated into the modeling capabilities. Also, many of the linear models do not properly treat the boundary conditions at the liquid/solid interfaces. Corrections are required within these models, but the corrections are only valid for high Reynolds numbers. The axisymmetric Navier-Stokes code cannot model the three-dimensional disturbances within the liquid produced by the yawing motion or the three-dimensional response of the liquid. The natural frequencies of the liquid are truly three-dimensional oscillations and most flow problems cannot be treated by an axisymmetric code. A full three-dimensional solution to the Navier-Stokes equations is required. Viscous effects must be maintained properly in all coordinate directions to properly model the rotating fluid. The code must also have a high Reynolds number capability. This requires the use of a computational algorithm which is more complex than a standard finite difference solution.
This report describes the development and testing of a Navier-Stokes solver that fits the bill. The basic method was first presented by Steger and Kutler as an implicit finite-difference procedure to solve the incompressible Navier-Stokes equations used to model aircraft vortex wake flows of external aerodynamics. This code was modified extensively by Steger in order to be used for the internal fluid mechanics within liquid filled shells. These changes were made to enable the computer code to accept arbitrary body motion and quite general body geometry, to minimize computer storage space, and to account for internal boundary conditions. While this code was verified to be stable for spin-up and spin-down for cylindrical geometries and showed correct flow field structure and development, it was not directly compared with other theories. Also, the computer program required too much computational time to pursue detailed spin-up calculations; having been built for arbitrary body motion and shape, it was not efficient for axisymmetric spin-up. It was thus logical to start from this computer code, make the necessary modifications to make it more efficient for axisymmetric flows and subject the method to thorough testing.

OBJECTIVES AND TASKS

Towards the overall objective of developing a numerical simulation capability for liquid-filled projectiles that is complete, accurate and flexible, this effort concentrated on modifying an existing finite difference method which potentially could meet the requirements and checking it thoroughly against known analytic and numerical solutions for simple cases. The method was also to be tested for limitations and cost for a few fully three-dimensional cases. These goals were broken up into the following tasks:

1) An existing computer code for three-dimensional incompressible flow was to be modified to produce improved efficiency and accuracy.
The existing code was formulated using cartesian velocity components. These velocities are not convenient for a spinning projectile where the initial flow is axisymmetric. In order to improve the computational efficiency, the code was to be recast in cylindrical coordinates or the axisymmetric variation was to be subtracted out.

2) The code was also to be set up so that it can easily be executed in an axisymmetric mode. This capability would be necessary to evaluate questions of numerical accuracy and efficiency and to establish Reynolds number limits.

3) The code was to be structured so that the numerical scheme was of either first or second order time accuracy. Solutions of second order accuracy would allow increased efficiency by using larger time steps, but they are normally prone to more numerical instabilities. The advantages and disadvantages of larger time steps versus numerical instabilities were to be investigated for rotating fluid flow problems.

4) Solutions from the axisymmetric version of the code were to be compared to other known numerical results.

5) Run times for the three-dimensional and axisymmetric versions of the code were to be compared.

6) The axisymmetric version was to be exercised to define the limitations of the code for projectile spin rate and Reynolds number.

7) Similar to task 6 but for fewer cases, spin rate and Reynolds number limitations were to be investigated for the three-dimensional code option.
The rest of this report addresses these tasks, how they were accomplished and the results of the study. Section 3 covers the governing equations with cartesian velocity components as the dependent variables. The numerical method for this formulation is described in Section 4. Results for axisymmetric spinning flow obtained using the above formulations is given in Section 5. The cylindrical variable formulation and results are shown in Section 6. The treatment in this chapter is brief in as much as the primary thrust of this effort was to check out the cartesian variable formulation. Three-dimensional results are covered in Section 7 followed by concluding remarks and a list of references in Sections 8 and 9.
3. GOVERNING EQUATIONS IN CARTESIAN VARIABLES

The motion of a liquid fluid within a container is governed by the incompressible Navier-Stokes equations.

Momentum equations

\[
\dot{\mathbf{q}} + \mathbf{a}(\dot{\mathbf{e}} - \dot{\mathbf{e}}_v) + \mathbf{a}_y(\dot{\mathbf{f}} - \dot{\mathbf{f}}_v) + \mathbf{a}_z(\dot{\mathbf{g}} - \dot{\mathbf{g}}_v) = 0
\]  

(1a)

Continuity equation

\[
\mathbf{a}_x u + \mathbf{a}_y v + \mathbf{a}_z w = 0
\]  

(1b)

where

\[
\dot{\mathbf{q}} = \begin{bmatrix} u \\ v \\ w \end{bmatrix}, \quad \dot{\mathbf{e}} = \begin{bmatrix} u^{\alpha} + p \\ u v \\ u w \end{bmatrix}, \quad \dot{\mathbf{f}} = \begin{bmatrix} v u \\ v^2 + p \\ v w \end{bmatrix}, \quad \dot{\mathbf{g}} = \begin{bmatrix} w u \\ w v \\ w^2 + p \end{bmatrix}
\]

velocity components  

inviscid flux terms

\[
\dot{\mathbf{e}}_v = \nu \begin{bmatrix} a_x u \\ a_x v \\ a_x w \end{bmatrix}, \quad \dot{\mathbf{f}}_v = \nu \begin{bmatrix} a_y u \\ a_y v \\ a_y w \end{bmatrix}, \quad \dot{\mathbf{g}}_v = \nu \begin{bmatrix} a_z u \\ a_z v \\ a_z w \end{bmatrix}
\]

viscous terms

x, y, z -- cartesian coordinate directions, t -- time

u, v, w -- cartesian velocity components, p -- pressure

\nu -- coefficient of viscosity
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The continuity equation has no time derivative. To facilitate construction of an implicit, approximately factored numerical method, the continuity equation is modified to be

\[ a_t p + \beta (a_x u + a_y v + a_z w) = a_t p^* \]  

(1c)

The quantities \( \beta, p^* \) and the numerical algorithm will be chosen to let \( a_x u + a_y v + a_z w = 0 \) (see next Section). Equations (1a) and (1c) may now be combined to yield

\[ a_t \bar{D} + a_x (\bar{E} - \bar{E}_v) + a_y (\bar{F} - \bar{F}_v) + a_z (\bar{G} - \bar{G}_v) = (a_t p^*, 0, 0, 0)^\text{T} \]

(2)

\[
\begin{align*}
\bar{D} &= \begin{bmatrix} p \\ q \end{bmatrix}, & \bar{E} &= \begin{bmatrix} e u \\ e_v \end{bmatrix}, & \bar{F} &= \begin{bmatrix} e v \\ f_v \end{bmatrix}, & \bar{G} &= \begin{bmatrix} e w \\ g_v \end{bmatrix} \\
\bar{E}_v &= \begin{bmatrix} 0 \\ e_v \end{bmatrix}, & \bar{F}_v &= \begin{bmatrix} 0 \\ f_v \end{bmatrix}, & \bar{G}_v &= \begin{bmatrix} 0 \\ g_v \end{bmatrix}
\end{align*}
\]
In the above, the subscript \( v \) was used to denote viscous terms. But for this and other subscripts that will be clearly pointed out, the subscript notation will be used interchangeably with the derivative operator notation \( \partial_x \), etc., to denote derivatives. Thus, \( \partial_x f = f_x \).

In order to permit arbitrary body motion and shape, new independent variables (but not dependent variables) are introduced.

\[
\begin{align*}
\tau &= t \\
\xi &= \xi(x,t) \\
\eta &= \eta(x,y,z,t) \\
\zeta &= \zeta(x,y,z,t)
\end{align*}
\]

These coordinates are defined in Fig. 1. By restricting \( \xi \) to be a function of only \( x \) and \( t \), computer storage is minimized and the computation of metrics is simplified. Yet, little generality is lost. Using Eqs. (3), the transformed equations become

\[
a_\tau \hat{D} + a_\xi (\hat{E} - \hat{E}_v) + a_\eta (\hat{F} - \hat{F}_v) + a_\zeta (\hat{G} - \hat{G}_v) = J^{-1}(a_t p^*, 0, 0, 0) \text{ Transpose}
\]

where

\[
\begin{align*}
\hat{D} &= \hat{D}/J \\
\hat{E} &= (\xi_\tau \hat{E} + \xi_x \hat{E})/J \\
\hat{F} &= (\eta_\tau \hat{F} + \eta_x \hat{F} + \eta_y \hat{F} + \eta_z \hat{G})/J \\
\hat{G} &= (\zeta_\tau \hat{G} + \zeta_x \hat{E} + \zeta_y \hat{F} + \zeta_z \hat{G})/J \\
\hat{E}_v &= (\xi_x \hat{E}_v)/J \\
\hat{F}_v &= (\eta_x \hat{E}_v + \eta_y \hat{F}_v + \eta_z \hat{G}_v)/J \\
\hat{G}_v &= (\zeta_x \hat{E}_v + \zeta_y \hat{F}_v + \zeta_z \hat{G}_v)/J
\end{align*}
\]
Fig. 1. Sketch of interior flow domain with coordinate definition
\[ E_V = \nu \begin{bmatrix} 0 \\ \varepsilon_x u_{\xi} + \eta_x u_{\eta} + \zeta_x u_{\zeta} \\ \varepsilon_x v_{\xi} + \eta_x v_{\eta} + \zeta_x v_{\zeta} \\ \varepsilon_x w_{\xi} + \eta_x w_{\eta} + \zeta_x w_{\zeta} \end{bmatrix}, \]

\[ F_V = \nu \begin{bmatrix} 0 \\ \eta_y u_{\eta} + \zeta_y u_{\zeta} \\ \eta_y v_{\eta} + \zeta_y v_{\zeta} \\ \eta_y w_{\eta} + \zeta_y w_{\zeta} \end{bmatrix}, \quad G_V = \nu \begin{bmatrix} 0 \\ \eta_z u_{\eta} + \zeta_z u_{\zeta} \\ \eta_z v_{\eta} + \zeta_z v_{\zeta} \\ \eta_z w_{\eta} + \zeta_z w_{\zeta} \end{bmatrix} \]

Throughout the above equations, \( \xi_y \) and \( \xi_z \) were assumed to be zero, while the remaining metrics are given by

\[
(\xi_x/J) = 1/(\xi_x J), \quad (\eta_x/J) = z_{\xi} y_{\xi} - y_{\xi} z_{\zeta}, \quad (\zeta_x/J) = y_{\xi} z_{\eta} - z_{\xi} y_{\eta} \\
(\eta_y/J) = x_{\xi} z_{\zeta}, \quad (\zeta_y/J) = -x_{\xi} z_{\eta} \\
(\eta_z/J) = -x_{\xi} y_{z}, \quad (\zeta_z/J) = x_{\xi} y_{\eta} \\
(\xi_t/J) = - (\xi_x/J) x_t \\
(\eta_t/J) = -(\eta_x/J) x_t + (\eta_y/J) y_t + (\eta_z/J) z_t \\
(\zeta_t/J) = -(\zeta_x/J) x_t + (\zeta_y/J) y_t + (\zeta_z/J) z_t \\
(1/J) = x_{\xi} (y_{\eta} z_{\zeta} - y_{\zeta} z_{\eta})
\]
The governing equations are kept in a more manageable form if contravariant velocities are introduced (shown here in the non-scaled form)

\[
U = \xi_t + \xi_x u \\
V = \eta_t + \eta_x u + \eta_y v + \eta_z w \\
W = \zeta_t + \zeta_x u + \zeta_y v + \zeta_z w
\] (7)

Then, the flux functions are simply written as

\[
\hat{\mathbf{E}} = J^{-1} \begin{bmatrix}
\beta U + \xi_t (p-\beta) \\
u U + \xi_x p \\
v U \\
w U 
\end{bmatrix}, \quad \hat{\mathbf{F}} = J^{-1} \begin{bmatrix}
\beta V + \eta_t (p-\beta) \\
u V + \eta_x p \\
v V + \eta_x p \\
w V + \eta_x p 
\end{bmatrix}, \quad \hat{\mathbf{G}} = J^{-1} \begin{bmatrix}
\beta W + \zeta_t (p-\beta) \\
u W + \zeta_x p \\
v W + \zeta_x p \\
w W + \zeta_x p 
\end{bmatrix}
\] (8)

Note that even though U, V, and W are introduced, the dependent variables remain p, u, v, w - i.e., the inertial or cartesian velocity components are retained.

The viscous terms have the form

\[
\hat{\mathbf{E}}_v = \nu/J \nu \xi \cdot \nu \xi \cdot I_m a_\xi \odot + \nu \xi \cdot \nu \eta \cdot I_m a_\eta \odot + \nu \xi \cdot \nu \zeta \cdot I_m a_\zeta \odot 
\] (9)

\[
\hat{\mathbf{F}}_v = \nu/J \nu \eta \cdot \nu \eta \cdot I_m a_\eta \odot + \nu \eta \cdot \nu \eta \cdot I_m a_\eta \odot + \nu \eta \cdot \nu \zeta \cdot I_m a_\zeta \odot 
\]

\[
\hat{\mathbf{G}}_v = \nu/J \nu \zeta \cdot \nu \zeta \cdot I_m a_\zeta \odot + \nu \zeta \cdot \nu \zeta \cdot I_m a_\zeta \odot + \nu \zeta \cdot \nu \zeta \cdot I_m a_\zeta \odot 
\]
where the matrix $I_m$ is the modified Identity matrix:

$$I_m = \begin{bmatrix}
0 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}$$

and with the use of orthogonal coordinates (when possible) simplify to

$$\hat{E}_v = \left(\frac{v}{J}\right) \begin{pmatrix}
\xi_x^2 & \xi_y & \xi_z
\end{pmatrix} I_m \frac{a}{\xi} \frac{\xi_0}{\xi}
$$

$$\hat{F}_v = \left(\frac{v}{J}\right) \begin{pmatrix}
n_x^2 + n_y^2 + n_z^2
\end{pmatrix} I_m \frac{a}{n} \frac{n_0}{n}
$$

$$\hat{G}_v = \left(\frac{v}{J}\right) \begin{pmatrix}
\xi_x^2 + \xi_y^2 + \xi_z^2
\end{pmatrix} I_m \frac{a}{\xi} \frac{\xi_0}{\xi}
$$

In the above, the equations have been cast in nondimensional form with

$$\tilde{u} = \frac{u}{u_{\text{ref}}}, \quad \tilde{v} = \frac{v}{v_{\text{ref}}}, \quad \tilde{w} = \frac{w}{w_{\text{ref}}}$$

$$\tilde{x} = \frac{x}{x_{\text{ref}}}, \quad \tilde{y} = \frac{y}{y_{\text{ref}}}, \quad \tilde{z} = \frac{z}{z_{\text{ref}}}
$$

$$\tilde{t} = \frac{t}{u_{\text{ref}}/x_{\text{ref}}}, \quad \tilde{p} = \frac{p}{u_{\text{ref}}^2}$$

$$\tilde{v} = Re^{-1} = \frac{v}{(x_{\text{ref}}u_{\text{ref}})} \quad \tilde{\beta} = \frac{\beta}{u_{\text{ref}}^2}
$$

with the subscript \( \text{ref} \) denoting reference quantities and the \( \sim \) are deleted in the governing equations for simplicity. For a spinning cylinder, the usual reference quantities are \( x_{\text{ref}} = a \), the radius of of the cylinder and \( u_{\text{ref}} = a\omega \) where \( \omega \) is the rotational speed.
BOUNDARY CONDITIONS

Boundary conditions require that the velocities U, V, W = 0 at the walls (no slip) if the \( \xi, \eta, \zeta \) coordinates are rigidly attached to the shell. Thus, along the walls,

\[
\begin{align*}
  u &= \dot{x}, \\
  v &= \dot{y}, \\
  w &= \dot{z}
\end{align*}
\] (13)

where \( \dot{x}, \dot{y}, \dot{z} \) are the velocities of a particle attached to the wall. Alternately, spin about the axis can be taken out of the body motion by setting

\[
V = \omega / \phi_n
\] (14)

This latter approach has the advantage of removing changes in the velocity solely due to coordinate rotation.

SUBTRACTING OUT AXISYMMETRIC VARIATION

The equations given above are formulated in terms of cartesian components of velocity. Even for completely spun up flow in a shell that is not coning or precessing, the cartesian velocity components possess circumferential gradients as opposed to cylindrical velocity components which only have zero gradients. This implies that, even to compute the axisymmetric flow after spin up, in the present formulation, one has to solve the entire three-dimensional equations in time. Also, even for mildly non-axisymmetric flows, the number of grid points needed to accurately represent the cartesian velocity components in the circumferential direction is excessive compared to the number necessary for cylindrical components of velocity.

There are two ways of alleviating this problem. One approach is to use cylindrical components of velocity as the dependent variables. This
is described in Section 5. The other approach is to use the current cartesian formulation but to subtract out the true axisymmetric variation.

In subtracting the true axisymmetric variation, the governing equations would be rewritten

\[ a_\xi \hat{D} + a_\xi (\hat{E} - \hat{E}_V) + a_n (\hat{F} - \hat{F}_a - (\hat{F}_V - \hat{F}_{V_a})) + a_\zeta (\hat{G}_V - \hat{G}_a) = - (\hat{H}_a - \hat{H}_{V_a}) \]  

(15)

where

\[
\hat{H}_a - \hat{H}_{V_a} = J^{-1} \frac{\partial}{\partial \phi} \left[ V[R_\xi(U - \xi_t)\cos \phi - R_\phi_n(V - n_t)\sin \phi + R_\xi(W - \xi_t)\cos \phi - p \sin \phi/(R_\phi)] \right] + \frac{\omega^{-1}R^{-2}}{v} \quad \text{(16)}
\]

In Eqs. (15) and (16), the subscript \( a \) is used to denote truly axisymmetric terms. The letter \( R \) is used to denote the radius of the point under consideration. The quantity \( a_\zeta \hat{F}_a \) is equal to \( \hat{H}_a \). However, the term \( a_\zeta \hat{F}_a \) on the left hand side of the equation will be differenced rather than exactly evaluated and it will cancel out the numerical error of differencing \( a_\zeta \hat{F}_a \) due to axisymmetric
variation. Non-axisymmetric variation in $\eta$ is retained in the terms $a_{\eta} F - a_{\eta} F_a$ while the correct axisymmetric variation is held in $H_a$. To use this approach, metrics must be evaluated via the procedure explained in Ref. 7 (Eq. 7). Note that the viscous terms also contribute to the true axisymmetric variation.

Once either of these approaches are incorporated, it becomes an easy matter to build a two-dimensional option into the computer code by bypassing the $\eta$ or azimuthal inversions. This option becomes even easier to achieve because the present computer code comprises a single index array structure. The two-dimensional program would allow the calculation of high Reynolds number axisymmetric spin up to proceed until the three-dimensional perturbations of the body motion need to be introduced. It can also be used as an economic code for optimizing numerical dissipation, grid stretching and the use of variable step sizes. The axisymmetric code will also be used to compute solutions to compare with other known solutions such as those presented by Kitchens.$^3$
4. NUMERICAL METHOD FOR CARTESIAN VARIABLE FORMULATION

The numerical method described below is presented in detail in Ref. 5. The approximate factorization difference equations in delta form (or increment form) are given below assuming orthogonal coordinates in order to simplify writing the viscous terms.

\[
\begin{align*}
[1 + h\delta_n^+ & (\delta_\xi A^n - \delta_\xi \gamma_1 I_m \delta_\xi ) + \epsilon_i \nabla_\xi \Delta_\xi ] \\
\cdot [1 + h\delta_n^+ & (\delta_\eta B^n - \delta_\eta \gamma_2 I_m \delta_\eta ) + \epsilon_{i\eta} \nabla_\eta \Delta_\eta ] \\
\cdot [1 + h\delta_n^+ & (\delta_\zeta C^n - \delta_\zeta \gamma_3 I_m \delta_\zeta ) + \epsilon_{i\zeta} \nabla_\zeta \Delta_\zeta ] (\Delta_\xi - \bar{D}^n)
\end{align*}
\]

\[
= \left( I - I_m \right) (p^* - p^n)
- (1 - J^+ J^n) \bar{D}^n
- \Delta t \delta_n^+ (\delta_\xi \hat{E}^n + \delta_\eta \hat{F}^n + \delta_\zeta \hat{G}^n
- \delta_\xi \gamma_1 I_m \delta_\xi \hat{D}^n - \delta_\eta \gamma_2 I_m \delta_\eta \hat{D}^n - \delta_\zeta \gamma_3 I_m \delta_\zeta \hat{D}^n)
- \epsilon_e \left[ (\nabla_\xi \Delta_\xi)^2 + (\nabla_\eta \Delta_\eta)^2 + (\nabla_\zeta \Delta_\zeta)^2 \right] \hat{D}^n
\]

where

\[
\begin{align*}
\gamma_1 &= (v/J) \xi_X^2 \\
\gamma_2 &= (\xi_X^2 + \xi_Y^2 + \xi_Z^2) (v/J) \\
\gamma_3 &= (n_X^2 + n_Y^2 + n_Z^2) (v/J)
\end{align*}
\]

\[\epsilon_e\text{ and } \epsilon_i\text{ are } O(\Delta t)\]

\[h = \Delta t \text{ for Euler time differencing}\]

\[h = \Delta t/2 \text{ for trapezoidal time differencing}\]
\[
\begin{align*}
\nu \Delta \eta & \equiv \Delta_j \eta - \Delta_{j-1} \eta, \\
\alpha \Delta \eta & \equiv \Delta_k \eta - \Delta_{k-1} \eta, \\
\alpha \Delta \eta \equiv (D_k \eta + 1 - D_k \eta - 1)/(2 \Delta \xi), \\
\alpha \Delta \eta \equiv \{(\alpha_k + \alpha_{k-1})(D_k \eta - D_{k-1} \eta) - (\alpha_k + \alpha_{k-1})(D_k \eta - D_{k-1} \eta)\}/(2 \Delta \eta)^2, \\
\end{align*}
\]

and \( \alpha \Delta \eta \) etc. have similar definitions save for which is fourth order accurate, i.e.,

\[
\alpha \Delta \eta \equiv (D_{k+2} \eta - 4 D_{k+1} \eta + 6 D_k \eta - 4 D_{k-1} \eta + D_{k-2})/(12 \Delta \eta)
\]

In the above equation, all of the metrics are kept at time level \( n+\frac{1}{2} \) for the case of coordinates moving with time. The metrics are centrally differenced with those in the azimuthal direction being fourth order accurate and the others being second order accurate.

Also in the above equation describing the implicit approximate factorization procedure, the equations have been locally linearized in time and the Jacobian matrices for the inviscid terms are obtained from

\[
\begin{bmatrix}
L_0 & L_1 & L_2 & L_3 \\
L_1 & Q+L_1 u & L_2 u & L_3 u \\
L_2 & L_1 v & Q+L_2 v & L_3 v \\
L_3 & L_1 w & L_2 w & Q+L_3 w
\end{bmatrix}
\]

(18)

where \( Q = L_0 + L_1 u + L_2 v + L_3 w \)

and \( L_0 = \xi_t, L_1 = \xi_x, L_2 = \xi_y, L_3 = \xi_z \) to obtain Matrix \( \hat{A}, \) etc.
Equivalent matrices for the viscous terms may be derived easily but are avoided by using orthogonal coordinates when possible. The terms multiplied by the coefficients $e_e$ and $e_i$ are the explicitly and implicitly added smoothing terms which help stabilize the calculations.

SATISFYING THE CONTINUITY EQUATION

It can be shown that when $\beta = O(1/(\Delta t))$, the equation (1) along with the definitions (2) will satisfy the continuity equation up to first order accuracy. For better satisfaction of the continuity equation, the finite difference equations (14) are solved at least twice every time step. In the first iteration, $p^*$ is set to be $= p^n$ and $\beta$ is chosen to be of the order of $1/(\Delta t)$. For subsequent iterations, $p^*$ is set to the value of $p^{n+1}$ predicted in the previous iteration and $\beta$ is set to unity. This strategy serves the double purpose of satisfying the continuity equation better (when $p^* - p^n = p^{n+1} - p^n$, the continuity equation is satisfied exactly) and removing errors due to large values of $\beta$ contaminating the momentum equations due to approximate factorization. For more details, see Appendix A of Ref. 5.
5. RESULTS FOR AXISYMMETRIC SPIN-UP
USING CARTESIAN VARIABLE FORMULATION

Several axisymmetric test cases involving pure spin up from rest were analyzed in order to verify the method described in the previous Sections. Results were compared with solutions obtained using the code developed by Kitchens. These latter solutions were provided by Sedney and Gerber of BRL (private communication). This Section is devoted to a description of the results obtained using the cartesian variable formulation. Results using the cylindrical variable formulation will be presented in the next Section after presenting the governing equations.

GRID CLUSTERING

Near the end and side walls of the cylindrical container, adequate flow field resolution is especially important to accurately account for the predominantly viscous effects in the boundary layers. To achieve this resolution, the same formulae used by Kitchens to cluster more grid points near the end walls and side wall were employed. For example, in the radial direction, the radial position of a grid point corresponding to a uniformly spaced coordinate \( \xi \) was defined by

\[
\frac{b}{(b+1)/(b-1)}^{\xi} - 1 \leq r \leq \frac{b}{(b+1)/(b-1)}^{\xi} + 1
\]

(19)

(the parameter \( b \) is the control to achieve desired clustering)

where \( \xi \) and \( r \) range from zero to one. The axial direction was similarly treated.
EVOLUTION OF SPIN-UP FLOW

Results are now presented to illustrate the evolution of the flow field in a cylindrical spinning cavity spun up impulsively from rest. The first case considered was a cylinder of aspect ratio unity (aspect ratio is the ratio of cylinder half height to its radius) with a fluid of Reynolds number 10,000 based on the cylinder radius and rotational speed (Reynolds number = $\frac{\omega a^2}{v}$; see Eq. (12) for notation). The finite difference grid employed for this case is shown in Figure 2 for half the cylinder (31 x 31 points). In this and the following figures, the axis labelled $R$ denotes the radial coordinate and the axis labelled $Z$ corresponds to the axial coordinate (contrary to the convention used in Fig. 1).

The in-plane (radial and axial) velocity field is plotted in Fig. 3a from the solution after 125 steps at a non-dimensional time step of 0.25 (non-dimensional time $\tau = 31.25$). The maximum in-plane velocity component was $\sim 0.15$ and a length segment of 0.075 units was chosen to represent this magnitude of velocity. All velocity vectors were scaled with respect to this value. Arrows were drawn centered at each grid point with their length representing the magnitude of the velocity there and the orientation depicting direction of velocity. While there is very little action in most of the cylinder, the fluid particles close to the end walls (axial ends) are clearly seen to be accelerated outward. Two close ups of the same plot focusing on one corner are shown in Figs. 3b and 3c for better clarity. The same length scales are used in all velocity vector plots (a magnitude of 0.15 is scaled to a length of 0.075) for this case to enable easy, quantitative visualization of the flow processes. Figures 3d-3h show the decay in the magnitude of the in-plane velocity field as the fluid spins up and approaches the steady state of solid body rotation.

It is also interesting to trace the evolution of the azimuthal
Fig. 2. Computational Grid for Reynolds number of 10,000.
Fig. 3a. Time = 31.25

Fig. 3b. Close up of Fig. 3a

Fig. 3c. Close up of Fig. 3b

Fig. 3d. Time = 62.5

Fig. 3. In-plane velocity field
Reynolds Number = 10,000.
Fig. 3e. Time = 93.75

Fig. 3f. Time = 156.25

Fig. 3g. Time = 218.75

Fig. 3h. Time = 281.25

Fig. 3. (concluded)
velocity distribution. The sequence of Figs. 4a - 4f follow the progression of this velocity component as the flow field develops towards solid body rotation. The minimum contour level shown is 0.05 and the maximum value is 1.0 with increments between levels of 0.05.

A stream-function was defined by

\[
\frac{\partial \psi}{\partial (\text{radial coordinate})} = \text{(axial velocity)} \\
\frac{\partial \psi}{\partial (\text{axial coordinate})} = -(\text{radial velocity})
\]

(20)

and thus

\[\nabla^2 \psi = \text{vorticity}\]

(21)

Streamline plots were drawn at a sequence of time steps and are displayed in Figs. 5a - 5c. Tangents drawn to these contours must be parallel to the in-plane velocity at that point and it is interesting to observe the vortex core move from the corner between end and side walls radially inward as the flow-field develops.

Similar sets of plots are shown in Figures 6 - 9 for a Reynolds number of 1,000. Figure 6 displays the computational grid of points (31 x 31). A less fine clustering of points is evident compared to the grid for Reynolds number 10,000. The development of the in-plane velocity field and the azimuthal velocity contours are portrayed in Figs. 7a - 7c and Figs. 8a - 8b respectively after 250 and 500 steps at a step size of 0.25. Streamlines are drawn after 250 steps in Fig. 9. This lower Reynolds number case is almost fully spun-up to the solid body state of rotation after only 500 steps. This is in contrast to the first case which converges much more slowly to the asymptotic steady state.
Fig. 4a. Time = 31.25

Fig. 4b. Time = 62.5

Fig. 4c. Time = 93.75

Fig. 4d. Time = 156.25

Fig. 4. Azimuthal velocity plots for Reyonds number 10,000
Fig. 4e. Time = 218.75

Fig. 4f. Time = 281.25

Fig. 4. (concluded)

Fig. 5a. Time = 31.25

Fig. 5b. Time = 62.5

Fig. 5. Streamline contour plots for Reynolds number 10,000

(page 1 of 2)
Fig. 5c. Time = 93.75

Fig. 5. (concluded)
Fig. 6. Computational grid for Reynolds number 1,000
Fig. 7a. Time = 62.5

Fig. 7b. Close up of Fig. 7a

Fig. 7c. Time = 125

Fig. 7. In-plane velocity field for Reynolds number 1,000.
Fig. 8a. Time = 62.5

Fig. 8b. Time = 125.0

Fig. 8. Azimuthal velocity plots for Reynolds number 1,000

Fig. 9. Streamline contours at Time = 62.5 for Reynolds number 1,000.
A series of comparisons are now made between the results from the method under evaluation and the code developed by Kitchens. For Reynolds number 10,000 Figs. 10a - 10d compare the two solutions at various axial locations by plotting the radial variation of azimuthal velocity. For these plots, $\tau = 62.5$ with $\Delta\tau = 0.10$. The aspect ratio of the cylinder was unity. First order time accuracy was used along with two iterations every time step to correct the error in satisfying the continuity equation. The two solutions match well, even if not exactly.

A time history of the azimuthal velocity at one point (radial location = 0.9, axial location = 1.0) is shown in Fig. 11. At time $\tau = 62.5$, points from this figure correspond to points from Fig. 10d. Looking at Fig. 11, independently of Figs. 10, it appears like the present solution is lagging behind Kitchens' solution. But, comparing Figs. 10 and 11, it is seen that the time history trends match well if not superbly.

Similar comparisons are made for Reynolds number 1,000 in Figs. 12 and 13 at two non-dimensional times of 62.5 and 125 with a non-dimensional time step of 0.25. Greater smoothing was required for this larger time step and compromised the solution accuracy at $\tau = 62.5$. At the later time of 125.0, the fluid has almost fully spun up and the discrepancy between the two solutions is very minor.
Fig. 10a. Axial location = 0.0145  
Fig. 10b. Axial location = 0.211

Fig. 10. Comparison of azimuthal velocity profiles for Reynolds number 10,000 and Time = 62.5  
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Fig. 11. Time history of azimuthal velocity at axial location of 1.0 and radial location of 0.9.
Fig. 13a. Axial location = 0.06621

Fig. 13b. Axial location = 1.0

Fig. 13. Comparison of azimuthal velocity profiles for Reynolds number 1,000 at Time = 125.0
6. CYLINDRICAL VARIABLE FORMULATION

The governing Navier-Stokes momentum and continuity equations may be written in non-divergence form in cylindrical variables as

Continuity equation

\[ a_r u + \frac{1}{r} a_\theta v + a_z w + \frac{u}{r} = 0 \]  \hspace{1cm} (22a)

Momentum equations

\[ a_t u + u a_r u + (v/r) a_\theta u + w a_z u - v^2/r + a_r p = \nu \left( \nabla^2 u - \left(\frac{2}{r^2}\right) a_\theta u - \frac{u}{r^2} \right) \]  \hspace{1cm} (22b)

\[ a_t v + v a_r v + (v/r) a_\theta v + w a_z v + a_r v + (1/r) a_\theta v + a_z v = \nu \left( \nabla^2 v - \frac{2}{r^2} a_\theta v + \frac{v}{r^2} \right) \]

\[ a_t w + u a_r w + (v/r) a_\theta w + a_r w = \nu \left( \nabla^2 w \right) \]

where,

\[ \nabla^2 = a_r^2 + \frac{1}{r} a_\theta + (1/r^2) a_\theta^2 + a_z^2 \]

\[ r = \text{radial} \quad u = \text{radial velocity} \]

\[ \theta = \text{azimuthal coordinate} \quad v = \text{azimuthal velocity} \]

\[ z = \text{axial coordinate} \quad w = \text{axial velocity} \]

Once again, the continuity equation is modified by the addition of transient terms for pressure

\[ a_t p + \beta \left( a_r u + \frac{1}{r} a_\theta v + a_z w + u/r \right) = a_t p^* \]  \hspace{1cm} (22c)
These equations were coded into an implicit factorization procedure modified from the method presented in Section 4. The non-conservation form allowed easy use of upwind differencing of the convective terms, thus eliminating the need for artificial smoothing of the type used in Section 4 and avoiding dissipation in the continuity equation altogether. The results that will now be presented for axisymmetric spin up show a marked improvement over the results using the cartesian variables. However, it is too soon to identify specific differences between the two methods that cause this improvement.

RESULTS

The parameters of the first case discussed are: Reynolds number = 1,000, aspect ratio = 1.0. Comparisons between solutions from Kitchens' method and the current cylindrical variable formulation are made in Figs. 14 - 15 at two axial locations (z = 0.0662, z = 1.0) at two time levels (250 steps and 500 steps with step size = 0.25). A good match is observed, better than the agreement for the results using the cartesian variable formulation.

The Reynolds number is 10,000 and the aspect ratio is unity for the next case considered. Results are compared at two axial locations (z=0.0324 and 1.0) and three time levels (250, 500, 1000 steps with step size = 0.25) in Figs. 16, 17, and 18. Once again, better agreement between the two solutions is seen compared to the results of the previous section. The improvement is in spite of using a larger time step than used for the cartesian variable formulation.

The effect of different values of the parameter $\beta$ and the time accuracy are plotted in Figs. 19 and 20. Both $\beta$ and the time accuracy are seen to have negligible influence on the results.

Finally, as a check to determine any Reynolds number limits (spin rate limits are related to Reynolds number limits) on the
Fig. 14a. Axial location = 0.0662

Fig. 14b. Axial location = 1.0

Fig. 14. Comparison of azimuthal velocity profiles for Reynolds number 1,000 at Time = 62.5
Fig. 15a. Axial location = 0.0662

Fig. 15b. Axial location = 1.0

Fig. 15. Comparison of azimuthal velocity profiles for Reynolds number 1,000 at Time = 125.0
Fig. 16a. Axial location = 0.0324

Fig. 16b. Axial location = 1.0

Fig. 16. Comparison of azimuthal velocity profiles for Reynolds number 10,000 at Time = 62.5
Fig. 17a. Axial location = 0.0324

Fig. 17b. Axial location = 1.0

Fig. 17. Comparison of azimuthal velocity profiles for Reynolds number 10,000 at Time = 125.0
Fig. 18b. Axial location = 1.0

Fig. 18a. Axial location = 0.0324

Fig. 18. Comparison of azimuthal velocity profiles for Reynolds number 10,000 at Time = 187.5
Fig. 19a. Axial location = 0.0324

Fig. 19b. Axial location = 1.0

Fig. 19. Effect of the parameter $\beta$ shown for Reynolds number 10,000 at Time = 62.5
Fig. 20. Effect of time accuracy.
computational method, results were obtained for 500 steps (step size = 0.25) for a Reynolds number of a million. The computational grid for this case (41 x 41 points) is shown in Fig. 21a and azimuthal velocity profiles are shown after 250 and 500 steps in Fig. 21b. No instabilities were observed, lending credence to the prediction that the implicit scheme under consideration would not have any inherent limitations based on the magnitude of Reynolds number.
Fig. 21a. Computational grid for Reynolds number of 1,000,000.

Fig. 21b. Azimuthal velocity profiles for Reynolds number of 1,000,000.
7. THREE-DIMENSIONAL RESULTS

Both the cartesian and cylindrical variable computer programs have been tested in the three-dimensional mode of operation (circumferential direction is included in the calculations), but for computing only axisymmetric flows. The axisymmetric results presented in the earlier sections could all be reproduced but at greater computational cost. No instabilities unique to the three-dimensional calculations were observed and the methods were stable for all Reynolds numbers considered (100; 1000; 10,000; 1,000,000).

A discussion of the computational speed would conclude this section. The nucleus or primary building block which must be known to compute computational time for any particular case is the time for one grid point for one iteration to be denoted by \( \alpha \). For the computer programs under consideration, \( \alpha = 0.00018 \). Knowing \( \alpha \) and the number of times this unit is repeated in a calculation, the total time required may be computed. For implicit, approximately factored schemes, the calculations are broken up into the solution of one-dimensional block tridiagonal (4 X 4 blocks) system of linear algebraic equations. Considering for example, each line of points along which only the index \( J \) varies, the time for one inversion would be proportional to \( J_{\text{MAX}} \), the total number of \( J \) points. There would be \( K_{\text{MAX}} \times L_{\text{MAX}} \) such lines to be treated in the first factor of the approximate factorization. Thus, for calculating each factored segment (see Eq. 17) in the implicit method, the computational time would be proportional to the total number of points \( = J_{\text{MAX}} \times K_{\text{MAX}} \times L_{\text{MAX}} \). The next point to remember is that periodic block tridiagonal inversions take about 1.7 times longer than non-periodic inversions. Thus the circumferential direction will be proportionately more expensive. Now, neglecting the time involved in computing the right hand side of Eq. (17) in comparison with the block tridiagonal inversion process, the formula that can be used to calculate an approximate
computational time for any case is given by

$$T = (J_{\text{MAX}} \times K_{\text{MAX}} \times L_{\text{MAX}}) \times (2 + I_{K} \times 1.7) \times \text{NUMBER OF } B \text{ ITERATIONS}$$

(23)

$$T = \text{total computational time (CPU time)}$$

$$\alpha = \text{CPU time for 1 grid point for 1 iteration} = 0.00018$$

(for CDC 7600)

$$I_{K} = 0 \text{ for two-dimensional calculations}$$

(no circumferential direction included in calculations)

$$= 1 \text{ for three-dimensional calculations}$$

(circumferential direction included in calculations with periodic boundary conditions)

Thus for example, a two-dimensional calculation for 250 time steps with a grid of 31 X 31 points and two $B$ iterations per step would take 173 CPU seconds on a CDC 7600. A 21 X 21 X 20(circumferential) grid would need 1175 CPU seconds for 100 time steps with two $B$ iterations each step. In contrast, the code developed by Kitchens would only take 37 seconds for the first example (31 X 31 points, 250 time steps). However, the Kitchens technique, being based on an axisymmetric stream-function, cannot be directly extended to three-dimensional problems.
8. CONCLUDING REMARKS

This report describes the successful development of a numerical simulation capability for liquid filled projectiles applicable to three-dimensional flow. The emphasis, in this effort, has been on proving the method by comparison with other known results for axisymmetric flow and testing the scheme for limitations and cost when operated in the fully three-dimensional mode. In terms of the task breakdown given in Section 2 (Introduction), Tasks 1-3 have been covered in Sections 3 and 4, Tasks 4 and 6 have been discussed in Sections 5 and 6, and Tasks 5 and 7 have been dealt with in Section 7. Two formulations have been developed, one based on the cartesian variables and the other based on cylindrical variables. The cylindrical variable formulation compares better with other numerical results for axisymmetric spin-up. Both formulations have proved themselves to be viable methods to be exploited in future work to compute complex three-dimensional flows with both spin and precession.
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