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ABSTRACT
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1.0 INTRODUCTION

1.1 BACKGROUND

Use of interferometers for missile guidance spans most of the history of missile technology from some of the earliest homing missiles up to current use of interferometers in operational and developmental missiles. RF interferometers measure the angle of arrival of an RF waveform by processing the phase difference between signals received at two displaced RF antennas. When this device is used as a sensor for missile guidance, it has a number of useful characteristics that are different from the characteristics of guidance systems that use other antennas.

Since shortly after World War II, The Johns Hopkins University Applied Physics Laboratory (JHU/APL) has been active in the development of RF interferometers for a variety of weapon system applications. On occasion, lack of complete familiarity with interferometer guidance technology by segments of the defense community has resulted in selection of alternative approaches without due consideration being given to interferometer systems. Successful application of RF interferometers to missile guidance demands careful attention to fundamental principles of RF interferometer technology. Unfortunately, the literature on this subject is not as comprehensive or as widely available as that for other missile guidance techniques. Recent searches of two of the principal U.S. repositories for guidance and control references — the Defense Technical Information Center (DTIC) and the Guidance and Control Information and Analysis Center (GACIAC) — did not reveal a single document that thoroughly covers the subject of interferometer guidance. Even more distressing was the fact that some of the documents that were found reported analysis that concluded that all body-fixed guidance systems, including interferometers, are fundamentally unsuited for use against air targets — a conclusion that ignores the operational performance record of the Talos missile.

JHU/APL recognized the limitations of the available literature on interferometer guidance, and so issued a contract to the Washington Division of Technology Service Corporation (TSC) to prepare this survey of RF interferometer guidance. The survey does not report new analysis or development results, but instead draws heavily on information from patents, in-house reports, and published reports originated by JHU/APL, Bendix Mishawaka, the Defense Research Laboratory at the University of Texas (DRL), and MIT Lincoln Laboratories. This task was proposed by J. F. Gulick and J. S. Miller, whose many years of experience on the JHU/APL professional staff in all aspects of RF interferometer homing developments provide outstanding qualification to be the authors of this document.

1.2 PURPOSES OF THE DOCUMENT

This survey of RF interferometer guidance technology has several goals:

1. Describe attractive features and critical factors of RF interferometer guidance;

2. Review successful interferometer guidance techniques so that they can be imitated and refined;
3. Review interferometer guidance techniques that have known pitfalls so they can be avoided;

4. Recognize the contributions of organizations that participated in the early development of interferometer guidance; and

5. Document the successful operational use of RF interferometric guidance against air targets.

### 1.3 ORGANIZATION OF THE DOCUMENT

This document is divided into six chapters. Chapter 1 is the introduction. Chapter 2 is an overview of interferometer guidance, describing how body-fixed interferometers can be used to obtain the data required for proportional navigation homing, introducing the concept of body-motion decoupling, and providing a concise summary of attractive features and critical considerations for interferometer guidance.

Chapter 3 reviews early development of RF interferometer guidance with the METEOR program at MIT and the beginning of the Talos program at DRI and JHU/APL.

Chapter 4 examines interferometer processing for angle measurement, developing the equations that relate the interferometer angle to the electrical phase difference between the signals measured by two interferometer antennas, explaining angular ambiguity and scale factor variations, and describing specific hardware implementations that have been used for angle measurement processing.

Chapter 5 addresses the extremely important topic of body-motion decoupling, critical not only for interferometer systems, but for any guidance system that uses a body-fixed sensor and proportional navigation. The chapter also describes specific implementations that have been used for body-motion decoupling.

Chapter 6 looks to the future by examining the suitability of interferometer guidance for current and future missiles and suggesting ways that contemporary technology can be used to improve the performance and reduce the cost of interferometer guidance.
2.0 OVERVIEW OF INTERFEROMETER GUIDANCE

2.1 THE GUIDANCE FUNCTION OF BODY-FIXED INTERFEROMETERS

A homing missile makes onboard measurements of some aspects of the relative geometry between itself and its intended target, and based on these measurements, steers itself to intercept the target. The guidance law is the steering policy that the missile uses to determine its turning as a function of measured geometric parameters. Most homing missiles use guidance laws that are a form of pursuit guidance or proportional navigation. Proportional navigation generally provides better performance in the face of target maneuvers, external disturbances such as cross winds, and various measurement errors. For exact proportional navigation, the missile steers to maintain the turning rate of its velocity vector proportional to the angular rate of the line-of-sight (LOS) between the missile and the target.

Figure 1 is a block diagram of a typical proportional navigation guidance loop. The trajectories of the target and the missile determine the LOS between the missile and the target, as well as the angular rate of the LOS relative to inertial space. The functions of the missile hardware blocks in Fig. 1 are:

1. The guidance receiver measures the LOS rate and supplies that measurement to the guidance computer.

2. The guidance computer uses the measured LOS rate to generate steering commands for the autopilot in accordance with the proportional navigation guidance law, and

3. The autopilot drives aerodynamic control surfaces to generate missile acceleration in response to the steering commands from the guidance computer.

The focus of this document is the use of body-fixed interferometers for the guidance receiver function.
The angular rate of the LOS is a vector quantity that will have a component along the centerline of the missile unless the LOS itself is along the centerline. However, a typical missile autopilot does not control the component of acceleration along the missile centerline—it only controls the components of missile acceleration along two axes, $\hat{m}$ and $\hat{n}$ in Fig. 2.

![Diagram of missile axes](image)

**Fig. 2** Missile axes.

normal to the centerline. A common approximation for three-dimensional implementation of proportional navigation is therefore based on ignoring the component of LOS rate along the centerline $\ell$ and setting the steering commands ($\eta_A$ and $\eta_B$) proportional to the components of the LOS rate along $\hat{m}$ and $\hat{n}$. This is done as follows:

\[ \eta_A = \lambda \hat{\Omega}_{\text{LOS}} \cdot \hat{n} \quad (1) \]
\[ \eta_B = \lambda \hat{\Omega}_{\text{LOS}} \cdot \hat{m} \quad (2) \]

For a homing missile using this approximate implementation of proportional navigation, a more specific statement of the guidance receiver function that is performed by body-fixed interferometers is: "The guidance receiver measures the $m$ and $n$ components of the inertially referenced angular rate of the LOS between the missile and the target."
2.2 CONCEPT OF BODY-MOTION DECOUPLING

Proportional navigation in a single plane requires a measurement of the angular rate of the LOS from the missile to the target, relative to inertial space. If this measurement is to be obtained from interferometer measurements, the guidance system must include a method for subtracting from the interferometer signal the apparent LOS rate caused by airframe rotation. There are two methods of accomplishing this body-motion subtraction or decoupling: (a) signals representing relative LOS rate from the interferometer can be combined with body rate measurements after angle demodulation of the interferometer signal or (b) prior to angle demodulation. Figures 3a and 3b are block diagrams illustrating methods (a) and (b), respectively.

(a) Combining after demodulation

(b) Combining before demodulation

Fig. 3 Methods of body-motion decoupling.

Figure 3a shows combining after demodulation. A signal, $\dot{\beta}_m$, representing the measured value of the time derivative of $\beta$ is combined with a signal that is a measure of the airframe angular rate, $\dot{\psi}_m$. This method produces a signal, $\dot{\sigma}_m$, that is a measured value of the angular rate of the LOS relative to inertial space. This form of decoupling seems attractively straightforward and simple to implement, but unfortunately it has a serious problem. Depending on the power of the received RF signal and the effects of countermeasures, the scale factor on the demodulation signal representing $\beta$ may vary widely from its nominal value. Therefore, regardless of the geometric value of $\beta$, $\dot{\beta}_m$ could be zero during a target
fade or whenever the signal-to-noise (S/N) ratio is very low. Figure 3a shows that if \( \dot{\beta}_m \) goes to zero in such a situation, then \( \ddot{\beta}_m \) will equal the measured airframe angular rate, \( \dot{\psi}_m \), with the sign reversed. The resulting airframe motion feedback is destabilizing.

The second body-motion subtraction technique, combining before demodulation (see Fig. 3b) combines electrical phase angles proportional to \( \beta \) and \( \dot{\psi} \) to produce an electrical phase angle proportional to \( \phi \). This process is not sensitive to the power level of the RF signal, but the angle demodulator processes a signal proportional to the geometric angle \( \phi \) and provides an output proportional to \( \dot{\phi} \), the angular rate of the LOS. Changes in the scale factor angle demodulator caused by signal fades or by signal processing errors do affect the \( \dot{\phi} \) signal, but they do not introduce any airframe motion coupling or destabilization. Figure 4 shows conceptual signal processing diagrams for implementation of the two body-motion compensation techniques that have been described.

A number of different body-motion decoupling techniques were used for the Talos missile during the two decades in which that missile was being developed and was deployed. However, all of the body-motion decoupling techniques used for Talos can be shown to be combining before demodulation.

Fig. 4 Conceptual interferometer seekers.
2.3 ATTRACTIVE FEATURES OF INTERFEROMETERS

This section describes the attractive features of the interferometers, whereas the critical factors and limitations are discussed in Section 2.4.

A radar interferometer uses two widely spaced receiving antennas in each guidance plane to derive angle information. Since the receiving elements are rigidly mounted to the airframe, the antenna patterns of the individual elements must be sufficiently broad to cover the entire look angle between the missile axis and the LOS to the target. Target detection field of view is determined by the field of view of a single antenna, while angle measurement is based on processing the phase difference between signals received by the two antennas. Therefore, angular resolution is a function of antenna spacing in wavelengths of the radar signal, and look angle coverage is a function of the pattern of a single element. These characteristics are the basis for several of the attractive features of interferometer guidance.

2.3.1 Unobstructed Innerbody

One of the attractive features of an interferometer guidance system is that the antennas can be located in such a way that they do not influence the design of the innerbody for a nose inlet ramjet missile. In the development of Talos (the first operational missile to use RF interferometers) one of the requirements was to provide a homing system compatible with this type of inlet design. Ramjet engine inlets have critical requirements associated with their shape and, at least at that time, a homing seeker was needed that would not influence or depend on the shape of the ramjet innerbody. Use of radar interferometers met this requirement because the individual interferometer receiving elements were located outside and a little forward of the ramjet compressor duct. This configuration proved to be very successful because the guidance system design was not significantly affected by the innerbody design changes that were made through the years of the Talos program.

2.3.2 Wide Field-of-View

Another attractive feature of interferometer guidance was used to satisfy a second requirement for Talos. Talos demanded a homing system that would be able to perform inflight acquisition without accurate designation of the target direction. This derived from an operational requirement for intercept of air targets at ranges of 50 to 400 mi. Such intercepts required inflight acquisition a long time after launch at long ranges from the launching ship. Under these circumstances, precise target designation was impossible. To achieve target acquisition without accurate target designation, a guidance system must either search for the target or have a wide field-of-view. The interferometer guidance system can easily perform this function because of its wide field-of-view, which is equal to the antenna pattern of an individual element.

2.3.3 Freedom from Radome Errors

Gimballed seekers normally require a radome, which is an RF-transparent cover in front of the seeker. The shape of the radome is determined by a compromise between the design of the missile aerodynamics and that of the missile guidance system, since the best radome shape for one is the worst shape for the other. The aerodynamics designer prefers a
long, tapered nose for minimum drag, while the seeker designer prefers a hemispherically-shaped nose for minimal signal distortion. The compromise design is not optimal either for aerodynamic or guidance performance. The compromise in guidance system performance is manifested as angular errors caused by radome refraction.

Careful control of the radome wall thickness is one critical factor for minimizing the radome distortions. Two choices have been used extensively. One is to use a thin wall radome, the thickness of which is less than one-fifteenth of the wavelength in the dielectric material. The other usual approach is to use a radome with a wall thickness that is slightly greater than one-half wavelength. Although the thin wall radome is able to operate over a wide range of wavelengths that meet the thin wall criterion, often this is not mechanically practical. The more desirable half wavelength, tuned radome is widely used with a resulting bandwidth limitation of approximately 10% depending on the missile performance requirements.

Radome errors and the corresponding bandwidth limitations do not apply for radar interferometers because each receiving element is a low gain radiator, often a simple dielectric loaded horn or polyrod. These individual elements do not require an additional radome.

2.3.4 Broadband Coverage with Simple Antennas

Another advantage of interferometers is that the individual antenna elements do not need to have different patterns. They can be simple, single-mode antennas. Depending on the required bandwidth, polarization, and gain, many different forms of individual antenna elements are suitable. This flexibility favors achievement of wide-band frequency coverage.

A linearly polarized element is usually used for semiactive seekers because the polarization of the illuminating signal is usually linear. The linear element used for a semiactive seeker typically is also suitable for operating in an HOJ (home on jammer) mode since airborne jammers are usually circularly polarized. Linearly polarized polyrod elements are practical up to approximately 20% bandwidth, while various forms of log periodic antennas can be used over a greater bandwidth, as much as several octaves.

In situations where circular polarization is necessary, such as some ARM (anti-radiation missile) applications, interferometer antennas are readily available. Constant diameter helix antennas with bandwidths on the order of 20% have been used for this application. Greater bandwidths can be achieved with some sacrifice in gain by using flat spiral elements having bandwidths of two to three octaves. Such flat spiral elements are both feasible and practical.

2.3.5 Low-Frequency Coverage, Angular Accuracy, and Resolution

Missile guidance interferometers used for angle measurement are usually separated by the missile body diameter; this has several major benefits.

The accuracy of the interferometer angular measurement is strongly dependent on the aperture dimension (in wavelengths) of the received RF signal. Using the maximum aperture allows the interferometer to achieve greater angular accuracy or lower frequency
coverage than a typical monopulse antenna for the same missile airframe. The relationship is discussed in Ref. 1. For example, at a particular frequency, the interferometer system will achieve greater angular accuracy than a typical monopulse antenna in the same airframe. Or, for a particular level of angular accuracy, the interferometer system will be able to operate at a lower frequency than a typical monopulse antenna in the same airframe. This comparison of angular accuracy is significant because angular accuracy is strongly related to terminal miss distance.

When a missile is confronted with multiple targets within the field-of-view of its seeker, the success in intercepting one individual target depends on more than the angular accuracy of the seeker measurements. The missile will have no hope of intercepting an individual target unless the seeker is at some point able to develop guidance signals that will steer the missile toward an individual target, rather than toward a centroid of the multiple targets. Even this, however, will not assure a small miss distance. If and when the missile seeker generates steering commands toward an individual target, the missile's intercept capability will still depend on whether the remaining time-to-go until intercept is sufficient for the required steering corrections, given the missile maneuverability and responsiveness. Missile performance against multiple targets, therefore, depends strongly on the range at which the missile seeker can first generate commands to steer the missile toward an individual target. This critical range is approximately twice as great for a seeker using interferometers separated by the airframe diameter as it is for a typical monopulse seeker in a missile of the same diameter.

The performance at greater wavelengths can be further improved by mounting interferometer sensors considerably outside the missile body diameter. Reference 2 describes work performed in this area by MIT. Other tests, performed at JHU/APL, used a model similar to the one shown in Fig. 5. The data from the JHU/APL tests, although no longer available, indicated that acceptable performance could be expected against a moderate performance air target, and good performance could be expected against fixed or slowly moving targets.

![Fig. 5 Anechoic-chamber test model.](image)

2.3.6 Compatibility for Multimode Guidance Systems

The ever-changing picture of EW (electronic warfare) and missiles has shown that seekers operating in more than one mode and in widely separated portions of the electromagnetic spectrum provide greatly improved performance in a countermeasures environment. An interferometer guidance mode is particularly suitable for multimode guidance systems because the interferometer antenna elements do not use the central portion of the missile nose, leaving an unobstructed aperture for a second guidance mode.

A number of dual-mode or multimode missile systems have been proposed using the interferometer as one of the modes. These include:

1. RF (semiactive and HOJ) plus RF millimeter wave active,
2. RF (semiactive and HOJ) plus IR passive, and
3. RF (semiactive and ARM) plus IR passive.

An RF ARM and IR passive dual-mode missile has been in development for some time and is now in Engineering Development for the U.S. Navy (Ref. 3).

2.4 CRITICAL FACTORS IN INTERFEROMETER SYSTEM DESIGN

2.4.1 Angular Ambiguity

Interferometer processing measures electrical phase difference between the RF signals received by two interferometer antennas; however, the range of the phase measurement is only from \(-\pi\) to \(+\pi\) radians. Angle measurements based on the electrical phase measurements are, therefore, ambiguous since there is no unique space angle corresponding to the measured electrical phase difference. However, since proportional navigation is not based on target direction but on the angular rate of the target direction, the angular ambiguity of the interferometer does not affect the implementation of proportional navigation.

One effect of the ambiguity problem is the inability to measure \(\beta\) as discussed in Subsection 2.4.2. A second obvious difficulty occurs if a true measurement of \(\beta\) is needed to point a second system. Methods to eliminate the \(\cos \beta\) term entirely or to resolve the ambiguities are discussed in detail in Sections 4.2 and 4.3.

2.4.2 Cosine \( \beta \) Gain Factor

It can be shown that the measured value of \( \dot{\omega}_m \) is given by the following equation:

\[
\dot{\omega}_m = \frac{\lambda_n}{\lambda} \frac{\cos \beta}{\cos \beta_n} \dot{\gamma} + \left( \frac{\lambda_n}{\lambda} \frac{\cos \beta}{\cos \beta_n} - 1 \right) \psi,
\]

where:

- \( \lambda_n \) is the nominal operating wavelength for which the signal processing is calibrated,
- \( \lambda \) is the actual operating wavelength, which may or may not match \( \lambda_n \),
- \( \beta_n \) is the design value of the look angle \( \beta \) for which the signal processing is calibrated, and
- \( \beta \) is the actual value of the look angle.

This equation shows that the scale factor for the measurement of \( \dot{\omega} \) will deviate from unity if the actual value of the look angle \( \beta \) differs from the calibration value, \( \beta_n \). The equation also shows that, in addition to affecting the measurement of \( \dot{\omega} \), deviation of \( \beta \) from its calibration value can also cause the measurement of \( \dot{\omega} \) to be corrupted by a component proportional to the missile airframe angular rate, \( \psi \). This second effect is the controlling factor that determines how well \( \dot{\omega} \) and \( \lambda \) must be known.

A variety of schemes have been devised, and some of them put to use, to adjust the signal processing calibration for variations in \( \beta \). Some missiles were designed with two different calibration settings for \( \beta \). Prior to missile launch, one of the settings was selected as best suited for that particular engagement, based on the expected intercept geometry and the ratio of missile speed to target speed. For many applications, this approximation is too coarse. As a result, a number of methods (discussed in Section 4.2) have been developed to estimate the cosine of \( \beta \) more accurately so that measurement calibration and body-motion can be maintained.

2.4.3 Frequency Dependence

The above equation for the measured value of \( \dot{\omega}_m \) shows that the measurement has, in addition to its sensitivity to \( \beta \), a dependency on the actual wavelength of frequency of the signal. Like variations in \( \beta \), deviations in the operating frequency from the calibration value affect the scale factor for measurement of \( \dot{\omega} \), and can also cause body-motion coupling into the measured value of \( \dot{\omega} \). Section 5.6 describes some possible implementations for eliminating body-motion coupling caused by variations in the operating frequency.

2.4.4 Mechanical Alignment

An interferometer guidance system must have interferometer sensors and missile motion sensors in each of two lateral missile planes in order to allow two-plane steering. Alignment of the interferometer sensors with the missile motion sensors is critical to prevent undesirable cross-plane coupling. Alignment tolerances usually can be readily met if mechanical references are used, but it is extremely difficult to adjust the actual physical alignment by electrical signal nulling schemes.
2.4.5 Airframe Stiffness

The interferometer measures target motion with respect to the antennas, and the body-motion sensors measure motion at the sensor location. As previously mentioned, the steering signal is obtained by subtraction of these two quantities. It is, therefore, important that consideration be given to body bending effects if the body-motion sensor is physically displaced some longitudinal distance from the interferometer antennas.

2.4.6 Tolerance Requirements

For an interferometer guidance system, body-motion decoupling is performed by taking the small difference between two large signals, $\beta_m$ and $\psi_m$. If this body-motion decoupling is imperfect, missile body motion will be coupled into the guidance loop, which in some circumstances can destabilize the overall guidance loop. There are, therefore, stringent tolerances established for the quality of body-motion decoupling.

The tolerances on body-motion decoupling are influenced by many factors so that simulation is usually required to establish these tolerances. Some of the factors that have a strong influence are:

1. The amount of pitch and yaw motion associated with missile maneuvers;
2. Type of control, e.g., wings, canards, or tail control;
3. Allowable missile time constant;
4. Total available homing time;
5. Target maneuver characteristics; and

The body-motion decoupling tolerances are essentially tolerances on the matching of the body-motion measurements obtained from inertial sensors by the interferometer measurements. Since body-motion decoupling is a dynamic process, the body-motion measurements must match the interferometer measurements in phase as well as in gain response.

The cumulative effect of the error sources described in Subsections 2.4.2 through 2.4.4 must not exceed the body-motion decoupling tolerances. Chapter 5 covers body-motion decoupling in detail.

2.4.7 Wide-Beam, Low-Gain Antennas

Any body-fixed antenna used for missile guidance must have angular coverage sufficient for the entire range of possible off-axis look angles between the missile centerline and the LOS to the target. This look angle is the algebraic sum of two angles: the aerodynamic angle of attack and the angle between the missile heading direction and the LOS to the target. In practice, the size of the look angle is restricted by virtue of aerodynamic limita-
tions on the angle of attack and kinematic limitations on the angle between the missile heading direction and the LOS. The total look angle might, however, be as large as 35° corresponding to a requirement that a body-fixed antenna have a total field-of-view of 110°. This is several times the required field-of-view for a missile guidance antenna that is gim-balled relative to the missile body and allowed to track the LOS to the target.

The large field-of-view required for body-fixed missile guidance antennas limits antenna gain. A pair of interferometer antennas will readily provide the necessary field-of-view, but their gain would be only approximately 5 dB above the gain of an isotropic antenna, assuming 50% efficiency for the individual interferometer antenna elements.

The interferometer antenna configuration has two characteristics that must be understood. First, the body fixed nonsteerable configuration requires a total field-of-view consistent with the maximum required look angle. Second, the gain associated with such an antenna is considerably below the gain available with a steerable antenna. A complete comparison of these body-fixed antenna characteristics with steerable antenna characteristics is quite complex, and the results depend heavily on the geometry assumed for the encounter.

2.4.7.1 Gain Considerations. For many conditions the low gain of the interferometer antennas is not a problem. Detection of a target is determined by the S/N at the detector. The noise is the sum of thermal noise within the receiver and external noise from standoff jammers or other interfering sources. The external noise is likely to be much greater than the thermal noise. Therefore, for those geometries in which a standoff jammer would be in the main beam of a dish antenna, the increased gain of the dish antenna would not improve the S/N as compared with an interferometer. If the reflected signal from a target is sufficiently large to permit acquisition in these environments, the low gain of the interferometer antennas is not a limiting factor. The case where the target is not in the dish main beam is discussed in sub-subsection 2.4.7.2.

2.4.7.2 Wide Field-of-View Considerations. The penalty of the wide field-of-view in a multiple target geometry involving a standoff jammer is offset by the fact that no pointing of the seeker toward the desired target is required for successful homing.

Consider a case where a target is screened by a standoff jammer, and during the first part of the homing flight both the steerable seeker and the body-fixed seeker have acquired in an HOJ mode on the standoff jammer. The missiles are guiding toward the jammer. Since the jammer has a range much greater than that of the desired target, the signal from the target increases at a higher rate than the jammer signal. At some point, sufficient signal to noise may be available to allow burn-through on the desired target for the interferometer case.

For the high-gain steerable seeker case, the desired target could easily be expected to be in the antenna side lobes at the range where burn-through should occur. In this case the missile would never see the target.

The wide field-of-view of the interferometer has been shown to have essentially no deleterious effects on target tracking, and in the case of multiple passive targets, the dichotomous tracking characteristic of the interferometer signal processing caused the interferometer to give preference to the strongest target, even when the power difference was only on the order of 1 lb. Results of some testing in this area are given in sub-subsection 4.3.7.7.
2.4.8 Antenna Shadowing

The location of the interferometer antenna must allow a clear unshadowed look over the required field of view to eliminate errors resulting from secondary reflections as discussed in Ref. 1. When the ratio of the body diameter to wavelength is small, diffraction around the body may provide adequate steering when the target is in the geometric shadow of the body.

2.5 APPLICATIONS OF INTERFEROMETER TECHNOLOGY

Development of the radar interferometer as a missile seeker has been a continuing process for more than 30 years. It has been deployed operationally for more than 20 years. Figure 6 shows a number of weapon systems employing interferometer technology.

![Diagram of applications of interferometer technology to weapons systems.]

Fig. 6 Applications of interferometer technology to weapons systems.
Modern electronic technology entered antiaircraft warfare during World War II with the development and deployment of the VT (variable time) proximity fuze. The proximity fuze substantially increased the effectiveness of antiaircraft gunfire, but faster and more maneuverable aircraft and the devastating accuracy of kamikaze glide bombers against ships led to further refinements — the addition of radar directors and computers to shipboard gun systems. In spite of these advancements, antiaircraft shells were still fired toward targets with all the intercept computations based on the premise that the target would not change its course or speed during the shell's flight time. This kind of defense was all but useless against highly maneuverable targets. The concept of a guided missile would allow the projectile to alter its course as necessary after launch to provide an intercept even if the target maneuvered.

The U.S. Navy sponsored a program to exploit the guided missile concept by developing a supersonic ramjet-powered missile with guidance derived from target detection and tracking by the shipboard radars. Initial studies showed that the missile could be designed to fly up the radar's transmitted beam and thus intercept a target being tracked by the radar. This type of guidance was called beam riding and was considered accurate enough for short intercept ranges. Since long intercept ranges were planned, it was concluded that a homing system on the missile would be required in order to achieve lethal terminal accuracy. The Defense Research Laboratory of the University of Texas (DRL/UT), working under JHU/APL technical direction, proposed a homing system compatible with the ramjet engine that had been selected for the long range missile. Independently, the Massachusetts Institute of Technology (MIT) was working on the problem of homing guidance of a missile. Almost simultaneously, the two organizations separately conceived the idea of body-fixed, widely spaced antennas as a radar interferometer to provide steering signals for a missile.

The originators of the interferometer guidance concept at DRL/UT and MIT were, respectively, O. J. Baltzer and the late L. J. Chu. Baltzer has stated* that Dr. Chu's concept probably pre-dated his own by a short time. The MIT and the DRL/UT concepts use similar antenna configurations, but there the similarity ends. It is shown in Sections 3.1 and 3.2 that the MIT and DRL/UT signal processing concepts were quite different.

Table 1 is a chronological listing of technical reports generated in conjunction with these early development activities. A number of other reports by DRL/UT pertaining to instrumentation techniques followed shortly after the reports listed in Table 1. Reports of particular interest are included in the bibliography.

### 3.1 METEOR PROGRAM AT MIT

The following paragraphs describe interferometer guidance work in the METEOR Program at MIT.

3.1.1 L. J. Chu's Interferometer Guidance Concept

The MIT work on interferometer guidance was based on a concept originated there by Dr. L. J. Chu. Although no MIT document describing Chu's guidance concept has been located, it is described and attributed to Chu in a 1946 DRL/UT internal memo written by C. W. Horton (Ref. 4).

The following paragraph from Horton's report shows that Chu's concept included a constant bearing trajectory for the homing missile:

It appears that the most desirable course for the missile is as follows: When a target is detected the missile should immediately turn with maximum turning rate until the predicted collision course lies on the axis of the missile and then proceed in a straight line until the collision is accomplished.

Chu proposed that the steering commands be obtained by taking the difference between two measured quantities:

1. The angular rate of the missile-to-target LOS relative to the missile centerline measured by interferometer antennas, and

2. The pitch and yaw motions of the missile about its center of gravity measured by rate-sensing gyroscope.

---

Figures 7 and 8 are diagrams of two different methods proposed by MIT for obtaining the difference between these quantities. The notation in both figures is:

\[ \beta \] = angle between missile longitudinal axis and missile-to-target line of sight.
\[ \omega \] = angular rate of pitch or yaw about missile center of gravity.

The two methods of Fig. 7 and 8 are described more completely by Ref. 5.

---

Fig. 7  C-W system with transmitter on the ground (from Ref. 5).

Several of the figures in this chapter are reproduced from old documents. In some cases the terminology is obsolete, but for the sake of preserving their originality they have been left intact.

Both Fig. 7 and Fig. 8 include a goniometer, a device normally associated with radio direction finders. However, this instrument can also be used to shift continuously the phase of a radio frequency signal by rotating a coil in a field formed by two loops. The goniometer therefore contains a servomechanism where the shaft rotation changes the electrical phase of a signal.

Fig. 8  Pulsed system with transmitter on the ground (from Ref. 5).
3.1.2 METEOR Seekers

During the late 1940's and the early 1950's, MIT built several versions of the METEOR seeker and evaluated them in a variety of test conditions including tests of captive aircraft. These were pulse seekers, and are described in Ref. 6.

Reference 6 describes two of the later METEOR seekers, the P5 and the P6. Both of these used vacuum tubes since solid state devices were not yet available. The P5 had four separate channels of IF amplification and, consequently, required 98 vacuum tubes, resulting in a very large device that used a lot of power. The P6 Seeker, a simplified design, allowed processing of both pitch and yaw channels in a single IF amplifier, thus reducing the number of vacuum tubes. Details of the P5 and P6 Seekers are given in Ref. 4. Figure 9 is a simplified diagram of the P6.

The principle of operation of the P5 Seeker (shown in Fig. 10) is as follows: The two antenna signals are phase compared by in-phase and quadrature-phase detectors, providing the sine and cosine of the phase angle differences. These detector outputs are used to

---

Fig. 10  Simplified diagram of METEOR P6 seeker.

modulate two quadrature components of a frequency modulated oscillator. This process is a single sideband modulation of the oscillator in which the output frequency is modified by the phase rate of the interferometer. Since the oscillator is modulated in frequency by a rate-measuring gyro, the frequency of the resulting signal, which is the limiter input, represents the difference between the interferometer phase rate and the missile body rate. A discriminator following the limiter measures the frequency deviation of this signal from its nominal value and provides a measure of the target LOS in inertial space. When the P5 Seeker did not receive an RF signal from the target, imperfections of the balanced modulators allowed a gyro signal to appear at the seeker output. The sense of this seeker output is destabilizing to the overall guidance loop. Therefore, the P5 included a relay switch at the seeker output to disconnect missile steering commands whenever the target return was lost.

The distinctive feature of the P6 Seeker was its method for multiplexing both pitch and yaw channels into a single amplifier and then extracting them at the output by appropriate filters. Nominal oscillator frequencies were selected that were compatible with a 2-kHz pulse rate. The difference between the pitch and yaw frequencies was set wide enough to
allow good separation. The selection of frequencies, of course, required considerable study to ensure that harmonics of each frequency and harmonics of difference frequencies did not cause problems in the signal processing.

Both the P5 and P6 would have had a severe problem if they had been subjected to input signals at the frequency of the IF image (Ref. 7). Input signals at the image frequency would have reversed the sense of the interferometer phase comparison resulting in a positive feedback path around the guidance loop.

3.2 TALOS MISSILE PROGRAM AT JHU/APL AND DRL/UT

The early concepts of the Talos Missile Program at JHU/APL were based on the assumption that the missile would use beam-rider guidance. It was evident early in the program, however, that if the range potential of the Talos ramjet engine were to be fully exploited, some form of homing guidance would be required for the terminal portion of the flight to achieve acceptable accuracy. A particular problem was to devise a homing concept that would be compatible with the ramjet diffuser on the front of the Talos missile that would not allow a conventional gimbaled radar antenna for homing guidance.

DRL/UT proposed a homing technique that is compatible with the ramjet diffuser. The following abstract is from O. J. Baltzer's memorandum "A Radar Interferometer for Homing Purposes," (Ref. 8) that describes the DRL/UT proposal:

It is proposed that a group of two or more microwave antennas, with the separation between each antenna limited only by the physical dimensions of the missile body, be used as a homing radar interferometer to initially steer and to maintain a guided missile on a constant bearing collision course. With such a collision course, it is not necessary to determine the location of the target with respect to the homing missile, either at the point of the initial detection or at any subsequent time along the trajectory; instead it is sufficient to determine only the polarity (positive, negative, or zero) of the apparent change in true bearing of the target relative to an observer in the missile. Several methods of measuring the shift in true bearing are suggested, and it is believed that one of these methods may be suitable for use with a homing missile.

A block diagram of the system proposed by Baltzer is shown in Fig. 11.

Following Baltzer's formulation of his homing concept, a number of experiments and derivative concepts resulted. One of the most significant was that of C. R. Rutherford (Ref. 9, "Double Modulation Radar Interferometer"). The following is the abstract of that report:

In previous proposals for a radar interferometer which used a motor driven phase shifter, it was necessary to have a very constant speed motor. With the present proposed interferometer system, frequency changes of 1/5 cycle per second in the envelope frequency are detected for guidance information. This means that the motor speed must be constant to better than 1/5 cycle per second.

Rutherford's report describes a double modulation system that eliminates any error caused by variations in motor speed. A local oscillator acts as the frequency reference for the frequency discriminator by making the frequency changes caused by changes in true bearing.
ing of the target to be manifest as variations from the local oscillator frequency. One modulator is a mechanical single-sideband modulator that makes a low frequency filter unnecessary. The frequency discriminator acts as its own filter for the second modulator.

Figure 12 shows a block diagram of Rutherford's proposal. He suggested that the 50-Hz oscillator be frequency modulated by a signal from a rate gyro to provide body-motion decoupling. This scheme was the basis for the first homing systems that were built and flight tested in the Talos Missile Program. The activity of DRL/UT in the interferometer development program continued for many years in conjunction with developments at JHU/APL. Additional early DRL/UT reports of interest are included in the bibliography.

![Block Diagram of Rutherford's Radar Interferometer System](image)

**Fig. 12** Rutherford's radar interferometer system (from Ref. 9).
4.0 INTERFEROMETER ANGLE MEASUREMENT

4.1 INTERFEROMETER THEORY

4.1.1 Angle Measurement

Figure 13 is a single-plane illustration of the use of an RF interferometer to measure the look angle, $\beta$, between a missile centerline and the LOS to a target. Two interferometer antennas, A and B, are separated by a distance $d$. The interferometer receives RF energy emitted or reflected from the target. Since the distance between the missile and the target is much greater than the separation between the interferometer antennas, it is a very good approximation to consider the RF wavefronts to be planar, as shown in the figure. The wavelength of the RF signal is represented by $\lambda$. 

![Diagram of interferometer angle measurement](image-url)
For the look angle shown in Fig. 13, any given wavefront will arrive at antenna A before it arrives at antenna B. In particular, when a wavefront arrives at antenna A, it will still have to travel a distance \( d \sin \beta \) before it arrives at antenna B.

The output signal of antenna B will, therefore, lag the output signal of antenna A by an absolute phase angle that is proportional to \( d \sin \beta \). If the distance \( d \sin \beta \) were equal to a full RF wavelength, \( \lambda \), the absolute phase angle would be \( 2\pi \) radians. In general, the phase angle between the output signal of antenna A and output signal of antenna B is

\[
\theta = \frac{2\pi d}{\lambda} \sin \beta
\]  

(4)

If the wavelength were known and the absolute phase angle could be measured, Eq. 4 could be used to determine the look angle, \( \beta \). Unfortunately, there is no simple way to measure the absolute phase angle.

### 4.1.2 Angular Ambiguities

Subsection 4.1.1 has shown that an interferometer measurement of look angle is based on measurement of the phase angle between the signals received by two interferometer antennas. Figure 14a is a plot of the absolute phase angle, \( \theta \), as a function of the look angle,
$\beta$, for the particular case of $d/\lambda = 0.8$. For this case the range of $\theta$ is greater than $2\pi$; it extends from $-1.6\pi$ to $+1.6\pi$, a range of $3.2\pi$. However, for any practical phase measurement scheme the range of measured values will not exceed $2\pi$. Therefore, the relation between the look angle and the measured or relative phase angle, denoted by $\theta_m$, is shown in Fig. 14b. If the actual value of $\beta$ is $\pi/8$, the measured value of $\theta$ will be $0.61\pi$ radians. However, an actual value of $\beta$ equal to $-0.34\pi$ radians would produce the same measured value of $\beta$. Therefore, an interferometer measurement based on the measured phase angle cannot determine that the look angle is $\pi/8$ or $-0.34\pi$ radians; it can only determine that the look angle is one of those two values, illustrating the angular ambiguity of interferometer measurements. In this example, the distance between the ambiguities is $0.91\pi$ radians.

The distance between interferometer ambiguities depends on the ratio $d/\lambda$. This is illustrated by Figs. 15a and 15b, which are plots of look angle versus measured phase angle for $d/\lambda$ ratios of 1.6 and 3.2. As the $d/\lambda$ ratio increases, there are more values of $\beta$ corresponding to each measured value of the phase angle, and the ambiguities are closer together.

![Fig. 15 Measured phase versus look angle.](image)

Although it is disconcerting to realize that the interferometer angle cannot be measured unambiguously, the ambiguity does not significantly affect the use of interferometers for proportional navigation that does not require a measurement of the angle. Instead, proportional navigation is based on a measurement of the angular rate of the LOS, which can be measured unambiguously. The angular ambiguity would be significant only for systems re-
quiring a direct measurement of the LOS angle, for example, missiles in which the interferometer measurements are used to point a second seeker at the target for in-flight acquisition and handover to a second guidance mode, or for systems where the gain variation of the rate measurement is seriously affected by the terms associated with absolute angle (cos $\beta$).

4.1.3 Angular-Rate Measurement

Since implementation of proportional navigation requires a measurement of the LOS rate, an interferometer guidance system must measure the phase rate between the two interferometer signals, rather than the phase angle. The following discussion describes a phase scanning technique for performing this measurement.

The significance of body-motion rotation is treated in detail in Chapter 5, and will not be considered here. Temporarily assuming no missile-body rotation reduces the measurement of the LOS rate to a measurement of $\beta$, the derivative of the look angle. Figure 16 shows a phase scanning approach for this measurement. The signals received by each interferometer are:

$$X_1 = A_1 \sin \omega t$$

$$X_2 = A_2 \sin (\omega t + \theta) ,$$

where $\omega$ is the frequency, and $\theta$ is the electrical phase between the two received signals. Two different amplitudes, $A_1$ and $A_2$, represent any possible difference in the gains of the two interferometer antennas, but ultimately the scanning measurement of phase rate is very insensitive to the amplitude of the received signals.
The angle $\beta$ and consequently $\theta$ can change with time, but during a small interval about any time $t_o$, the variation can be linearly approximated as

$$\theta(t) = \theta(t_o) + \dot{\theta}(t_o) (t - t_o)$$  \hspace{1cm} (6)

An expression for $\dot{\theta}$ can be obtained by differentiating Eq. 4 and solving Eq. 6:

$$\dot{\theta} = \frac{2\pi d}{\lambda} \beta \cos \beta$$  \hspace{1cm} (7)

so that

$$\theta(t) = \theta(t_o) + (t - t_o) \frac{2\pi d}{\lambda} \beta \cos \beta .$$  \hspace{1cm} (8)

Equations 7 and 8 can be used to write a new expression for $X_2$.

$$X_2(t) = A_2 \sin \left[ (\omega + \frac{2\pi d}{\lambda} \beta \cos \beta) t + \theta(t_o) - t_o \frac{2\pi d}{\lambda} \beta \cos \beta \right] .$$  \hspace{1cm} (9)

A scanning phase shifter advances the phase of $X_2$ by $\phi$ according to the following schedule:

$$\phi(t) = \omega_s t + \phi(t_o) ,$$  \hspace{1cm} (10)

where $\omega_s$ is the scan frequency. The output of the phase shifter is

$$X_3 = A_2 \sin \left[ (\omega + \omega_s + \frac{2\pi d}{\lambda} \beta \cos \beta) t + \theta(t_o) - t_o \frac{2\pi d}{\lambda} \beta \cos \beta + \phi(t_o) \right] .$$  \hspace{1cm} (11)

If $\beta \cos \beta$ is assumed to be constant over the small time interval of interest, then $X_3$ can be written as follows:

$$X_3 = A_2 \sin \left[ (\omega + \omega_s + \frac{2\pi d}{\lambda} \beta \cos \beta) t + \phi \right] .$$  \hspace{1cm} (12)

Where $\phi$ is a constant.

The next step in the signal processing is to add $X_1$ and $X_3$ to generate $X_4$, which is simply

$$X_4 = A_1 \sin \omega t + A_2 \sin \left[ (\omega + \omega_s + \frac{2\pi d}{\lambda} \beta \cos \beta) t + \phi \right] .$$  \hspace{1cm} (13)

Figure 17 is a phasor representation of $X_4$. It indicates that $X_4$ is an amplitude modulated signal at a carrier frequency $\omega$. The frequency of the amplitude modulation is the frequency difference between $X_1$ and $X_3$, which is

$$\omega_m = \omega_s + \frac{2\pi d}{\lambda} \beta \cos \beta .$$  \hspace{1cm} (14)

In a phase scanning system, $X_4$ is processed to determine the frequency of the amplitude modulation and to measure the difference between $\omega_m$ and the scan reference, $\omega_s$. This produces a signal, $X_5$, as follows:
Fig. 17 Phasor diagram.

\[ X_\gamma = \left( \frac{2\pi d}{\lambda} \cos \beta \right) \beta. \]  

(15)

\( X_\gamma \) is an unambiguous measure of \( \beta \) in that it is proportional to \( \beta \). It does, however, have a scale factor that is proportional to \( \cos \beta \), which may or may not be known. This scale factor is the \( \cos \beta \) term introduced in Subsection 2.4.2 and mentioned again in Subsection 4.1.2.

4.2 ELIMINATION OF COSINE \( \beta \) FACTOR

In Section 4.1 it was shown that angle measurements in a single plane are contaminated by a \( \sin \beta \) factor, and angle rate measurements are contaminated by a \( \cos \beta \) factor.

One possible solution to the \( \cos \beta \) factor problem was to devise an antenna system where the \( \sin \beta \) factor was not generated in the angle measurement process. Two possible configurations to accomplish this (CHU I and CHU II antennas) were proposed by Chu Associates (Littleton, MA). Reference 10 is the final report covering their work. The \( \cos \beta \) factor is not a problem when the ratio of missile velocity to normal target velocity is large, and consequently \( \beta \) is small. When \( \beta \) becomes large, other factors in addition to the \( \cos \beta \) become significant if homing with three-dimensional geometry is considered. This problem occurs because the LOS rates measured by the interferometer antennas are not on the two orthogonal axes of the missile for large look angles of \( \beta \).

Reference 11 is a critique on the CHU I antenna and its problems. Figure 18 from Ref. 11 shows the planes of interferometer measurement. Section 2.2 discussed body decoupling of a missile motion from the interferometer signals in a single plane. It can be seen from Fig. 18 that missile motion sensors in the body axes of the steering planes will not measure rates in the planes of the interferometer measurements. This will be discussed more completely in Chapter 5.

The normal interferometer treats three-dimensional homing as two orthogonal two-dimensional cases. The two guidance signals in the pitch and yaw channels are:

\[- \frac{d}{dt} \left(\cos \alpha \right) + Nq, \quad \frac{d}{dt} \left(\cos \gamma \right) + Nr. \quad (16)\]

The angles \(\alpha\) and \(\gamma\) between missile axes and the LOS are shown in Fig. 18. The conventions for positive sense of rotation of the missile angular rates in the pitch (q) and yaw (r) channels is also shown. The factor \(N\), which is ideally equal to \(\cos \beta\), was found by simulation for Talos to be approximated adequately by a constant equal to 0.9.

From Fig. 18 it can be seen that while the rotation of the LOS is measured in two non-orthogonal planes YOT and ZOT, the missile must steer in orthogonal planes YOX and ZOX, and the body motion is measured about axes \(y\) and \(z\).

Fig. 18  Interferometer measurement and control axes.

The theoretical deficiencies of a homing system using these equations is discussed in Ref. 12. The CHU I antenna proposed to measure the projections of the angles \(\alpha\), and \(\gamma\), in the steering planes using the expressions:

\[- \frac{d}{dt} \left(\alpha \right) + Nq, \quad \frac{d}{dt} \left(\gamma \right) + Nr. \quad (17)\]

The special array antenna eliminated the cosine factor in the normal antenna configuration. The angles \( \alpha \) and \( \gamma \) measure the projection of the missile-target LOS into the steering planes (see Fig. 18). They are related to the angles \( \beta \) and \( \beta' \) measured in the wing planes from the missile longitudinal axis to the projections of the line of sight by

\[
\beta = 90^\circ - \gamma, \quad \beta' = 90^\circ - \alpha.
\]  

However, \( \alpha \) and \( \gamma \) indicate the relationship to the true angles \( \alpha \) and \( \gamma \) somewhat better than \( \beta \) and \( \beta' \).

This was an attempt to convert the three-dimensional homing process into a pair of independent two-dimensional processes with the measurements and steering signals "embedded" in the missile wing planes. Results of simulations of this homing process are discussed in Ref. 11. The conclusions of this report are as follows:

1. The missile equipped with the CHU I type interferometer homing system suffers from degraded performance.

2. Conditions under which the antenna was tested might be considered nonconservative, e.g., no radome aberration and no noise present in the simulation. Missile roll rate was negligible, except for that occurring through aerodynamic coupling in the case of negative heading errors.

3. There was no apparent need to test CHU I further with target maneuver and roll rate biases.

As mentioned previously, the CHU I antenna measured projections of the LOS rates into the steering planes. The antenna design had uniform lobe widths with a planar null surface. In an attempt to correct the deficiencies shown by the simulation, a design was proposed with uniform lobe spacing on a conical surface as opposed to the planar surface of the CHU I antenna. This was known as the CHU II antenna. Reference 10 is the final report on this work. The abstract of this report is quoted below:

The design objectives under this subcontract were the development and design of an improved interferometer scanning antenna for missile navigation. The project consisted of two (2) phases. Phase I was the development of an interferometer antenna having uniform lobes with planar null surfaces. Phase II was the design of an interferometer scanning antenna having uniform lobe widths and amplitudes but with conical null surfaces. Phase I has been covered in a previous engineering report. This report contains formulations of the solutions to the synthesis problem of producing a conical null surface, uniform lobe, interferometer antenna pattern using (1) linear array designs and (2) modified point source designs in shined reflector and lens systems. Feasibility of the techniques of modifying the phase pattern of a point source to activate the desired antenna pattern is demonstrated. This report further contains experimental evidence that the location of the present dielectric rod antenna cannot be changed without adverse effect.

Unfortunately the required configuration of the CHU II antenna system was not compatible with the missile airframe design, and there were no further studies on its performance were made.
4.3 AMBIGUITY RESOLUTION

Although it has been demonstrated through many flight tests that the interferometer can be used to successfully intercept a target when only the LOS rate is used in the steering command, there are at least two situations where the measurement of $\beta$ or $\cos \beta$ is desirable. These are:

1. Missile-target trajectories where computation of $\cos \beta$ is necessary to provide adequate body-motion decoupling, and

2. Direct measurement of $\beta$ to point a secondary system such as an infrared or short range active seeker.

In a single plane the phase rate signal derived from the interferometer has been shown to be

$$\dot{\theta} = \frac{2\pi d}{\lambda} \beta \cos \beta,$$

where $\dot{\theta}$ is the electrical phase rate, $d$ is the spacing, $\lambda$ the wavelength, and $\beta$ the angle between the missile longitudinal axis and the missile-to-target LOS. The interferometer sensitivity is proportional to $\cos \beta$. $\beta$ is large, and the deviation of $\cos \beta$ from unity is most significant for intercept of high speed crossing targets.

If there is no compensation for the $\cos \beta$ variation in the interferometer sensitivity, body-motion decoupling can be degraded as described in Subsection 2.4.2. The $\cos \beta$ compensation can be based on techniques that measure $\cos \beta$ directly and do not measure $\beta$, or on measurement of $\beta$ and computation of $\cos \beta$.

Reference 13 gives a survey of systems to provide measurements of $\cos \beta$ and $\beta$. This report presents analysis of systems proposed for use in an advanced Talos missile. Although the concepts presented may have other applications, the particular methods of instrumenting these concepts, as described in the referenced report, are limited to the signal processing proposed for the particular missile.

Figure 19, taken from the referenced report, illustrates the geometric relations for a three-dimensional analysis of an interferometer system. A pair of interferometer antennas 2 and 4 located along the $z$ axis measure the angle $\alpha$, and antennas 1 and 3 along the $y$ axis measure $\gamma$. Both the $\alpha$ and $\gamma$ measurements can be ambiguous if the antenna spacing is large with respect to a wavelength of the received signal.

Some useful relationships from Fig. 19 are: If $OA = 1$, then

$$OB = \sin \beta,$$
$$OD = OB \cos \psi = \cos \alpha,$$
$$OC = OB \cos (90^\circ - \psi) = \cos \gamma,$$

$$\cos \alpha = \sin \beta \cos \psi,$$ and
$$\cos \gamma = \sin \beta \cos (90^\circ - \psi).$$

Some of the techniques used to solve ambiguities or to measure \( \cos \beta \) address the problem by solving the ambiguity in the \( \alpha \) and \( \gamma \) measurements separately and then computing \( \beta \) or \( \cos \beta \). Other techniques provide \( \cos \beta \) directly. Subsections 4.3.1 through 4.3.5 describe several techniques for determining \( \beta \) unambiguously.

### 4.3.1 Multiple Baselines

#### 4.3.1.1 n-Channel Interferometer Systems

The interferometer system represented by Fig. 19 processes signals from two antennas along the \( z \) axis to measure \( \alpha \), and processes signals from two antennas along the \( y \) axis to measure \( \gamma \). When a real target is located in any particular direction, the interferometer system's ambiguous measurements of \( \alpha \) and \( \gamma \) will define an ambiguous set of directions, one of which will be the true target direction. Given a real target along the missile centerline, the unambiguous field-of-view can be defined as the angle between the centerline and the nearest ambiguity.

The two-channel interferometer system represented by Fig. 19 has an unambiguous field-of-view of \( \sqrt{d} \) radians. However, without changing the antenna arrangement, two additional channels of interferometer data can be obtained by processing one of the \( z \)-axis antennas with each of the \( y \)-axis antennas. Use of this information can extend the unambiguous field-of-view to \( \sqrt{2d} \).
This example suggests that the unambiguous field-of-view could be extended even further if additional antennas were added to provide additional interferometer channels. That is the subject of Ref. 14. In practice, the unambiguous field-of-view depends on the accuracy of the electrical phase measurements as well as on the geometric arrangement of the antennas. Reference 14 is a thorough and rigorous analysis of the ambiguity resolution that can be achieved in the presence of phase measurement errors for arbitrary antenna arrangements in a plane.

4.3.1.2 Three Collinear Antennas. A special case of the multiple baseline antenna system uses closely spaced elements to provide coarse angle information for the unambiguous measurement of $\alpha$ and $\gamma$ and wide-spaced antennas to provide the angular sensitivity desired for accurate guidance. Figure 20 shows a configuration for this measurement. $\alpha$ is the angle between the LOS and a line joining the two antennas (along the $z$ axis of Fig. 19). In a single plane case or when the target lies in the $x$-$y$ plane of Fig. 19, the complement of the angle $\alpha$ is $\beta$. When the target is out of the plane, the total solution requires taking into account three-dimensional considerations:

From Fig. 20 it is seen that

$$\theta_1 = \frac{2\pi d_1}{\lambda} \cos \alpha,$$  

and if

$$\frac{d_1}{\lambda} \leq \frac{1}{2},$$

then

$$\theta_1 \leq \pi \cos \alpha ,$$  \hspace{1cm} (23)

thus allowing Eq. 21 to be solved unambiguously using the principal value of the arc cosine as follows:

$$\alpha = \cos^{-1} \left( \frac{\theta_1 \lambda}{2 \pi d_1} \right).$$  \hspace{1cm} (24)

The angle $\theta_2$ is used for creating the steering signal since it makes use of the maximum aperture $d_1$. The steering signal is generated from the angular rate obtained from the time derivative of the angle

$$\theta_2 = \frac{2 \pi d_2}{\lambda} \alpha \sin \alpha .$$  \hspace{1cm} (25)

This ambiguity resolution technique provides a measurement of $\alpha$, and thus $\sin \alpha$, so that the proper solution to Eq. 25 is available.

It is often not practical to locate two antennas with half wavelength separation because of physical limitations and mutual coupling problems. An alternative is shown in Fig. 21.

![Fig. 21 Alternative antenna configuration using $d_2 - d_1$ for ambiguity resolution.](image)

From this figure, if

$$\theta_1 = \frac{2 \pi d_1}{\lambda} \cos \alpha ,$$  \hspace{1cm} (26)

and

$$\theta_2 = \frac{2 \pi d_2}{\lambda} \cos \alpha .$$  \hspace{1cm} (27)
then
\[ \theta_1 - \theta_1 = \frac{2\pi}{\lambda} (d_2 - d_1) \cos \alpha. \] (28)

If \( d_2 - d_1 \) is set equal to \( \lambda/2 \), then
\[ \theta_2 - \theta_1 = \pi \cos \alpha \] (29)
and \( \alpha \) can be computed again as
\[ \alpha = \cos^{-1} \frac{\theta_2 - \theta_1}{\pi}. \] (30)

The spacing \( d_1 + d_2 \) would be used for guidance, and
\[ \theta_3 = 2\pi \frac{d_1 + d_2}{\lambda} \cos \alpha. \] (31)

A separate measurement with antennas along the \( y \) axis of Fig. 19 can provide a measurement of \( \gamma, \beta \) and \( \psi \) of Fig. 19 can be computed from the \( \alpha \) and \( \gamma \) measurements to point a secondary system, or \( \cos \beta \) can be computed. The latter computation will be shown to be necessary in body-motion decoupling as discussed in Chapter 5.

4.3.2 Multiple Frequencies

Use of at least two different frequencies can be shown to be equivalent to using multiple baselines of antennas (see Fig. 22). As shown previously

![Interferometer diagram](image-url)
where $\lambda$ is the wavelength of the received signal, and $\theta$ is the electrical phase difference between the signals in the two antennas and can only be measured from $-\pi$ to $+\pi$ radians. If two frequencies are used with wavelengths $\lambda_1$ and $\lambda_2$, and the change in $\theta$ is measured as a function of the change in $\lambda$, then

$$\theta_1 - \theta_2 = 2\pi d \cos \alpha \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right).$$  \hspace{1cm} (33a)

If $\lambda_1$ is approximately equal to $\lambda_2$, then

$$\theta_1 - \theta_2 = \frac{2\pi d \cos \alpha}{\lambda_1} \left( \frac{\lambda_2 - \lambda_1}{\lambda_1} \right).$$  \hspace{1cm} (33b)

If $(\lambda_2 - \lambda_1)/\lambda_1$ is set equal to $\lambda_1/2d$, then $\theta_1 - \theta_2 = \pi \cos \alpha$, which is unambiguous over the range $\alpha = 0$ to $\alpha = \pi$. Thus the correct value of $\alpha$ can be computed.

4.3.3 Nutating Antennas

An ambiguity resolution technique proposed for use with a Doppler tracking receiver used a separate small antenna driven in a circular motion in a plane normal to the longitudinal axis of the missile. Figure 23, taken from Ref. 13, shows an edge view of the path of the nutating antenna.

The Doppler signal received by a stationary antenna on the missile's nose is directly proportional to the missile-to-target closing velocity

$$f_d = \frac{V}{\lambda},$$  \hspace{1cm} (34)
where \( f_d \) is the frequency of the Doppler signal, \( V_c \) the missile-target closing velocity, and \( \lambda \) the wavelength of the received signal.

If the missile antenna is not stationary but nutated in a circular path in a plane normal to the missile roll axis as shown in Fig. 23, then the received Doppler signal becomes

\[
\frac{1}{\lambda} \left( V_c + \omega_n R \sin \beta \cos (\omega_n t + \phi) \right),
\]

where \( \omega_n \) is the angular velocity of the nutation, \( R \) the radius of nutation, and \( \phi \) the angle between the target projection in the nutation plane and a missile reference. The deviation of the Doppler signal about its nominal value can be measured with a frequency discriminator producing a signal proportional to

\[
\frac{\omega_n}{\lambda} R \sin \beta (\cos \omega_n t + \phi).
\]

The peak amplitude of the sinusoidal signal is a measure of \( \beta \), and the phase of the signal with respect to a nutation reference signal provides the measurement of the polar angle \( \phi \).

This technique relies on the use of the phase rate history of a coherent Doppler signal to give the desired measurement. If the received output is not time coherent, e.g., a noise source, the receiver output is only noise, which cannot provide pointing information.

### 4.3.4 Special Antenna Pattern

#### 4.3.4.1 Skewed Antenna Patterns

In a normal configuration of interferometer antennas the axes of the antennas are parallel. The power differential (as a function of look angle) between the signals from each antenna is essentially zero, and only the time differential is used for angle measurement. However, if the antennas are skewed on the missile such that their beam center is pointed away from the missile centerline by an angle equal to the half angle of the individual patterns, then a coarse unambiguous angle measurement is possible. The differential amplitude measurement can be made through logarithmic amplifiers to provide the necessary dynamic range. Figure 24 shows a conceptual diagram of a system using skewed antennas for ambiguity resolution.

#### 4.3.4.2 Staggered Antenna System

The following discussion of a staggered antenna system for ambiguity resolution is taken directly from Ref. 13. A sketch of the staggered antenna configuration is shown in Fig. 25. Antennas 2 and 4 are in the y-z plane, while antennas 1 and 3 are located in a plane parallel to the y-z plane but a distance \( s \) from it. The projection of antennas 1 and 3 upon the y-z plane form, with antennas 2 and 4, the corners of a square of side \( d \cos \theta \), where \( d \) is the distance between antennas 1 and 2 or 3 and 4, and \( \theta \) is the angle the line 1-2 makes with its y-z plane projection.

The electrical phase difference between the signals received at antennas 1 and 2 can be calculated thus. First, the centerpoint of the antenna pair is translated to the origin and the antennas projected on the three coordinate axes. Since the translated antenna pair 1-2 is in the y-x plane, only two projected antenna pairs result. One is along the y axis and of length \( d \cos \theta \), and the other is along the x axis and length of \( d \sin \theta \).
(a) The antenna pattern

(b) The resolution of ambiguity

Fig. 24  Skewed antennas.

Fig. 25  Sketch of a staggered antenna configuration.
In Fig. 26 the LOS of the target and the projected antenna pairs are shown. The electrical phase difference between the vertical pair of projected antennas 1′-2′ is, according to well-known interferometer theory, equal to \((2\pi d/\lambda) \cos \theta \cos \alpha\), while that between pair 1″-2″ is \((2\pi d/\lambda) \sin \theta \cos \beta\). The differences indicated are the phase at 2′ minus the phase at 1′, and the phase at 2″ minus the phase at 1″. If \(\theta_{21}\) is the electrical phase difference between antenna 1 and antenna 2, then

\[
\theta_{21} = \frac{2\pi d}{\lambda} (\cos \theta \cos \alpha + \sin \theta \cos \beta) .
\]  

(37)
Examination of antenna pair 4-3 indicates that its projected antenna pairs will differ from those of 1-2 only in the respect that the angle $\theta$ should be changed to $-\theta$.

Therefore, if $\theta_{34}$ is the difference between the electrical phase received at 3 and that received at 4, then

$$\theta_{34} = \frac{2\pi d}{\lambda} \left( \cos \theta \cos \alpha - \sin \theta \cos \beta \right). \quad (38)$$

By a similar analysis for pairs 1-4 and 2-3

$$\theta_{14} = \frac{2\pi d}{\lambda} \left( \cos \theta \cos \gamma + \sin \theta \cos \beta \right), \quad (39)$$

and

$$\theta_{23} = \frac{2\pi d}{\lambda} \left( \cos \theta \cos \gamma - \sin \theta \cos \beta \right). \quad (40)$$

Examination of Eqs. 37 through 40 shows that

$$\theta_{21} - \theta_{14} = \frac{4\pi d}{\lambda} \sin \theta \cos \beta, \quad (41)$$

$$\theta_{21} + \theta_{34} = \frac{4\pi d}{\lambda} \cos \theta \cos \alpha, \quad (42)$$

$$\theta_{23} - \theta_{14} = \frac{4\pi d}{\lambda} \sin \theta \cos \beta, \quad (43)$$

and

$$\theta_{23} + \theta_{14} = \frac{4\pi d}{\lambda} \cos \theta \cos \gamma. \quad (44)$$

Thus by taking differences of the phase differences $\theta_{21}, \theta_{14}, \theta_{23},$ and $\theta_{14}$ in pairs one may evaluate $\cos \beta$. The sums of the phase differences Eqs. 42 and 44 provide the interferometer signal used for guidance.

The preceding analysis, taken from Ref. 13, does not point out that the staggered antenna system measures $\cos \beta$, not $\beta$, and that it can only be used to modify the gain terms of the interferometer equations. It does not provide a $\beta$ measurement for pointing a secondary system.

4.3.5 Missile-Motion Techniques for Ambiguity Resolution

4.3.5.1 Roll Dither. Roll dither can be used to resolve ambiguity. Reference 13 provides an analysis of a method of computing the unambiguous LOS direction to a target with a scanning interferometer on a missile that is dithered in roll.

Figure 19 provides the nomenclature for this discussion. Figure 27 displays a view of the front of the missile showing the antenna configuration. Antennas 1 and 3 along the y axis measure a function of $\gamma$, and antennas 2 and 4 along the z axis measure a function of $\alpha$. 
Fig. 27 View looking at front of missile, showing antenna target configuration.

The electrical phase difference between antennas 1 and 3 yields a measurement of \( \gamma \) that is ambiguous every \( 2\pi \) radians of phase, that is

\[
\theta_{13} = \frac{2\pi d}{\lambda} \cos \gamma \text{ or } \frac{2\pi d}{\lambda} \sin \beta \sin \psi , \quad (45)
\]

and for antennas 2 and 4

\[
\theta_{24} = \frac{2\pi d}{\lambda} \cos \alpha \text{ or } \frac{2\pi d}{\lambda} \sin \beta \cos \psi . \quad (46)
\]
If the missile is rolled through a small angle $\Delta \phi$ and phase measurements made again, then
\[
\theta'_{13} = \frac{2\pi d}{\lambda} \sin \beta \sin (\psi + \Delta \phi)
\]
and
\[
\theta'_{24} = \frac{2\pi d}{\lambda} \sin \beta \cos (\psi + \Delta \phi).
\]
Taking the difference between Eqs. 45 and 47 gives
\[
\theta'_{13} - \theta'_{11} = \frac{2\pi d}{\lambda} \sin \beta \sin (\psi + \Delta \phi)
\]
and the difference between Eqs. 46 and 48 gives
\[
\theta'_{24} - \theta'_{24} = \frac{2\pi d}{\lambda} \sin \beta \cos (\psi + \Delta \phi).
\]
This can be written as
\[
\Delta \theta'_{13} = \frac{2\pi d}{\lambda} \sin \beta \sin (\psi - \sin \psi \cos \Delta \phi - \cos \psi \sin \Delta \phi).
\]
Since $\Delta \phi$ is a small angle
\[
\Delta \theta'_{13} \approx -\frac{2\pi d}{\lambda} \sin \beta \cos \psi \sin \Delta \phi = -\frac{2\pi d}{\lambda} \sin \Delta \phi \cos \alpha,
\]
and similarly
\[
\Delta \theta'_{24} = \frac{2\pi d}{\lambda} \sin \beta \cos \psi \cos \Delta \phi + \sin \psi \sin \Delta \phi.
\]
Again assuming $\Delta \phi$ to be small
\[
\Delta \theta'_{24} = \frac{2\pi d}{\lambda} \sin \beta \sin \psi \sin \Delta \phi = \frac{2\pi d}{\lambda} \sin \Delta \phi \cos \gamma.
\]
If the absolute value of $\sin \Delta \phi$ is less than $\lambda/2d$, then the absolute values of $\Delta \theta'_{13}$ and $\Delta \theta'_{24}$ are less than $\pi$. Therefore they can be measured unambiguously for $\cos \alpha$ and $\cos \gamma$.

In a practical use of roll dither to solve ambiguities, several points must be considered:

1. If the roll dither is continued throughout the homing phase, the frequency of the dither must be sufficiently high to allow a filter to separate the dither from the guidance signal.
2. If the dither is used only for initial angle acquisition, some form of signal is required to indicate that angle acquisition is complete.
3. The frequency selected for roll dither must be well removed from the natural pitch and yaw weathercock frequencies.
4. If the measurements of $\Delta \theta'_{13}$ and $\Delta \theta'_{24}$ are continuous as a function of roll position, and the instrumentation of the measurements can follow phase changes of greater than $2\pi$ radians, then there is no restriction on the amplitude of the roll motion $\Delta \phi$.
5. Increasing the amplitude of the roll dither will improve the S/N of the angle measurement.
4.3.5.2 Rolling Interferometer. Rolling interferometers measure $\beta$ and $\psi$ directly. Referring to Figure 27, assume a pair of antennas 2 and 4 located on the $z$ axis. As shown earlier, the phase difference between these antennas is given by

$$\theta_{24} = \frac{2\pi d}{\lambda} \cos \alpha = \frac{2\pi d}{\lambda} \sin \beta \cos \psi. \quad (55)$$

If the missile is rolled $2\pi$ radians about the $x$ axis of Fig. 19, and $\theta_{24}$ is measured continuously including changes of more than $2\pi$ radians, then $\cos \psi$ varies from $+1$ to $-1$ with two positions of $\cos \psi = 0$ ($\pi/2$ and $3\pi/2$). The peak-to-peak deviation of $\theta_{24}$ is $(4\pi d/\lambda) \sin \beta$ and

$$\beta = \sin^{-1} \left[ \frac{\lambda}{4\pi d} \text{(peak-to-peak deviation of } \theta_{24}) \right]. \quad (56)$$

which is unambiguous; $\psi$ can be determined by the roll position where $\theta_{24} = 0$.

A method of instrumenting this technique is shown in Fig. 28. The signals at points 1 and 2 are the signals directly from the interferometer antennas or by way of a conversion and intermediate amplifier. The phase changes are transferred to a low frequency carrier ($\omega_0$) without loss of phase sensitivity. The carrier signal $\omega_0$ at point 8 has a sinusoidal peak-to-peak phase deviation of $(4\pi d/\lambda_0)$ sin $\beta$ radians. Since this deviation is sinusoidal, the phase rate is given by point 9, and an unambiguous measurement of $\beta$ is given by point 10 as the peak-to-peak amplitude of a signal at the frequency $\omega_r$ (roll rate). A more complete description of this process is given in Refs. 15 and 16.

![Diagram of rolling interferometer signal processing](image)

**Fig. 28** Rolling interferometer signal processing.


A significant advantage of this technique is the use of the full antenna separation for ambiguity resolution as well as steering. This provides a continuous measure of the LOS with the best available S/N, and it will be shown later that body decoupling techniques are available to provide an inertial measurement of the LOS rate as required for a proportional navigation guidance law.

4.3.6. Broadband Implications

4.3.6.1 Path Length Matching for Broadband Applications. In some applications where an interferometer is used, it is necessary to maintain good angle track on signals that cover a reasonably wide RF spectrum. The angle measurement equations shown in the previous paragraphs show a fundamental relationship between the phase measurement and the wavelength $\lambda$ of the signal. An error in the known value of $\lambda$ gives an error in the angle measurement. There is, in addition to this fundamental relationship, another source of error that is sometimes neglected since most of the interferometer applications ultimately depend on phase rate as opposed to absolute phase difference. This additional error source is created by unequal path lengths from the two interferometer antennas to the phase measuring receiver.

Figure 29 shows an interferometer with unequal cable lengths from the antennas to the receiver. The path length difference between antennas 2 and 1 is $d \cos \gamma$, and the electrical difference is $(2\pi d/\lambda) \cos \gamma$ radians. Obviously, this can be greater than $2\pi$ radians for large values of $d/\lambda$. When $\gamma$ approaches $\pi/2$, then the term $(2\pi d/\lambda) \cos \gamma$ approaches zero, and the sensitivity to changes in $\lambda$ approaches zero. Unfortunately, the phase difference...
measurement is not made at the antennas but is made at the end of cables of some length. If the cable from 1 to 3 is length \( x \) and the cable from 2 to 4 is length \( x + l \), then the phase difference between 4 and 3 is given by

\[
\theta_{43} = \frac{2\pi d}{\lambda} \cos \gamma - \frac{2\pi}{\lambda} (x + l - x)
\]

\[= \frac{2\pi d}{\lambda} \cos \gamma + \frac{2\pi l}{\lambda} \text{ radians.} \tag{57}\]

In a particular missile application where this path length difference was ignored, the physical layout resulted in a cable length difference of 12 wavelengths. A receiver with an instantaneous bandwidth of 176 operating on a broadband signal had phase noise that was intolerably large until the line lengths were adjusted.

4.3.6.2 Microwave Trombone. One application of interferometer guidance used frequency agility over a 10% RF bandwidth and required a look angle up to 60° off the roll axis of the missile. Since the phase measurement is actually a time difference measurement contaminated by changes in microwave frequency, a development shown in Fig. 30 was attempted that was inherently immune to frequency changes. This development used an adjustable length microwave trombone to internally match the external time difference between the signals at the two antennas. The adjustable line must be set to within one-half wavelength of the proper position by the coarse unambiguous \( \cos \beta \) measurement — then the interferometer phase measurement can maintain a fine track. From Fig. 30 it can easily be seen that the total range of travel of the adjustable line must be equal to 2\( d \) times the absolute value of \( \cos \gamma_{\text{max}} \).

![Fig. 30 Interferometer with mechanical line stretcher.](image)
It is also readily apparent that if the line stretcher is adjusted to have zero phase difference at the receiver for any microwave frequency, it is also zero for all frequencies and is therefore frequency independent. It will be shown later that body-motion decoupling can occur via the line stretcher. Although the concept of a mechanically adjusted line was sound, the practical implementation was extremely difficult. The most severe problems were:

1. The VSWR caused by impedance mismatch varied with both frequency and position. The changing VSWR created a changing phase shift and angle error.

2. The mechanically sliding contacts created noise in the system.

3. The servo time delay was a critical factor when the body motion decoupling was inserted via the line stretcher.

4.3.6.3 Digital Line Stretcher (UHF). An application of interferometer guidance using radio frequencies in the 100 to 200 MHz band employed a variable line length produced by using diodes to switch in or out various line lengths. The changes in line lengths were binary ratios to provide a simple method of control. Figure 31 shows a conceptual diagram of this system. The diode switches were driven by signals from a body-mounted gyro to provide data stabilization or body decoupling. This will be discussed in detail in Chapter 5.

431 Interferometer with digital line stretcher.
4.3.6.4 Microwave Digital Line Stretcher. A missile using continuous roll to eliminate angular ambiguities (as discussed in sub-subsection 4.3.5.2) also uses a digitally controlled microwave line stretcher. Figure 32 from Ref. 16 shows a diagram of an interferometer seeker using these techniques.

![Diagram of interferometer seeker using digital line stretcher.](image)

Fig. 32 Rolling interferometer using digital line stretcher.

A digital line stretcher for this application is currently in development. The upper frequency limit of the experimental unit is above 15 GHz while the lower frequency limit is probably below 2 GHz although no attempt was made to determine the lower limit. A schematic of the experimental line stretcher is shown in Fig. 33 and a typical set of test data is shown in Fig. 34, taken from Ref. 17. Detailed measurements on the experimental unit are also given in that reference.

4.3.7 Phase Measurement

Interferometer guidance depends on the measurement of the phase difference of signals entering two widely spaced antennas. As mentioned previously, the relative position or rate of the target with respect to the airframe is measured by the interferometer receiving system. The airframe motion with respect to inertial space is subtracted from the in-

Fig. 33 Schematic diagram of 7-bit line stretcher (from Ref. 14).

Fig. 34 Phase shift versus bit number (from Ref. 14).
terferometer signal to provide the missile-to-target LOS rate in inertial space. Small errors in the measurement of relative position or rate of the target with respect to the missile body result in large errors in the measurement of the LOS rate.

There are two primary sources of errors that affect the interferometer process. These are:

1. Multipath reflections from other portions of the missile airframe that distort the wave front as it reaches the antennas; and
2. Signal processing that produces an output proportional to the electrical phase difference between two microwave inputs at the antenna.

A detailed discussion of both of these errors is given in Ref. 1. This reference discusses the allowable error due to both causes as a function of the antenna separation, measured in wavelengths of the signal.

### 4.3.7.1 Multipath Errors

A simple example taken from Ref. 1 shows how a multipath signal leads to boresight error and error-slope values that change with target aspect angle $\beta$. The peak boresight error slopes are determined by the relative level of the multipath signal ($\rho$), but the angle rate at which the error slope varies and its effect on the guidance loop are determined by the interferometer separation in wavelengths.

To illustrate this dependence, consider an interferometer with a scatterer, such as a nosecone tip, located between the two antennas as shown in Fig. 35a. Assume that the scattered signal received at each antenna is the same and does not vary with $\beta$. While this is an over-simplified assumption, it still allows a valid comparison to be made of the results of different $d/\lambda$ spacings.

In the phase diagram of Fig. 35b, one antenna is advanced in phase, and one is retarded by the maximum amount. This may happen very easily as the multipath geometry changes. According to the diagrams, the maximum interferometer phase error is

$$
e = 2\psi = 2\sin^{-1}\rho.
$$

This phase error may be used to show the resulting boresight as a function of multipath level; that is,

$$\text{boresight error} = \frac{\sin^{-1}\rho}{\pi(d/\lambda) \cos\beta}.
$$

The error is in spatial degrees and may swing plus or minus by this amount as the multipath geometry changes. Boresight errors, calculated with Eq. 59 are plotted in Fig. 36 for various multipath levels. These errors are at $\beta = 0^\circ$, and the off-boresight errors will increase. The errors may also be calculated as a function of $d/\lambda$ and $\beta$ for a fixed value of $\rho$ using Eq. 59.

The boresight errors and boresight error slopes for an interferometer with $d/\lambda = 4$ and a multipath level of $-30$ dB are plotted in Fig. 37. Both the errors and their periods increase with $\beta$. Boresight error slopes are plotted in Fig. 38 for $d/\lambda$ equal to 1, 2, 4, and 8. The peak slopes remain the same (0.036 when $\rho = -30$ dB), while the period decreases with increasing $d/\lambda$. 
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Fig. 35 Phase errors from multipath reflections.
Fig. 36  Interferometer angle error caused by multipath, $\beta = 0^\circ$.

Fig. 37  Interferometer boresight error and error slope caused by multipath from the nose-cone tip.
**4.3.7.2 Polarization Errors.** In a missile where the incident polarization is controlled by the missile user, such as active or semiactive receivers, the polarization of the receiving antennas can be matched to that of the incident radiation. There are, however, some situations such as passive mode homing where the missile user neither knows nor controls the polarization to be received. Furthermore, the polarization may be changing slowly or rapidly. Reference 18 provides an analysis of the effects of mismatched polarization on an interferometer system. This analysis assumes that the only radiation received by the antennas comes directly from the target. When conditions approaching cross polarization exist for the direct signal, the multipath signal from a reflection on the missile airframe (as discussed in the previous section) may be more significant.

One conclusion from Ref. 18 is as follows:

> When the incident polarization is predominantly linear, but with an unknown tilt angle, a circular polarized receiving antenna is preferable, and if the incident polarization is predominantly circular but with unknown sense, a linear receiving antenna is preferable.

Another conclusion that may be drawn is that in the absence of any hard intelligence information on a radar target it is probably best to use circularly polarized receiving antennas for an ARM since most radars transmit linear polarization.

In some applications it may be necessary or desirable to operate interferometer antennas behind a radome. Reference 19 discusses the effects of this type of operation. The particular configuration that prompted this analysis was a gimballed interferometer behind a nonsymmetrical aircraft radome.


4.3.7.3 Phase Measurement Errors. In Ref. 1 a discussion of phase measurement shows some of the sources of error. It has been shown that the electrical phase difference between the signals at the two antennas is given by

\[ \theta = \frac{2\pi d}{\lambda} \sin \beta. \]  

(60)

Differentiation with respect to \( \beta \) gives the phase slope or "interferometer gain"

\[ \frac{d\theta}{d\beta} = \frac{2\pi d}{\lambda} \cos \beta. \]  

(61)

If \( \epsilon \) represents the interferometer phase error measurement in radians, then the angle error in the interferometer system is given by:

\[ \text{angle error} = \frac{\epsilon}{\frac{d\theta}{d\beta}} = \frac{360}{\frac{2\pi}{\lambda} \cos \beta} \text{ space degree} \]  

(62)

and

\[ \text{error slope} = \frac{d}{d\beta} \left( \frac{\epsilon}{\frac{d\theta}{d\beta}} \right) \text{ degrees/degree} \]  

(63)

The methods used to measure phase difference require the use of I (in phase) and Q (quadrature) phase comparators as well as a method of reconstructing the angle from these comparator outputs. Figure 39 shows the signals available at the output of the I and Q comparators. The phase angle of interest (\( \theta \)) is obtained by circuits that solve the equation

\[ \theta = \tan^{-1} \frac{V_1 \sin \theta}{V_2 \cos \theta}. \]  

(64)

The assumption is, of course, that the 90° lag is precisely 90° and that \( V_1 = V_2 \). In practical circuits neither the angle nor the amplitudes are precise, and a cyclical error is produced that is a function of \( \theta \). If we assume that the amplitudes are related as \( V_1/V_2 = 1 + \delta \), and the 90° phase lag can be expressed as 90° + \( \alpha \) degrees, then an expression can be derived to provide the measurement error as a function of \( \theta \):

\[ \epsilon \text{ (radians)} = \frac{\delta}{2} \sin 2\theta + \alpha \cos^2 \theta. \]  

(65)

For values of \( \delta \) less than 0.2 and values of \( \alpha \) less than 0.2 radians, Eq. 65 will approximate the error in phase measurement. The effect of this phase measurement error on boresight error and boresight error slope was computed using values that are characteristic of an excellent measurement system, i.e., \( \delta = 0.06 \) (0.5 dB), \( \alpha = 0.088 \) radians (5°), and \( d/\lambda \) ratios of 0.5, 1.0, 2.0, and 3.0. These errors are typical of the capability of good laboratory test equipment such as the Hewlett-Packard Microwave Network Analyzer. The representative boresight error curves in Fig. 40 show that for a given phase error the boresight errors vary with \( d/\lambda \) (antenna separation in wavelengths). Reference 1 discusses these effects in greater detail; however, it has been shown that greater error magnitudes can be tolerated if the period with respect to aspect angle is small.
Figure 39 shows a simplified diagram of interferometer signal processing. As shown in that figure, the signals from each antenna may be amplified separately prior to the phase comparison. Obviously any differential change in phase between the two amplifiers as a function of amplitude, or Doppler frequency in continuous wave (CW) systems, creates an apparent target motion. With proper attention to the phase shift vs. amplitude or automatic gain control (AGC) level, it is possible to provide adequate performance. In some applications in an ARM mode of operations, commutating techniques have been employed that interchanged the channels on a pulse-to-pulse period. This effectively eliminates errors due to amplifier differences.
4.3.7.4 Early Scanning Interferometer System (pre-1955). Figure 12 shows the block diagram of a scanning system. In an effort to avoid some of the problems associated with the I and Q phase measuring process and the differential phase shift between amplifiers, the early interferometer systems used a continuously scanning phase shifter in one antenna line. This was actually a form of multiplexing the two antenna signals into a single amplifier. The multiplexing eliminates errors due to differential phase shift that would occur in separate amplifiers. The particular technique used by DRL had a significant advantage that may not have been recognized by the originators. During countermeasures tests against a broad-band noise source, it was discovered that scanning phase shifters located in the antenna or local oscillator lines (Figs. 41a and 41b) will provide the same steering sense for input RF signals above or below the local oscillator at the IF frequency difference, but the configuration of Fig. 41c has reversed steering sense for signals above or below the local oscillator frequency. A complete analysis of this phenomena is given in Ref. 7. A brief description of each configuration is as follows: In all three configurations assume that the scanning phase shifter adds phase continuously. Therefore, the frequency at the output of the phase shifter is the input frequency plus the scan frequency and a target moves from left to right such that the frequency seen by antenna 2 is incrementally higher than the frequency seen by antenna 1. It is necessary that the resulting scan frequency detected by the amplitude modulation of the signal in the IF amplifier be independent of the relationship between the input signal and the local oscillator, i.e., above or below the local oscillator by an amount equal to the IF amplifier center frequency.

In Fig. 41a, if we assume \( \omega_n = 200 \text{ Hz} \), a target rate such that \( \omega_{\text{ant}} = 10 \text{ Hz} \) above \( \omega_{\text{ant}} \), \( \omega_{\text{LO}} = 10 \text{ GHz} \), and \( \omega_{\text{ant}} = 10.060 \text{ GHz} \); then the signal in the IF from antenna 1 is 10.06 GHz + 200 Hz - 10 GHz = 60.002 MHz. The signal from antenna 2 is 10.06 GHz + 10 Hz - 10 GHz = 60.000010 MHz. The amplitude modulation detected at the output is 60.0002 MHz - 60.000010 MHz = 190 Hz.
Again using Fig. 41a, assume the same \( \omega_1 \), target rate, and \( \omega_{\text{LO}} \), but with \( \omega_{\text{ant}} = 9.94 \) GHz; then the signal in the IF for antenna 1 is 9.94 GHz + 200 Hz - 10 GHz = 59.999800 MHz and for antenna 2 is 9.94 GHz + 10 Hz - 10 GHz = 59.999990 MHz. The amplitude modulation difference frequency is 190 Hz — the same as in the first example. If we use Fig. 41b, a numerical example will yield the same results as those obtained with Fig. 41a.

Using Fig. 41c, if we assume \( \omega_{\text{ant}} = 10.06 \) GHz, \( \omega_{\text{ant}} = 10.06 \) GHz + 10 Hz, and \( \omega_{\text{LO}} = 10 \) GHz; then the signals in the IF are: for antenna 1, 10.06 GHz - 10 GHz + 200 Hz = 60.000200 MHz, and for antenna 2, 10.06 GHz - 10 GHz + 10 Hz = 60.000010 MHz. The amplitude modulation detected at the output is 60.000200 - 60.000010 = 190 Hz. Again assuming the above conditions but with \( \omega_{\text{ant}} = 9.94 \) GHz and \( \omega_{\text{ant}} = 9.94 \) GHz + 10 Hz, then the signals in the IF are for antenna 1, 9.94 GHz - 10 GHz + 200 Hz = 60.000200 MHz, and for antenna 2, 9.94 GHz + 10 Hz - 10 GHz = 59.999990 MHz. The amplitude modulation detected at the output is now 210 Hz. It can be seen that a discriminator centered at 200 Hz (scan frequency) would provide opposite polarity voltage for the same target motion as a function of RF signal frequency above or below the local oscillator. This would result in reversed interferometer sense.

One problem that occurs with a system that multiplexes two signals into a single amplifier is the susceptibility to interference at the frequency of multiplex or scan. If the scan detection process derives information from the amplitude modulation at frequencies near the scan frequency, the error signals can be contaminated. The problems with the result are similar to those associated with a conical scan receiver, though not quite as acute. The interferometer scanning process produces essentially 100% modulation regardless of the error magnitude, whereas the conical scan receiver has zero modulation on boresight. Therefore, a given level of modulation will perturb the conical scan receiver more than the scanning interferometer.

Tests were performed at the Naval Ordnance Laboratory at Corona, California with missile hardware in closed-loop simulations to study these effects. Special IF amplifiers were developed in an attempt to reduce some of the effects by successive limiting, but improvements were so slight that they were abandoned.

Electronic scanning circuits were developed that allowed a high frequency scan. The signals from each antenna were filtered separately by a pass band less than the scan frequency before combining. Amplitude modulations of the RF signals in the frequency band of the scan were then filtered out and had no adverse effect.

The early scan system used by the Talus missile is shown in Fig. 42. It uses Rutherford's double modulation (Ref. 9). The scan frequency used was 44 Hz and the nominal center frequency of the voltage-controlled oscillator was 54 Hz. The rate gyro used a DC pickoff with a tailored output characteristic to provide a linear transfer of frequency shift vs body angular rate. The actual circuit used was a multivibrator type of oscillator where the period between pulses was directly proportional to the voltage applied. Therefore, the transfer of the gyro output vs rate input was an inverse function. The antenna spacing and frequency of this system provided an interferometer gain \((2\pi/\lambda)\) of approximately 90. An LOS rate of \(1^\circ/s\) was considered adequate resolution (at that time) and translated to a frequency shift of 0.25 Hz to be measured by the discriminator. This was considered a difficult but not insurmountable job when the center frequency of the discriminator was 54 Hz.
Unfortunately, tests on aircraft targets showed a rather sizeable signal modulation in the scan frequency band because of propeller modulation. This required a shift of the scan frequency to the maximum value consistent with the pulse repetition rate, in this case approximately 300 Hz.

Figure 43 shows the first attempt at a seeker designed for the higher scan. It was felt that a motor with a constant speed could be used, eliminating the scan cancellation circuits. The voltage-controlled oscillator was driven by a gyro with an AC pickoff. The gyro pickoff excitation was a portion of the oscillator output shifted in phase 90°. The pickoff output then was applied to the oscillator input as a quadrature signal, thus causing a frequency deviation proportional to the amplitude of the gyro output and essentially proportional to the missile-body rate. Several factors combined to make this impractical. The higher scan frequency caused the discriminator to be more critical. At the same time, the wavelength of the microwave signal was increased from 0.1 ft to 0.166 ft, reducing the interferometer gain from 90 to 54.

Various systems were employed to attempt to reduce the bias caused by errors among the frequency of the scan generator, the voltage controlled oscillator and the discriminator center, but it became so complicated that this block diagram was abandoned.
Subsequently, a second scan cancellation system using a mechanical single sideband modulator as suggested by Rutherford (Ref. 9) was built with the frequencies in the area of 250 Hz and 1300 Hz for the voltage-controlled oscillator driven by the body-rate gyro. This seeker was used as the production version of Talos in the late 1950's and was aboard the early Talos ships. The continued problems with bias, transients, gyro linearity, and ability to set the gain of the body decoupling portion of the seeker were the driving force to develop a new design that was to become the operational system for two decades. This is described in detail in sub-subsection 4.3.7.5.

4.3.7.5 Post-1955 Scanning Interferometer. The pre-1955 scanning systems used the electrical phase rate of the scan signal as a measure of relative target rate. It used an oscillator, frequency-modulated by a gyro measuring missile body rate, to provide a signal with a phase rate proportional to missile motion. The frequency of the difference between these signals was used as a measure of LOS rate.

In 1954 a device known as STAPFUS (Stable Platform Phase Follow Up System) was developed (Ref. 20). This device employed electromechanical devices to combine the phase of the scan signal with the phase of a phase-modulated scan reference signal. Figure 44 shows a diagram of STAPFUS as it was used in production. A brief description of its operation follows.


A scan motor M drives the microwave shifter and a $2\phi$ reference generator at $\omega_s$. A synchro resolver with $2\phi$ excitation provides a phase shift of its output signal directly proportional to the shaft position. A free gyro driving the resolver shaft through the proper gear ratio adds or subtracts the proper phase from the reference. The position of the phase-following servo-output shaft is a measure of the phase difference between the interferometer scan signal and the phase-shifted reference. A potentiometer on the output shaft and a derivative network provides a voltage proportional to the phase rate of the difference. Initial conditions and biases are eliminated by differentiation. The gyro portion of this system will be described in detail in Chapter 5 of this report.

As seen in Fig. 44, the interferometer and the gyro channels have some independent signal processing prior to the subtraction process. This is more apparent in the mathematical block diagram of Fig. 45, where it can be determined that

$$\dot{\sigma}_m = \left[ \dot{\phi} + \psi \frac{(G_G - G_I)}{G_I} \right] \frac{G_I/G_G}{(S/kG_G) + 1}$$

and if $G_G = G_I$, there is no coupling of body motion ($\psi$) into the measured LOS rate. The terms $G_G$ and $G_I$ are not simple gain terms but are transfer functions that include phase and gain. If they are not equal, it can also be seen from Eq. 66 that the sign of the body motion
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**Fig. 44** Scanning interferometer using STAPFUS.
coupling changes as a function of the sign of their differences. If these transfer functions are sufficiently mismatched, the guidance loop will become unstable.

It has been shown previously that the phase gain $\theta$ of the interferometer is:

$$\frac{2\pi d}{\lambda} \cos \beta \delta \beta,$$

(67)

where $d/\lambda$ is the antenna separation measured in wavelengths of the frequency, and $\beta$ is the LOS measured from the missile centerline. In a particular missile where the control surfaces were nearly at the missile center of gravity, it was determined by simulation that a gain ratio of $G_G/G_I + 0.925$ was a good compromise over the range of $\cos \beta$ encountered in most situations. It was also determined that a delay mismatch of up to approximately 0.007 second in the gyro channel was acceptable, but an excess delay in the interferometer channel was unacceptable. Other airframe configurations that used more or less body angle of attack for lift would have different requirements. This delay restriction put some limitations on the allowable filter bandwidth in the interferometer channel and some instrumentation limitations on the method used for providing the gyro subtraction. One of the first studies in this area is discussed in Ref. 21.

Section 4.5.3 discussed the phase measurement errors caused by imperfections in the $I$, $Q$ process. The scanning interferometer has precisely the same problems. The scan phase shifter can be considered a single-sideband modulator where the frequency of the
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microwave input signal is shifted above or below the input carrier by an amount equal to the phase rate of the phase shifter. This process requires a 90° equal amplitude split in the microwave signal. If there are errors in the 90° phase shift or amplitude ratio, the same errors occur as were described in sub-subsection 4.3.7.3. An analysis of the errors caused by nonlinearities in the phase shifter is given in Ref. 22.

4.3.7.6 Signal Processing with Nonscanning Interferometers. The scanning interferometers described in sub-subsection 4.3.7.5 had two major limitations, one associated with pulse radars and the other associated with countermeasures vulnerability. One application of interferometer guidance used a pulse radar signal where the pulse repetition rate was essentially the same as the scan rate of the system described in sub-subsection 4.3.7.5. A modification of that system that operates without scanning is shown in Fig. 46. The errors caused by differential phase delay in the two receiver channels were minimized by a transfer switch that interchanged the channels on a pulse-by-pulse basis. An I, Q phase comparator and a holding circuit provided a DC voltage that was proportional to the cosine and sine of the interferometer angle, and that was then converted to a 400 Hz amplitude modulated carrier by a balanced modulator. These two signals when applied to a synchro resolver allowed the interferometer angle to be shifted by a gyro connected to the resolver shaft. The same servo described in sub-subsection 4.3.7.5, with slight circuit modifications, was used to measure the difference angle.

Fig. 46  Non-scanning interferometer using STAPFUS.

A different form of receiver without the effects of scan was developed for use with the CW system as a result of countermeasures vulnerability tests. A technique used the simplifications associated with scanning seekers and the countermeasures immunity of nonscanning systems. This was known as hidden scan because the point in the system where the scan frequency was apparent was "hidden" behind narrow-band filters. A block diagram of a hidden scan system is shown in Fig. 47. It can be seen from the figure that modulations at the scan frequency \( \omega_s \) on the input signal \( \omega_i \) are filtered by the narrow-band filter following the first mixer. The filter remains centered on the desired signal by a Doppler tracking loop associated with a reference receiver.

### Fig. 47 Hidden scan seeker.

#### 4.3.7.7 Multiple Target Performance. The multiple target performance of an interferometer seeker against Gaussian noise sources has been evaluated by both experiment and analysis. Reference 23 provides an analysis that solved some previous disagreement between experiments and the theory of Ref. 24. The disagreement occurred when the analysis showed that it was impossible to track one of two closely-spaced Gaussian noise sources, and the experiments showed that one of the two sources could clearly be tracked if there was a small difference in power level. This was demonstrated both in laboratory tests and missile flight tests. The reason for the disagreement lies in the analysis assumptions of "two closely-spaced targets." The analysis was based on linear theory and did not consider the trigonometric nonlinearities associated with a steering system using phase comparison.


techniques. The linear theory is applicable for target spacing where the electrical phase difference between the two targets is less than 90°. When the phase difference is 90 to 180°, there is much more suppression of the weak target by the strong target than would be predicted by linear theory. In fact, for a separation equivalent to a 180° phase difference, the weaker target is completely suppressed both mathematically and experimentally.

Figures 48 and 49 show experimental flight test configurations. The test represented in Fig. 48 involved an aircraft carrying an operational noise jammer and four targets located on the ground. The missile was not equipped with a warhead. After a close miss on the air target the missile guided toward the array of ground targets. The center of the ground target array was located 3 km off the original flight line, requiring some maneuvering. The missile selected a single target in the terminal phase and guided toward it. Figure 49 shows a two-target case with close spacing. The impact point was adjacent to one of the targets which clearly would have been destroyed with a warhead.

Another scenario that was considered and examined was the case where it was possible to "burn through" jamming and see semiactive return from one target. If a second jamming target is within the field of view of the missile antenna, the guidance errors are corrupted. Reference 25 discusses a method used to reduce or eliminate guidance signal contamination caused by an off-target noise source. The technique makes use of the coherent
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Fig. 48 Multiple jammer test.

characteristics of a semiactive pulse Doppler target return signal while a noise signal is incoherent. The antenna pairs of the interferometer were sampled nonsimultaneously. A coherent target signal can provide angle information in this mode, but the noise from an off-target source is decorrelated and does not bias the angle information.

A version of the interferometer is used in a foreign-built operational missile. It combines the interferometer and a gimballed-dish seeker. The dish is slaved to the interferometer and is used for the acquisition and Doppler tracking signal. The narrow beam of the dish suppresses signals from other targets. Another version of the dish interferometer, which used the dish in the angle channels as well, was suggested by Dr. A. Kossiakoff while he was Director of JHU/APL. The intent was to reduce the noise in the angle channels due to sources outside of the dish beamwidth by correlation techniques where each interferometer element was multiplied by the dish signal. This concept is described in Ref. 26 and analyzed by Refs. 27 and 28.

4.3.7.8 Track-Loop Bandwidth Requirement for Glint Noise. The phase-following servo is a feedback electromechanical device and consequently has delays. The transfer can be expressed in the form of a quadratic expression as

\[ \frac{1}{T^2 S^2 + 2\varsigma T S + 1} \]

where \( T \) is essentially the time constant, and \( \varsigma \) is the damping factor.

An early task in the development process was to determine the effect of various values of $T$ and $\xi$ on performance and to select a range of appropriate values. The original specifications were determined empirically with flyover tests at DRL/UT. A missile receiver with appropriate microwave systems and a target illuminator were located on the ground at a test site. Targets were flown over the site, and tape recordings of receiver scan output and the reference generator output were made for many different flight conditions and target types. The targets varied from single-engine aircraft to B29 and B36 aircraft passing to within 100 to 200 ft above the simulated missile antennas. The recorded data were then used as input to the phase servo in a wide range of gain and damping conditions. The criterion used for selecting suitable values was the minimum range between the aircraft target and the ground based system before the received signal disintegrated to noise. Many conditions were examined resulting in a specification range for both $T$ and $\xi$. The results showed that with $T$ greater than or equal to 0.017 or less than or equal to 0.03 and $\xi$ greater than or equal to 0.8 or less than or equal to 1.2, good pointing information would be provided at ranges as close as a few hundred feet on the large multiple engine aircraft. These values of $T$ and $\xi$ were then specified for the system.

At a later date, computer simulations were run to verify these values. Reference 29 reports on one of these simulations. Figure 50 from the referenced report shows a range of acceptable values from this simulation and also the limits established by a simulation at the Bendix Mishawaka missile division. The values determined by the empirical tests at DRL/UT and later used as the production specifications appear to be unnecessarily tight.

![Performance envelope for acceptable homing for Talos 6B1, showing limits determined for STAPFUS phase servo (adapted from Ref. 29).](image)

Fig. 50 Performance envelope for acceptable homing for Talos 6B1, showing limits determined for STAPFUS phase servo (adapted from Ref. 29).

When examined with this simulation; however, fortunately, the tight specification was maintained, and the short time constant was extremely valuable when the multiple target performance was evaluated. Reference 30 shows that a time constant should be on the order of 0.02 second for a multiple blinking jammer encounter. In tests against extended targets such as large surface ships the fast response servo followed the point of reflection from various target points, and the autopilot provided the filtering. During some of the experiments against extended targets, tests were made where the time constant was increased by a factor of three with the intent that glint noise would be filtered with the servo. Performance was drastically reduced. A series of tests to determine the tracking point associated with large ships, small patrol craft, and multiple ship targets was carried out at the Chesapeake Bay Bridge and Navy test ranges. For the bridge tests a missile seeker was located in a test station suspended below the roadway 230 ft above the water. Ships coming up the channel were illuminated by a source located at the water level and the semiactive return was received by the elevated seeker. Figures 51 and 52 are photographs of the ship targets with the corresponding track points superimposed. The details of the tests are described in Ref. 31. The Navy test range tests were performed with a seeker located in a P2V aircraft. A TV camera was also located in the aircraft, with the interferometer track point electronically superimposed on the TV picture. The targets were illuminated by a land based source. The results are described in Ref. 32. Data on the amplitude of glint noise from various aircraft targets were obtained in tests at DRL/UT. These are reported in Refs. 33, 34, and 35. Figure 53 from Ref. 35 shows the typical distribution of angle noise from various aircraft.

In addition to the frequency response requirements of the servo, it was necessary to determine the angular rate resolution requirements. It was determined by simulation and flight tests that a measurement resolution of 0.1°/s space rate was required, and furthermore, if resolution of that order were achieved, the result was a high percentage of direct hits on the target. The allowable filtering on the angular rate measurement depends on the homing time available. An acceptable rule has been that the homing time must be at least 5 and preferably 10 missile time constants. The angular rate filter is a part of the total missile time constant. An acceptable value for some surface-to-air missions was found to be 0.5 second.

30. G. C. Munro, "Narrow Beam Interferometer Homing in the Presence of Multiple Blinking Jam- mers," JHU/APL BBD-1395 (15 Dec 1964). (Also, BBD-1395-1 "Supplement to 1395.")
Fig. 52  Ship target with corresponding track points superimposed.
Fig. 53 The rms noise amplitude in relation to aircraft size and distribution plots from typical noise samples.
5.0 BODY-MOTION DECOUPLING

5.1 THEORY OF BODY-MOTION DECOUPLING

Sub-subsection 4.3.7.4 discussed the early scanning systems. Figures 42 and 43 are block diagrams showing both the phase-measuring and body-motion subtraction processes. These systems use body-mounted rate gyro's for measurement of missile body motion in the yaw and pitch planes. The subtraction process involves the difference between the apparent target rate and the body rate. Figure 42 shows the frequency of the scan signal from the receiver to be proportional to the interferometer gain, \(2\pi d/\lambda\), the apparent rate \(\dot{\beta}\), and \(\cos \beta\). The body gyro, through an appropriate gain, frequency modulates an oscillator such that the frequency change, as a function of missile body motion around the yaw or pitch axis, is essentially the same as the change in scan frequency seen by the receiver for the apparent target rate measured by the interferometer. In the diagram of Fig. 42 the true LOS rate, if the gains are correct, is proportional to the change in the frequency \(F\) as measured by a frequency discriminator centered at \(F_0\). A serious problem with this system is the inability to set and maintain the discriminator center frequency equal to the modulated oscillator nominal center frequency. Any discrepancy between these frequencies shows up as a direct bias in the measurement of the LOS rate. A problem unique to the use of small spring-restrained rate gyro's is that of linearity over a wide dynamic range. Body rates, due to weathercock, could be as high as 40°/s peak when true LOS rates on the order of 0.1 to 0.5° were to be measured. Obtaining gyro's that could meet these critical linearity requirements along with other requirements such as minimum delay, spin-up time, and scale factor stability was a serious and almost unsolvable problem.

Sub-subsection 4.3.7.5 discussed a different form of body-motion subtraction. Figure 44 shows a block diagram of that system. The primary difference between this figure and Fig. 42 is the subtraction of phase angles as opposed to subtraction of phase rates. This is accomplished by using a form of free gyro to change the phase of the scan reference signal by an appropriate amount. The gain factor between body motion and phase change was precisely controlled by a known gear ratio between the resolver and gyro platform shaft. The phase angle difference was measured by a phase-following servo with a potentiometer connected to the shaft for an output. The LOS rate is obtained by the derivative of the potentiometer output. Proper selection of the values for the derivative network also provide the first order filter at the autopilot input. Improved performance was obtained with a penalty in size and weight of the gyro and servo system over the electronic system. However, the improved performance was well worth it.

In either system the gain through the gyro channel must be adjusted to match the interferometer gain. Since the interferometer gain is directly proportional to microwave frequency \((1/\lambda)\), any change in operating frequency must be accompanied by a change in the setting of the gyro gain.

If there were no provision for body-motion decoupling, the signals in each interferometer channel would, in general, have a component caused by missile-body motion. The basic phase angle output of the two interferometers, \(\theta\), can be written using the geometry of Fig. 54:
Fig. 54 Interferometer measurement and control axes.

\[
\theta_\gamma = \frac{2\pi d}{\lambda} \cos \gamma \tag{69a}
\]

and

\[
\theta_\alpha = \frac{2\pi d}{\lambda} \cos \alpha \tag{69b}
\]

or

\[
\theta_\gamma = \frac{2\pi d}{\lambda} (\hat{\gamma} \cdot \hat{y}) \tag{70a}
\]

and

\[
\theta_\alpha = \frac{2\pi d}{\lambda} (\hat{\alpha} \cdot \hat{z}) \tag{70b}
\]

where carets are used to indicate unit vectors. If rate processing is performed to measure angular rates, the results are

\[
\dot{\theta}_\gamma = \frac{2\pi d}{\lambda} \left[ \hat{\gamma} \cdot \dot{\hat{y}} + \hat{\gamma} \cdot \ddot{y} \right] \tag{71a}
\]

and

\[
\dot{\theta}_\alpha = \frac{2\pi d}{\lambda} \left[ \hat{\alpha} \cdot \dot{\hat{z}} + \hat{\alpha} \cdot \ddot{z} \right] \tag{71b}
\]
The \( \hat{r} \) terms are due to motion of the LOS relative to inertial space. The second terms are the body-motion contributions. Expanding these two terms gives:

\[
\text{Body-motion term in } \gamma \text{ channel} = \frac{2\pi d}{\lambda} \left[ \hat{r} \cdot \hat{y} \right]
\]

\[
= \frac{2\pi d}{\lambda} \left[ \hat{r} \cdot (p\hat{z} - r\hat{x}) \right] \quad (72)
\]

\[
= \frac{2\pi d}{\lambda} \left( p \cos \alpha - r \cos \beta \right)
\]

and

\[
\text{Body-motion term in } \alpha \text{ channel} = \frac{2\pi d}{\lambda} \left( \hat{r} \cdot \hat{z} \right)
\]

\[
= \frac{2\pi d}{\lambda} \left[ \hat{r} \cdot (-p\hat{y} + q\hat{x}) \right] \quad (73)
\]

\[
= \frac{2\pi d}{\lambda} \left( -p \cos \gamma + q \cos \beta \right)
\]

For perfect body-motion decoupling, these components have to be subtracted from the signals in the two interferometer channels.

5.2 BODY - MOTION DECOUPLING TECHNIQUE WITHOUT GYROS

It was first proposed by MIT in Ref. 5 that body rotation could be measured by a dual interferometer system. Figure 55, taken from that reference, shows the proposed connec-
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tion. It was also suggested by Baltzer (Refs. 36 and 37) that dual interferometer might be used in conjunction with a command system. The dual interferometer used forward-looking antennas for target measurement and rear-looking antennas as body-motion references with energy from the illuminators. This form of guidance was considered for a version of Talos called JANUS until simulations showed serious flaws in the fundamental guidance concept with targets having a crossing component. Reference 38 provides a detailed discussion of the problem.

5.3 NONRIGID AIRFRAME

When body-motion gyro signals are subtracted from interferometer signals to obtain the LOS rate, it is usually assumed that the gyros and interferometers are measuring the same motion. This is not always the case. Figure 56 shows a nonrigid airframe bending in its fundamental mode. A gyro located at body station A measuring missile motion will give entirely different results from that of one at body station B. Since the interferometers are measuring the body bending, station A is the more desirable location for decoupling gyros. For weathercock damping in the autopilot, station B is the better choice. If the decoupling gyros are not located near the antennas, a signal at the fundamental body-mode frequency appears on the measured LOS rate. High attenuation notch filters to suppress the body frequencies are also critical in the frequency domain. The body bending frequency is not a constant but rather depends on remaining fuel, altitude, speed, and many other variables.

The early version of the Talos missile experienced a serious maneuver-induced, slow-bending coupling caused by both the location of the gyro near body station B and the compliance of the airframe. This is discussed in Ref. 39.

5.4 IMPLEMENTATION TOLERANCES

5.4.1 Sensor Characteristics

The body-motion sensor must maintain linearity of the output vs. input curve over a broad dynamic range. The missile weathercock nonlinearities create a residual signal at the weathercock frequency, which can be destabilizing. The total gyro transfer function must be repeatable as a function of time and temperature to within a few percent. It was found by

simulation for the Talos missile that peak weathercock rates to 40°/s could be expected, and a threshold of about 0.1°/s was necessary to ensure satisfactory miss distance.

5.4.2 Establishment of Tolerance Limits

Most of the experience in interferometer guidance has been gained with an airframe whose control surfaces are near the center of gravity, and most of the lift is from the control surfaces instead of body angle of attack. The allowable tolerances may vary widely as a function of airframe configuration and nature of the aerodynamic control, e.g., lift at c. g. vs. tail or canard control where angle-of-attack is used to obtain body lift.

5.4.3 Manufacturing Tolerances

The problem of adjusting the gain of the gyro channel has historically been one of the most difficult parts of the manufacturing process. In the early systems using body-mounted rate gyros several schemes were tried, with various levels of success. They are described briefly as follows:

Each gyro was calibrated on a precision rate table and an output vs. input curve was drawn. The average slope of the curve was determined. A DC voltage representing a known fixed rate was substituted for the gyro signal, and the gain was adjusted to provide the proper frequency deviation of the modulated oscillator.

A second scheme combined a microwave phase shifter in the signal path with a gyro rate table. The proper gain ratio, \( 2\pi R/\lambda \), was connected between the two. The gain control in the gyro output was adjusted for an output null while the table and phase shifter were oscillating. Local nonlinearities in the gyro curve or nonlinearities in either the equipment phase shifter or missile phase shifter made the null difficult to detect. If the time delays between the two paths were not equal, the output would not reduce to a null, and a quadrature component would remain. A number of test techniques were attempted, using the phase relation of the remaining signal with respect to the gyro table motion. These techniques were only moderately successful because of nonlinearities.

The development of the STAPFUS system mentioned in sub-subsection 4.3.7.5 included a means for precisely calibrating and adjusting the gain between the body gyro and the phase-shifting resolver. The gyro platforms contained both yaw and pitch gyros mechanically displaced at 90° to each other within machining tolerances of a few minutes of arc. A mechanical reference in the form of a pair of holes in the mounting flange plate parallel to one gyro axis allowed the unit to be aligned precisely with one antenna pair. The use of mechanical references established in gyro manufacture allowed more precise alignment with the antennas than had been possible by any means of electrical adjustment previously attempted.

5.5 MEASUREMENT INSTRUMENTS

5.5.1 Strapdown Rate Gyros

A single-degree-of-freedom spring-restrained rate gyro consists of a spinning wheel of angular momentum vector, \( H \), which receives angular rate vector, \( \omega \), about the input axis perpendicular to the angular momentum vector. Reacting with the input \( \omega \), the gyro
generates a torque \( L \) about the output axis, which is orthogonal to the \( \omega \) and \( H \) vectors. Because of mass unbalance, there is usually a mass-unbalance torque vector, \( L_d \), also about the output axis. Referring to the output axis, the gyro wheel, its gimbal assembly, the rotor of the microsyn signal generator, and the rotating part of the damping element mounted on the output shaft constitute the moment of inertia, \( I \), about the output axis. The damper furnishes a damping (torque) coefficient, \( C \). The output shaft is restrained by a spring sensitive to angular displacement of the shaft. The angular stiffness of the spring is \( K \). Thus, with input \( \omega \), the gyro output shaft will produce an angular displacement \( \theta \) from its equilibrium or reference angular position and

\[
I \ddot{\theta} + C \dot{\theta} + K \theta = L + L_d ,
\]

where

\[
L = \omega H .
\]

If the microsyn signal generator has a sensitivity, \( K_s \), the output voltage of the rate gyro unit would be \( V \), which is

\[
V = K_s \theta .
\]

If the microsyn has an offset caused by misalignment between the microsyn null and the spring null, the output voltage will be

\[
V = K_s (\theta + \theta_b) ,
\]

where \( \theta_b \) is the offset bias. By letting

\[
\omega_{\text{sn}}^2 = \frac{K}{I} ,
\]

\[
\frac{2 \zeta}{\omega_{\text{sn}}} = \frac{C}{K} ,
\]

and

\[
\omega_d = \frac{L_d}{H} ,
\]

Eqs. 74, 75, and 76a can be combined into the following equation:

\[
V = \frac{1}{1 + \frac{2 \zeta}{\omega_{\text{sn}}} s + \frac{1}{\omega_{\text{sn}}^2} s^2} \frac{HK_s}{K} (\omega + \omega_d) + k_i \theta_b ,
\]

where

\[
\omega_{\text{sn}} = \text{natural angular frequency of the rate gyro assembly},
\]

\[
\zeta = \text{damping ratio of the rate gyro assembly},
\]

\[
s = \text{Laplace operator} = d/dt, \text{ and}
\]

\[
\omega_d = \text{magnitude of drift caused by mass-unbalance torque } L_d .
\]
Several factors associated with the spring-restrained gyro are critical. The maximum angular displacement of the output shaft $\theta$ must be limited to a small value to prevent cross-coupling effects. The spring constant, $K$, must be appropriate to allow full-scale deflection of $\theta$ at the maximum required rate to reduce the offset effects of the microsyn bias, $\theta_B$. The values of $K$ (for sensitivity) and $I$ (from the physical characteristics of the gyro wheel) determine the natural frequency of the second-order system $\omega_n$. This natural frequency has an associated delay that is not necessarily compatible with the allowable gyro channel delay. Several other critical factors should also be mentioned:

1. The spring constant, $K$, is assumed to be a constant over its operating range.
2. The microsyn pickoff is assumed to have a linear output-vs.-$\theta$ characteristic, and
3. The calibration sensitivity is directly proportional to $H$ (angular momentum of wheel), which assumes precise control of wheel speed.

Another form of rate gyro is a single-degree-of-freedom integrating gyro. This gyro usually consists of a gimballed gyro wheel enclosed in a cylindrical shell. The output shaft of the gyro assembly extends from both ends of the shell. Rotors of a torque generator and a signal generator are mounted on the extended portions of the shaft. The ends of the output shaft rest on jewel bearings. The shell and all its attached microsyn rotors float within another cylindrical container filled with damping fluid. Two microsyn stators for the torque and signal generators are attached internally to the container. The damping (and flotation) fluid can be temperature controlled to maintain its viscosity constant and density, providing perfect flotation, eliminating any pressure on the jewel bearings. Tight temperature control may be relieved if some residual pressure on the bearing can be tolerated. The major physical and functional difference between rate and integrating gyros are that the latter is not equipped with torsional restraint springs. The only restraining torque comes from the damping fluid. The damping torque is proportional to the rate of the relative motion between the output axis and the housing. Therefore, the output axis position is a measure of the integral of the input torque.

For comparison purposes, let the angular momentum of the gyro wheel, the output-shaft moment of inertia, and the angular-rate damping coefficient of the integrating gyro assembly have values identical to those of the rate gyro assembly. (Strictly speaking, for the same angular momentum wheel, the output shaft moment of inertia of the integrating gyro assembly ought to be slightly larger than that of the rate gyro assembly. The damping coefficient of the two assemblies could be different.) By deleting the $K\theta$ term, Eq. 74 can be rewritten for the integrating gyro assembly as

$$I\ddot{\theta} + C\dot{\theta} = L + I_{dth}$$

(81)

The $\theta_B$ term is also eliminated since it is a function of the null position of the spring.

In Eq. 81, a term for the mass-unbalance torque $I_{dth}$ is included for the integrating gyro assembly as it is in the case for the rate-gyro torque equation. Because of easier adjustment of the mass unbalance in an integrating gyro assembly, $I_{dth}$ is usually an order of magnitude less than $I_{dth}$. Equations 75 and 76a are also valid since an identical angular momentum is
assumed for both gyro wheels and an identical signal generator will be the natural choice for both gyro assemblies. It is assumed that there is no voltage or current input to the torque generator. By letting

$$\tau_i = \frac{I}{C}, \quad (82)$$

Equations 81, 75, and 76a can be combined into the following equations:

$$\theta = \frac{1}{s(\tau_i s + 1)C} \left( \omega + \omega_{di} \right) \quad (83)$$

and

$$V = \frac{1}{s(\tau_i s + 1)C} \left( \omega + \omega_{di} \right), \quad (84)$$

where

$$\omega_{di} = \frac{L_{ai}}{H} \quad (85)$$

is the drift rate of the integrating-gyro assembly.

The presence of the Laplace operator, \( s \), in the denominator in Eqs. 83 and 84 means that the output shaft angle as well as the output voltage of the integrating assembly will increase with time if a unidirectional angular rate input, \( \omega \) or \( \omega_d \), is present. The integrating-gyro assembly alone is therefore not suitable for measuring angular rate even if it is not unidirectional, because the drift contribution remains unidirectional, and the output shaft rotation will eventually reach its design limit. However, the use of an integrating gyro where the signal generator is amplified and supplied to the torquer as a restraining torque similar to a spring has some merits. Figure 57 is a block diagram of a rate-integrating gyro with external amplifier \( K_i \). \( K_T \) is the gain of the internal torquer. The equation for the voltage out of the gyro can be shown to be:

$$V = \frac{1}{K_i} \left( \frac{H\omega + L_{ai}}{s + K_iK_1} \right) \quad (86)$$

The equation for the natural resonant frequency is similar to that of the spring restrained gyro:

$$\omega_{on} = \sqrt{\frac{K_iK_1}{I}}, \quad (87)$$

but the product \( K_i \) and \( K_1 \) allows an additional degree of freedom. The resonant frequency can be increased by increasing \( K_i \) without affecting the DC gain of the systems. The linearity of the torquer, \( K_i \), is essentially the only term affecting the linearity of the output vs. input rate. The wheel speed, of course, must remain constant.

5.5.2 Platforms

The previous section described body-mounted gyros with an output signal representing missile angular rate. STAFFUS used a single-degree-of-freedom stabilized platform. The angular motion of the missile is measured as a shaft rotation of a resolver driven by a gear on the stable platform. Figure 58 shows a simplified diagram of the platform.
Fig. 57  Block diagram of a rate-integrating gyro.

Fig. 58  Single-degree-of-freedom stable platform.
A detailed analysis of the platform used for Talos along with the gyro constants are provided in Ref. 40. The initial development included a calibrated variable gear ratio between the gyro and the phase-shifting resolver. A block diagram of the gear train is shown in Fig. 59. The adjustment range required was 10%. As shown in Fig. 59 the required ratio was provided by a fixed gear ratio and a parallel variable path added to the fixed path by a mechanical differential gear. The fixed path of 1:30 step-up ratio was combined with a variable path of 1:1 to 1:4. The total was, therefore, a ratio varying from 1:31 to 1:35. The range was adjusted by a calibrated 10-turn control knob, allowing extremely precise and repeatable setting of the gain. Later developments eliminated the need for the adjustment, and two remotely selectable ratios were provided. Figure 60 is a photograph of the initial gyro platform used in test flights.

The body-fixed rate gyros and the STAPFUS platforms involved some assumptions in generating proper decoupling for body motion. The assumptions were valid when the look angle between the missile centerline and the LOS to the target (β) remained less than approximately 30°. When performance at increased altitude against higher performance targets became necessary, control systems operating variable tail surfaces and providing body lift via angle of attack were also necessary. The assumption that β remained small was no longer valid. The body-decoupling gyros mounted to measure motion around the axes of the wing hinges were not adequate. The steering command generated by that system induced missile roll that is not decoupled.

A further problem with the developed system was the assumption that the cos β term that contaminates the interferometer signal could be approximated by a constant on the

Fig. 60  The original STAPFUS platform.

decoupling gyro gain. A device to solve both of these problems called DIRCOL (Direction Cosine Linkage) was developed. Reference 41 describes the DIRCOL device in detail. A number of additional documents (Refs. 12, 42, 43, and 44) provide simulation results and test results. Figure 61 from Ref. 41 is a diagram defining various angles and axes used in the

44. G. C. Munro and T. W. Tullin, Jr., "The Direction Cosine Linkage," HU APL CR-26609 (Sep 1969)
geometry of the homing system. It has been shown that one pair of interferometers measures $\cos \alpha$ and the other $\cos \gamma$. The DIRCOL contains a gimbal structure that allows a gyro on the $\alpha$ and $\gamma$ planes to be used for stabilizing the intersection of these two planes toward the target. The decoupling signals are obtained from measurement of the missile turning rates normal to the $\alpha$ and $\gamma$ planes. Additional computation is provided to produce the proper steering commands about the missile axes $y$ and $z$. These steering commands minimize the roll coupling created by the yaw-pitch cross coupling; however, the DIRCOL device does not decouple roll body motion, and a tight roll stabilization loop is still required.

5.5.3 Two-Axis Free Gyro with Torquer

A nonroll stabilized missile uses a single two-axis torqued free gyro to provide body decoupling in yaw, pitch, and roll. Figure 62 from Ref. 45 is a photograph of the gyro. The gyro rotor is a permanent magnet with the poles on the diameter of the rotor. Current in the concentric windings around the diameter of the stator around the rotor are used to supply a torque. The torque signal is an AC signal at precisely the rotation speed of the rotor. The phase of the signal with respect to the rotor position determines the direction of torque. References 45, 46, and 47 describe the concept and test results of a two-axis position pickoff. The rotor position with respect to the missile body is sensed by a two-axis capacitive pickoff. The capacitor is formed between the rotor and four plates produced by evaporating a thin film of metal on the inner wall of the stator.

Figure 63 shows the geometry for reference. The plates are shaped to produce the desired output. One pair of capacitive plates provide a signal proportional to $\sin \beta \cos \phi$ and the other pair $-\sin \beta \sin \phi$.

Reference 48 provides an analysis that shows that when the gyro pointing direction is along the missile target LOS, the body motion decoupling is mathematically perfect in all three dimensions, yaw, pitch, and roll.

Fig. 62  Two-axis torqued free gyro.
5.6 DECOUPLING TECHNIQUES FOR OPERATION OVER A WIDE RF BAND

It has been shown previously that the interferometer electrical phase output is given by:

\[ \theta = \frac{2\pi d}{\lambda} \sin \beta, \]

where \( \theta \) is the electrical phase shift, \( d \) is the antenna spacing, \( \lambda \) is the wavelength of the signal, and \( \beta \) is the angle between the missile centerline and the LOS to the target.

If the missile-motion decoupling is accomplished by the subtraction of electrical phase, any change in \( \lambda \) requires a change in the gain of the gyro term. Modern digital techniques allow the gyro output to be accurately multiplied by the proper gain factor if \( \lambda \) is accurately known or measured.

It is not unlikely, however, that the received signal can change frequency very rapidly, for example when a chirp signal is received or when the receiver is required to operate over a wide band of noise. In either of these cases, attempting to adjust gain as a function of frequency is not practical.
Subsection 4.4.4 briefly mentioned a technique suitable for broadband applications. The method uses a digitally controlled, adjustable time delay as a part of the microwave line between the antenna and the signal processor. The time delay is controlled by the output of a body-mounted gyroscope as shown in Fig. 64. If a source of radiation, such as a radar signal from a target, lies along the LOS line (at an angle $\beta$ with respect to the missile centerline), there will be a time difference $\alpha$ between the signals seen by the two antennas.

![Fig. 64](image)

**Fig. 64** Body decoupling using digital adjustable time delay.

In Fig. 64, the time delay in the signal at antenna 1 is determined by the equation:

$$\alpha = \frac{(d \sin \beta)}{c},$$

where $c$ is the velocity of propagation of the signal in the medium. The signal received by antenna 1 is fed to a fixed time delay line of $T_f$. The signal at antenna 2 is fed to a variable time delay line of delay $T_f$ plus or minus $T_r$. As a condition of operation, $T_r$ must be less than or equal to $T_f$.

The signals at various points in Fig. 64 can be described as follows:

- Signal at point 1 = $\sin 2\pi f_c [t - \alpha]$
- Signal at point 2 = $\sin 2\pi f_c [t]$  
- Signal at point 3 = $\sin 2\pi f_c [t - \alpha - T_f]$
- Signal at point 4 = $\sin 2\pi f_c [t - T_f - T_r]$
- Signal at point 5 = $\cos 2\pi f_c [t - \alpha - T_f]$

where $f_c$ is the input carrier frequency.

The signal processor contains a multiplier whose output includes sum and difference frequencies of the inputs. The sum frequency is a very high microwave signal removed by filtering. The difference frequency is a DC voltage. If
Signal at point 6 = \sin 2\pi f_c (\alpha - T_c) \quad (91)

is used as a torque signal to the gyro, the loop will null the voltage at point 6. If the gyro is pointed within an interferometer ambiguity, then

\[ T_c = \alpha \quad (92) \]

The carrier frequency, \( f_c \), is a gain multiplier on the output signal but is totally eliminated from the decoupling loop. In the steady-state case the torque input is a measure of the LOS rate and is therefore the proper steering signal for proportional navigation. This method has been demonstrated to operate over a bandwidth greater than an octave.

5.7 BODY-MOTION DECOUPLING FOR ROLLING AIRFRAME

Sub-subsection 4.3.5.2 provided the description of the interferometer signal processing for a rolling interferometer. Figure 28 shows a block diagram of that process. Referring to Fig. 28, any phase modulation of oscillator \( \omega_o \), results in a phase addition or subtraction from the interferometer signals present at points 3 and 4. If the oscillator is phase modulated by a gyroscope measuring missile motion, a method is available for body-motion decoupling.

Figure 65 shows a possible gyro arrangement for this purpose. The gyro pickoff axis must be perpendicular to a line joining the centers of the interferometer antennas. The gyro with a capacitive pickoff described in Section 5.3 can be used, and only one axis of the pickoff is required. Figure 66 shows the decoupling diagram and provides the equations.

![Gyro for rolling missile.](image)
The signals at points 6 and 7 are the same as those at points 6 and 7 of Fig. 28 with the phase modulation from body motion added to the phase of the oscillator, $\omega_0$.

The modulator used to produce phase shifts greater than $360^\circ$ is shown in Fig. 67. A reference oscillator triggers a ramp generator that produces a linear voltage ramp at point 2.
The negative voltage step at point 3 samples the ramp voltage and holds the sampled value until the next sample is provided. This provides a linear voltage as a function of the phase between points 3 and 2. Assume, for the moment, that the gyro input voltage is zero. The amplifier output will change the phase (by momentarily shifting the frequency) of the voltage-controlled oscillator until the output at point 3 samples the ramp at zero volts. The signals at points 4 and 5 are precisely 90° out of phase because of the digital division techniques and are eight times the frequency of the signal at point 3. When a voltage is applied from the gyro pickoff, the high gain loop will shift the phase at point 3 by an amount required to equal the gyro input voltage. The phase change of the signals at points 4 and 5 will be eight times the phase change at point 3 and can easily be greater than 360° if necessary. The gain between the gyro input voltage and the desired phase change at points 4 and 5 can be as great as required for proper decoupling.

This form of body decoupling requires precise knowledge of the incoming frequency in order that the proper gyro gain can be used in the phase modulator. The rolling missile decoupling can also be accomplished by use of the variable line described in Section 5.6. A detailed description of the technique is provided in Refs. 16 and 48.
6.0 INTERFEROMETER GUIDANCE FOR CURRENT AND FUTURE MISSILES

6.1 ATTRACTIVE FEATURES OF INTERFEROMETER GUIDANCE FOR FUTURE MISSILES

6.1.1 Compatibility with Other Guidance Modes

More than fifteen years ago it was recognized that combining a typical RF homing system with a second high-resolution mode of guidance was desirable in order to operate in some countermeasures environments. Numerous attempts were made to combine RF and IR seekers in a common aperture, with little operational success. Many tests were made to determine the feasibility of operating an RF seeker that was partially blocked by an IR seeker forward of the RF seeker, but the errors created by the blockage were greater than could be tolerated. Dual-band RF seekers were also designed to operate with a single aperture. These were more successful, but there were rather tight restrictions on the ratio of the frequencies. The interferometer guidance concept removes many of the multimode restrictions since the interferometer antennas are on the outside diameter of the airframe.

6.1.1.1 RAM Development. A dual-mode missile (in joint development by the U.S. Navy, the Federal Republic of Germany, and the Government of Denmark) called the RAM (Rolling Airframe Missile) is a combined RF and IR seeker. The rolling airframe RF interferometer uniquely determines the target location and points the gyro toward the target. The spinning gyro is also the telescope for the IR seeker and is pointed toward the target with a narrow field-of-view seeker. When sufficient signal is received, the missile control is changed to the IR seeker. Figure 68 shows the front of the RAM with the RF and IR seekers.

6.1.1.2 BT Trimode. A multimode version of the Terrier BT missile was proposed and studied. The original Terrier BT missile used beam-rider guidance. The proposal and studies considered adding an RF interferometer and IR seeker for certain specific environments. Details of this are provided in Ref. 49.

Another program examined various candidates for a wide area missile including various combinations of interferometers and gimbaled seekers. Data were measured at a number of microwave frequencies and several configurations. Figures 69 and 70 show the configurations tested, and Fig. 71 shows a sample of the results. Reference 50 provides the detailed test results.

6.1.2 Low-Frequency Capability

The use of widely spaced, physically small antennas of an interferometer permits guidance in an antiradiation mode against signals sometimes considered immune to ARM attack. It has been demonstrated in flight tests that antennas separated by two wavelengths


can provide excellent guidance against stationary targets. Independent developments at
MIT Lincoln Laboratories have also been used to demonstrate the capability to guide
against communications signals in the VHF and UHF frequency range (Ref. 2).

Azimuth-only guidance can be accomplished with wing tip antennas on various forms
of airframes. Many of these airframes will allow 10 ft. or more of separation. If azimuth-
only guidance is combined with a radar altimeter for a sea-skimmer missile at 20 ft altitude,
good performance can be expected at frequencies near 100 MHz.

Fig. 68  Rolling-airframe missile mockup.
6.1.3 Broadband Coverage

Previous sections have discussed methods for operating over wide frequency ranges for both the angle-measurement and body-decoupling portions of the missile. In practice it was possible to provide a modification kit that could be installed aboard ship to greatly increase...
the missile frequency coverage. This was possible because of the simplicity of the interferometer antennas. The modification kit included replacement antenna elements, a broadband microwave mixer, a broadband solid-state local oscillator, and some circuitry needed to adjust the decoupling gain in the gyro path.

6.1.4 Suitability for Guided Projectiles

The development by the Naval Surface Weapons Center (Dahlgren, Virginia) of gyro caging mechanisms that permit gun launching allows the possibility of an RF-guided projectile. The interferometer is uniquely suited to this application because it does not require a gimballed seeker and can therefore be expected to survive the gun launch acceleration without difficulty. In many cases the gun is associated with a target-tracking radar, and therefore, a semiaactive seeker appears to be a good choice.

![Diagram of interferometer antennas](image)

**Fig. 70** Configuration for interferometer-placedome measurements.
6.1.5 Low Cost

Interferometer processing uses techniques that are particularly well-suited to digital technology. The VHSIC (Very High Speed Integrated Circuit) programs now in development will allow a major breakthrough in the types of digital processing that can be considered for missile use. The accuracy available with digital processing will allow some of the heavy and expensive mechanical components to be replaced by digital technology. Processes such as precisely multiplying the body-decoupling gyro signal by the proper gain factor can easily be accomplished by digital technology.

6.2 AERODYNAMIC DRAG CONSIDERATIONS

During the BT tri-mode study the zero lift-drag coefficients were compared for the beam-riding BT missile, BT plus interferometer, and the homing version with appropriate radome. The addition of the interferometer antennas increased the drag of the BT by 11% but was 5% below the homing version.
6.3 MODERN IMPLEMENTATION OF INTERFEROMETER GUIDANCE

6.3.1 Digital Processing

Figure 72 shows a possible ARM seeker using VHSIC technology for the angle processing and discrimination circuits. The seeker shown has a portion dedicated to acquisition and detection of a signal and a portion dedicated to angle measurement. Each of these portions is further divided into analog and digital sections. The acquisition portion uses a sample of the signal from one antenna to provide frequency select, amplitude select, pulse-width select, and pulse-rate or pulse-interval select. Frequency discrimination is obtained in the analog section of the circuitry in a superheterodyne receiver with tuning provided on both the local oscillator and a microwave filter. The tunable filter eliminates many problems associated with response to spurious frequencies. The amplitude select circuitry and associated amplifier are also a part of the analog circuitry. The choice of log vs. linear amplifier is controlled somewhat by the mission and the type of amplitude discrimination desired. Linear amplifiers with gain control will allow a large signal to suppress the smaller signals and give a decided advantage to the large signal. This would be desirable for a
A nonfluctuating signal. A log response amplifier is usually preferred to detect a fluctuating signal from a rotating antenna. The signal from the amplitude select is normalized in amplitude at the input to the digital portion of the acquisition circuitry. Shaping is also available to provide a squared pulse to the pulse-width select. A standard pulse occurs at the output of the width-select circuit at some specified delay after the leading edge of the input, if the input pulse width is within the limits set by the command. The output pulse of the pulse-rate select is used to accept the angle signal processed in that portion of the seeker.

The angle measurement portion of the seeker uses phase comparison of interferometer pairs. The output of an electrical phase comparator is proportional to the sine of the phase difference at the input rather than proportional to the phase and angle rate as it changes by more than 360°. This is accomplished by a closed loop from the output to an adjustable phase shifter at the input. The angle can be measured directly by the change in phase required to maintain a null at the output. This phase shifter is in the form of an adjustable microwave line length to eliminate the sensitivity to microwave frequency. The body decoupling of missile motion from target motion is accomplished by controlling the adjustable line with the body-mounted gyros. The LOS rate needed for proportional navigation is derived from the angle signal applied to the gyro to maintain a system null.

The output of the pair of phase comparators is in the form of a bipolar video pulse having a duration equal to the input radar pulse. This pulse is sampled and stored for a period to allow acceptance on the basis of pulse width and pulse interval. If these criteria are met, it is then converted to a digital word and examined for angle of arrival, based on the error signal. In the digital angle processor, the error signals are stored to permit an angle gating function. If each signal \( E_1 \) and \( E_2 \) are 10-bit words and the minimum and maximum pulse rates are 1 kHz and 100 kHz, respectively, then a register 20 bits wide by 100 bits long should provide the desired storage. An additional bit associated with each word will verify that an angle measurement was received on the particular clock pulse. The purpose of this storage is to allow an examination of a number of angle measurements and determine whether they are from a single target or multiple targets. For example, if two sequential angle measurements indicate a large difference in error signal, it is more appropriate to select one and use it for guidance as opposed to averaging the multiple signals. Examination of the most significant bits of each measurement allows this type of angle sorting. As an example, assume the angles are sorted into five elevation and five azimuth bins giving a total of 25 possible combinations. The sequence of operation could be as follows. On each clock pulse (100 kHz rate) the A/D converter output is read. The first bit of the 21 bits provides an indication that the remaining 20 bits are an angle error measurement of a signal that met the criteria of pulse width and pulse rate. If there is a "1," then the most significant bits of each error signal are examined to determine which of the 25 possible error boxes the signal was in. An accumulator or counter on each error box is an indication of the density of errors at each location, and the accumulator for the particular box is increased by one count.

Various forms of logic are possible for determining initial acquisition. One possible rule is to accept a signal when the count in a particular accumulator exceeds a threshold. Another is to examine the accumulator totals for the largest count after a given number of measurements are made. After initial acquisition, the total storage register is scanned for all signals within the selected "box." These signals are averaged and used to control the digital line in the interferometer lines to step the error to a null. Subsequently errors are obtained only from the box representing the near zero position and multiple targets outside of the zero box will not contaminate the steering signal.
This form of sorting will be extremely valuable in a high-pulse-density environment with signals of unknown pulse-width and pulse-rate characteristics. The angle errors are used in a closed loop to torque the integrating-gyro and line-stretcher control. This torque signal is also a measure of the missile-to-target LOS rate in inertial space, and is, therefore, the appropriate signal to be used for proportional navigation steering commands.

Another form of digital processor was considered in the development of the rolling interferometer. The digital processor was used after an I-and-Q bipolar video phase comparator. A description of the experimental unit is provided in Ref. 51. The phase angle between the two antennas was measured by a series of digital gates. For example, the quadrant is easily determined by the sign of the I and Q video. The octant of the quadrant is determined by the ratio of the absolute magnitudes of the I and Q video. This process can be carried out to any desirable level of resolution.

6.3.2 Strapdown Inertial Instruments

The original concept of interferometer guidance as described in earlier sections of the report used strapped down rate gyros for body-motion decoupling. The problems with instrument accuracy and signal processing errors created the need for platforms such as STAPFUS to provide the required accuracy. The development of small floated integrating gyros and economical digital processing has again changed the picture such that the strapdown instruments now have the required accuracy when they are coupled with digital processing. The size and weight are attractive for small missiles, and the cost could be an order of magnitude below some of the production systems. Figures 73, 74, and 75 show platforms designed for Talos, STANDARD Missile, and Redeye. Figure 76 shows a typical miniature integrating gyro that could be used in conjunction with digital signal processing for body-motion decoupling.

Fig. 73  STAPFUS missile-motion decoupler (circa 1958). (Two were required).

Fig. 74  Missile motion decoupler (circa 1966). (Two were required).
Fig. 75  Missile-motion decoupler and IR seeker (circa 1970). (One was required).

Fig. 76  Typical miniature integrating gyro.
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