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In the Prony algorithm one determines pole locations from uniformly spaced waveform samples. In practice those samples are noisy which limits the effectiveness of the algorithm. This report first subjects the data samples to a pole invariant linear transformation to reduce the signal to noise ratio. The particular linear transformation chosen is based upon apriori knowledge of the regions where the poles are located.
ABSTRACT

Transient analysis deals with the problem of numerically determining the poles $s_1, s_2, \ldots$ associated with the Laplace transform of a given real transient $y(t) = \sum a_v \exp(s_v t)$ (where $\text{Re } s_v < 0$ for each $v$), from a knowledge of its samples $y_k = y(k \Delta t)$, $k = 0, 1, \ldots$. In practice, the samples $y_0, y_1, y_2, \ldots$ are usually contaminated with noise, and this serves to limit the effectiveness of the computational schemes of Prony, Bellman, Jain, Van Blaricum, etc. which have been developed for extracting the first few $s_v$'s. The performance of these algorithms can be greatly enhanced if the data $y_0, y_1, y_2, \ldots$ is first subjected to a suitable sequence-to-sequence transformation. Any such linear pole preserving transformation must have the simple form $w_k = y_0 y_k + y_1 y_{k+1} + y_2 y_{k+2} + \ldots$, $k = 0, 1, \ldots$ where $y(z) = y_0 + y_1 z + y_2 z^2 + \ldots$ is analytic and zero free in the unit disc $|z| < 1$. In most cases of interest, $y(z)$ may be chosen so as to greatly suppress the effects of noise.
TABLE OF CONTENTS

ABSTRACT ......................................................................... 1
1. INTRODUCTION TO TRANSIENT ANALYSIS ............. 2
2. PREPROCESSING WITH THE TAIL SUM OPERATOR .... 10
3. PREPROCESSING OPERATORS ................................. 15
4. NOISE SUPPRESSION ............................................. 27
5. CONSTRUCTING NOISE SUPPRESSING PREPROCESSING
   OPERATORS ......................................................... 36
6. ALTERNATIVE METHODS FOR COMPUTING THE NULL VECTOR . 41
7. THE PROBLEM OF EXTRANEOUS ROOTS ................. 52
8. CONCLUSIONS ..................................................... 63
9. APPENDIX - THE DAMPED VIBRATING STRING .......... 65
Figures ................................................................. 69
REFERENCES .......................................................... 73
ABSTRACT

We consider the problem of finding the poles \( z_1, z_2, \ldots, z_n \) associated with the \( z \)-transform of the sequence \( y = (y_0, y_1, y_2, \ldots) \) of samples

\[ y_k = Y(kT), \quad k = 0, 1, 2, \ldots \]

of the transient

\[ Y(t) = \sum_{\nu=1}^{n} a_{\nu} \exp(s_{\nu} t), \quad t > 0 \]

emitted by a given \( n \)-th order linear system. In principle, exactly the same poles can be extracted from the sequence \( u = \Gamma y \) when \( \Gamma \) is a sequence-to-sequence transformation of the form \( \Gamma = \gamma(E) \) where \( E \) is the shift operator and \( \gamma(z) \) is analytic and zero free on the unit disc \(|z| < 1\). Such a preprocessing operator \( \Gamma \) can be chosen so as to suppress additive noise or to selectively enhance one or more of the poles without annihilating the others. Using such preprocessing operators we obtain a common conceptual framework for all of the previously used schemes for transient analysis (including those of Prony, Van Blaricum & Mittra, and Jain) and we provide a theoretical basis for several promising new algorithms.
1. INTRODUCTION TO TRANSIENT ANALYSIS

Let

\[ Y(t) = \sum_{\nu=1}^{n} a_{\nu} e^{s_{\nu} t}, \quad t \geq 0 \]

denote an n-th order approximation to the transient emitted by a physical system in response to some initial excitation cf.[1]. (In the appendix we present a mathematical model for a damped vibrating string which serves to illustrate the kind of phenomena we wish to analyze.) We consider the problem of numerically determining n and the complex frequencies \( s_1, \ldots, s_n \) from a knowledge of the sequence \( Y=(y_0, y_1, y_2, \ldots) \) of uniformly spaced samples

\[ y_k = Y(kT), \quad k = 0, 1, 2, \ldots \]

where \( T > 0 \) is the sampling interval. We shall assume that \( Y \) is real valued so that the \( a_{\nu} \)'s and \( s_{\nu} \)'s occur in complex conjugate pairs, and we assume that \( Y \) is nondegenerate in the sense that the \( s_{\nu} \)'s are distinct and the \( a_{\nu} \)'s are nonzero. We further assume that the \( s_{\nu} \)'s all lie in the left half plane so that \( Y(t) \rightarrow 0 \) as \( t \rightarrow \infty \). By substituting \( t=kT \) in (1) we see that the samples have the representation

\[ y_k = \sum_{\nu=1}^{n} a_{\nu} z_{\nu}^k, \quad k=0, 1, 2, \ldots \]

where

\[ z_{\nu} = e^{s_{\nu} T}, \quad \nu=1, \ldots, n \]
with

(5) \(|z_\nu| < 1, \nu=1, \ldots, n\).

Since \(s_1, \ldots, s_n\) occur in complex conjugate pairs the same is 
true of \(z_1, \ldots, z_n\) so that the coefficients \(c_0, c_1, \ldots, c_n\) of 
the corresponding characteristic polynomial

(6) \(c(z) = c_0 + c_1 z + \ldots + c_n z^n = c_n (z-z_1) \ldots (z-z_n), c_n \in \mathbb{R}, c_n \neq 0,\)

are all real valued. We shall assume that the sampling 
interval \(T\) is sufficiently small so that \(z_1, \ldots, z_n\) are 
distinct and so that the inversion of (4)

(7) \(s_\nu = T^{-1} \ell n z_\nu, \nu=1, \ldots, n\)

can be effected unambiguously without undue regard to aliasing.

We shall find it convenient to introduce the shift 
operator \(E\) which is defined so that

(8) \(E(y_0, y_1, y_2, \ldots) = (y_1, y_2, y_3, \ldots)\)

or equivalently

\[E y_k = y_{k+1}, \quad k=0,1,2,\ldots,\]

and we shall let \(I\) denote the corresponding identity 
operator. We observe that

\[E(1,z,z^2,\ldots) = z \cdot (1,z,z^2,\ldots)\]
so that the application of the operator $E-z_1$ annihilates the power sequence $(1, z, z^2, \ldots)$. This being the case, since (3) expresses $y$ as a linear combination of $n$ such power sequences corresponding to $z_1, \ldots, z_n$ we must have

$$ (9) \quad (E-z_1) \ldots (E-z_n)y = 0. $$

By using (6) we may rewrite (9) in the form

$$ c(E)y = (c_0I + c_1E + \ldots + c_nE^n)y = c_0y + c_1(Ey) + \ldots + c_n(E^ny) = 0 $$

or equivalently

$$ (10) \quad \mathbf{Y} c = 0 $$

where the data matrix

$$ (11) \quad \mathbf{Y} = \begin{bmatrix} y_0 & y_1 & \cdots & y_n \\ y_1 & y_2 & \cdots & y_{n+1} \\ \vdots & \vdots & \ddots & \vdots \end{bmatrix} $$

has the columns $y, Ey, \ldots, E^n y$ and where $c = (c_0, c_1, \ldots, c_n)^T$. Since we have assumed that $t^i \cdot a_j$'s are nonzero and the $z_j$'s are distinct, the first $n$ columns of $\mathbf{Y}$ are linearly independent, $\mathbf{Y}$ has rank $n$, and (apart from a scale factor) the null vector $c$ is uniquely determined.

These observations suggest the following approach to the transient analysis problem. Given the samples

$$ y = (y_0, y_1, y_2, \ldots) $$

we attempt to make some slight overestimate of the system order $n$ and form the data matrix (11). We numerically investigate the null space of $\mathbf{Y}$ and, if
necessary, reduce $n$ so as to obtain an essentially unique null vector $c$. After effecting the factorization (6) and using (7) we then obtain the desired $s_v$'s. Almost all of the presently used noniterative schemes for computing the $s_v$'s from the $y_k$'s fall within this conceptual framework. For example, when we use the well known method of Prony, we ignore all but the first $n$ rows of $Y$ and after arbitrarily setting $c_n = 1$ we solve the resulting system of linear equations

$$
\begin{bmatrix}
y_0 & y_1 & \cdots & y_n \\
y_1 & y_2 & \cdots & y_{n+1} \\
\vdots & & & \vdots \\
y_{n-1} & y_n & \cdots & y_{2n-1}
\end{bmatrix}
\begin{bmatrix}
c_0 \\
\vdots \\
c_{n-1} \\
1
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
$$

(12)

to obtain the remaining components of the approximate null vector $c$.

Perhaps the most natural approach to finding a null vector for $Y$ (especially when $Y$ has been contaminated with noise) is to determine $c$ so as to minimize the Euclidean length of $Yc$ subject to some normalization of the Euclidean length of $c$, or equivalently, to minimize the Rayleigh quotient

$$
\frac{c^T Y c}{c^T c} = \frac{\| Y c \|_2^2}{\| c \|_2^2}
$$

(13)

(In so doing we avoid changing an intrinsically homogeneous
problem into an inhomogeneous one as in (12) by the imposition of a constraint $c_n = 1$ on one of the components of $c$.) Any minimizing $\mathbf{a}$ for (13) must be an eigenvector belonging to the smallest eigenvalue of the symmetric nonnegative semidefinite $(n+1) \times (n+1)$ matrix $\mathbf{y}^T \mathbf{y}$, cf. [8, p. 266]. In the ideal noise free setting where the system order $n$ is known, both $\mathbf{y}$ and $\mathbf{y}^T \mathbf{y}$ will have rank $n$, the minimum eigenvalue of $\mathbf{y}^T \mathbf{y}$ will be zero, and the corresponding eigenvector $\mathbf{c}$ (unique to within a scale factor) will be the desired null vector of $\mathbf{y}$. In practice, we do not know the system order and we can only approximate the elements

$$
(14) \quad (\mathbf{y}^T \mathbf{y})_{ij} = \sum_{k=0}^{\infty} y_{i+k} y_{j+k}, \quad i, j, = 0, 1, \ldots, n
$$

due to noise contamination of the data and to the use of finite precision arithmetic on our computer so our computed $\mathbf{y}^T \mathbf{y}$ will not have either a zero eigenvalue or a null vector. Nevertheless, by using well known numerical methods [7] we can effect the eigenvalue decomposition

$$
(15) \quad \mathbf{y}^T \mathbf{y} = \lambda_0 \mathbf{v}_0 \mathbf{v}_0^T + \lambda_1 \mathbf{v}_1 \mathbf{v}_1^T + \ldots + \lambda_n \mathbf{v}_n \mathbf{v}_n^T
$$

where $\lambda_0 \geq \lambda_1 \geq \ldots \geq \lambda_n \geq 0$ are the eigenvalues and $\mathbf{v}_0, \mathbf{v}_1, \ldots, \mathbf{v}_n$ a corresponding orthonormal set of eigenvectors for $\mathbf{y}^T \mathbf{y}$. If we purposely use a value of $n$ which is a bit too large, we can analyze the distribution of the $\lambda_k$'s and thereby ascertain the correct system order, e.g., when $n$ is
correctly chosen we might expect to have $\lambda_{n-1} > \lambda_n$ and $\lambda_n \approx 0$. The corresponding $v_n$ is then a good choice for $c$.

This approach has been successfully developed by VanBlaricum and his coworkers, [1,9].

As an alternative to the eigenvalue decomposition (15), we can use a singular value decomposition of $Y$ to obtain the $c$ which minimizes (13). The data matrix $Y$ can be represented in the form

$$Y = \sigma_0 u_0 v_0^T + \sigma_1 u_1 v_1^T + \ldots + \sigma_n u_n v_n^T$$

where $\sigma_0 \geq \sigma_1 \geq \ldots \geq \sigma_n \geq 0$ are the singular values of $Y$, where $v_0, v_1, \ldots, v_n$ are orthonormal vectors from $\mathbb{R}^{n+1}$, and where $u_0, u_1, \ldots, u_n$ are orthonormal sequences. (Indeed, $v_0, v_1, \ldots, v_n$ are again an orthonormal system of eigenvectors of $Y^TY$ as in (15) with $\sigma_k = \lambda_k^{1/2}$, $k=0,1,\ldots,n$ and $u_k = \sigma_k^{-1} Y v_k$ for each $k$ for which $\sigma_k \neq 0$.) The $\sigma_k$'s and $v_k$'s can be computed directly from the elements of the data matrix $Y$ without first forming $Y^TY$, cf.[2,3]. The distribution of the $\sigma_k$'s can be used in the same way as that of the $\lambda_k$'s to help determine the system order, and the right singular vector $v_n$ serves as an approximate null vector $c$ for $Y$.

In principle, the singular value decomposition (16) should result in a somewhat better conditioned estimate of the approximate null vector $c$ than the eigenvalue decomposition (15). Assuming $\sigma_{n-1} > \sigma_n$, it can be shown that when $Y$
is replaced by \( Y + \mathcal{E} \) in (16) the resulting perturbation \( \Delta c \) which results in the normalized approximate null vector \( c = v_n \) satisfies the bound

\[
\frac{\| \Delta c \|_2}{\| c \|_2} \leq \frac{\sigma_0}{\sigma_{n-1} - \sigma_n} . \| \mathcal{E} \|_2 + o(\| \mathcal{E} \|_2)
\]

whereas when \( Y^T Y \) is replaced by \( Y^T Y + W \) in (15) we have the corresponding bound

\[
\frac{\| \Delta c \|_2}{\| c \|_2} \leq \frac{\lambda_0}{\lambda_{n-1} - \lambda_n} . \| W \|_2 + o(\| W \|_2),
\]

with both bounds being sharp. The condition number

\[
\kappa_E = \frac{\lambda_0}{\lambda_{n-1} - \lambda_n} = \frac{\sigma_0^2}{\sigma_{n-1}^2 - \sigma_n^2}
\]

associated with the null vector computation based on (15) is usually many orders of magnitude larger than the corresponding condition number

\[
\kappa_S = \frac{\sigma_0}{\sigma_{n-1} - \sigma_n}
\]

associated with the null vector computation based on (16).

On the other hand, when using the eigenvalue decomposition we must store only one copy of (a suitable truncation of) the data sequence \( y = (y_0, y_1, y_2, \ldots) \) to use in computing the elements (14) of \( Y^T Y \), and this symmetric \((n+1) \times (n+1)\) matrix is then used as the input to a routine which performs
the eigenvalue computations. In contrast, we must assemble \( \mathcal{Y} \) (which requires \( n+1 \) times as much storage as \( \mathcal{y} \)) to use as the input for a singular value decomposition analysis. When the system order \( n \) is large and when many rows of \( \mathcal{Y} \) are known and available for use, this additional storage requirement for the singular value decomposition may very well prohibit its use.

The above formulation of the transient analysis problem has been strongly influenced by a recent paper of Henderson [4] and by Volume I of the technical report [1] of Auton and Van Blaricum. An unusually complete annotated bibliography of related papers and technical reports is given in Volume III of [1].
2. PREPROCESSING WITH THE TAIL SUM OPERATOR

Suppose that we are given a transient sequence
\( y = (y_0, y_1, y_2, \ldots) \) having components (3) with \( a_1, \ldots, a_n \)
being nonzero and with \( z_1, \ldots, z_n \) being distinct points
within the unit circle, and that we wish to determine the
\( z_v \)'s numerically. Although it is possible to process the
\( y_k \)'s directly as described in the previous section, it is
often advantageous to use the \( y_k \)'s to generate an auxiliary
sequence \( u = (u_0, u_1, u_2, \ldots) \) from which we subsequently
extract the \( z_v \)'s. This procedure is known as preprocessing.
Before giving a more precise definition, we shall consider
a specific example.

We define the tail sum operator \( S \) to be the sequence-
to-sequence mapping for which

\[
S_{y_k} = \sum_{\ell=0}^{\infty} y_{k+\ell}, \quad k=0,1,2,\ldots,
\]

i.e., to generate the elements of \( u = Sy \) we compute

\[
u_k = y_k + y_{k+1} + y_{k+2} + \ldots, \quad k=0,1,2,\ldots
\]
directly from the elements of \( y \). Using (21) we see that

\[
S_{z^k} = \sum_{\ell=0}^{\infty} z^{k+\ell} = z^k/(1-z)
\]

so that

\[
S(1,z,z^2,\ldots) = (1-z)^{-1} \cdot (1,z,z^2,\ldots)
\]
i.e., the power sequence \((1,z,z^2,...)\) is an eigenvector of \(S\) corresponding to the eigenvalue \((1-z)^{-1}\) for every choice of \(|z| < 1\). This being the case, if \(y\) has the representation (3) (so that \(y\) is a linear combination of \(n\) such power sequences), then \(u=Sy\) has the components

\[
(23) \quad u_k = \sum_{\nu=1}^{n} a^{*}_\nu z^k_\nu, \quad k=0,1,2, ...
\]

where

\[
(24) \quad a^*_\nu = a^*_\nu / (1-z_\nu), \quad \nu=1,...,n.
\]

We thereby see that the sequence \(u=Sy\) has exactly the same poles \(z_1, ..., z_n\) as \(y\), so it is possible to extract these poles from \(u\) as described in the previous section. Using (24) we see that the ratio \(a^*_\nu / a^*_\nu\) is large when \(z_\nu\) is near 1, and thus the pole \(z_\nu\) is more strongly represented in \(u\) than in \(y\) when this is the case. Moreover, we might expect the summation (22) to suppress some of the effects of any noise which may have contaminated the \(y_k\)'s. This being the case, we might reasonably hope to extract slightly more accurate poles from \(u\) than we could obtain directly from \(y\).

Of course, if a single application of \(S\) tends to suppress the noise and enhance the poles which lie near \(z=1\), the repeated application of this operator might very well be expected to do an even better job. The application of \(S\) to the sequence \(Sy\) gives the sequence \(S^2y\), etc., with each of
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the sequences $y, Sy, S^2y, \ldots$ having exactly the same poles $z_1, \ldots, z_n$. This suggests three different schemes for computing these poles. First of all, we might select some fixed $p=0, 1, 2, \ldots$ and, following our earlier approach, attempt to find a null vector $c$ for the data matrix

$$
\begin{bmatrix}
SP_{y_0} & SP_{y_1} & \ldots & SP_{y_n} \\
SP_{y_1} & SP_{y_2} & \ldots & SP_{y_{n+1}} \\
SP_{y_2} & SP_{y_3} & \ldots & SP_{y_{n+2}} \\
\vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
$$

(25)

(which reduces to (11) when we take $p=0$ and $S^0 = I$.) Upon effecting the corresponding factorization (6) we obtain the $z_v$'s. The second approach is suggested by the observation that in the absence of noise the exact null vector $c$ is orthogonal to the first row of the matrix (25) for each $p=0, 1, 2, \ldots$. We might therefore seek a null vector $c$ for the matrix

$$
\begin{bmatrix}
y_0 & y_1 & \ldots & y_n \\
Sy_0 & Sy_1 & \ldots & Sy_n \\
S^2y_0 & S^2y_1 & \ldots & S^2y_n \\
\vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
$$

(26)

and again obtain the $z_v$'s from the resulting factorization (6). Finally, by repeatedly applying $S$ to (3) we see that

$$
SP_{y_k} = \sum_{v=1}^{n} a_v z_v^k \left[(1-z_v)^{-1}\right]^P, \ p=0, 1, 2, \ldots, k=0, 1, 2, \ldots
$$

(27)
and thereby observe that for each fixed $k=0,1,2,\ldots$ the sequence $y_k, Sy_k, S^2y_k, \ldots$ has the associated poles $w_\nu = (1-z_\nu)^{-1}$, $\nu=1,\ldots,n$ (which lie in the half plane $\text{Re } w > 1/2$ when $|z_\nu| < 1$ for each $\nu$.). This being the case, if we find a null vector $d = (d_0, d_1, \ldots, d_n)^T$ for the matrix

$$
\begin{bmatrix}
y_0 & Sy_0 & \cdots & S^ny_0 \\
y_1 & Sy_1 & \cdots & S^ny_1 \\
y_2 & Sy_2 & \cdots & S^ny_2 \\
\vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
$$

(28)

and effect the corresponding factorization

$$
d_0 + d_1 w + \ldots + d_n w^n = d_n (w - w_1) \ldots (w - w_n)
$$

we will have $w_\nu = (1-z_\nu)^{-1}$ or equivalently $z_\nu = (w_\nu - 1)/w_\nu$, $\nu=1,\ldots,n$ (after a suitable permutation of the indices.) This third approach is equivalent to the pencil-of-functions method of Jain and his coworkers, [5,6].

If $y$ has the exact representation (3) and all computations are performed without error, these three approaches all yield the same $z_\nu$'s. In practice, however, the system order may be infinite (with $n$ of the poles being dominant and the influence of the others being small but nonzero), the sampled $y_k$'s may be contaminated with noise, and finite precision arithmetic is used to carry out the computations. The accuracy of the computed $z_\nu$'s thus depends on which of
the three matrices (25), (26), (28) we use and on which method we use to determine the approximate null vector.
3. PREPROCESSING OPERATORS

We shall now generalize the results of the previous section so as to include preprocessing schemes other than those based on the tail sum operator $S$. Let

$$\mathbf{u} = \mathbf{r} \mathbf{y}$$

be a linear sequence-to-sequence transformation. We may think of $\mathbf{u}, \mathbf{y}$ as being (column) vectors with $\mathbf{r} = \{ r_k \}$ being a matrix so that

$$u_k = r_k y_k = y_0 r_0 + y_1 r_1 + y_2 r_2 + \ldots$$

We would like to impose restrictions on the $r_k$'s which will insure that $\mathbf{r}$ is defined on the whole set of rapidly decaying transient sequences

$$\mathcal{J} = \{ (y_0, y_1, y_2, \ldots)^T : \limsup |y_k|^{1/k} < 1 \}.$$

(When $y_k$ has the form (3) with $a_\nu \neq 0$ and $|z_\nu| < 1$ for each $\nu = 1, \ldots, n$ we find

$$\limsup |y_k|^{1/k} = \max \{ |z_1|, \ldots, |z_n| \} < 1$$

so that $\mathcal{J}$ includes all of the transient sequences which might arise from any stable finite order system we might wish to study.) Moreover, to be useful as a preprocessing scheme we must insist that $\mathbf{r}$ be pole preserving in the sense that $z_\nu$ is a system pole associated with $\mathbf{u} = \mathbf{r} \mathbf{y}$ if and only
if $z_{y}$ is also a system pole associated with $y$, and this serves to further restrict the $\gamma_k$'s. The resulting sequence-to-sequence mappings are characterized by the following

**THEOREM 1**: A necessary and sufficient condition for $\Gamma$ to be a linear pole preserving sequence-to-sequence mapping of $\mathcal{Y}$ into $\mathcal{Y}$ is that $\Gamma$ have the form

$$\Gamma = \gamma(E) = \gamma_0 + \gamma_1 E + \gamma_2 E^2 + \ldots$$

i.e.,

$$\Gamma y_k = \gamma_0 y_k + \gamma_1 y_{k+1} + \gamma_2 y_{k+2} + \ldots, \quad k=0,1,2,\ldots$$

where

$$\gamma(z) = \gamma_0 + \gamma_1 z + \gamma_2 z^2 + \ldots$$

is a zero free analytic function on the unit disc $|z| < 1$.

Before proving this result, we point out that (32)-(33) imply that $\Gamma$ has the banded upper triangular matrix representation

$$\Gamma = \begin{bmatrix}
\gamma_0 & \gamma_1 & \gamma_2 & \gamma_3 & \cdots \\
\gamma_0 & \gamma_1 & \gamma_2 & \cdots \\
\gamma_0 & \gamma_1 & \vdots & \gamma_0 & \cdots \\
\gamma_0 & \gamma_1 & \cdots & \gamma_0 & \cdots \\
\cdot & \cdot & \cdots & \cdot & \cdots
\end{bmatrix}$$

and since the radius of convergence, $R$, of (34) is given by
the Cauchy-Hadamard formula

(36) \( R^{-1} = \lim \sup |y_k|^{1/k} \),

the analyticity of \( \gamma(z) \) on \( |z| < 1 \) is equivalent to the requirement

(37) \( \lim \sup |y_k|^{1/k} \leq 1 \).

The hypothesis that \( \gamma(z) \) be zero free is not easily translated into a simple condition on the \( y_k \)'s.

To illustrate the theorem, we first note that the tail sum operator \( S \) of (22) has the representation

(38) \( S = \gamma(E) = I + E + E^2 + \ldots \)

where

(39) \( \gamma(z) = 1+z+z^2+\ldots = 1/(1-z) \)

is clearly analytic and zero free on \( |z| < 1 \). Likewise, the local smoothing scheme

(40) \( u_k = y_k + y_{k+1} + \ldots + y_{k+N-1} \)

which results from the operator

(41) \( S_N = \gamma_N(E) = I + E + E^2 + \ldots + E^{N-1} \)

with

(42) \( \gamma_N(z) = 1 + z + z^2 + \ldots + z^{N-1} = (1-z^N)/(1-z) \)
meets the hypotheses of the theorem. On the other hand, the weighted smoothing scheme

\[ u_k = y_k + 2y_{k+1} + 3y_{k+2} \]

corresponds to the operator

\[(43) \quad \Gamma = \gamma(E) = I + 2E + 3E^2 \]

which maps \( \mathcal{Y} \) into \( \mathcal{Y} \), but since

\[ \gamma(z) = 1 + 2z + 3z^2 \]

has the roots \((-1 \pm \sqrt{2})/3\) which lie in the unit disc, this map is not always pole-preserving.

We shall now state and prove three lemmas which collectively serve to establish the above theorem. The first focuses on the banded upper triangular structure (35) of \( \Gamma \), the second on the growth condition (37), and the third on the requirement that \( \gamma(z) \) be zero free in the unit disc.

**Lemma 1.** Let \( \Gamma \) be a linear operator which maps the space of transients \( \mathcal{Y} \) into itself. The following are equivalent:

(i) \( c(E)\Gamma y = 0 \) whenever \( y \in \mathcal{Y} \) and \( c(z) \) is a polynomial such that \( c(E)y = 0 \), (i.e., if \( y_k \) has the representation (3) for some choice of the \( a_v \)'s and \( z_v \)'s, then \( u_k = \Gamma y_k \) must have the repre-
sentation (23) for some choice of the $a^*_V$'s with the $z^*_V$'s being the same.

(ii) $\Gamma$ has the representation of (32)-(35),

(iii) $\Gamma$ commutes with the shift operator $E$.

**Proof.** Assuming (i) we see that since

$$(E-zI) (1,z,z^2,...) = (0,0,0,...)$$

we must also have

$$(E-zI) \Gamma (1,z,z^2,...) = (0,0,0,...)$$

for each choice of $z$ with $|z| < 1$. Using the general representation (30) for the linear operator $\Gamma$ we find

$$(E-zI) \Gamma (1,z,z^2,...)$$

$$= (E-zI)( \sum_{\ell=0}^{\infty} \gamma_{0\ell} z^\ell, \sum_{\ell=0}^{\infty} \gamma_{1\ell} z^\ell, \sum_{\ell=0}^{\infty} \gamma_{2\ell} z^\ell, ... )$$

$$= (\gamma_{10} z^0 + \sum_{\ell=1}^{\infty} (\gamma_{1\ell} - \gamma_{0\ell-1}) z^\ell, \gamma_{20} z^0 + \sum_{\ell=1}^{\infty} (\gamma_{2\ell} - \gamma_{1\ell-1}) z^\ell, ... )$$

so that the power series

$$\gamma_{k0} z^0 + \sum_{\ell=1}^{\infty} (\gamma_{k\ell} - \gamma_{k-1,\ell-1}) z^\ell, \ k=1,2,...$$

must vanish for every choice of $z$ with $|z| < 1$. It follows that
\[ \gamma_{k0} = 0, \ k = 1, 2, \ldots \]

\[ \gamma_{k\ell} = \gamma_{k-1, \ell-1}, \ k, \ell = 1, 2, \ldots, \]

i.e., that \( \Gamma \) has the representation (35) or equivalently (32) so that (i) implies (ii).

When \( \Gamma = \gamma(E) \) has the representation of (32)-(33) we clearly have

\[ \Gamma E \gamma_k = \Gamma \gamma_{k+1} = \gamma_0 \gamma_{k+1} + \gamma_1 \gamma_{k+2} + \gamma_2 \gamma_{k+3} + \ldots = E \Gamma \gamma_k, k = 0, 1, \ldots \]

for each \( \mathbf{y} \in \mathcal{I} \) so that (ii) implies (iii). Moreover, if \( \Gamma \) commutes with \( E \), then \( \Gamma \) also commutes with the polynomial \( c(E) \) in \( E \) so that

\[ c(E) \Gamma \mathbf{y} = \Gamma c(E) \mathbf{y} = \Gamma \mathbf{0} = \mathbf{0} \]

whenever \( c(E) \mathbf{y} = \mathbf{0} \), i.e., (iii) implies (i).   \[ \square \]

**Lemma 2.** Let \( \Gamma \) be an operator having the representation of (32) - (33). In order that \( \Gamma \) map \( \mathcal{I} \) into \( \mathcal{J} \) it is both necessary and sufficient that (37) hold (or equivalently, that (34) be analytic on the disc \( |z| < 1 \).)

**Proof.** Assume first that \( \Gamma \) maps \( \mathcal{I} \) into \( \mathcal{J} \). The series (34) which represents the first component of \( \Gamma (1, z, z^2, \ldots) \) must then converge whenever \( (1, z, z^2, \ldots) \in \mathcal{J} \), i.e., whenever \( |z| < 1 \). Thus (34) is analytic on the unit disc so that the Cauchy-Hadamard formula (36) must produce a radius of convergence \( R \geq 1 \), and (37) holds.
Conversely, assume that (37) holds and that $y \in \mathcal{C}$ is given so that

$$\limsup\limits_{k \to \infty} |y_k|^{1/k} < 1.$$  

Since (44) holds, there exist constants $A > 0$, $0 < \alpha < 1$ such that

$$|y_k| \leq A \alpha^k, \quad k=0,1,2,\ldots,$$

and since (37) also holds there exist constants $B > 0$, $0 < \beta < \alpha^{-1}$ such that

$$|y_k| \leq B \beta^k, \quad k=0,1,2,\ldots.$$  

Using (45) - (46) and the fact that $0 < \alpha \beta < 1$ we see that the series (33) which is used for the $k$-th component of $\Gamma y$ is majorized by

$$|\Gamma y_k| = |y_0 y_k + y_1 y_{k+1} + y_2 y_{k+2} + \ldots| 
\leq B \beta^0 \cdot A \alpha^k + B \beta^1 \cdot A \alpha^{k+1} + B \beta^2 \cdot A \alpha^{k+2} + \ldots 
= AB \alpha^k / (1-\alpha \beta),$$

and is thus convergent, $k=0,1,2,\ldots$. Thus $\Gamma y$ is well defined, and

$$\limsup\limits_{k \to \infty} |\Gamma y_k|^{1/k} \leq \limsup\limits_{k \to \infty} \left|AB \alpha^k / (1-\alpha \beta)\right|^{1/k} = \alpha < 1$$

so that $\Gamma y \in \mathcal{C}$. \[\square\]
NOTE. A slight extension of the above argument shows that the operator of (32) - (33) will map
\[ \mathcal{T}_R = \{ (y_0, y_1, y_2, \ldots)^T : \limsup |y_k|^{1/k} < R \} \]
into itself provided that
\[ \limsup |y_k|^{1/k} \leq 1/R, \]
i.e., provided \( y(z) \) is analytic on the disc \( |z| < R \), \( 0 < R < \infty \). The case \( R=1 \) is covered by the lemma.

When \( y(z) \) is analytic on the unit disc and \( |z| < 1 \) we have
\[ \gamma(E) (1, z, z^2, \ldots) = \gamma(z) (1, z, z^2, \ldots), \]
and we thereby see that \( \gamma(E) \) will annihilate the power sequence associated with the pole \( z=z_0 \) if \( z_0 \) is a root of \( y(z) \). More generally, suppose that \( y \) has the representation
\[ (47) \quad y_k = \sum_{\nu=1}^{\infty} a_{\nu} z^k, \quad k=0,1,2,\ldots \]
where
\[ (48) \quad \sum_{\nu=1}^{\infty} |a_{\nu}| < \infty \]
and where
\[ (49) \quad |z_{\nu}| \leq R < 1 \text{ for each } \nu=1,2,\ldots. \]
We then find
\[ \limsup_{k} |y_k|^{1/k} \leq \limsup_{k} \left\{ \sum_{v=1}^{\infty} |a_{v}^{\ell}| z_v^k \right\}^{1/k} \leq \limsup_{k} \left\{ R^k \sum_{v=1}^{\infty} |a_{v}^{\ell}| \right\}^{1/k} = R < 1 \]

so that \( y \in \mathcal{J} \). Moreover, when \( \gamma(z) \) is analytic on the unit disc we have

\[ \gamma(E)y_k = \sum_{\ell=0}^{\infty} \gamma_\ell \sum_{v=1}^{\infty} a_v z_v^{k+\ell} = \sum_{v=1}^{\infty} \gamma(z_v) a_v z_v^k, k=0,1,2,\ldots, \]

and we thereby conclude that each pole \( z_v \) associated with \( y \) will also be a pole of \( u = \gamma(E)y \) provided that \( \gamma(z) \) has no zeros in the unit disc.

The above arguments show that when \( \gamma(z) \) is analytic and zero free on the unit disc, then \( \gamma(E) \) is a pole preserving mapping of the set of sequences \( y \) of the form (47)-(49) into itself. Although such transients are the ones most likely to be met in practice, for the sake of completeness we shall extend the argument so as to include the somewhat larger class \( \mathcal{J} \). In so doing, we shall find it convenient to use the notation

\[ y(z) = y_0 + y_1 z + y_2 z^2 + \ldots \]

for the generating function associated with a given sequence
\( y = (y_0, y_1, y_2, \ldots ), \) with

\[
y(z^{-1}) = y_0 + y_1 z^{-1} + y_2 z^{-2} + \ldots
\]

being the corresponding \( z \)-transform. Of course, when \( y \)
has the representation (47) - (49) we find

\[
y(z^{-1}) = \sum_{k=0}^{\infty} z^{-k} \sum_{\nu=1}^{\infty} a_{\nu} z_\nu^k = z \cdot \sum_{\nu=1}^{\infty} a_\nu / (z-z_\nu)
\]

so that \( z_1, z_2, \ldots \) are the poles of \( y(z^{-1}) \). More generally,
we shall say that the map \( \Gamma \) is pole preserving on \( \mathcal{J} \)
provided that for every choice of \( y \in \mathcal{J} \) the \( z \)-transform
\( u(z^{-1}) \) of \( u = \Gamma y \) has exactly the same poles as the \( z \)-transform
\( y(z^{-1}) \) of \( y \). The relationship between these poles is made
precise in the following

**Lemma 3.** Let \( y, \gamma \) be sequences with

(30) \( \lim \sup |y_k|^{1/k} = R < 1 \), \( \lim \sup |\gamma_k|^{1/k} \leq 1 \)

and let \( u = \gamma(E) y, \nu = \gamma(E) \gamma \), i.e.,

\[
u_k = \gamma_0 y_k + \gamma_1 y_{k+1} + \gamma_2 y_{k+2} + \ldots, \quad k=0,1,2,\ldots
\]

\[
u_k = \gamma_0 \gamma_k + \gamma_1 \gamma_{k+1} + \gamma_2 \gamma_{k+2} + \ldots, \quad k=0,1,2,\ldots
\]

Then the generating functions \( v(z), \gamma(z) \) are analytic for
\( |z| < 1 \), the \( z \)-transforms \( y(z^{-1}), u(z^{-1}) \) are analytic for
\( |z| > R \), and the identity

\[
u(z^{-1}) = \gamma(z) \cdot y(z^{-1}) - v(z) + v(0)
\]
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holds in the annulus \( R < |z| < 1 \) and thus in the common domain of analyticity of these four functions. In particular, when \( \gamma \) is zero free in the unit disc, the poles of \( u(z^{-1}) \) (which must lie in the disc \( |z| \leq R \)) must coincide with the poles of \( y(z^{-1}) \).

**Proof.** By using the Cauchy-Hadamard formula in conjunction with (50) and the note following Lemma 2 we infer that \( y(z) \), \( u(z) \) are analytic for \( |z| < 1/R \) and that \( \gamma(z) \), \( v(z) \) are analytic for \( |z| < 1 \). For \( z \) in the annulus \( R < |z| < 1 \) we then have

\[
\gamma(z) \cdot y(z^{-1}) + v(0) = \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \gamma_k z^k \cdot y_{\ell} z^{-\ell} + \sum_{k=0}^{\infty} \gamma_k y_k
\]

\[
= \sum_{k \geq \ell} \gamma_k y_k z^{k-\ell} + \sum_{\ell \geq k} \gamma_k y_{\ell} z^{-(\ell-k)}
\]

\[
= \sum_{\nu=0}^{\infty} \left( \sum_{\ell=0}^{\infty} \gamma_{\ell+\nu} y_\ell \right) z^\nu + \sum_{\nu=0}^{\infty} \left( \sum_{k=0}^{\infty} \gamma_k y_{k+\nu} \right) z^{-\nu}
\]

\[
= \sum_{\nu=0}^{\infty} v_\nu z^\nu + \sum_{\nu=0}^{\infty} u_\nu z^{-\nu}
\]

\[
= v(z) + u(z^{-1}) .
\]

Taken together, these three lemmas give the previously stated theorem which provides a simple characterization for the pole preserving mappings we would like to use in a preprocessing scheme. The discussion of section 2 can now
be extended at once to the case where the tail sum operator 
(38) is replaced by any operator $\Gamma = \gamma(E)$ for which $\gamma(z)$ is 
analytic and zero free on the unit disc.
4. NOISE SUPPRESSION

Let $a \neq 0$ and $z$ be given with $|z| < 1$, and let

$$w_k = az^k + \epsilon_k, \quad k=0,1,2,...$$

where $\epsilon_0, \epsilon_1, \epsilon_2, ...$ are independent random variables with common mean

$$<\epsilon_k> = 0, \quad k=0,1,2,...$$

and common variance

$$<\epsilon_k^2> = \sigma^2, \quad k=0,1,2,...$$

Let

$$r = \gamma(E) = \gamma_0 + \gamma_1 E + \gamma_2 E^2 + ...$$

be a preprocessing operator for which

$$\gamma^2 = |\gamma_0|^2 + |\gamma_1|^2 + |\gamma_2|^2 + ...$$

is finite, and let $v = rw$ so that

$$v_k = a\gamma(z)z^k + \delta_k, \quad k=0,1,2,...$$

where

$$\delta_k = \gamma(E)\epsilon_k = \gamma_0 \epsilon_k + \gamma_1 \epsilon_{k+1} + \gamma_2 \epsilon_{k+2} + ..., \quad k=0,1,2,$$

is a random variable with mean

$$<\delta_k> = <\sum_{\ell=0}^{\infty} \gamma_{\ell} \epsilon_{k+\ell}> = \sum_{\ell=0}^{\infty} \gamma_{\ell} <\epsilon_{k+\ell}> = 0, \quad k=0,1,2,...$$
and variance

\[ (56) \langle |\delta_k|^2 \rangle = \sum_{\ell, \mu=0}^{\infty} \gamma_{\ell, \mu} \langle e_k^\ell e_{k+\mu}^\ell \rangle = \sum_{\ell, \mu=0}^{\infty} \gamma_{\ell, \mu} \langle e_k^\ell e_{k+\mu}^\ell \rangle = \sum_{\ell=0}^{\infty} |\gamma_{\ell}|^2 \sigma^2 = \sigma^2, \quad k=0, 1, 2, \ldots \]

The processed noise \( \delta_0, \delta_1, \delta_2, \ldots \) is correlated with

\[ (57) \langle \delta_k \delta_{k+p} \rangle = \sum_{\ell, \mu=0}^{\infty} \gamma_{\ell, \mu} \langle e_k^\ell e_{k+p+\mu}^\ell \rangle = (\gamma_{00} + \gamma_{01} + \gamma_{10} + \gamma_{20}) \sigma^2, \quad k, p=0, 1, 2, \ldots \]

We would like to develop some quantitative measure of the tendency of the preprocessing scheme to suppress the noise. We shall use \( |az^k|^2 \) as a measure of the signal present in the \( k \)-th component of \( w \) with \( \langle e_k^2 \rangle = \sigma^2 \) being a corresponding measure of the noise. Analogously, \( |ay(z)z^k|^2 \) gives a measure of the signal in the \( k \)-th component of \( v = \Gamma w \) with \( \langle |\delta_k|^2 \rangle = \gamma^2 \sigma^2 \) being the corresponding measure of the noise. The preprocessing scheme \( \Gamma \) thus improves the \( k \)-th component signal-to-noise ratio by the factor

\[
\frac{|ay(z)z^k|^2/(\gamma^2 \sigma^2)}{|az^k|^2/\sigma^2} = \frac{|y(z)|^2}{\gamma^2}
\]

Since this ratio is independent of \( k \), we see that
\( g(z) = |\gamma(z)|^2 / \gamma^2 = \left| \gamma_0 + \gamma_1 z + \gamma_2 z^2 + \ldots \right|^2 \left/ |\gamma_0|^2 + |\gamma_1|^2 + |\gamma_2|^2 + \ldots \right. \)

provides us with a quantitative measure of the tendency of \( r \) to enhance the signal-to-noise ratio for a power sequence based on the pole \( z \). When \( g(z) > 1 \), the noise is suppressed, and we refer to the set

\( A_\gamma = \{ z \in \mathbb{C} : |z| < 1 \text{ and } g(z) > 1 \} \)

as the region of pole amplification associated with \( r = \gamma(E) \).

Suppose now that

\( w_k = \sum_{\nu=1}^{n} a_\nu z_\nu^k + \epsilon_k, \ k=0,1,2,\ldots \)

where \( a_\nu \neq 0 \) and \( |z_\nu| < 1 \) for \( \nu=1,\ldots, n \), where \( z_1, \ldots, z_n \) are distinct, and where \( \epsilon_0, \epsilon_1, \epsilon_2, \ldots \) are again independent random variables with zero mean and common variance \( \sigma^2 \).

If we compute

\( v_k = \gamma(E)w_k = \sum_{\nu=1}^{n} a_\nu \gamma(z_\nu) z_\nu^k + \delta_k, \ k=0,1,2,\ldots \)

(with \( \delta_0, \delta_1, \delta_2, \ldots \) again given by (54)) we will expect to enhance the pole \( z_\nu \) relative to the noise provided that \( z_\nu \) lies within the region of amplification \( A_\gamma \) with the degree of enhancement depending on the size of \( g(z_\nu) \). In practice, the poles \( z_1, \ldots, z_n \) are unknown, but we often
have some a priori knowledge of the portion of the unit disc in which they are most likely to be found. In such situations we might reasonably select a preprocessing scheme which is specifically designed for signals of the type we expect to process, i.e., we choose $\Gamma = \gamma(E)$ so as to make $g(z)$ as large as possible in the region of the unit circle where we expect to find $z_1, \ldots, z_n$. An upper bound on the possible size of $g(z)$ is provided by

**THEOREM 2.** Let the operator $\Gamma = \gamma(E)$ satisfy (32) - (34), (37) with (52) being finite and let $g(z)$ be the corresponding signal-to-noise amplification factor (58). Then

$$g(z_0) \leq \frac{1}{(1-|z_0|^2)}, \quad |z_0| < 1$$

with equality holding if and only if

$$\gamma(z) = \frac{a}{(1-z_0z)}, \quad |z| < 1$$

where $a$ is a nonzero constant so that $\gamma(z)$ has a simple pole at the point of inversion $z = 1/z_0$ of $z_0$ relative to the unit circle and

$$\Gamma y_k = a(y_k + z_0 y_{k+1} + z_0^2 y_{k+2} + \ldots ), \quad k=0,1,2,\ldots$$

**Proof.** Using Cauchy's inequality we find
\[ (65) \quad |\gamma(z)|^2 = \left| \sum_{k=0}^{\infty} \gamma_k z^k \right|^2 \]

\[ \leq \sum_{k=0}^{\infty} |\gamma_k|^2 \sum_{k=0}^{\infty} |z|^k \]

\[ = \frac{\gamma^2}{(1-|z|^2)} \]

with equality holding if and only if \( \gamma \) is a scalar multiple of the power sequence \((1, \bar{z}, z^2, \ldots )\). In conjunction with (58) this gives (62) - (64). [ ]

The bound (62) provides a natural limit to the signal-to-noise amplification we can achieve through the use of a preprocessing scheme. When the sampling interval \( T \) is chosen so large that the pole \( z_\nu \) lies deep within the unit circle, i.e., \( z_\nu \approx 0 \), the successive powers \( z_\nu^2, z_\nu^3, \ldots \) decay so rapidly that substantial noise suppression is impossible and we find

\[ g(z_\nu) \leq 1/(1-|z_\nu|^2) \approx 1 \]

On the other hand, if \( T \) is so small that \( z_\nu \) lies near the rim of the unit circle, i.e., \( |z_\nu| < 1 \) but \( |z_\nu| \approx 1 \), then the maximum of

\[ g(z_\nu) = 1/(1-|z_\nu|^2) \approx 1/[2(1-|z_\nu|)] \]

will be large and a suitable preprocessing scheme can achieve a substantial suppression of the noise, cf. Fig.1.
Suppose now that we have some a priori knowledge that the poles $z_1, \ldots, z_n$ which we seek all lie in some subset $A$ of the unit disc, e.g., if the sampling interval $T$ is small we expect to find $z_1, \ldots, z_n$ in a tight cluster near $z=1$ so we might take $A$ to be the lens shaped set obtained by intersecting the unit disc with the disc of radius $\rho$ which is centered at $z=1$. Once $A$ is chosen, we would like to determine a corresponding preprocessing operator $\Gamma = \gamma(E)$ which is optimal in the sense that the minimum value taken by $g(z)$ as $z$ ranges over $A$ (i.e., the smallest signal-to-noise amplification at any pole location we might possibly encounter) is as large as possible. When $A = \{z_0\}$, the optimal operator $\Gamma$ is given by (63) - (64). In more realistic situations such as (66), there is no known procedure for constructing an optimal $\Gamma$. Nevertheless, we can develop good if not best preprocessors for certain natural choices of $A$ and we shall now proceed to show how this is done.

Suppose first that $A$ is given by (66) with $\rho$ being small. When $\gamma(z)$ is given by (39) the contour lines of $|\gamma(z)|^2$ are circles centered at $z=1$ with $|\gamma(z)|^2 > \rho^{-2}$ when $0 < |z-1| < \rho$. We might thus expect the tail sum operator $S = \gamma(E)$ of (38) to be an ideal choice. Unfortunately, the corresponding
\( \gamma^2 \) of (52) is not finite when \( \gamma(z) \) is given by (39), so we are forced to consider related approximations.

One very natural approximation is obtained by simply truncating the infinite series (39) so as to obtain (42) with \( N \) being a positive integer. The corresponding preprocessing scheme \( u = \gamma(E) y \) is then the local averaging procedure of (40), and the signal-to-noise enhancement factor is given by

\[
(67) \quad g(z) = |1+z+\ldots+z^{N-1}|^2/N = |1-z|^2/(|1-z|^2N).
\]

By using Cauchy's inequality we see that this operator is optimal in the sense that it maximizes

\[
g(1) = \frac{|\gamma_0 + \gamma_1 z + \ldots + \gamma_{N-1} z^{N-1}|^2}{|\gamma_0|^2 + |\gamma_1|^2 + \ldots + |\gamma_{N-1}|^2}
\]

as \( \gamma(z) \) ranges over the set of all (nonzero) polynomials having degree less than \( N \). If we let

\[
\zeta_k = \exp(i \cdot 2\pi k/N), \quad k=1,2,\ldots,N-1, \quad (i^2 = -1)
\]

denote the \( N \)-th roots of unity other than \( z=1 \), we may write (67) in the form

\[
g(z) = |z-\zeta_1|^2 \ldots |z-\zeta_{N-1}|^2/N
\]

and thereby conclude that the contour lines of \( g(z) \) coincide with the equipotentials of the two dimensional field which
results when unit charges are placed at \( z = z_1, z_2, \ldots , z_{N-1} \) in the plane. This helps us visualize the region of amplification when \( N \) is small, cf. Fig. 2. For large \( N \) we neglect \( z^N \) in (67) to see that the region of amplification is essentially the lens shaped set (66) which results when we take \( \rho = N^{-1/2} \) and that \( g(z) \) increases from approximately 1 to its maximum value \( N \) as the distance from \( z \) to 1 decreases from \( N^{-1/2} \) to 0. In this way we see that a large signal-to-noise amplification is possible only when \( N \) is large in which case the corresponding region of pole amplification is small. Thus \( N \) should be chosen in conjunction with the sampling interval \( T \), i.e., when \( T \) is small the \( z_\nu \)'s are tightly clustered near \( z=1 \) and a large value of \( N \) is appropriate, cf. Fig. 1 and Fig. 3.

A second natural approximation to (39) is obtained by slightly shifting the pole \( z=1 \) of \( \gamma \) to the nearby point \( z = R > 1 \) so as to make

\[
\gamma(z) = 1 + z/R + z^2/R^2 + \ldots = (1-z/R)^{-1}.
\]

In this case \( u = \gamma(E)y \) is given by

\[
(69) \quad u_k = y_k + y_{k+1}/R + y_{k+2}/R^2 + \ldots
\]

and

\[
(70) \quad g(z) = (R^2-1)/|z-R|^2.
\]

The contour lines of \( g(z) \) are circles centered at \( z=R \).
with \( g(z) = K \) on the circle where

\[
|z-R| = \left[\frac{(R^2-1)}{K}\right]^{1/2}.
\]

In particular, the maximum signal-to-noise enhancement is

\[ g(1) = \frac{(R+1)}{(R-1)} \approx \frac{2}{(R-1)} \]

and the region of amplification is that portion of the unit disc \(|z| < 1\) which lies within the circle

\[ |z-R| = (R^2-1)^{1/2}. \]

Again we observe a fundamental trade off between the size of the region of amplification and the maximum possible \( g \), cf. Fig. 4.
5. CONSTRUCTING NOISE SUPPRESSING PREPROCESSING OPERATORS

In many cases of practical importance we encounter a system which exhibits various modes of oscillation with frequencies which are more or less integral multiples of some fundamental frequency and with all of these modes being similarly damped (cf. Appendix 1), i.e., the \( s_v' \)s of (1) are more or less uniformly spaced along some line \( \text{Re} s = -\alpha \) in the left half plane and the corresponding \( z_v' \)s of (4) are more or less uniformly spaced around the circle \( |z| = \exp(-\alpha T) < 1 \). To aid us in the numerical extraction of the first few \( z_v' \)s we would like to use a preprocessing scheme which is optimal on some corresponding sector

\[
(71) \quad \mathcal{A} = \{ z = re^{j\theta} : \rho < r < 1, -\theta < \theta < \theta \}
\]

of some annulus of the unit circle with the parameters \( \rho \) and \( \theta \) (\( 0 < \rho < 1 \) and \( 0 < \theta < \pi \)) being determined by the damping coefficient \( \alpha \), the fundamental frequency, the sampling interval, and the number of poles we are trying to find. The preprocessing schemes of (40) and (69) (which are designed for the region (66)) tend to enhance the lowest modes but damp out any others. We must thus devise a preprocessing scheme \( \Gamma = \gamma(E) \) for a region of the form (71). We now describe one way in which this can be done.

We first observe that the function
(72) \[ \gamma^*(z) = \frac{R^2}{z^2 - 2Rz \cos \theta + R^2} = \frac{R^2}{(z - Re^{i\theta})(z - Re^{-i\theta})} \]

is analytic inside the circle \(|z| = R\) on which its two conjugate poles \(z = R \exp(\pm i\theta)\) are found. For \(|z| < R\) and \(0 < \theta < \pi\) we may write

\[ \gamma^*(z) = \frac{1}{2i \sin \theta} \left\{ \frac{e^{i\theta}}{1 - (z/R)e^{i\theta}} - \frac{e^{-i\theta}}{1 - (z/R)e^{-i\theta}} \right\} \]

\[ = \frac{1}{2i \sin \theta} \left\{ e^{i\theta} \sum_{k=0}^{\infty} (e^{i\theta} z/R)^k - e^{-i\theta} \sum_{k=0}^{\infty} (e^{-i\theta} z/R)^k \right\}, \]

and after a bit of simplification this yields the series representation

(73) \[ \gamma^*(z) = 1 + \frac{\sin \frac{\theta}{2}}{\sin \theta} \cdot \frac{z}{R} + \frac{\sin \frac{3\theta}{2}}{\sin \theta} \cdot \frac{z^2}{R^2} + \ldots \]

for (72).

To obtain our desired preprocessing operator we shall now select a number \(p\) such \(R_j, \theta_j\) pairs with \(R_j > 1\) and \(0 < \theta_j < \pi\), and then form the product of the corresponding terms (72), i.e., we take

(74) \[ \gamma(z) = \prod_{j=1}^{p} \frac{R_j^2}{z^2 - 2R_jz \cos \theta_j + R_j^2} = \gamma_0 + \gamma_1 z + \gamma_2 z^2 + \ldots \]

From (73) - (74) we see that \(\gamma(z)\) has the alternative representation
\[(75) \quad \gamma(z) = \prod_{j=1}^{p} \left\{ 1 + \frac{\sin 2\theta_j}{\sin \theta_j} \frac{z}{R_j} + \frac{\sin 3\theta_j}{\sin \theta_j} \frac{z^2}{R_j^2} + \ldots \right\}, \]

so that if we define

\[
\gamma(1)(z) = 1 + \frac{\sin 2\theta_1}{\sin \theta_1} \frac{z}{R_1} + \frac{\sin 3\theta_1}{\sin \theta_1} \frac{z^2}{R_1^2} + \ldots
\]

and successively compute

\[
\gamma(\ell)(z) = \gamma(\ell-1)(z) \left\{ 1 + \frac{\sin 2\theta_\ell}{\sin \theta_\ell} \frac{z}{R_\ell} + \frac{\sin 3\theta_\ell}{\sin \theta_\ell} \frac{z^2}{R_\ell^2} + \ldots \right\},
\]

for \( \ell = 2, 3, \ldots, p \) the resulting \( \gamma(p)(z) \) will coincide with (75) and thus (74). We may thus numerically obtain the coefficients \( \gamma_0, \gamma_1, \gamma_2, \ldots \) of (74) by using the recursion scheme

\[
\gamma(1) = \frac{\sin (k+1) \theta_k}{\sin \theta_k R_k}, \quad \frac{1}{R_k}, \quad k=0,1,2,\ldots
\]

\[(76) \quad \gamma(\ell) = \sum_{j=0}^{k} \gamma(\ell-1) \frac{\sin (j+1) \theta_\ell}{\sin \theta_\ell R_\ell^j} \frac{1}{R_\ell^j}, \quad k=0,1,2,\ldots, \]

with

\[(77) \quad \gamma_k = \gamma_k^{(p)}, \quad k=0,1,2,\ldots \]

Once \( \gamma_0, \gamma_1, \gamma_2, \ldots \) are known, we use the corresponding operator
\[ r = \gamma_0 + \gamma_1 E + \gamma_2 E^2 + \ldots \]

for our preprocessing scheme, i.e., we take

\[ u_k = \gamma_0 y_k + \gamma_1 y_{k+1} + \gamma_2 y_{k+2} + \ldots . \]

From (74) we see that \( y(z) \) will be analytic on the disc \(|z| < R\) when

\[ R = \min \{ R_1, \ldots, R_p \} > 1 . \]

By using the Cauchy-Hadamard formula (36) we then see that there are constants \( C > 0 \), \( 0 < q < 1 \) such that the coefficients \( y_0, y_1, y_2, \ldots \) we compute in (79)-(80) will satisfy the bound

\[ |y_k| < C \cdot q^k, \quad k=0,1,2,\ldots . \]

We thereby infer that the sum

\[ \sum_{k=0}^{\infty} |y_k|^2 < \sum_{k=0}^{\infty} |Cq^k|^2 = c^2/(1-q^2) \]

is finite so that the corresponding \( g(z) \) of (58) is well defined. Our goal is to determine the pole location parameters \( R_j, \theta_j, \quad j=1,\ldots, p \) which result in a \( g(z) \) which is uniformly large on all of \( A \) in the sense that

\[ \min \{ g(z) : z \in A \} \]

is as large as possible. Since \( g(z) \) is the modulus of an
analytic function which is zero free on $\mathcal{A}$, this is equivalent to maximizing the minimum value taken by $g(z)$ as $z$ ranges over the boundary of $\mathcal{A}$.

Using a digital computer in an interactive mode (where it is possible to perturb the pole location parameters $R_j, \theta_j$) and immediately see the effect on the contour lines of $g(z)$, we have been able to design good if not best preprocessing operators $\Gamma = \gamma(E)$ for the region (71), cf. Fig. 5. More work is needed in order to systematize this procedure, however.
At the heart of transient analysis lies the problem of extracting a suitable null vector \( \mathbf{c} = (c_0, c_1, \ldots, c_n) \) for the data matrix \( \mathbf{Y} \) of (11). As we have seen, \( \mathbf{c} \) can be obtained alternatively as a null vector of certain related matrices such as (25), (26) or, more generally, as a null vector of the corresponding matrices which result when the tail sum operator \( S \) is replaced by some other preprocessing operator \( \Gamma \) chosen for its noise suppressing properties. We shall now describe a general procedure of this type in the hopes of obtaining a more robust scheme for computing \( \mathbf{c} \) and thereby for computing \( z_1, \ldots, z_n \).

Indeed, suppose that we are given the transient sequence \( \mathbf{y} = (y_0, y_1, y_2, \ldots) \) and the preprocessing operators \( \Gamma_i = \gamma_i(\mathbf{Y}), i=0,1,\ldots, m. \) We shall numerically generate the sequences \( \Gamma_i\mathbf{y}, i=0,1,\ldots, m \) and then assemble the matrix

\[
\mathbf{Y} = \begin{bmatrix}
\Gamma_0 y_0 & \Gamma_0 y_1 & \cdots & \Gamma_0 y_n \\
\Gamma_1 y_0 & \Gamma_1 y_1 & \cdots & \Gamma_1 y_n \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_m y_0 & \Gamma_m y_1 & \cdots & \Gamma_m y_n 
\end{bmatrix}
\]

Using a singular value decomposition of \( \mathbf{Y} \) or an eigenvalue decomposition of \( \mathbf{Y}^T \mathbf{Y} \) as described in section 1 we shall compute a null vector \( \mathbf{c} = (c_0, c_1, \ldots, c_n) \) for \( \mathbf{Y} \) and then
take $z_1, \ldots, z_n$ to be the roots which result from the corresponding factorization (6). Of course, this scheme will be successful only if the operators are chosen in such a manner that $\mathcal{H}$ has the same null space as the data matrix $\mathcal{Y}$. This imposes certain constraints on the operators $\Gamma_0, \Gamma_1, \ldots, \Gamma_m$ which we shall now explore in some detail.

Let $\gamma_0(z), \gamma_1(z), \ldots, \gamma_m(z)$ be analytic on the unit disc $|z| < 1$. We shall say that these functions satisfy the Haar condition provided that no linear combination

\[
(79) \quad \gamma_*(z) = b_0 \gamma_0(z) + b_1 \gamma_1(z) + \ldots + b_m \gamma_m(z)
\]

of these functions has more than $m$ zeros in $|z| < 1$ unless $b_0, b_1, \ldots, b_m$ all vanish. After illustrating this concept with several examples we shall show that this is exactly the property which is needed in order to insure that $\mathcal{H}$ and $\mathcal{Y}$ share the same null space.

Example 1. The functions

$$\gamma_i(z) = z^i, \quad i=0,1,\ldots, m$$

satisfy the Haar condition on the unit disc since (79) reduces to the polynomial

$$\gamma_*(z) = b_0 + b_1 z + \ldots + b_m z^m$$

which has at most $m$ zeros unless $b_0 = b_1 = \ldots = b_m = 0$. In this case
\[ \Gamma_i y_j = E_i y_j = y_{i+j} \]

so that \( \mathcal{Y} \) is the matrix which results when all but the first \( m+1 \) rows of \( \mathcal{Y} \) are deleted.

**Example 2.** When \( \gamma(z) \) is analytic and zero free on the unit disc the functions

\[(80) \quad \gamma_i(z) = z^i \gamma(z), \quad i=0,1,\ldots, m\]

satisfy the Haar condition there since \((79)\) reduces to the product

\[ \gamma_\ast(z) = \gamma(z) \cdot [b_0 + b_1 z + \ldots + b_m z^m] \]

which has at most \( m \) zeros unless \( b_0 = b_1 = \ldots = b_m = 0 \). In this case

\[ \Gamma_i y_j = E_i \gamma(E)y_j = \gamma(E)y_{i+j} \]

so that \( \mathcal{Y} \) is obtained by generalizing \((25)\) to the case where \( S^p \) is replaced by \( \gamma(E) \).

**Example 3.** Again let \( \gamma(z) \) be analytic on the unit disc and assume that \( \gamma(z) \) is also one-to-one, i.e., that \( \gamma(z) = \gamma(z') \) only when \( z = z' \). If

\[(81) \quad \gamma_i(z) = \gamma(z)^i, \quad i=0,1,\ldots, m\]

then \((79)\) reduces to the polynomial

\[ \gamma_\ast(z) = b_0 + b_1 \gamma(z) + b_2 \gamma(z)^2 + \ldots + b_m \gamma(z)^m \]
of degree $m$ in $y(z)$. Since $y(z)$ is one-to-one, $y_*(z)$ will have at most $m$ zeros unless $b_0 = b_1 = \ldots = b_m = 0$, and so the Haar condition is satisfied once again. In this case

$$\Gamma_i y_j = y(E)^i y_j$$

so that $y$ is obtained by generalizing (26) to the case where $S$ is replaced by $y(E)$.

**Example 4.** Let $\zeta_0, \zeta_1, \ldots, \zeta_m$ be distinct complex numbers with $|\zeta_i| < 1$ for each $i$, and let

$$y_i(z) = \frac{1}{1 - \overline{\zeta}_i z}, \quad i=0,1,\ldots, m.$$  

We may express the corresponding expression (79) in the form

$$y_*(z) = \frac{b_0}{1 - \overline{\zeta}_0 z} + \ldots + \frac{b_m}{1 - \overline{\zeta}_m z}$$

$$= \frac{d_0 + d_1 z + \ldots + d_m z^m}{(1 - \overline{\zeta}_0 z)(1 - \overline{\zeta}_1 z) \ldots (1 - \overline{\zeta}_m z)}$$

with $d_0, d_1, \ldots, d_m$ depending linearly on $b_0, b_1, \ldots, b_m$.

Clearly $y_*(z)$ has at most $m$ zeros unless $d_0 = d_1 = \ldots = d_m = 0$ in which case $b_0 = b_1 = \ldots = b_m = 0$ also, so the $y_i(z)'s$ satisfy the Haar condition on the unit disc. Using Theorem 2 we see that the operator

$$\Gamma_i = y_i(E) = I + \overline{\zeta}_i E + \overline{\zeta}_i^2 E^2 + \ldots$$

provides the maximum possible improvement in the signal-to-noise ratio for a pole at $z=\zeta_i$, and thus such a pole will be strongly represented in the $i$-th row of $H$, $i=0,1,\ldots, m$. 
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Using this $\mathcal{Y}$ to determine the null vector $c$ may be preferable to using (25), (26), or the generalization of Examples 2, 3 above when the system poles are well separated and it is difficult or impossible to find a single operator $\Gamma$ which has a region of amplification containing all of these poles.

Example 5. Again let $\zeta_0$, $\zeta_1$, ..., $\zeta_m$ be distinct complex numbers with $|\zeta_i| < 1$ for each $i$ and let

$$\gamma_i(z) = \prod_{j \neq i} \frac{z - \zeta_i}{\zeta_i - \zeta_j}, \quad i = 0, 1, \ldots, m$$

be the Lagrange interpolating polynomials of degree $m$ which are based on the $m+1$ points $\zeta_0$, $\zeta_1$, ..., $\zeta_m$ so that

$$\gamma_i(\zeta_j) = \begin{cases} 1 & \text{if } i = j = 0, 1, \ldots, m \\ 0 & \text{if } i \neq j. \end{cases}$$

Since $\gamma_0(z)$, $\gamma_1(z)$, ..., $\gamma_m(z)$ are linearly independent polynomials of degree $m$, the Haar condition is satisfied. The application of the operator $\Gamma_i = \gamma_i(E)$ to a given sequence $y = (y_0, y_1, \ldots)$ can be effected by successively applying the $m$ operators $E - \zeta_j$, $j \neq i$, and then suitably scaling the resulting sequence.

We note that in the special case where $y$ has the representation (3), where $m = n-1$, and where we take $\zeta_0 = z_1$, $\zeta_1 = z_2$, ..., $\zeta_m = z_n$, we find that the elements of $\mathcal{Y}$ are given by
Thus $Y$ is a row scaled version of the Vandermonde matrix based on $z_1, \ldots, z_n$.

**Theorem 3.** Let $\Gamma_i = \gamma_i(z)$ where $\gamma_i(z)$ is analytic for $|z| < 1$, $i=0,1,\ldots, m$ and assume that $\gamma_0(z), \gamma_1(z), \ldots, \gamma_m(z)$ satisfy the Haar condition on the unit disc. Let $y = (y_0, y_1, y_2, \ldots)$ be a transient sequence having the representation (3) with $a_\nu \neq 0$ and $|z_\nu| < 1$ for each $\nu=1, \ldots, n$, with $z_1, \ldots, z_n$ being distinct, and with $n \leq m+1$. Then $c = (c_0, c_1, \ldots, c_n)^T$ is a null vector of the matrix $Y$ of (78) if and only if $c$ is also a null vector of the data matrix $Y$ of (11).

**Proof.** Using (3) we see that for any choice of $c_0, c_1, \ldots, c_n$ we have

$$c_0 \sum_{k=0}^{n} a_\nu \gamma_1(z_\nu) + c_1 \sum_{k=0}^{n} a_\nu \gamma_1(z_\nu) + \cdots + c_n \sum_{k=0}^{n} a_\nu \gamma_1(z_\nu) = 0$$

Now if $c$ is a null vector of $Y$, the factorization (6) must hold so

$$c_0 \gamma_1(z_0) + c_1 \gamma_1(z_1) + \cdots + c_n \gamma_1(z_n) = 0, i=0,1,\ldots, m$$

and thus $c$ is also a null vector of $Y$. Conversely, if $c$
is a null vector of $\mathcal{Y}$ the left side of (83) vanishes for each $i=0,1,\ldots, m$ and therefore

$$(84) \sum_{\nu=1}^{n} a_\nu (c_0 + c_1 \nu^{\nu} + \ldots + c_n \nu^{n}) [b_0 \gamma_0(z_\nu) + b_1 \gamma_1(z_\nu) + \ldots + b_m \gamma_m(z_\nu)] = 0$$

for every choice of $b_0, b_1, \ldots, b_m$. Since $\gamma_0(z), \gamma_1(z), \ldots, \gamma_m(z)$ satisfy the Haar condition, we can choose the $b_i$'s so as to make (79) interpolate any given $m+1$ points, and in particular (since $m \geq n-1$) we can choose these coefficients so as to make

$$(85) b_0 \gamma_0(z_\nu) + b_1 \gamma_1(z_\nu) + \ldots + b_m \gamma_m(z_\nu)$$

$$= a_\nu (c_0 + c_1 \nu^{\nu} + \ldots + c_n \nu^{n}), \quad \nu=1,\ldots, n.$$ 

Upon substituting (85) into (84) we find

$$\sum_{\nu=1}^{n} |a_\nu (c_0 + c_1 \nu^{\nu} + \ldots + c_n \nu^{n})|^2 = 0$$

so that

$$c_0 \nu_i + c_1 \nu_{i+1} + \ldots + c_n \nu_{i+n}$$

$$= \sum_{\nu=1}^{n} a_\nu (c_0 + c_1 \nu^{\nu} + \ldots + c_n \nu^{n}) \nu_{i+0, i=0, 1, \ldots,}$$

i.e., $c$ is a null vector of $\mathcal{Y}$. $\blacksquare$

The ideas leading to the construction of (28) lead to the somewhat more general result which contains Theorem 3 as a special case.
THEOREM 4. Let $\gamma_i = \gamma_i(E)$ where $\gamma_i(z)$ is analytic for $|z| < 1$, $i=0,1,\ldots, m$ and assume that $\gamma_0(z), \gamma_1(z), \ldots, \gamma_m(z)$ satisfy the Haar condition on the unit disc. Let $\Delta_j = \delta_j(E)$ where $\delta_j(z)$ is analytic for $|z| < 1$, $j=0,1,\ldots, n$ and assume that $\delta_0(z), \delta_1(z), \ldots, \delta_n(z)$ also satisfy the Haar condition on the unit disc. Let $\mathbf{y}$ be a transient sequence having the representation (3) with $a_\nu \neq 0$ and $|z_\nu| < 1$ for $\nu=1,\ldots, n$, with $z_1, \ldots, z_n$ being distinct, and with $n \leq m+1$. Then $\mathbf{d}=(d_0,d_1,\ldots, d_n)^T$ is a null vector of the $(m+1) \times (n+1)$ matrix

$$
\mathbf{M} = \begin{bmatrix}
\Gamma_0 \Delta_0 \gamma_0 & \Gamma_0 \Delta_1 \gamma_0 & \cdots & \Gamma_0 \Delta_n \gamma_0 \\
\Gamma_1 \Delta_0 \gamma_0 & \Gamma_1 \Delta_1 \gamma_0 & \cdots & \Gamma_1 \Delta_n \gamma_0 \\
\vdots & \vdots & \ddots & \vdots \\
\Gamma_m \Delta_0 \gamma_0 & \Gamma_m \Delta_1 \gamma_0 & \cdots & \Gamma_m \Delta_n \gamma_0
\end{bmatrix}
$$

if and only if the corresponding characteristic function

$$q(z) = d_0 \delta_0(z) + d_1 \delta_1(z) + \ldots + d_n \delta_n(z)
$$

vanishes at $z_1, \ldots, z_n$ and is elsewhere nonzero for $|z| < 1$.

Proof. Using the representation (3) we see that

$$b^T \mathbf{M} \mathbf{d} = \sum_{\nu=1}^n a_\nu [b_0 \gamma_0(z_\nu) + b_1 \gamma_1(z_\nu) + \ldots + b_m \gamma_m(z_\nu)]$$

$$= [d_0 \delta_0(z_\nu) + d_1 \delta_1(z_\nu) + \ldots + d_n \delta_n(z_\nu)]$$
for every choice of $\mathbf{b}^T = (b_0, b_1, \ldots, b_m)$ and $\mathbf{d}^T = (d_0, d_1, \ldots, d_n)$.

If $\mathbf{d}$ is chosen so that (87) has $z_1, \ldots, z_n$ as roots, then the left side of (88) must vanish for every choice of $\mathbf{b}$ (and in particular for the choice $\mathbf{b} = \mathbf{M} \mathbf{d}$), and we conclude that $\mathbf{d}$ is a null vector of $\mathbb{M}$.

Conversely, suppose that $\mathbf{d} \neq 0$ is a null vector of $\mathbb{M}$ so that the right hand side of (88) vanishes for each choice of $\mathbf{b}$. Since $\gamma_0(z), \gamma_1(z), \ldots, \gamma_m(z)$ satisfy the Haar condition and $n \leq m+1$ it is possible to choose $\mathbf{b}$ so that

$$b_0 \gamma_0(z) + b_1 \gamma_1(z) + \ldots + b_m \gamma_m(z) = a_0 \delta_0(z) + a_1 \delta_1(z) + \ldots + a_n \delta_n(z)$$

when $\nu = 1, \ldots, n$. It then follows that

$$\sum_{\nu=1}^{n} |a_\nu [d_0 \delta_0(z) + d_1 \delta_1(z) + \ldots + d_n \delta_n(z)]|^2 = 0$$

and thus (87) must vanish at $z_1, \ldots, z_n$. Moreover, since $\delta_0(z), \delta(z), \ldots, \delta_n(z)$ also satisfy the Haar condition, the characteristic function (87) has no other zeros in the unit disc. []

**Example 6.** Let

$$\gamma_i(z) = z^i, \ i=0,1,\ldots, m$$

and let
\[ \delta_j(z) = \gamma(z)^j, \quad j = 0, 1, \ldots, n \]

where \( \gamma(z) \) is analytic and one-to-one for \( |z| < 1 \). As noted in Examples 1, 3 above the \( \gamma_i(z)'s \) and \( \delta_j(z)'s \) satisfy the Haar condition on the unit disc. If we set \( \Gamma = \gamma(E) \) we may write

\[ \Gamma_i = \gamma_i(E) = E^i, \quad i = 0, 1, \ldots, m \]
\[ \Delta_j = \delta_j(E) = \Gamma^j, \quad j = 0, 1, \ldots, n \]

so that

\[ (89) \quad M = \begin{bmatrix} y_0 & \Gamma y_0 & \ldots & \Gamma^n y_0 \\ y_1 & \Gamma y_1 & \ldots & \Gamma^n y_1 \\ \vdots & \vdots & \ddots & \vdots \\ y_m & \Gamma y_m & \ldots & \Gamma^n y_m \end{bmatrix} \]

We then conclude that \( \mathbf{a} = (d_0, d_1, \ldots, d_n) \) is a null vector of \( M \) if and only if \( \gamma(z_1), \ldots, \gamma(z_n) \) are the roots of the polynomial \( d_0 + d_1 w + \ldots + d_n w^n \), and since \( \gamma \) is one-to-one the \( z_i's \) are uniquely determined from \( \mathbf{a} \). We observe that (28) is the specialization of (89) to the case where \( \gamma(z) = 1/(1-z) \) as used in Jain's analysis.

Example 7. Let

\[ \gamma_i(z) = z^i, \quad i = 0, 1, \ldots, m \]
and let $\delta_0(z), \delta_1(z), \ldots, \delta_n(z)$ be the Chebyshev polynomials which may be defined and computed by means of the three term recursion

$$
\begin{align*}
\delta_0(z) &= 1 \\
\delta_1(z) &= z \\
\delta_j(z) &= 2z\delta_{j-1}(z) - \delta_{j-2}(z), \quad j=2,3,\ldots, n.
\end{align*}
$$

Since $\delta_j(z)$ is a polynomial of exact degree $j$, the Haar condition is clearly satisfied. By using (90) we see that it is possible to numerically generate the sequences

$$
\Delta_jy = \delta_j(E)y, \quad j=0,1,\ldots, n
$$

when $y$ is given by successively computing

$$
\begin{align*}
\Delta_0y_i &= y_i, \quad i=0,1,2,\ldots \\
\Delta_1y_i &= y_{i+1}, \quad i=0,1,2,\ldots \\
\Delta_jy_i &= 2\Delta_{j-1}y_{i+1} - \Delta_{j-2}y_i, \quad i=0,1,2,\ldots, j=2,3,\ldots, n.
\end{align*}
$$

When $y$ has the representation (3) and $m \geq n-1$, $z_1,\ldots,z_n$ will be the roots of the characteristic polynomial (87) (which is now parametrized using the Chebyshev polynomials) if and only if $d = (d_0,d_1,\ldots,d_n)^T$ is a null vector of the matrix

$$
M = 
\begin{bmatrix}
\Delta_0y_0 & \Delta_1y_0 & \cdots & \Delta_ny_0 \\
\Delta_0y_1 & \Delta_1y_1 & \cdots & \Delta_ny_1 \\
& & \ddots & \vdots \\
& & & \Delta_0y_m & \Delta_1y_m & \cdots & \Delta_ny_m
\end{bmatrix}
$$
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7. THE PROBLEM OF EXTRANEOUS ROOTS

If in the process of numerically analyzing a given transient \( y = (y_0, y_1, y_2, \ldots) \) of the form (3) we overestimate the system order \( n \), i.e., we carry out the calculations with \( n \) replaced by some larger integer \( m = n + r \), we obtain a characteristic polynomial

\[
d(z) = d_0 + d_1 z + \ldots + d_m z^m, \quad d_m \neq 0
\]

of degree \( m > n \). The following theorem provides several equivalent characterizations of \( d(z) \) and shows that \( z_1, \ldots, z_n \) are to be found among its \( m \) roots.

**THEOREM 5.** Let \( y = (y_0, y_1, y_2, \ldots) \) have the representation (3) with \( a_1, \ldots, a_n \) being nonzero and with \( z_1, \ldots, z_n \) being distinct. Let \( c_0, c_1, \ldots, c_n \) be the coefficients of the characteristic polynomial \( c(z) \) of (6) having \( z_1, \ldots, z_n \) as its roots. Let \( d = (d_0, d_1, \ldots, d_m)^T \) with \( m = n + r \) and \( r \geq 0 \), and let \( d(z) \) be the corresponding polynomial (91). Then the following are equivalent:

(i) \( d \) is a (right) null vector for the data matrix

\[
Y_m = \begin{bmatrix}
y_0 & y_1 & \cdots & y_m \\
y_1 & y_2 & \cdots & y_{m+1} \\
\vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \cdots & \vdots
\end{bmatrix}
\]

(ii) \( d(E) y = 0 \),
(iii) \( d(z_v) = 0 \) for each \( v=1, \ldots, n \),

(iv) \( d(z) \) has the factorization

\[
d(z) = (b_0 + b_1 z + \ldots + b_r z^r) \cdot c(z)
\]

for some choice of the coefficients \( b_0, b_1, \ldots, b_r \),

(v) \( d^T \) lies in the row space of the \((r+1) \times (m+1)\) matrix

\[
(93) \quad C = \begin{bmatrix}
c_0 & c_1 & \cdots & c_n \\
c_0 & c_1 & \cdots & c_n \\
\vdots & \vdots & \ddots & \vdots \\
c_0 & c_1 & \cdots & c_n \\
\end{bmatrix}
\]

i.e.,

\[
(94) \quad d^T = b^T \cdot C
\]

for some choice of \( b^T = (b_0, b_1, \ldots, b_r) \).

Proof. From the identity

\[
d(E)y = d_0 y + d_1 E y + \ldots + d_m E^m y = \mathcal{Y}_m d
\]

we see that (i) and (ii) are equivalent. Next, since the power sequences \((1, z_v, z_v^2, \ldots)\), \( v = 1, \ldots, n \) are linearly independent, and since

\[
d(E)y_k = \frac{d(E)}{\sum_{v=1}^n a_v z_v^k} = \sum_{v=1}^n [a_v d(z_v)] z_v^k, \quad k=0,1,2,\ldots
\]

we see that (ii) holds if and only if \( a_v d(z_v) = 0 \) for each
\( v = 1, \ldots, n \), which is equivalent to (iii) and thus to (iv) since the \( \sigma_v \)'s are nonzero. Finally, by equating the coefficients of like powers of \( z \) in the identity

\[
d_0 + d_1 z + \ldots + d_m z^m = (b_0 + b_1 z + \ldots + b_r z^r)(c_0 + c_1 z + \ldots + c_n z^n)
\]

we see that (iv) is equivalent to (v). \[ \]

**NOTE.** Since the conditions (iii), (iv), and (v) above do not depend upon any particular choice of \( y \), these equivalent conditions imply that (i) and (ii) must both hold for every possible nondegenerate choice of \( y \) having the form (3) with the same \( z_v \)'s.

There are several ways which can be used to numerically generate a family of vectors

\[
(95) \quad d_i^T = (d_{i0}, d_{i1}, \ldots, d_{im}), \quad i=0,1,\ldots, r
\]

of the form characterized in Theorem 5. We have already observed that if \( y \) is a nondegenerate transient sequence of the form (3) and we perform a singular value decomposition of the data matrix \( Y_m \) with \( m = n+r \), then \( r+1 \) of the singular values will be zero and the corresponding right singular vectors will be null vectors of \( Y_m \) and thus serve as the \( d_i \)'s. In some cases, it is convenient to observe a number of transient sequences \( y_0, y_1, \ldots, y_r \)
which result from different initial excitations of the same underlying physical system. We can then numerically generate a null vector \( d_i \) for the data matrix \( Y_m \) of (92) constructed using the \( i \)-th transient sequence \( y_i \), \( i=0,1,\ldots, r \). The same procedure can be used to generate the \( d_i \)'s when only one nondegenerate transient \( y \) is known provided that we first generate suitable auxiliary sequences \( y_i = \Gamma(y) \), \( i=0,1,\ldots, r \) from \( y \) by applying preprocessing operators \( \Gamma_0, \Gamma_1, \ldots, \Gamma_r \). Indeed, in principle, we can map any given nondegenerate transient \( y \) having component (3) into an arbitrary transient \( u \) having components

\[
u_k = \sum_{\nu=1}^{n} a_{\nu}^* z_\nu^k, \quad k=0,1,2,\ldots
\]

(for the same underlying system) by using any preprocessing operator \( \Gamma = \gamma(E) \) constructed from a function \( \gamma(z) \) which is analytic on \(|z| < 1\) and which interpolates the points

\[
\gamma(z_\nu) = a_{\nu}^*/a_{\nu}, \quad \nu = 1,\ldots, n.
\]

We would like to have some numerical procedure for obtaining the system poles \( z_1,\ldots, z_n \) from such a collection of vectors (95). In principle, we could simply factor each of the polynomials

\[
(96) \quad d_i(z) = d_{i0} + d_{i1}z + \ldots + d_{im}z^m, \quad i=0,1,\ldots, r
\]
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and choose as $z_1',..., z_n$ the roots which are common to all of them (assuming that the $d_i$'s have been suitably restricted so as to rule out the possibility of an extraneous zero held in common by each of the polynomials (96).) In practice, however, the roots are subject to slight perturbations due to noise, computer roundoff, etc., and instead of finding $n$ roots which are held in common by the polynomials (96), we obtain $n$ clusters of roots (near $z_1',..., z_n$) which must be suitably averaged. For this reason, we would like to have some way to process the vectors $d_0, d_1, ..., d_r$ so as to obtain directly a good estimate of the coefficients $c = (c_0, c_1, ..., c_n)$ of the characteristic polynomial (6) having $z_1',..., z_n$ as roots. One very nice scheme for doing this has been published recently by Henderson [4], and we shall now expand upon his work.

Suppose then that we have been given a collection (95) with $z_1',..., z_n$ being common roots of each of the corresponding polynomials (96). By using Theorem 5-v on a row-by-row basis we see that the matrix

$$D = \begin{bmatrix}
    d_{00} & d_{01} & \cdots & d_{0m} \\
    d_{10} & d_{11} & \cdots & d_{1m} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{r0} & d_{r1} & \cdots & d_{rm}
\end{bmatrix}
$$

(having $d_0^T, d_1^T, ..., d_r^T$ as rows) can be factored in the form
(98) \( D = BC \)

where \( B \) is an \((r+1) \times (r+1)\) square matrix

\[
\begin{bmatrix}
b_{00} & b_{01} & \cdots & b_{0r} \\
b_{10} & b_{11} & \cdots & b_{1r} \\
\vdots & \vdots & \ddots & \vdots \\
b_{r0} & b_{r1} & \cdots & b_{rr}
\end{bmatrix}
\]

(having rows which correspond to the polynomial factors of Theorem 5-iv) and where \( C \) is the \((r+1) \times (m+1)\) matrix (93). Our goal is to extract the parameters \( c_0, c_1, \ldots, c_n \) of \( C \) directly from the matrix \( D \).

Henderson's scheme for finding the \( c_i \)'s begins with the use of Gaussian elimination with partial pivoting to systematically zero out the elements of the matrix \( D \) having indices \( i, j \) with \( i > j \), i.e., those elements which lie below the principle or left diagonal drawn through \( d_{00}, d_{11}, \ldots \). This process replaces \( D \) by the matrix \( LPD \) where \( P \) is obtained by suitably permuting the rows of the \((r+1) \times (r+1)\) identity matrix and where \( L \) is an \((r+1) \times (r+1)\) lower triangular matrix having 1's along its diagonal, cf. [8, Chapter 1]. The application of \( P \) serves to permute the rows of \( D \) and the subsequent application of \( L \) then serves to carry out the elementary row operations which introduce the desired zero structure. Henderson's scheme then
continues by using additional row operations to zero out those elements of LPD having indices \( i, j \) with \( j > i+m-r \), i.e., those elements which lie above the right diagonal drawn up through \( d_{rm}, d_{r-1,m-1}, \ldots \). In this way the matrix LPD is replaced by the matrix ULPD where \( U \) is an \((r+1) \times (r+1)\) upper triangular matrix having 1's along its diagonal. The remaining matrix is then a row scaled version of \( C \), i.e.,

\[(100) \quad \text{ULPD} = SC\]

where

\[(101) \quad S = \begin{bmatrix} s_0 & s_1 & & \\ & s_1 & & \\ & & \ddots & \\ & & & s_r \end{bmatrix}\]

The \( i \)-th row of ULPD thus contains \( s_1 c_0, s_1 c_1', \ldots, s_1 c_n \) in columns \( j = i, i+1, \ldots, i+n \), respectively, so after a suitable normalization (or averaging process cf. [4, p. 986]) \( c_0, c_1', \ldots, c_n \) are obtained. Henderson has shown that this procedure will always work when \( D \) has full rank. A slightly more general (necessary and sufficient) condition for the success of this scheme is given in

**THEOREM 6.** Let the matrix \( D \) of (97) have rank \( r+1-\rho \) where \( 0 \leq \rho \leq r \), and assume that \( D \) has the factorization (93) with \( B \) as in (99) and with \( C \) as in (93) with \( c_n \neq 0 \). Then there exist \((r+1) \times (r+1)\) matrices \( P, L, U, S \) with
P being a permutation matrix, with L being a lower triangular matrix with unit diagonal, with U being an upper triangular matrix with unit diagonal, and with S being a diagonal matrix such that (100) holds if and only if exactly \( \rho \) columns of \( B \) vanish identically.

**Proof:** Suppose first that \( D, C, P, L, U, S \) are related as in (100). By using (98) in (100) we see that

\[
(ULPB - S) C = 0
\]

and since the last \( r+1 \) columns of \( C \) are linearly independent this implies that

\[
(102) \quad ULPB = S
\]

By hypothesis, the matrices \( U, L, P \) are nonsingular so by using (98) and (102) we see that \( D, B \) and \( S \) must have exactly the same rank \( r+1-\rho \) and that \( B, S \) have the same null space. In particular, exactly \( \rho \) of the diagonal elements \( s_i \) of \( S \) vanish, the corresponding \( \rho \) columns of \( B \) must vanish, and (since the rank of \( B \) is \( r+1-\rho \)) no other columns of \( B \) can vanish.

Conversely, assume that exactly \( \rho \) columns of \( B \) vanish (with \( r+1-\rho \) being the rank of both \( D \) and \( B \)). By using elementary row operations we can reduce \( B \) to an upper triangular matrix having exactly \( \rho \) zeros along the principle diagonal, i.e., we can find \( P, L \) such that \( LPB \) is an upper
triangular matrix with exactly $\rho$ zero elements along the diagonal. Since each zero column of $B$ is also a zero column of $(LP) \cdot B$, the $\rho$ columns of $LPB$ which contain the $\rho$ zero pivots must vanish. This being the case, elementary row operations can be used to reduce $LPB$ to a diagonal matrix, i.e., we can find $U, S$ such that (102) holds. Upon multiplying (102) on the right by $C$ and using (98) we then obtain (100). 

**NOTE:** When $D$ satisfies the conditions of the theorem the matrices $LPD$ and $ULPD = SC$ will be obtained naturally during the two stage elimination process. Indeed, suppose that $D$ can be factored in the form (98) and that $c_0 \neq 0$. (If $c_0 = 0$ we see from (103) and (98) that the first columns of $C$ and $D$ both vanish and that we could replace our problem by one corresponding to a smaller value of $r$.) Since $D$ has rank $r+1-\rho$, when we use elementary row operations to reduce $D$ to upper echelon form we will end up with exactly $\rho$ zero rows. From (98) we see that each row of $D$ is some linear combination of the rows of $C$, and since $c_0 \neq 0$ we see that each of the $r+1-\rho$ nonzero rows of our upper echelon matrix must have at least one nonzero element among its first $r+1$ components. This being the case we can rearrange the $\rho$ zero rows so as to obtain the matrix $LPD$ which has zeros below the principle diagonal and exactly $\rho$ zeros (which lie in the $\rho$ zero rows) along the
principle diagonal. Thus we see that the first stage of the elimination process can be carried out on any matrix D having the factorization (98).

It is the second stage of the elimination process that is dependent upon the auxiliary hypothesis that B has exactly $p$ zero columns. Indeed, if the (lower right) $r,m$ - element of LPD is nonzero, then by subtracting suitable multiples of this row from the previous ones we can zero out the upper most $r$ elements of the last column. If this $r,m$ - element is zero, however, we can proceed if and only if the whole last column of LPD is already filled with zeros. Since

$$\text{LPD} = (\text{LPB}) \cdot C$$

we see that the last column of LPD will vanish if and only if the last column of C is in the null space of LPB and thus in the null space of B, i.e., if and only if the last column of B vanishes. Analogous considerations apply at subsequent stages of the back elimination process.

**NOTE.** If the matrix D has full rank (as is often the case in practice) then the square matrix B from (98) must also have full rank $r+1$ so that $p=0$ and none of the columns of B vanish. Theorem 6 then guarantees that D has the factorization (100). Moreover, in this case $S$ also has full rank so that $U,L,S$ are uniquely determined by $D$ and the pivoting strategy $P$. 
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The following example has been constructed to show that there are cases where the two stage elimination process of Theorem 6 fails even when the roots $z_1, \ldots, z_n$ are uniquely determined by $d_0, d_1, \ldots, d_r$. Indeed, let

$$d_0(z) = 1 + 2z + z^2 + 2z^3 = 2(z - 1/2)(z-i)(z+i)$$
$$d_1(z) = z^2 + z^4 = (z-0)(z-0)(z-i)(z+i)$$
$$d_2(z) = 1 + 2z + 2z^2 + 2z^3 + z^4 = (z-1)(z-1)(z-i)(z+i)$$

so that $d_0(z), d_1(z), d_2(z)$ have only the roots $z = \pm i$ in common. In this case

$$B = \begin{bmatrix} 1 & 2 & 0 \\ 0 & 0 & 1 \\ 1 & 2 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$$

and

$$D = BC = \begin{bmatrix} 1 & 2 & 1 & 2 & 0 \\ 0 & 0 & 1 & 0 & 1 \\ 1 & 2 & 2 & 2 & 1 \end{bmatrix}$$

The matrices $B, D$ both have rank 2 so that $\rho = 1$, but no column of $B$ vanishes. Upon carrying out the forward elimination process on $D$ we find

$$\begin{bmatrix} 1 & 2 & 1 & 2 & 0 \\ 0 & 0 & 1 & 0 & 1 \\ 1 & 2 & 2 & 2 & 1 \end{bmatrix} \to \begin{bmatrix} 1 & 2 & 1 & 2 & 0 \\ 0 & 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 \end{bmatrix} \to \begin{bmatrix} 1 & 2 & 1 & 2 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 1 \end{bmatrix}.$$ 

The back elimination fails, however, at the point where we try to annihilate the 2 in the second-to-last column of the first row.
8. CONCLUSIONS

Our approach to the problem of transient analysis, i.e., the problem of extracting the system poles $z_1, ..., z_n$ from a sequence of samples $y = (y_0, y_1, y_2, ...)$ involves a three stage process. We first assemble a data matrix by applying certain sequence-to-sequence mappings to $y$ within the conceptual framework of Theorem 3 or Theorem 4. We then compute a null vector for this data matrix by using an eigenvalue analysis or a singular value decomposition (with the former being less costly of computer storage and the latter being somewhat better conditioned.) This null vector then yields a characteristic function having $z_1, ..., z_n$ as roots. Our scheme is a conceptually simple one which admits significant new generalizations (such as those of Examples 4 and 7 in Section 6), and it places the existing algorithms within a common mathematical framework.

The sequence-to-sequence mappings which lie at the heart of our analysis can be effected quite simply on a digital computer. We have analyzed the noise suppressing properties of such mappings and identified a fundamental trade off between the size and shape of the region of amplification and the signal-to-noise ratio improvement which can be achieved. The analysis clearly shows why Jain's method is successful in filtering noise from the low order poles when high sampling rates are used (i.e., when the first
few \( z_\nu \)'s are close to 1) and points the way to other preprocessing schemes which will facilitate the computation of the higher order poles. Further noise reduction could be achieved by using an adaptive scheme which first estimates the system poles and then carefully computes them using preprocessing operators which are optimal with respect to the expected pole pattern.

Finally, the problem of estimating the system order \( n \) and assessing the accuracy of the computed poles \( z_1, \ldots, z_n \) can also be solved by using pole preserving mappings. In the absence of noise the given sequence \( y \) and the auxiliary sequences \( y_0 = \gamma_0(E)y, y_1 = \gamma_1(E)y, \ldots, y_r = \gamma_r(E)y \) will all have exactly the same poles \( z_1, \ldots, z_n \) with \( n \) unknown. We can perform separate computations of \( n \) and the \( z_\nu \)'s using each of the \( y_k \)'s, or we can compute approximate null vectors \( d_0, d_1, \ldots, d_\nu \) for data matrices constructed using \( y_0, y_1, \ldots, y_r \) and then extract \( n \) and the \( z_\nu \)'s from the \( d_k \)'s by using Henderson's method.

Many of these concepts have been tested by performing the related computations on simple examples, and the results have been most encouraging. A good deal more work will be required, however, in order to perfect these ideas and to incorporate them into efficient production codes.
Problems in transient analysis arise when a physical system reverberates in response to some initial excitation. In principle, such a phenomenon can usually be modeled by solving a certain boundary value problem (which characterizes the system) subject to initial conditions which depend upon the form of the initial stimulus. In practice, such models can be analyzed in detail only in extremely simple situations where there is unusual symmetry or low dimensionality. The damped vibrating string provides us with a simple physical phenomenon which nicely serves to illustrate the way a problem in transient analysis arises and the inherent difficulties associated with its solution.

Let \( u(x,t) \) give the (one dimensional) displacement from the equilibrium position of the string at coordinate \( x, 0 \leq x \leq L, \) at time \( t > 0. \) The motion of the string is governed by the partial differential equation

\[
(103) \quad \tau u_{xx}(x,t) = \rho u_{tt}(x,t) + \kappa u_t(x,t), \quad 0 < x < L, \quad t > 0
\]

where \( \tau \) is the tension of the string, \( \rho \) is the linear mass density, and \( \kappa \) is the damping coefficient. We shall assume the endpoints of the string are fixed by the boundary conditions

\[
(104) \quad u(0,t) = u(L,t) = 0, \quad t \geq 0
\]
and that some external stimulus has subjected the string to
the initial displacement and velocity

\[(105) \quad u(x,0) = u_0(x), \quad 0 < x < L \]
\[u_t(x,0) = v_0(x), \quad 0 < x < L\]
at time \(t=0\). Upon separating variables we find that any
solution of (103) - (104) has the form

\[(106) \quad u(x,t) = \sum_{m=1}^{\infty} \left\{ A_m e^{-\alpha+i\omega_m} t - A_m e^{-\alpha-i\omega_m} t \right\} \sin(m\pi x/L)\]

where \(i^2 = -1\) and where

\[\alpha = \kappa/2 \rho\]
\[\omega_m = \left\{ \frac{m^2 \pi^2}{L^2 \rho} - \frac{\kappa^2}{4 \rho^2} \right\}^{1/2}\]

are given in terms of the physical parameters \(\tau, \rho, \kappa, L\)
which characterize the system. When (106) is subjected to
the initial conditions (105) we find that the complex
coefficients \(A_1, A_2, \ldots\) are given by the integrals

\[A_m = (\omega_m L)^{-1} \int_{x=0}^{L} \{ \omega_m u_0(x) - i[\omega_0(x) + v_0(x)] \} \sin(m\pi x/L) dx, m=1,2,\ldots\]

and thus depend on the choice of \(u_0(x), v_0(x)\).

Suppose now that

\[Y(t) = u(x_0,t), \quad t \geq 0\]
is the resulting displacement of the string at some fixed point \( x_0, \ 0 < x_0 < L \). Using (106) we see that the transient \( Y(t) \) can be written in the form

\[
Y(t) = \sum_{m=1}^{\infty} \left\{ A_m \sin(m \pi x_0 / L) e^{-\alpha + i \omega_m} t + \bar{A}_m \sin(m \pi x_0 / L) e^{-\alpha - i \omega_m} t \right\}
\]

or equivalently in the form

\[
Y(t) = \sum_{\nu = 1}^{\infty} a_{\nu} e^{s_{\nu} t}
\]

where

\[
a_{\nu} = A_m \sin(m \pi x_0 / L)\quad \text{and} \quad s_{\nu} = -\alpha + i \omega_m \quad \text{if} \quad \nu = 2m - 1, \ m = 1, 2, ... \\
a_{\nu} = \bar{A}_m \sin(m \pi x_0 / L)\quad \text{and} \quad s_{\nu} = -\alpha - i \omega_m \quad \text{if} \quad \nu = 2m, \ m = 1, 2, ... .
\]

The poles \( s_{\nu} \) are more or less regularly spaced along the vertical line \( \text{Re} z = -\alpha \) in the left half plane, cf. Fig. 1, and they depend only on the physical parameters \( \tau, \sigma, \lambda, L \) of the system. On the other hand, the coefficients \( a_{\nu} \) depend on the point of observation \( x_0 \) and the initial excitation \( i.e., u_0(x) \) and \( v_0(x) \). The problem of transient analysis is then to recover the \( s_{\nu} \)'s from certain samples

\[
y_k = Y(kT), \ k = 0, 1, 2, ...
\]

of the signal \( Y(t) \).

The intrinsic difficulty of the problem is now apparent. At best we can hope to find the first few of the infinitely
many system poles, $s_v$. Moreover, if the initial stimulation of the string fails to excite a given mode, if the point of observation $x_0$ happens to lie at a node of that mode, or if we unwittingly choose too small a sampling rate, then the mode will be weakly represented (if at all) in the sequence of samples $y = (y_0, y_1, y_2, \ldots)$ and we will fail to find the corresponding $s_v$. Nevertheless, in practice we find that if we use a reasonable sampling rate then it is possible to extract at least the first few $s_v$'s for "almost" all choices of $x_0$, $u_0(x)$, and $v_0(x)$. Analogous considerations apply when we use transient analysis to study more complex physical systems which cannot be subjected to such a detailed analysis.
The transformation $z = \exp(sT)$ of (4) maps the $s$'s from the left half $s$-plane onto the $z$'s within the unit circle of the $z$-plane, with $T > 0$ being the sampling interval.

(a) When $T$ is too small, the $z$'s are tightly clustered near $z=1$.
(b) When $T$ is correctly chosen, the first few $z$'s are nicely separated.
(c) When $T$ is too large, the $z$'s are buried deep within the unit circle.
Figure 2. Contour plots of the SNR amplification factor 
\( g(z) = |1 + z + z^2|^2 / 3 \) for the case where \( \gamma(z) = 1 + z + z^2 \). The region of amplification \( A \) is the set of points \( z \) within the unit circle for which \( g(z) \geq 1 \).
Figure 3. The region of amplification $\mathcal{A}$ for the case where $\gamma(z)=1+z+\ldots+z^{N-1}$ and $N=2,3,4,10$. As $N$ increases, the maximum SNR amplification $g(1)=N$ also increases but $\mathcal{A}$ shrinks in size.

Figure 4. The region of amplification for the case where $\gamma(z)=1+z/R+z^2/R^2+\ldots$ and $R=2,1.4,1.1,1.01$. As $R \downarrow 1$, the maximum SNR amplification $g(1)=(R+1)/(R-1)$ increases but $\mathcal{A}$ shrinks in size.
Figure 5. The region of amplification for the case where \( \gamma(z) \) is given by (74) with \( p = 2 \) and with the four poles \( (R_i, \pm \theta_i), \ i = 1, 2 \) as shown. In this case \( \mathcal{A} \) has the approximate form (71) and the corresponding preprocessing scheme is well suited for pole patterns of the form shown in Fig. 1 (b).
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