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Distributed computer systems may be defined as local computer networks executing decentralized software. The decentralization of software is accomplished by logically distributing the control and information structures among the computers. The programming language concepts necessary to decentralize software is currently a topic of research. One approach to constructing such software is through the use of autonomous processes \[4,14,20\]. Synchronization and communication between processes is achieved by the transmission of unbuffered messages. A process model, along with the ability to send and receive messages in a non-deterministic manner are the most important programming concepts necessary to distribute software.

Another area of research is the implementation of such programming concepts \[15,19,26\]. The issues here are concerned with the representation of state information in the operating system. There are three possibilities: (1) partitioned state information, (2) replicated state information, or (3) some combination of (1) and (2). The implementation of routines which use and manipulate the state information in the operating system depend upon which representation is chosen. For exam-
ple, if a partitioned implementation is chosen, the algorithms must make decisions based on a partial view of the system state, and/or untimely state information. On the other hand, in the replicated case, the issue is one of maintaining consistency. In any case, the control structure is decentralized.

The design of algorithms with decentralized control structures is yet another research topic in the area of distributed computer systems [7,19]. At this time, the primary advantages of distributed computer systems are increased reliability over centralized systems, and the potential for incremental system growth with a minimum amount of software and hardware redesign. Therefore, decentralized algorithms are not only concerned with implementing operating system routines in a decentralized fashion, but also with continued execution in the case of hardware failures, and the incorporation of new nodes in the system. Currently, the problems being looked at are those of implementing mutual exclusion and maintaining consistency of distributed databases or state information [6,10,17,18].

Once the concepts needed to decentralize software and the associated implementation issues are defined, then the performance of distributed computer systems can be addressed. The parallelism inherent in distributed software suggests that it might outperform a centralized
solution, in the sense that the same amount of work could be done in a shorter time through parallel processing. In order to begin to compare decentralized implementations of software to centralized versions, a first step is to identify the features of software affecting parallelism. Another important reason to analyze the performance of distributed systems is to be able to design distributed systems to perform optimally. In assessing the overall performance of distributed systems, the structure and implementation of the communication medium is seen to be an important factor. It is the software, however, that will determine the communication workload. Knowledge of the behavior and characteristics of the software is important not only in realizing the communication needs, but also in being able to begin to provide guidelines for the design of decentralized programs. The key features of decentralized software are its potential for parallel execution and the delays introduced by communication. It is necessary to understand the tradeoff between these two features in examining the performance of distributed software.

The formulation of a model which explains the parallelism exhibited by an experimental distributed computer system, XDCS, existing at the University of Connecticut is one goal of this thesis. The XDCS system runs an operating system kernel whose implementation is
based on partitioned state information [13]. This kernel performs process and memory management to support the execution of benchmark decentralized algorithms written in the distributed programming language EPL [21,22]. In order to be sure that the features of the system affecting parallelism have been correctly identified and represented, the model is validated.

The other goal of this thesis is the instrumentation of the XDCS system. Instrumenting a system is done in support of an evaluation study intended to answer questions about the performance of the system [12]. The performance information required by a study may be obtained from the system itself (measurement techniques) or from a model of the system (modeling techniques). A problem common to all modeling techniques is one of model accuracy; verification of the model should be performed before it is used to produce the information needed by an evaluation study. The only way to validate the model is through experimentation. Thus, the primary focus of instrumenting the XDCS system is to provide a tool through which the model mentioned above can be validated.

The endeavors of this thesis fall into two well known areas of performance analysis, analytic modeling of computer systems, and measuring computer systems. Although these two areas are related, the issues in-
olved in carrying out these two tasks are not related. The concerns of modeling are those of abstracting the features of a system which influence the performance indices under study. A representation of the features must then be proposed. This representation is the model. The design of measurements entertains the following problems: (1) enough experiments must be performed so that the moments and if possible, the distribution of the quantities of interest can be estimated with sufficient accuracy, (2) the measurements should not interfere with the behavior of the system, or, at least the interference should be estimated and accounted for, (3) restrictions on instrumentation imposed by the system must be considered. Due to the fact that the issues under consideration in modeling and measuring are not the same, these tasks have been separated into two distinct and equally important areas of effort in this thesis.

The discussion of the thesis is organized in the following way: Chapter 2 supplies the necessary background; Chapter 3 discusses those features of the XDCS system that are relevant to the modeling and measuring tasks; a discussion of the model is contained in Chapter 4; the instrumentation of the system is presented in Chapter 5; Chapter 6 contains the results of the exercise and information that can be obtained from the
model; and finally, Chapter 7 summarizes the work and presents the final conclusions. After validating the model, it was discovered that the model was not very accurate. Chapter 6 presents these results and discusses the reasons for them. Even though the model was not as accurate as desired, insight and information about the features of distributed computer systems has been obtained from this study.
CHAPTER 2

BACKGROUND

This work is part of a research project at the University of Connecticut. One goal of the project is to investigate implementations of the programming language concepts necessary for decentralizing application software. Another important part of the research focuses on the performance characteristics of the implementations, and in the process of studying the implementations attempts to isolate and understand the relationship between features of and performance behavior exhibited by distributed computer systems.

Some preliminary performance data obtained through simulation indicated that the cost of decentralization of software might not be as high as was expected [3]. Although it was found that the operating system kernel providing runtime support for the application software was used extensively, potentially producing a large overhead, performance improvements due to the inherent parallelism seemed to offset the high overhead costs. This initial data suggests that an objective of performance models for decentralized software is an explanation of the trade-off between parallelism and the overhead incurred in implementing the parallelism. The measurements for this study were obtained from a single
CPU implementation of the kernel.

A multiple CPU kernel to run the same application software was designed and implemented [13]. Measurements were taken of this kernel to determine the actual overhead costs and to gather statistics about the message traffic. It was expected that the costs incurred would be greater than those obtained from the simulation due to the use of a communication medium which introduces delays in the transmission of messages, and decentralization of the kernel which requires low-level communications to coordinate activities between instances of the kernel. Higher costs were indeed the case. The number of instructions executed for each kernel primitive were five to ten times larger in the multiple CPU implementation than in the single CPU one. Also, much more communication took place and at a higher cost per message. Thus, the overhead costs of distributing hardware, control, and data are substantial.

It is hoped that parallel execution of the processes comprising an application program will defray the overhead costs of distributed computing. This parallelism needs to be quantified and explained in terms of the relevant system features.
2.1 STUDIES OF PARALLELISM

Multiprogramming, the execution of more than one program at the same time on a single processor, made possible by the use of synchronization and virtual memory techniques, is a form of parallel processing. With the advent of multiprocessors, parallel processing assumed another definition. Multiprocessor architectures consist of multiple processors which share primary memory. This type of architecture makes it possible to execute parts of one program simultaneously or to execute many programs at the same time. The next type of architecture to emerge has been called distributed. The definition of a distributed architecture is broader than and actually encompasses some multiprocessor systems. A distributed computer system architecture consists of a collection of processors connected in some fashion so that communication between processors is possible. Parallel processing in distributed computer systems is the topic of interest here.

The first models or studies of parallelism occurred when multiprocessor architectures appeared. The goal of these models was initially to represent parallel programs and/or the possible parallel execution of portions of a program [2]. Next these models were used and expanded, or new representations were proposed to find deadlock situations or to prove that there was no way
for deadlock to occur. The types of models employed were graph models, precedence graphs, and petri nets. After it had been determined how to construct deadlock free parallel programs, performance studies of parallelism began to appear.

The models of performance typically were queueing models used to study the effect parallelism, or more specifically multiple processors, had on such performance measures as throughput, utilization, and response time. The effect of the scheduling discipline, the CPU service time distribution, and the types of jobs on the throughput of a multiprocessing system has been studied [5]. It is shown that no significant gain in throughput is obtained by the simultaneous execution of parts of a program on different processors, if the degree of multiprogramming is high enough. However, the response time is improved by multiprocessing. A comparative analysis of several computer organizations such as multiprogrammed systems, multifunction machines, vector machines, array processors, and shared memory multiprocessing systems has been conducted [28]. The conclusions are that multiprogramming increases throughput but response time may deteriorate. Both throughput and response time are improved by all of the other performance enhancement techniques (i.e. shared memory multiprocessing systems, array processors, etc.). However,
to obtain an n-fold increase in throughput, at least an
n-fold increase in the effective CPU rate, the effective
I/O rate, and the effective bandwidth of main memory is
required. These two studies are representative of the
types of modeling studies conducted for multiprocessing
systems.

Very few performance studies of distributed comput-
er systems (as defined in this paper) exist. A method
which uses petri nets and probabilistic grammars has
been proposed but not actually carried out [29]. It is
claimed that petri nets can be used with probabilistic
grammars to produce a composite machine. A composite
machine is a Markov process. Standard methods for solv-
ing Markov processes can be used; also, techniques asso-
ciated with the probabilistic grammar can be used to ob-
tain additional performance information. The perfor-
mance index which can be obtained from such a model is
the expected cost of a process given the structure of
the process (i.e. its computation and message charac-
teristics).

2.2 MEASUREMENTS OF SYSTEMS

 Measurements of computer systems are taken either
to be used in conjunction with a model or to gather per-
formance statistics about the system. The usual type of
quantities measured for a model are the parameters. The
model then provides the performance information. Models can be used to study trends, tradeoffs, and predict performance behavior as the values of the parameters are varied. Measurements taken of a system, on the other hand, simply indicate how that system performs.

2.2.1 Measurements for Models

Very few modeling studies have been conducted in which actual measurements of a system have been used in the model. It has been shown how to derive parameters typically used in queueing network models from data obtained from the measurement techniques employed by commercially available systems [24].

Most of the measurements supplied by commercial systems are obtained from monitoring techniques, designed to observe the operation of a computer system over a period of time, and record the values of certain variables considered to be significant for evaluating system operation. There are two types of monitoring techniques: event trace and sampling. Both event trace and sampling monitors record system states from specified registers and memory locations. Event trace monitors collect information when a particular event occurs; sampling monitors record data at specified time intervals. The event trace monitor usually obtains more detailed information over a shorter period of time. Meas-
measurement monitors can be implemented in many ways.

The implementations of both sampling and event trace monitors can be classified into three types: hardware, software, and hybrid. Hardware monitors are devices attached to various points in the digital circuitry to measure status or count events. Software monitors are measurement routines inserted into the system software to measure the same quantities. Hybrid monitors are a combination of these two types. Measurement data is moved by software routines into special registers which are then read and recorded by hardware monitors.

The monitoring techniques are used by most operating systems to obtain processor and I/O channel utilizations and job statistics over a period of time. It has been shown how to use this data to obtain estimates for queueing network parameters such as CPU Mean Service Time, I/O Device Mean Service Time, and I/O Device Routing Frequencies.

2.2.2 Measurements of the Ethernet

Measurement studies of single processor systems are numerous. However, not many measurements have been taken of distributed systems. These systems are more complicated in that the system state consists of the combined states of all processors in the system. An exam-
ple of the method and measurements obtained for the Ethernet, a local area network, is described below.

The Ethernet is a local network which uses a shared, multi-access bus with distributed control as the communications medium [23]. A carrier sense, multiple access with collision detection protocol is employed by the bus to transmit packets of information. When a station (computer) wishes to use the bus it senses the carrier to determine if a transmission is in progress. If no other station is transmitting, the sender can use the bus immediately, otherwise it waits until the packet has passed. It is possible for two stations to begin transmissions simultaneously, producing a collision. Each sender continues to monitor the cable and is able to detect a collision by noticing that the signal on the cable does not match its own output. Each station then waits for a random period of time before retransmitting.

A study characterizing the actual behavior of the system was conducted to aid in understanding the system [25].

The broadcast nature of the Ethernet system allowed for the passive collection of measurements. One station can receive all the packets and by using specialized test and monitoring programs can analyze the data collected. The measurements obtained were: (1) number of packets in error, (2) overall traffic characteristics, (3) utilization of the bus, (4) the packet length dis-
tribution (packets are of a variable length), (5) host traffic patterns, (6) interpacket arrival times, (7) the latency and collisions detected by a sender, (8) the overhead of communication in terms of the percentage of control bits versus data bits sent and, (9) the number of packets transmitted to other networks. These measurements were collected under normal operating conditions. Test programs were constructed to generate artificially high levels of traffic in order to observe system behavior when the bus is highly utilized.

2.3 SUMMARY

The studies of parallelism for multiprocessing architectures discussed above indirectly study parallelism. Parallelism, or multiple processors, along with scheduling algorithms, and the amount of memory were all varied to observe the resulting changes in throughput and response time. The approach outlined for studying the performance of distributed computer systems would obtain the cost of a process. The performance study undertaken in this thesis attempts to study parallelism directly; that is, the performance measure to be obtained is the percentage of time processors are actually executing simultaneously.

Methods for obtaining parameters for queueing network models from data collected by monitoring techniques
have been proposed. These monitoring techniques have been implemented on single CPU computer systems. They will have to be modified if they are to be used on a loosely coupled local computer network. A technique employing passive monitoring of a shared bus has been used to take measurements of the Ethernet, a local computer network.
CHAPTER 3

DESCRIPTION OF THE FACILITY

An experimental facility composed of a local computer network referred to previously as the XDCS system, and a host computer, exists for studying the characteristics of distributed computer systems. The hardware and software were designed so that features of the facility could be changed or varied with a minimum amount of effort. The experimental facility can be divided into three parts: (1) the hardware of the XDCS system, (2) the software of the XDCS system, and (3) the operation of the facility. After these three components are described, the features of the XDCS system which are important to subsequent chapters will be discussed in more detail.

3.1 OVERVIEW

3.1.1 Hardware

The hardware consists of five LSI-11s linked together by two different communication networks. The first communication network is a Direct, Dedicated and Complete (DDC) interconnection structure [1]. This network was implemented using commercially available components. The second type of interconnection structure is a bus with a CSMA/CD (carrier sense, multiple access...
with collision detection) protocol; it is an example of a Direct Shared Bus (DSB) interconnection structure with decentralized control. These two configurations are illustrated in figure 3-1.

3.1.2 Software

Programs written in EPL, an experimental programming language, are executed on the hardware. EPL is a language which contains the programming language concepts necessary for constructing software to execute in a distributed environment. EPL forces programs to be written as a collection of autonomous processes that may potentially execute in parallel. Since each process only has access to its own variables, processes must communicate with each other and do so through the transmission of unbuffered messages. These messages also supply a means of synchronizing processes.

EPL programs require the runtime support of an operating system kernel. The kernel provides primitives to implement the EPL commands, and decides which computer a process will execute on if the EPL process does not specify this information itself. Thus, the functions of the kernel are to provide process and memory management for EPL programs. The operating system kernel is decentralized in the following way. An identical kernel resides on each processor; however, each kernel knows the
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state information of only the processes executing on its processor. The creation of processes and the transmission of messages requires state information from other kernels. A communication protocol obtains and updates the necessary state information. A detailed discussion of the design and implementation of this operating system kernel is contained in [13].

The software architecture is organized into three layers as shown in figure 3-2. The top layer is the processes comprising an EPL program. These processes see a single virtual machine provided by the kernel, the second layer; the network of computers is transparent to the individual processes of an EPL program. The communication network layer encapsulates the features of the hardware interconnection structure and is responsible for routing kernel requests for communication to the correct processor. The software for the DDC and DSB configurations is different in only this third layer.

3.1.3 Operation of the Experimental Facility

The local network, XDCS, is hosted by a general purpose computer. Software is constructed on the host system and down-line loaded to the processors of the network. In addition to the standard set of compilers, assemblers, and loaders, facilities exist for compiling EPL programs and interacting with programs executed on
the XDCS system.

The host computer is interfaced to the XDCS network in many ways. The console devices of each LSI-11 microcomputer are connected to serial interfaces of the host system. This allows the XDCS system to be operated from a single terminal attached to the host system. A high speed serial interface is connected from each LSI-11 to the host. This special interface was designed for measurement purposes. The host and the processors of the local network are also attached to the shared bus. A
programmable clock residing on the host system provides centralized timing information that is available to each LSI-11 and/or the host for performance measurements.

3.2 XDCS SYSTEM FEATURES

Messages flow between the entities shown in each of the three layers of software (figure 3-2). In order for a message to be transmitted from one EPL process to another, the respective kernels are called and a communication protocol is invoked. Roughly three kernel level messages must be transmitted to guarantee delivery of an EPL message. The communication network layer is called to transmit each kernel level message. Again, a protocol is followed to guarantee safe transmission of each kernel level message. The protocol implemented in the communication network level will be referred to as the link level protocol for the remainder of this paper. A major part of the modeling process involves representing this link level protocol.

3.2.1 Link Level Protocol

The DDC configuration of the local network is used in this performance study. The interfaces between computers are implemented by serial devices that contain transmitter and receiver status and buffer registers for each interface on each processor. Due to the fact that the interfaces are operated as half-duplex channels, it
is possible for two computers to be attempting communication with each other at the same time. This condition will be defined as contention for later use. Another potentially dangerous situation can occur if processor A attempts communication with processor B, processor B attempts communication with processor C and processor C attempts communication with processor A. This event and other similar situations will be called preemption, due to the fact that one or more processors may have to postpone their communication needs so that another's and eventually theirs may be satisfied. The link level protocol resolves these potentials for deadlock in addition to initiating and carrying out communication under "normal" circumstances.

In order to resolve the contention and preemption cases, processors are ordered hierarchically by processor number, with processor 0 having the highest priority, and the processor with the largest processor number having the lowest priority. When a contention or preemption situation occurs, the processor with the highest priority is allowed to complete its communication first. Characteristics of the EPL software make it very unlikely that starvation of the lowest priority processor would occur.

Diagrams [27] illustrating the link level communication protocol are shown in figure 3-3. After each
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kernel call, the communication channels are polled to see if data has arrived from another processor, unless the kernel call resulted in a request to transmit a message. The portion of the protocol labelled "Receiver" corresponds to the processor polling and the action taken if data is detected; the "Transmitter" part of the protocol is used to transmit a message to another processor.

A routine called TRANSMIT, which is part of the communication network software, is called with the destination process name whenever the kernel needs to transmit a message. The TRANSMIT routine determines where the destination process resides. If the source and destination processes are on the same machine, then the communication is called local and there is no need to invoke the "Transmitter" protocol. When the destination process resides on another processor, then the appropriate message information is entered in a queue. A routine, NETWORK, which implements the "Transmitter" protocol is called if the queue contains only the message just entered. If the queue contains more than one message, then the TRANSMIT routine merely returns control to the routine which called it. Once the NETWORK routine is invoked, it empties the queue of all messages.
CHAPTER 4

THE MODEL OF PARALLELISM

Models of systems are usually constructed to predict the values of performance indices and/or to study the tradeoffs or relationships between these indices. Once it has been decided which performance indices are to be studied, the factors or components of the system affecting the specified performance indices need to be identified. Next a representation or model capturing these factors is formulated. All models contain input parameters. Input parameters are variables which incorporate the factors identified as affecting the performance indices under study. The input parameters can be measured and then used to solve the model to produce one specific solution. It is expected that the output from the model will reflect changes in the values of the parameters. Input parameters can also be compared or related to each other algebraically. This exercise usually provides some insight into system behavior under many different parameter values or operating characteristics. Finally, if possible the model is validated to make sure the representation of the factors is correct.

The model discussed below explains the degree of parallelism exhibited by the XDCS system as it executes
benchmark programs. Although a high potential for parallel execution of the software exists, it is degraded by the need for interprocessor communication. Thus, there is a tradeoff between parallel execution of processors and communication between processors.

4.1 FACTORS INFLUENCING PARALLELISM

4.1.1 Number of Processors

The number of processors used during the execution of a program is an important factor; it is the basic hardware resource providing the potential and maximum bound for parallelism. As a given program is executed on an increasing number of processors, intuitively, it should execute faster; the same number of processes would be spread among more computers. For example, if two processors are used instead of one to execute the same program, the execution time could theoretically be cut in half due to the fact that the number of computers was doubled. This is the maximum amount of decrease in execution time achievable; it is never reached because of the overhead required to manage the communication between processors.

4.1.2 Bandwidth of Communication Medium

Another factor affecting parallelism is the communication bandwidth. The speed of the communication medi-
um directly affects the amount of time it takes to transmit a message from one processor to another. With serial links, if the baud rate were increased from 1200 baud to 9600 baud, the time to transmit the same data would be shorter. This factor is inversely related to the degree of parallelism. As it takes longer and longer to communicate, the delays due to communication are increased which decreases the amount of time a processor is performing computations.

4.1.3 Frequency of Non-local Messages

The rate at which messages are transmitted to other processors affects how often the communication network software must be invoked. Messages sent between processes located on the same processor do not require the services of the communication network software. Thus, it is seen that the message frequency depends on two components: (1) the number or frequency of EPL messages, and (2) the scheduling algorithm of the kernel. A different EPL program or a different scheduling policy in the kernel would be reflected in the frequency of non-local messages.

4.1.4 Length of Messages

The length of a message, whether it is 5 bytes or 256 bytes long, determines how long it takes to transmit that message from one processor to another. It is pri-
marily the EPL program that determines the message length, although the kernel has some control messages of a constant length; the set of messages transmitted consists of kernel control messages and actual EPL messages which are prefixed by some control information from the kernel.

4.1.5 Message Processing Time

This factor indicates how much time is spent processing a message that has arrived from another processor. The longer it takes to process a message, the less time there is available for the processor to execute the application program.

4.1.6 Time to Implement Link Level Protocol

Another factor which can be identified is the time it takes the protocol to set up for a non-local communication after the kernel requests to transmit a message. This factor has an inverse relationship to the degree of parallelism; the longer it takes to set up for communication, the less time there is available for computation.

4.2 FORMULATION OF THE MODEL

In defining what is meant by parallelism for this study, it was first necessary to define the various states a processor could assume. Three states were seen
to be important; a processor could be: (1) executing EPL or kernel code, (2) waiting for communication with another processor to begin, or (3) communicating with another processor. Two processors are defined to be executing in parallel if they are both executing EPL or kernel code. A global or system state can be attained by combining the local states of each processor in the system. For example, if there are two processors, there are $3^2$ or 9 possible system (global) states. Out of these 9 possible states, however, only 3 actually occur. It is impossible for the state, one processor executing EPL or kernel code and the other communicating, to occur. The communication protocol requires the cooperation of 2 processors for communication to take place. Thus, the maximum number of system or global states is $3^n$ where $n$ is the number of processors in the system.

A Markov model can be used to represent the system, where the states of the model correspond to the system states that occur. The model is a discrete state, discrete time, homogeneous Markov process. The assumptions of this type of Markov process are the following: (1) the transition to the next state depends only on the current state which implies that the time spent in a given state is geometrically distributed, and (2) the transition probabilities are stationary with time [16]. Furthermore, it is assumed that there are an unlimited
number of processes so that a processor is never idle.

4.3 DESCRIPTION OF THE MODEL

The model parameters are listed in Table 4-1. The first parameter, $1/\lambda$, is the average interarrival time between non-local messages, which corresponds to the factor, frequency of non-local messages. $1/\mu$, is the average time to initiate communication with another processor. This parameter corresponds to the factor previously referred to as the time to implement the link level protocol. $1/\mu_s$, the average time to send a message, and $1/\mu_r$, the average time to receive a message, both reflect the factors, bandwidth of the communication medium and message length. $1/\mu_p$, the average time to process a message is the factor, message processing time. The last four parameters, $p$, $pr$, $rnc$, and $rc$ are used to further define the transition probabilities between states and will be described in more detail below. A different Markov model exists for different numbers of processors due to the state definition. For example, the maximum number of global states for two processors is 9, while for three processors it is 27. Thus, the factor, number of processors, is reflected by different values in the parameters, $1/\lambda$, $p$, $pr$, $rnc$, and $rc$ for each model, and the actual system states possible in each model. Figure 4-2 illustrates the two processor model and Figure 4-3, the three processor model.
Table 4-1
Model Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/\lambda$</td>
<td>Average time between non-local messages</td>
</tr>
<tr>
<td>$1/\mu_i$</td>
<td>Average time for protocol setup</td>
</tr>
<tr>
<td>$1/\mu_o$</td>
<td>Average time to output a message</td>
</tr>
<tr>
<td>$1/\mu_i$</td>
<td>Average time to input a message</td>
</tr>
<tr>
<td>$1/\mu_p$</td>
<td>Average time to process a message</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability of contention</td>
</tr>
<tr>
<td>$pr$</td>
<td>Probability of preemption</td>
</tr>
<tr>
<td>$rnc$</td>
<td>Probability there is another message to transmit after sending a &quot;normal&quot; message</td>
</tr>
<tr>
<td>$rc$</td>
<td>Probability there is another message to transmit after sending a contention message</td>
</tr>
</tbody>
</table>

4.3.1 Two Processor Model

The states of the model are represented by a 3-tuple, $(NC,NW,s)$. The first element, $NC$, indicates the number of processors communicating; $NW$ is the number of processors waiting to communicate, and $s$ is a member of the set $S = \{c,p,n\}$. The members of the set, $S$, correspond to contention, preemption, and normal communication modes. It is necessary to distinguish between these three modes because the time to send, receive, and process message(s) in each case is quite different.
For two processors, a maximum of 9 global states is possible, but only 3 states actually occur. The model has 4 states, however. This is due to the fact that contention can occur in the state where both processors are communicating. Thus, two states are required to represent this condition; P2 is the state where both processors are communicating under normal conditions, and P3 is the state where both processors are communicating in contention mode.

As stated earlier, the state time distributions are assumed to be geometric, which is of the form \((1-q)q\). This means that the probability of leaving a state is \(q\), and the average time spent in a state is \(1/q\). It is possible to combine the parameters to approximate the average state time, \(1/q\), which can then be inverted to define \(q\), the transition probability out of a state. The parameters \(p\), \(rc\), and \(rnc\) are used to determine the specific transition probabilities when transitions from one state to two or more states are possible (e.g. from P1 either state P2 or state P3 can be entered).

4.3.2 Three Processor Model

The three processor model is similar to the two processor model in that the parameters, and the 3-tuple, \((NC, NW, s)\), which distinguishes the states, are the same. The difference between the two models lies in the number
\[ \alpha = \frac{1}{(\frac{1}{\lambda} - \frac{1}{\mu_1} - \frac{1}{\mu_2} - \frac{1}{\mu_3})} \]

\[ M_2 = \frac{1}{(\frac{1}{\mu_1} + \frac{1}{\mu_c})} \]

\[ M_3 = \frac{1}{(\frac{1}{\mu_2} + \frac{1}{\mu_c})} \]

- P0: both computing (EPL or Kernel)
- P1: one computing, one waiting to communicate
- P2: both communicating, normal mode
- P3: both communicating, contention mode

Figure 4-2
of states possible; the two processor model has only four states while the three processor model has eight states. Also, it is possible for the preemption mode to occur which cannot happen with two processors.

4.3.3 Four Processor Model

It was determined that a four processor model would have 19 states, and a five processor model would have 29 states. Due to the large number of states, and the results obtained from the two and three processor models, which will be discussed later on, it did not seem that much information could be gained from implementing the four and five processor models.

4.4 VALIDATION OF THE MODEL

4.4.1 Procedure

Validation of the model is performed by comparing the state probabilities predicted by the model which are obtained by solving the model, to state probabilities computed from system observation. In order for the model to be solved, values for the input parameters are needed. These values can be obtained by measurement techniques. The state probabilities computed from observation are also obtained from measurement techniques.

Once the system has been instrumented to procure the appropriate measurements, the validation process,
\[ \lambda = \frac{1}{(\frac{1}{\lambda} - \frac{1}{\mu_i} - \frac{1-p}{\mu_r} - \frac{p}{\mu_2})} \quad \mu_3 = \frac{1}{\left(\frac{2}{\mu_i} + \frac{1}{\mu_3}\right)} \]

\[ \mu_2 = \frac{1}{\left(\frac{1}{\mu_i} + \frac{1}{\mu_2}\right)} \]

P0: all computing (EPL of Kernel)
P1: 2 computing, 1 waiting to communicate
P2: 1 computing, 2 communicating, normal mode
P3: 1 computing, 2 communicating, contention mode
P4: 1 computing, 2 communicating, preemption mode
P5: 2 communicating, 1 waiting to communicate, normal mode
P6: 1 computing, 2 waiting to communicate
P7: 2 communicating, 1 waiting to communicate, contention mode

Figure 4-3
sometimes referred to as tuning the model, can begin. The validation process consists of obtaining the two sets of state probabilities, comparing them, noting the inaccuracies, proposing a reason for the inaccuracies and subsequently modifying the model or measurements. The process is repeated until the two sets of probabilities are sufficiently close enough so that the model can be used with confidence. Sufficiently close is a term which usually is constrained by the requirements of the performance study.

4.4.2 Types of Inaccuracies

During the validation process many inaccuracies are encountered; they can be classified as belonging to one of two types: (1) model inaccuracies, or (2) measurement inaccuracies. Model inaccuracies can be further subdivided into formulation inaccuracies, and solution inaccuracies. The types of inaccuracies are presented here, but a discussion of the validation process will be delayed until the instrumentation of the system has been described.

Formulation inaccuracies are generally attributable to an incorrect amount of detail in the model, or an incorrect representation of the parameters. There can be either too much detail represented or, going to the other extreme, not enough detail was incorporated. In any
case, the model is not solvable.

Solution inaccuracies may be caused by mistakes in mathematical manipulation or errors occurring in the numerical methods used. Numerical methods are algorithms usually of an iterative nature used to approximate solutions to mathematical problems.

Measurement inaccuracies occur if the measurements are performed incorrectly. In this study, that could happen in two places. The input parameters could be wrong, or the process of gathering and reducing data to obtain the observed frequency of system states could be erroneous.

4.4.3 Benchmark Programs

Two benchmark programs written in EPL were used to validate the model. The first program, CALIBRATE, is a small program with known variables. The program creates a known number of pairs of processes. Each pair of processes transmit and receive a known number of messages. The computation time between messages is drawn from a uniform distribution with a known mean value. This program was especially helpful in tuning the model. The results of validation are presented in Chapter 6, after the instrumentation of the system is discussed in Chapter 5.
The other program, BSORT, is a binary sort routine representative of the type of data and control structures used to decentralize software. The program sorts a known number of random numbers by constructing a binary tree. Each number is sorted as it is placed in the tree. Each node of the tree is implemented by a single process. When all of the numbers have been placed in the tree, it is unloaded using an ordered tree traversal. Loading and unloading the tree requires each node to communicate with one or more of its subtrees. All processes representing one level of the tree are assigned to the next available processing element in a circular fashion.
CHAPTER 5
INSTRUMENTATION OF THE SYSTEM

Instrumenting the XDCS system was done primarily to provide the means for validating the model of parallelism. During the design and implementation of measurements three things must be considered: (1) system resources and characteristics which impact the design, (2) guaranteeing that the measurements are correct, and (3) making sure that the instrumentation does not alter the execution characteristics of the system, or at least accounting for and removing the effects of interference from the measurements.

The measurements needed to validate the model fall into two categories. Values for the parameters of the model are required in order to obtain a solution, and measurements used to calculate the percentage of time spent in each of the possible system states are needed for comparison with the solution produced from the model.

5.1 SYSTEM FEATURES IMPACTING THE DESIGN

5.1.1 Resources

An important resource available for measurements is a programmable real-time clock. It is a device manufac-
tured by Digital Equipment Corporation that can be used with their processors [9]. The clock frequency can be selected along with one of four different modes of operation. Two registers are available for controlling the clock, a control and status register and a data buffer register. In the first mode of operation, an overflow flag is raised and if enabled, an interrupt is generated after a time interval specified by the user has elapsed. The second mode of operation is the same as the first except that after the overflow flag is raised, the registers are reinitialized and everything is repeated until the clock is turned off. A third use of the clock allows the user to start the clock and then read it upon the detection of a specified event. The fourth mode is the same as the third except that after the clock is read it continues to increment and can be read again. This continues until the clock is disabled.

High speed serial interfaces from each LSI-11 to the host computer were installed after the instrumentation of the system had begun. Problems encountered in satisfying the correctness and interference criteria during the instrumentation resulted in the addition of these interfaces. The problems will be described later.

Another resource available for taking measurements is the Break Point Trap. Setting a bit in the processor status word causes a trap to a location in memory after
the execution of every instruction. Instruction counts can be obtained easily. More complex measurements can be taken by turning the trap on and off at selected times.

5.1.2 System Characteristics

The host system, a DEC PDP 11/23, runs the UNIX operating system. Standard compilers, assemblers and loaders along with the EPL compiler are used to construct an executable image of an EPL program and the kernel, which provides the necessary runtime support. Special software has been written which allows the image to be loaded in each of the LSI-11s. All of the kernel code is written in the programming language C except for a small assembler interface. The interface contains code for trap and interrupt vectors and context switching between EPL and the kernel.

Also existing on the host system is a Modula compiler [8]. Along with the compiler there is an assembler program which provides runtime support for Modula programs. This makes it possible to write Modula programs capable of executing in a stand-alone environment.

5.2 MEASUREMENTS OF PARAMETERS

A different model is used for different numbers of processors. The parameters for each of the models, how-
The differences occur in the parameters of different models. A description of the methods used to measure the parameters, followed by a summary of the problems encountered is given below.

5.2.1 Methods

5.2.1.1 Average Time Between Non-local Messages ($1/\lambda$)

$1/\lambda$ is the first parameter that was measured. Three different ways, described below, of measuring this parameter were considered. The parameters were measured on only one processor of the network, processor 0, due to the fact that the clock resided on that processor.

The first method is to use the Break Point Trap to accumulate the number of machine instructions executed during the measurement session. A counter containing the number of non-local messages is also needed. Letting $M$ represent the number of machine instructions executed, $A$ represent the average instruction execution time, and $N$ represent the number of non-local messages, $1/\lambda$ can be calculated using the following equation.

$$1/\lambda = (MA) / N$$  \hspace{1cm} (1)

The second method involves using the programmable real-time clock. The clock is used to generate periodic
interrupts. The interrupts are accumulated as is the
number of non-local messages, N. If I is the number of
interrupts, and B is the time between interrupts, then
the following equation can be used.

\[
1/\lambda = (IB) / N \quad (2)
\]

A third way to measure 1/\lambda is to use the third
operating mode of the clock. At system startup or the
first time a non-local message is transmitted, the clock
is turned on. Each time a non-local message is sent,
the clock is read. The value of the clock is accumulated
in addition to the number of non-local messages. Now, if
S represents the clock sum and N has its usual meaning,
1/\lambda has the following calculation.

\[
1/\lambda = S / N \quad (3)
\]

It was decided to use the third method for a few
reasons. The most important reason is that the in-
terference with normal system execution is much less
than the first two methods. An interrupt routine is in-
voked after every instruction when the Break Point Trap
is used. The second method exhibits the same problem
although there is some control over the amount of in-
terference. Note that the time between interrupts should
be short to obtain more resolution and a more accurate
measurement, but the shorter the time between interrupts
the greater the interference becomes. Another reason for choosing the third method is that the calculation and implementation seemed to be more straightforward.

Once the method was chosen, all that remained was to implement it. Although changed later, while the implementation of this measurement was being carried out, the programmable real-time clock resided on processor 0 of the XDCS network. The clock was turned on in the interface at system startup. The NETWORK module was modified to call an assembler routine, MEAS, in the interface which manipulated the registers of the clock and incremented the necessary counters. After experimenting with different clock frequencies, the rate of one tick every millisecond was chosen.

5.2.1.2 Average Time For Protocol Setup \((1/\mu_k)\)

This parameter corresponds to the time it takes to initiate communication with another processor. Once the choice of measurement technique was made for \(1/\lambda\), it was decided to measure the remaining parameters that are average event times the same way. The difference with this parameter is that the clock needs to be turned on when the remote processor is notified and turned off when the acknowledgement is received. This required the addition of an assembler routine, MINIT, to turn the clock on. Both MINIT and MEAS are called from the ap-
propriate places in NETWORK. The actual time in seconds per setup is the result. The time to setup for communication was a degree of magnitude smaller than the computed rate for $1/\lambda$. Thus, the clock rate was set at 10,000 ticks per second.

5.2.1.3 Average Time to Output a Message ($1/\mu_1$)

The measurement of this parameter is the same as $1/\mu_1$; the MINIT and MEAS routines in the interface are used. The only difference is in the placement of the calls to MINIT and MEAS from NETWORK. The clock rate chosen is one tick every millisecond.

5.2.1.4 Average Time to Input a Message ($1/\mu_2$)

The measurement of this parameter is also the same as $1/\mu_2$. Again the only difference is in the placement of the calls to MINIT and MEAS from NETWORK.

5.2.1.5 Average Time to Process a Message ($1/\mu_p$)

Again, measurement of this parameter is the same as $1/\mu_p$, with the only difference occurring in the placement of the calls to MINIT and MEAS.

5.2.1.6 Probability of Contention ($p$)

Two counters are needed to compute the probability of contention. One counter contains the number of messages transmitted and the other counter keeps track of
the number of times collisions occur. Dividing the number of collisions by the total number of messages gives the probability of contention, \( p \).

5.2.1.7 Probability of Preemption (pr)

One more counter which keeps track of the number of times preemption occurs is required to calculate the probability of preemption. Dividing the number of preemptions by the total number of messages gives the probability of preemption, \( pr \).

5.2.1.8 Probability of Another Message to Transmit (rnc)

This parameter represents the probability that another message exists in the transmitter queue after a message has been sent under normal circumstances. The calculation of this parameter requires two counters. The first one counts the number of times \( \text{NETWORK} \) is entered and there isn't any contention. The second one counts the number of messages transmitted after a normal message has been sent. The probability that there is another message to transmit is computed by dividing the second counter by the first.

5.2.1.9 Probability of Another Message, Contention (rc)

This parameter represents the probability that another message exists in the transmitter queue after a contention mode message has been sent. The calculation
of this parameter is the same as the previous one except that the counters required count the number of times NETWORK is entered and there is contention, and the number of messages transmitted after a contention message has been sent.

5.2.2 Problems Encountered

One problem encountered was the inability to obtain the variance for the parameters. Due to the fact that the sum of squares must be maintained, the assembler routines implementing the measurements became so long that there wasn't enough time to take the measurements and receive and process the data sent from other computers. The data loss caused the program to hang indefinitely.

The other problem encountered was the consequence of problems found in implementing the measurements for obtaining the observed state probabilities. In an attempt to correct the problems with the observed state probabilities, the clock was moved from processor 0 of the XDCS network to the host system. This meant that the implementation of the measurements of the parameters had to be changed. It required changes to the kernel, the EPL program, and the communication system. Also, new software had to be written on the host computer to start, stop, and record the measurements.
5.3 OBSERVED STATE PROBABILITIES

The system states are composed of the states of the individual processors. Thus, it is first necessary to determine the local processor state for each processor in the system, and then to correlate that data to finally arrive at the system state. The implementation of these tasks and the problems encountered during the implementation are discussed below.

5.3.1 Processor (Local) States

Sampling techniques are a widely used method of estimating the utilization of various processor states [12]. The primary advantage of sampling techniques is that the amount of data which needs to be collected to estimate quantities of interest is relatively small. Periodically, or randomly, the state of the processor is recorded. After the measurement session, this data can be used to compute the percentage of time spent in each of the defined processor states.

Periodic sampling was chosen to acquire the local states. It was implemented by using the programmable real-time clock to generate periodic interrupts. A variable, SAMPLE, was changed in the kernel everytime a state transition occurred. The interrupt routine transmitted the value of SAMPLE to the host computer. The host computer received the data and stored it in
separate files, one for each computer executing in the local network. A necessary requirement for computing the global state is that the samples taken from each processor must be taken at the same time. This was achieved by connecting the overflow signal from the clock to the external event line for each processor. When the overflow occurs an interrupt is generated on each processor.

5.3.2 System (Global) States

The global states are computed by feeding the files of raw data into a C program. One character at a time is read from each of the files and then it is determined which global state is represented. A counter representing each state is incremented whenever the corresponding state is found. The percentages are calculated by dividing the counts for each state by the total number of samples. A different program is required for different numbers of processors.

Seven different local (processor) states were defined when the sampling was implemented. This was done to be consistent with other measurements taken of the system; these states had already been defined along with the occurrences of state transitions in the kernel code. It is also felt that the data collected should be as general as possible. Later it can be analyzed in many
different ways through the use of different data reduction programs. The sampling data was more detailed than necessary for this analysis. It presented no problem because states could be combined to arrive at the state definitions required by the model.

5.3.3 Problems Encountered

Numerous problems were encountered with the data acquired from sampling in trying to satisfy the correctness and interference criteria. The CALIBRATE program used to validate the model was used here also, with modified characteristics, to verify that the data obtained was correct and to determine the interference caused by sampling.

The first problem encountered was that utilization of the states calculated from data collected from separate experiments run at the same sampling rate exceeded the statistical variation allowed. The source of this problem was the startup procedure for programs executed on the XDCS network. Each computer was started manually by transmitting to the LSI-11 the address of the beginning of executable code. Thus, it was impossible to start the same program the same way twice. This problem was solved by putting a jump to the beginning of executable code in location 0. A global initialization switch on the network transfers control to location 0 on
every computer at the same time when pressed. Now, the same program could be started the same way every time.

The next problem was that data collected at different sampling rates produced results exceeding statistical variation in those states with ten percent or less utilization. It was found that the duration of time in some of these states was as small as one millisecond. Apparently, sampling was not performed fast enough to obtain enough samples in the short states; the state transitions were quicker than the time between samples. The sampling rates experimented with were 77, 91, 100, 143, and 333 samples per second. It was decided to sample at rates in the vicinity of 7000 to 11,000 times per second.

Sampling at very high frequencies generated more problems. First of all the host system was unable to collect the data due to the overhead of the operating system. Secondly, sampling changed the behavior of the software in two ways. The time spent in the states involving only computation was increased by an amount directly related to the sampling period. The time spent in the states of the processor involving use of the communication network was modified in a more complex way. Sampling does not disturb I/O under control of hardware separate from the CPU. The cost of sampling is 38 microseconds. The measurements of the states involving
only computation were adjusted using this value and the number of samples. The calibration program shows that with this adjustment, sampling correctly measures the short states involving only computation. It is not clear, however, how to adjust the measurements of the states involving I/O.

The solution to these problems involved hardware and software modifications. The programmable clock was moved from processor 0 of the XDCS system to the host system. High speed serial interfaces from each LSI-11 to the host machine were installed. Every time a state transition occurred in the software executing on the local network, a character code was transmitted to the host system over the high speed interfaces. Sampling could be controlled from the host machine by generating periodic interrupts using the clock. The interrupt routine would then read all the I/O ports from the LSI-11s and either store or reduce the data. It was decided to write software to obtain the measurements in Modula in order to be able to respond as quickly as possible. This implementation of sampling does not interfere with the execution of the XDCS system.
CHAPTER 6

RESULTS

After the model had been formulated and the system instrumented for measurements, the validation process could begin. A description of that process and the results obtained are presented below. Information obtained from the model is then discussed.

6.1 VALIDATION PROCESS

During the validation process, the errors encountered were primarily with the model. Although the states of the model were correct, the parameters and hence the transition probabilities were erroneous. The measurements of the parameters, however, were performed correctly. Some discrepancies due to the careless definition of the states used for sampling were discovered.

The biggest mistake was in not correlating the transition probabilities with the average time spent in the states of the model. For example, initially, it was assumed that the transition from P0 to P1 (see Figure 4-2) was \( \lambda \). This was not correct. The average time spent in the state P0 was the time the system was not involved in servicing messages or initiating communication with another processor. Thus, the average time in
state P0 was corrected to be

\[ d = \frac{1}{\lambda} - \frac{1}{\mu} - \frac{(1-p)}{\mu_0} - \frac{P}{\mu_3}. \]

The state P1 was also erroneously represented at first. It was assumed that a transition to P2 or P3 would occur when a processor polled its communication channels and found data from another processor. This was grossly incorrect. The time spent in state P1 was actually the time needed to send a byte initiating communication and wait for an acknowledgement.

Another mistake was that not enough detail was represented in the model. Initially, the parameter \(1/\mu\) was used to represent the time to send one message, and thus, it was assumed that \(2/\mu\) was the time to send two messages (in contention mode). It was not that simple, however. The protocol was slightly different in the contention mode and was not merely twice the time incurred in the normal mode; also, the processing time of the message needed to be included. Therefore \(1/\mu\) was broken into three parameters, \(1/\mu_i\), the average time to input a message, \(1/\mu_o\), the average time to output a message, and \(1/\mu_p\), the average time to process a message. Now the average service time for one message is \((1/\mu_i + 1/\mu_p)\) and the average service time for two messages is \((2/\mu_i + 1/\mu_p)\). \(1/\mu_o\) was required for the calculation of \(d\), the transition from P0 to P1. The other place where
there was not enough detail, was in calculating the probability of there being another message in the transmitter queue after a message had been sent. The parameters rnc and rc were originally represented by one parameter, r. It was then discovered that the probability of another message in the queue was quite different in the contention and non-contention cases.

Mistakes in gathering the sampling data were found. These mistakes were primarily due to carelessness and oversights in identifying the occurrences of state transitions in the kernel and communication network code. The state transitions had to be precisely defined so that they corresponded to the states of the model.

The errors outlined above were the major ones causing large discrepancies between the model and the observed state probabilities. Many changes to the parameters and to the combinations of the parameters were made before the final representation was reached.

6.2 VALIDATION RESULTS

Two programs were used to validate the two processor model, CALIBRATE, and BSORT, a binary sort program. Only the BSORT program was used to validate the three processor model. Table 6-1 contains the results from the CALIBRATE program, Table 6-2 the results from BSORT for two processors, and Table 6-3 the results from BSORT
for three processors. The relative error between the model and the measured data in the two processor case is 20% or less. In the three processor case, however, the relative error is 20% to 30% except for one state which is 55%. Composite states, however, exhibit much smaller relative errors. This is illustrated in Figure 6-4 which shows the percentage of time two, one, and zero processors are computing (vs. performing I/O) when executing the binary sort algorithm, BSORT. The graph shows both the model's predictions and the measured values, first for two processors and then for three. The differences between the model and the measured values shows that the model is on the conservative side; the measured values show a higher degree of parallelism.

A reason for the model's inaccuracy is that this model captures the communication patterns between processors, but not the communication patterns between processes. This point can be shown by examining the three processor model (Figure 4-3). When this model was first formulated, the transitions from P5 to P2 and P7 to P3 were not present. It was assumed that P5 would transition to P1 as would P7. However, due to the structure and scheduling of the processes it is possible, and actually was the case that states P2 and P3 were entered. Most likely, this is due to the fact that the waiting processor was trying to initiate communica-
Table 6-1

VALIDATION RESULTS

CALIBRATE

<table>
<thead>
<tr>
<th>VALUES OF PARAMETERS</th>
<th>( \lambda )</th>
<th>( 0.001278 )</th>
<th>( \lambda_2 )</th>
<th>( 0.001330 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_1 )</td>
<td>( 0.088192 )</td>
<td>( \mu_2 )</td>
<td>( 0.013267 )</td>
<td></td>
</tr>
<tr>
<td>( \mu_0 )</td>
<td>( 0.053999 )</td>
<td>( \mu_3 )</td>
<td>( 0.010052 )</td>
<td></td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>( 0.041480 )</td>
<td>( rnc )</td>
<td>( 0.000000 )</td>
<td></td>
</tr>
<tr>
<td>( \mu_f )</td>
<td>( 0.019506 )</td>
<td>( \rho )</td>
<td>( 0.006579 )</td>
<td></td>
</tr>
</tbody>
</table>

STATE PROBABILITIES

<table>
<thead>
<tr>
<th>State</th>
<th>Model</th>
<th>Observed</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>0.896450</td>
<td>0.905217</td>
<td>0.009684</td>
</tr>
<tr>
<td>P1</td>
<td>0.013516</td>
<td>0.014783</td>
<td>0.085707</td>
</tr>
<tr>
<td>P2</td>
<td>0.089254</td>
<td>0.079130</td>
<td>0.127941</td>
</tr>
<tr>
<td>P3</td>
<td>0.000780</td>
<td>0.000870</td>
<td>0.103448</td>
</tr>
</tbody>
</table>
### Table 6-2

**VALIDATION RESULTS**

**BSORT**

<table>
<thead>
<tr>
<th>VALUES OF PARAMETERS</th>
<th>( \lambda )</th>
<th>0.010620</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_1 )</td>
<td>0.090966</td>
<td></td>
</tr>
<tr>
<td>( \mu_2 )</td>
<td>0.055364</td>
<td></td>
</tr>
<tr>
<td>( \mu_3 )</td>
<td>0.038563</td>
<td></td>
</tr>
<tr>
<td>( \mu_p )</td>
<td>0.021374</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STATE PROBABILITIES</th>
<th>Model Observed Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>P0</td>
<td>0.076933 0.101190 0.219960</td>
</tr>
<tr>
<td>P1</td>
<td>0.099558 0.095962 0.037252</td>
</tr>
<tr>
<td>P2</td>
<td>0.201614 0.231399 0.128716</td>
</tr>
<tr>
<td>P3</td>
<td>0.619896 0.571429 0.084817</td>
</tr>
</tbody>
</table>
Table 6-3
VALIDATION RESULTS
BSORT (3 Processors)

<table>
<thead>
<tr>
<th>VALUES OF PARAMETERS</th>
<th>( \alpha )</th>
<th>0.013885</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>0.008268</td>
<td>( \mu_1 )</td>
</tr>
<tr>
<td>( \mu_1 )</td>
<td>0.070508</td>
<td>( \mu_2 )</td>
</tr>
<tr>
<td>( \mu_0 )</td>
<td>0.055082</td>
<td>( r_{nc} )</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>0.037335</td>
<td>( r_c )</td>
</tr>
<tr>
<td>( \mu_p )</td>
<td>0.020895</td>
<td>( p )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STATE PROBABILITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>P0</td>
</tr>
<tr>
<td>P1</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>P4</td>
</tr>
<tr>
<td>P5</td>
</tr>
<tr>
<td>P6</td>
</tr>
<tr>
<td>P7</td>
</tr>
</tbody>
</table>
tion with the processor that was receiving the message. If, on the other hand, the waiting processor was trying to communicate with the sender, state \( P_1 \) would be entered. This situation shows the type of information that cannot be represented in this model. All that is known is the number of processors involved in some event, but there are many ways the event can occur. The different ways an event can occur depends upon the structure (i.e. the computation and communication characteristics and patterns) of processes.

6.3 MODEL PREDICTIONS

One point brought out by the model is that parallelism is increased by the addition of a processor. Figure 6-4 shows the percentage of time two, one, and zero processors are computing (vs. performing I/O) when executing the binary sort algorithm, BSORT. There is more parallel activity when three processors are used rather than two.

Figure 6-5 shows the percentage of time two or more processors would execute simultaneously for four different values of \( \lambda \) while the other parameters were held constant. The percentage of time two or more processors are executing in parallel is state \( P_0 \) in the two processor model and states \( P_0 \) and \( P_1 \) in the three processor model. The percentages are approximately the same for
Number of Processors Computing Binary Sort Two Processors

Number of Processors Computing Binary Sort Three Processors

- Model Results
- Measured Results

Figure 6-4
the same values of $\lambda$ regardless of the number of processors used. The values are more robust in the three processor case due to the fact that two states represent two or more processors executing in parallel.

Figure 6-6 shows the percentage of time two or more processors would execute simultaneously for four different values of $\mu_i$ while the other parameters were held constant. The degree of parallelism is not as high when three processors are used instead of two for the same values of $\mu_i$.

Figure 6-7 shows the percentage of time two or more processors would execute simultaneously for four different values of the three parameters, $\mu_s$, $\mu_i$, and $\mu_f$. These three parameters were changed at the same time because they all depend upon the message length and the bandwidth of the communication medium. Thus, a change in either of these two factors would cause a change in all three parameters. Again, the degree of parallelism is lower for three processors for the same values of $\mu_i$, $\mu_s$, $\mu_f$.

Adding another processor will not improve the degree of parallelism if the values of the parameters remain the same, in fact it may degrade it due to the fact there is a higher probability of one or more of the processors wanting to communicate. However, it has been
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shown that for a particular algorithm, BSORT, parallelism is increased when another processor is added. This is because the interarrival time of non-local messages increased when the other processor was added. The interarrival time of messages depends on two factors, the process structure and the assignment of processes to processors. Therefore, the way to achieve the maximum amount of parallelism for a given algorithm and hardware configuration, is to find the optimum assignment of processes to processors.

Changes to the parameters $\mu_0$, $\mu_i$, $\mu_j$, and $\mu_k$ will cause changes in the degree of parallelism. The parameter $\mu_j$ causes a change in parallelism, but not to such an extent as the other parameters. The parameter $\lambda$ depends on the structure of the application software and the assignment of processes to CPUs. The other three parameters, $\mu_0$, $\mu_i$, and $\mu_j$ depend upon the message lengths and the communication bandwidth. It is possible to increase the communication bandwidth to obtain more parallelism, or, on the software end, the process assignment algorithms could be studied to find one that minimizes the frequency of non-local messages.
CHAPTER 7

CONCLUSIONS

7.1 SUMMARY

This thesis performed two tasks: the formulation of a model of parallelism for a distributed computer system, and the instrumentation of that system to validate the model.

The model of parallelism is a Markov process, where the states of the model correspond to the states of the system. A model exists for two and three processors. The two processor model has four states and the three processor model has eight states. It has been determined that a four processor model would have nineteen states and a five processor model, twenty-nine states. These models were not formulated due to the large number of states and the results of validating the two and three processor models indicated that not much information could be gained from them.

Validation of the two and three processor models revealed that they weren’t very accurate. The relative error was 20% and less for two processors and 30% and less (with the exception of one state whose error was 55%) for three processors. Composite states, however, exhibit small relative errors. The primary reason for
the discrepancies between the models' output and the measured values was that the models are not able to capture the structure and all of the implications of scheduling, of processes. The model does represent the interprocessor communication patterns. Thus, the structure of the application software plays a significant role in determining the performance of distributed systems.

Instrumenting the XDCS system presented some problems. The measurements of the parameters for the model was straightforward, but the data obtained from sampling the system state was not. It was found that it is mandatory for the system to start exactly the same way every time in order for the sampling data to be consistent. This required a semi-automated startup procedure for the local network instead of a manual one. Also, it is very important to sample at rates whose sampling period is at least twice as fast as the duration of the shortest state. It was found that the sampling rates necessary for this system were very high which prompted the installment of special serial interfaces so that the measurements did not interfere with the execution of the XDCS system.

Information obtained from the model shows that an important factor which influences the degree of parallelism exhibited by the execution of a program is the
assignment of processes to processors. Thus one way to improve the performance of distributed systems would be to find the process assignment which minimizes the frequency of non-local messages and at the same time maximizes parallel activity.

7.1 FUTURE WORK

Further development of this model would not reveal any additional insight into parallelism. The model shows that additional processors result in increased parallelism due to the decrease in the frequency of non-local messages. More information about parallelism could be gained by modeling process structure and characteristics, and the interactions between processes.

Future work in analyzing the performance of distributed computer systems falls into two areas: the application of modeling techniques to support comparisons of decentralized software structures to centralized versions, and the application of modeling techniques to compare alternative, concurrent program designs.

Modeling techniques to support comparisons of decentralized software structures to centralized versions will make it possible to determine the cost of decentralization. At this time, the decentralization cost is substantial; the primary advantages of distributed computer systems are their increased reliability and inco-
mental system growth. However, once the cost of decentralization is quantified and the factors contributing to the cost understood, it might be possible to reduce the cost.

Modeling techniques to analyze alternative program designs are necessary in order to provide a system which performs optimally. These techniques could also indicate how the software should be constructed so that it is compatible with the hardware architecture, or conversely, what hardware architecture would support the software model used. Since the introduction of multiprocessor architectures, compatibility of software and hardware structures has been an important consideration.
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