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Foreword

In 1980 the Office of Naval Research and the Navy Personnel Research and Development Center invited a group of experts in psychometrics to review the current plans for implementing a computerized adaptive version of the tests used by the Armed Services for initial personnel selection and placement. That committee consisted of R. Darrell Bock, Bert F. Green (chair), Lloyd Humphreys, Robert L. Linn, and Mark Reckase, with Charles Davis as the ONR monitor. The committee has met with members of CATICC, Computerized Adaptive Testing Interservice Coordinating Committee, and has discussed issues with many other leaders in the field. James McBride, Malcolm Ree, Major Mike Patrow, Hilda Wing and Charles Davis of CATICC have been very helpful. We acknowledge the advice of many colleagues, especially Huyhn Huyhn, Michael Levine, Fred Lord, Melvin Novick, Fumiko Samejima, Hariharan Swaminathan, James Sympson, Vern Urry, and Thomas Warm. This advice was sometimes contradictory, but always helpful. The report that follows is the committee's final recommendation, based on the literature, the advice of others and its own best judgment. The report represents the committee consensus and is to be taken as coming from the committee as a whole.

Bert F. Green
Darrell R. Bock
Lloyd G. Humphreys
Robert L. Linn
Mark D. Reckase
I. Executive Summary

The United States Armed Services are planning to introduce computerized adaptive testing (CAT) into the Armed Services Vocational Aptitude Battery (ASVAB), which is a major part of the present personnel assessment procedures. Adaptive testing should improve efficiency greatly by assessing each candidate's answers as the test progresses and posing items most appropriate for that candidate, thus avoiding items that are too easy or too hard. Computer presentation, recording, and scoring of the ASVAB will improve test security.

This report provides a plan for evaluating proposed procedures for implementing the CAT version of the ASVAB and suggests methods to be used, if CAT is adopted, for checking the utility and operational characteristics of the actual implementation. Suggestions are also made for the exploring ways of taking advantage of the computerized presentation to get better information from future versions of the ASVAB.

The evaluation plan is based on the assumption of a gradual transition to CAT, in which both CAT and traditional paper-and-pencil tests (P&P) will be given. This implies that the CAT version must yield scores that are essentially equivalent to scores from the P&P version. The plan also assumes the availability of prototype adaptive testing equipment before operational implementation.

The role of the computer in adaptive testing is to present each test question (item) on a display screen, to record and score the response, to make new estimates of the candidate's ability after each item response, and to select a next item that will give the best additional information about the candidate's ability. This procedure requires that each test have a large pool of items with widely varying difficulty.

The system's estimates of ability and selections of items are based on a probability model of item responses called item response theory (IRT). The theory provides a curve for each item, showing the probability of a correct answer as a function of ability. In the most widely used model the curve is characterized by three parameters: \( a \), the slope or discriminability; \( b \), the difficulty, and \( c \), the lowest possible probability of a correct answer, called the "pseudochance" level. The CAT procedures discussed here are based on these item parameters.
Specific Recommendations

New items will be needed for the CAT versions of the ASVAB. They should cover the same content as the content in ASVAB forms 11, 12, and 13, which will be the concurrent P&P tests.

Each test in the battery must measure a single ability or dimension. Selecting items that are highly discriminating tends to secure unidimensionality, but this should be verified by other analyses. If more than one dominant factor is involved in a test, proper operation of CAT will require that the test be divided into corresponding subtests.

The standard error of measurement at specified score levels is the best assessment of measurement error in CAT. For some purposes, however, it may be convenient to define an average coefficient of reliability or a reliability at specified score levels. Test reliability should also be assessed empirically by testing a group of examinees twice with different items and correlating the scores.

The validity of the CAT version must be demonstrated. Validity has several aspects. Congruent validity requires that the covariance structure of the tests in the CAT battery match the structure of the standard paper-and-pencil ASVAB, except possibly for scale. Content validity is addressed by item content specification. Empirical validity should be assessed by giving the CAT to persons enrolled in various specialty schools, and obtaining criterion data on their performance in training. To the extent that the CAT battery correlates highly with the paper-and-pencil ASVAB, the validity of the new test battery can be inferred from the established validity of the present ASVAB.

Several competing methods are available for estimating the parameters of each item in each test item pool. The stability and accuracy of estimates obtained by the chosen method should be established empirically by means of simulation studies incorporating realistic error processes. Also, since the parameters for CAT items will have to be determined initially using paper-and-pencil administration, an empirical study is needed to determine what differences, if any, are caused by the different modes of presentation. If it proves necessary to calibrate items in batches, the calibrations will have to be linked. Methods for certifying the linking procedure are proposed. Finally, the characteristics of each item pool must be examined to insure that a reasonable number of highly discriminating items are available at all ability levels likely to be encountered.

The estimated ability from CAT is on a scale different from that of the P&P tests. A method of equating the scales is required. The details of that method should be reported.

Several possible rules could be used for terminating the testing. Although every test taker could receive the same number of items, theory permits testing until a sufficiently small standard error is achieved. Some compromise rule may be used. The average size of the resulting measurement error must be checked and reported as a function of test score.
The report discusses several human factors in the equipment design and testing procedure, including quiet, glare, legibility, response feedback, and graphics. Immediate display feedback of the chosen alternative is recommended, together with a separate “verify” button to send the results on to the computer. The display screen provides a constraint on item construction: each item must fit on the screen at one time. This constraint may be a problem with some reading comprehension items.

Two of the ASVAB tests, Numerical Operations and Coding Speed, are highly speeded and require special treatment. They will not be adaptive, but will be presented by the computer. The equipment and system design will affect the norming of these tests, so the tests must be calibrated on the operational equipment. Provision for accurate measurement of response times for these items is critical.

On paper-and-pencil tests, candidates may omit items. Experts differ on whether to permit students to skip or omit items in CAT. It is recommended that omits not be permitted.

It is important that the test scores and the items not be biased in favor of any subgroups of persons. Studies are recommended of potential differential validity of tests for men and women, and for various ethnic groups. Studies of item bias are also recommended. Since similar studies have recently been made for the current ASVAB, these studies can await implementation of the system. The nature of the computer presentation itself is not expected to favor any one group.

General Comments and Recommendations.

In general, the procedures used in CAT should be thoroughly documented and explained.

Apart from the specific projects proposed to evaluate the CAT version of the ASVAB, some research projects should be undertaken or supported to improve aspects of the procedures. CAT methods are still under development and further development is needed. Multidimensional models, and models that analyze response option characteristics should be developed further.

Other ways of using the computerized testing equipment should be explored to get more information from the ASVAB, and eventually to alter the ASVAB by including new kinds of measures. Such studies will provide an additional return on the investment in CAT.
The United States Armed Services are currently considering the introduction of computer-based technology into procedures for evaluating the cognitive abilities of personnel. Computer presentation, recording, and scoring of standardized tests can be expected to make the tests more secure and the testing more efficient. With computer presentation, the test can be adapted to each candidate's level of ability, assessing each candidate's answers as the test progresses and selecting the items that will give most additional information about the candidate's ability. Adaptive computer presentation promises the same accuracy of measurement as present paper-and-pencil (P&P) tests in much less time. Although present plans are to devise computer implemented versions of the existing Armed Services Vocational Aptitude Battery (ASVAB), computer technology has the potential for a wider array of assessment measures and will ultimately provide more effective assignment of personnel.

The introduction of computerized adaptive testing (CAT) in the U.S. military enlistment procedures would be the first large-scale operational use of this technology. It is therefore especially important that the proposed procedure be carefully and thoroughly evaluated. Such an evaluation can facilitate a fully informed decision about whether to proceed with the operational implementation. If the decision is positive, as we expect, then the operational use of CAT should be systematically monitored and evaluated, to insure that the new method is working as expected. Also, further research and development should be done to enable the Armed Forces to get the maximum benefit from the system.

Computer methods represent a large change in personnel testing. Methods of evaluating tests must be revised to suit the new procedures. The concept of validity is still central, but the concepts of reliability and scale equivalence take on new meanings and must be evaluated differently. New issues arise in reporting the efficiency and dependability of an ability test. Consequently the evaluation of a computerized version of the test must be formulated in its own right, and not merely taken over from traditional test development practice.

This report is concerned with the evaluation of a computerized adaptive version of a particular test battery, the Armed Services Vocational Aptitude Battery (ASVAB). The report discusses the empirical evidence that will be necessary and/or highly desirable for establishing the psychometric suitability of the new version. It considers each of the major psychometric properties - dimensionality, reliability, validity, and score calibration - as well as special problems unique to a computerized adaptive test - item calibration, adaptive selection of items, scoring the test, and the human factors that affect the use of the computer equipment. Other problems also addressed are item bias, speededness, and the calibration of new items in an operational context. Finally, opportunities for further gains through computer methods of testing are suggested as.
topics for further research and development.

Some of the studies proposed are already underway and some of the procedures endorsed are those that have already been selected. In this document we make no distinction between what should be done and what already is being done. Rather, we report on the entire range of psychometric problems in adaptive testing. Also, recommended methods are based on current knowledge and may be superceded by new developments.

The committee anticipates that the feasibility of CAT will be established, and that CAT will be available for implementation. CAT is expected to provide more efficient use of available testing time and improved test activity. While these are the immediate economic benefits, CAT also has the potential for many improvements in personnel selection and placement procedures. The committee urges that the potential economic benefit of future capabilities also be considered, and that additional work be supported to develop some of the many possibilities.
Armed Forces Selection Tests

The Armed Services of the United States use standardized tests of skill and knowledge as part of their personnel recruitment and placement procedures. The Army General Classification Tests (AGCT) were used extensively during the second world war. In 1950, the Armed Forces Qualification Test (AFQT) was introduced as a replacement for the wartime tests. The AFQT scale was calibrated to the AGCT scale using a 1944 wartime reference group, although the test was somewhat changed in content.

New forms of the AFQT were introduced in 1953, 1956, and 1960. Starting in 1972 and continuing through 1975 each service used its own test battery. However, each battery provided an estimate of an equivalent AFQT score, as well as other scores. In 1975, the Services again began to coordinate their selection testing efforts, resulting in a new, expanded test battery, called the Armed Services Vocational Aptitude Battery (ASVAB). An early version of this battery had been in use in a high school recruitment program. New forms were developed, and some content changes were made for the new forms, ASVAB 5, 6, and 7, which were to be used as the standard military recruitment tests. Again the scale for the parts of the ASVAB making up the new AFQT composite was calibrated to the earlier AFQT scale, although content by now was considerably expanded from the original tests.

A calibration problem arose with forms 6, and 7 of the ASVAB that resulted in too many underqualified persons being accepted into the service. The calibration was studied by several groups within the Department of Defense, and studies by outside groups were also commissioned. Each study made a slightly different recommendation for change. A special outside technical committee (consisting of Robert Linn, chair, Melvin Novick and Richard Jaeger) was appointed to evaluate the studies. They recommended a change in the calibration table that solved the problem. (Jaeger et al, 1980) This episode is mentioned to emphasize that calibration is a critical aspect of any form of the ASVAB.

In 1978, a study was made of the possibility of applying to the ASVAB the growing technology in computerized adaptive tests (CAT). Computer presentation has the potential advantage of improved test security, as well as simplifying test scoring and reporting. Mainly, though, computer presentation permits adaptive testing, or "tailored" testing as it is sometimes called, which can reduce testing time by using testing time more efficiently. The Computerized Adaptive Testing Interservice Coordinating Committee (CATICC) was formed to plan for development and implementation of a CAT version of ASVAB.

At about the same time, the ASVAB was being slightly restructured, and new forms were being developed. ASVAB forms 8A, 8R, 9A, 9R, 10A, and 10B became operational in October 1980. New forms of the same test, with no
Table I. Tests of the ASVAB Forms 8, 9, and 10

Tests included in the Armed Forces Qualifying Test composite are enclosed in dotted lines.

<table>
<thead>
<tr>
<th>Tests</th>
<th>Number of Items</th>
<th>Testing Time (minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. General Science</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td>2. Arithmetic Reasoning</td>
<td>30</td>
<td>36</td>
</tr>
<tr>
<td>3. Word Knowledge</td>
<td>35</td>
<td>AFQT</td>
</tr>
<tr>
<td>4. Paragraph Comprehension</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>5. Numerical Operations (speeded)</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>6. Coding Speed (speeded)</td>
<td>84</td>
<td>7</td>
</tr>
<tr>
<td>7. Auto and Shop Information*</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td>8. Mathematics Knowledge</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>9. Mechanical Comprehension*</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>10. Electronics Information*</td>
<td>20</td>
<td>9</td>
</tr>
</tbody>
</table>

Total Questions 334
Total Testing Time: 2 hrs. 24 mins.

*Some test items include diagrams.
content change, are now being developed for introduction late in 1983. These new forms are ASVAB 11A, 11B, 12A, 12B, 13A, 13B. If the computer version of the ASVAB is approved, it could be implemented late in 1984, but would be phased in gradually. Thus the CAT version and the new paper-and-pencil versions of the ASVAB would have to be as nearly equivalent as possible, although each may have its respective norm table, a candidate should have the same probability of selection and classification no matter which version of the test is taken.

Currently the ASVAB consists of the ten tests listed in Table I. Numbers of items and testing times are indicated. These times do not include the time to read and understand the directions, nor the time for any other administrative details, including rest periods. When all these things are taken into consideration, the ASVAB takes about 4 hours to administer. (McBride, private communication).

Except for Tests 5 and 6, which are speeded, the timing has been established so that most test takers will finish most of the tests. Data show that, excluding the two speeded tests, each item is attempted by about 98% of the test takers, on the average. The last item on each test is attempted by 92.2% of the test takers on the average. The raw score on the test is the number of correct answers. There is no penalty for guessing.

The instructions for the ASVAB say, "Remember, there is only ONE BEST ANSWER for each question. If you are not sure of the answer, make the BEST GUESS you can." Each test includes the instruction, "Don't spend too much time on any one question." (On a recent survey of a national probability sample of ASVAB takers, about 2/3 said that they did guess, the others said they did not.)

The use of long time limits on all but the speeded tests makes the ASVAB a power test, which is good measurement practice when speed is not being explicitly evaluated. But long time limits raise administrative problems, since many test takers finish a test long before the time limit, and are forced to wait idly, with possible adverse effects on anxiety and motivation. There would be no such waiting with a CAT version, because each candidate proceeds at his or her own pace.

The raw score on the AFQT is a composite of the raw scores on Tests 2, 3, 4, and 5, with Tests 2, 3, and 4 getting unit weight, and Test 5 getting 1/2 weight. Various branches of the Armed Services use other composites of their own design for selecting applicants to the Service and for selecting applicants to clusters of specialty schools (Maier & Grafton, 1981b).

ASVAB scores are used to make two kinds of decisions. First the scores are used to decide if the candidate is qualified to enlist in his or her chosen service. At present this decision is based on the AFQT score, a composite of four of the ASVAB test scores, as described above. However, each service has a different cut-off score to determine qualification. None of the services admit persons who are in the lowest 9% of the reference population (1944 AGCT test takers) and many of those in the next
10% are rejected as well.

A second type of decision that depends on the ASVAB is whether the person is qualified for a particular specialty school, or a particular set of specialty courses. Each specialty school, and sometimes each particular course has its own entrance criterion, based on a particular combination of test scores, with a particular cut-off. There are literally hundreds of different specialties, with different composites and cut-offs. Of course, admission to certain advanced schools requires not only certain test scores but also successful completion of earlier training programs.

With decisions being made in so many diverse ways, it is not possible to focus attention too closely on any one test score. Even the first level decision is based on a composite of several test scores, the AFQT. It will therefore be necessary to provide scores that have good accuracy at all score levels.

The two speeded tests are Numerical Operations and Coding Speed. Special methods are needed for computer versions of these tests. The precise nature of the response, i.e. the human factors component, is critical in these tests.

The Navy Personnel Research and Development Center (NPRDC) now has an experimental installation where computerized tests are given to Armed Forces personnel, as a part of test research and development. In addition, a new experimental facility is being set up with an array of computer-driven terminals to test computerized version of the ASVAB as they become available. NPRDC plans to begin preliminary evaluation of a CAT battery in 1982. Three of the ASVAB tests use elaborate diagrams and drawings: Auto and Shop Information, Mechanical Comprehension, and Electronics Information. Although the current experimental facility at NPRDC does not now have the capability for graphical items, the prototype system and operational systems are intended to include a graphics capability.

The Air Force Human Resources Laboratory has contracted for the development, pretesting and statistical analysis of an experimental pool of 200 items for each of the ten ASVAB tests. In addition, operational item pools are currently being developed. Plans call for 200 items in each operational test pool.

Some evaluative work on CAT is already under way. Some of the studies recommended in the present report are already planned or are in progress. The present report may lead to some change of detail in those studies, and in any event puts them in the context of the over-all evaluation, and supports their execution.
One large-scale study of the current paper-and-pencil ASVAB has recently been completed; reports of data analyses will be issued as soon as possible. The Profile of American Youth is a national longitudinal study, in which a carefully designed sample of persons in the United States age 16-23, took form 8A of the ASVAB, so that national norms could be constructed. Considerable additional information about the ASVAB can be obtained from this excellent data base (Department of Defense, 1982).

Adaptive Testing

The principal idea of adaptive testing is simply that each test taker is asked questions that are appropriate for his or her level of skill or ability. It is inefficient to ask questions that are too easy or too difficult for the candidate, since those responses contribute very little information about that person's ability. The terms adaptive testing and tailored testing will be used as synonyms in this report.

The method of adaptive testing has roots in early psychological measurement. Psychophysicists, beginning with Wundt, determined sensory thresholds by presenting stimuli at varying intensities according to the observer's ability to sense them. Binet, (1909), the father of mental testing, asked each child questions appropriate to the child's age, and moved up or down the age scale depending on the child's answers. The process of choosing items appropriate to the child's mental ability can be viewed as fitting the test to the test-taker, hence the term tailored testing. Such a procedure is very difficult to manage if people are tested in groups rather than one at a time, so ordinary pencil-and-paper (P&P) tests present the same items to all test-takers. The items on group tests vary in difficulty over a range appropriate to the population being tested, so group tests are roughly matched to the population, but cannot be tailored to the individuals.

Several attempts have been made to approximate a tailored test using a P&P mode. Lord (1971) proposed a flexilevel test in which items were ordered in difficulty. Everyone started with the item of median difficulty. A special answer sheet revealed whether a response was correct or incorrect. Whenever a candidate answered an item correctly he tried the next harder item that he had not already tried, and whenever he got an item wrong, he tried the next easier one.

Another procedure consists of a routing test followed by a second test selected from a series of tests that are graded in difficulty (Lord, 1971). The score on the routing test indicates which second test a candidate is to take. Both schemes are more efficient than a conventional test. But both schemes are cumbersome, and neither gains the full efficiency possible with an individually tailored test. An experimental comparison of these procedures has been made by Friedman, Steinberg, and Ree (1981).

With a digital computer to present the test items, item-by-item adaptive testing becomes feasible. The computer can score each response immediately and can then select the next item that will be most appropriate for the candidate. Each candidate gets a set of items uniquely selected for him or her. More specifically, each person's first item generally has about medium difficulty for the total population. Those who answer correctly generally get a harder item; those who answer incorrectly get an easier item. After each response, the examinee's ability is estimated, along with an indication of the accuracy of the estimate. The next item to be posed is one that will be especially informative for a person of the estimated ability, which generally means an item for which the probability
of a correct response, at that ability level, is in the neighborhood of .65. Normally, the process results in harder questions being posed after correct answers and easier questions after incorrect answers. Ideally, the change in item difficulty from step to step is usually larger earlier in the sequence when less is known about candidate's ability, but later in the sequence the difficulty changes less radically as the system tries to refine its estimate of the candidate's ability. The process continues, until there is enough information to place the person on the ability scale with a specified level of accuracy, or until some more pragmatic criterion is achieved. If desired, each candidate's score on a CAT can be estimated to the same level of accuracy. By contrast, high and low scores on a group test are typically less accurate than scores near the mean.

A CAT consists of a set of items, called an item pool or item bank, from which particular items are selected for presentation to the candidate. The precision of the CAT depends on the characteristics of the items in the pool. If the pool is not large enough, and is not well-matched to the ability distribution of the group being tested, the advantages of an adaptive test will not be fully realized. If for example, the adaptive procedure indicates that the next item for a particular person should be moderately easy, but there are no more moderately easy items, the system will have to settle for an item that is very easy, or for one that is moderately difficult, with the result that less information will be obtained than if an appropriate item has been available. Thus adaptive testing requires a sufficient supply of items at each ability level. If security considerations suggest that the items be varied, this implies a need for several alternatives at each ability level, so large item pools are needed for adaptive tests.

Adaptive testing places new demands on psychometric test theory and method. Classical test theory is not adequate; methods appropriate for group tests will not work with adaptive tests. The most obvious problem is that the test score can no longer be the number of items answered correctly. In an ideal tailored test, after the first few items, everyone will tend to answer about the same number of items correctly. The score must depend in some way on the characteristics of the items answered correctly.

Also the indices commonly used to judge the quality of the items are less appropriate. The standard index of item difficulty is the proportion of persons answering the item correctly, which is dependent on the population of test takers. Likewise, the standard indices of item discriminating power, such as the item-test correlation, are also dependent on the population.

Finally, adaptive tests place more stringent demands on the test items in the item pool. Adaptive tests are presently designed to work with items all measuring a single aspect or dimension of ability. Adaptive testing is based on the notion of items and people placed along a single scale of ability. Unidimensionality of the test items is therefore central. Although adaptive methods may eventually be developed for multidimensional test domains, present procedures expect a single dimension. When a test
has one strong dimension, but several facets, as when verbal skill is measured by different types of items (antonyms, analogies, etc.), then special precautions are needed in an adaptive environment to balance the facets. This issue is discussed in more detail in the body of the report.

Some concern has been expressed about possible legal challenges to the equity of adaptive testing. The fact that the candidates do not take the same items might be interpreted to mean that they do not all take the same test. CAT might be challenged for not permitting some candidates to display their ability, because it does not give them the opportunity to answer the more difficult items. Such a challenge may possibly be raised, but it seems to us to be without merit. At present, not all candidates take the same P&P test form. In most testing programs there are several different test forms, all calibrated so as to be equivalent. The questions differ, but the area of skill or knowledge assessed is the same on all test forms, and every candidate has the same opportunity. In the same way, every candidate's encounter with the CAT form of the test offers the equivalent opportunity. Indeed one of the overriding considerations in the evaluation for CAT recommended in the present report is the assurance of equivalence, so that each candidate does have the same fair chance.

It should be noted that the concept of fairness involves equal opportunity, not equal treatment. In a track-and-field meet, each competitor must have the same chance at the high jump, but fairness does not require that a person who can't clear a six-foot high jump nevertheless be given a chance at seven feet. The point is to see how high each person can jump, not to permit each person license to try all levels. In a tennis tournament, it is not considered necessary for every player to play the best players - only that every player have the same initial chance. In the same way, a CAT provides every candidate the same initial opportunity. Further, those who fail the first two or three items can still get a good score if they pass all the subsequent items. CAT continually gives each candidate additional chances. No fairness is lost by not asking a candidate questions that are too easy or too difficult. Indeed, by providing more accuracy for high and low scores, the test is potentially more fair.

Early work on adaptive testing is discussed in Harman et al, (1968); Holtzman (1970), and Wood (1973). More recent accounts can be found in U.S. Civil Service Commission (1976), and Weiss (1974, 1978, 1980). Applications have been discussed by Urry (1977), Lord (1977a,b), and Kreitzberg & Jones (1980).
Item Response Theory

Classical test theory is not suited to adaptive tests. Classical theory supposes that all test-takers confront the same set of test items, as in the conventional P&P tests. Classical indices of reliability, validity, and item quality are relevant to a particular set of items and a particular population of test-takers. But an adaptive test is different for each taker, and is, in principal, independent of the particular population.

A theory that is appropriate for adaptive tests was developed by Rasch (1960), Lawley (1943), Tucker (1946), Lord (1952), Samejima (1969), Owen (1975), and others. This new theory, now called item response theory (IRT), was discussed by Birnbaum (1958) as latent trait theory, and appears in Lord & Novick's (1968) major treatise on test theory. Hambleton & Cook (1977), and Warm (1978) give good introductions. More complete accounts of IRT have been given recently by Lord (1980), Urry & Dorans (1980), and Urry (1981).*

The theory postulates that persons vary in the ability being assessed by the test, and that their abilities are distributed along a continuum labelled \( \theta \), from low to high. Each person has a particular ability level; the ability of Person 1 is \( \theta_1 \). The probability of answering an item correctly is assumed to vary with ability, symbolized for Item j by \( P_j(\theta) \). The model assumes a particular form for this probability function. The traditional choice is the cumulative normal function (ogive) but the cumulative logistic curve is essentially indistinguishable from the cumulative normal, and is mathematically convenient. Its mathematical form, shown by Items 1 and 2 in Fig. 1, is

\[
P_j(\theta_i) = \frac{1}{1 + e^{-u_{ij}}}
\]

where

\[
u_{ij} = 1.7a_j(\theta_i - b_j).
\]

* The term "latent trait theory" is used in the earlier literature, rather than "item response theory." "Latent" signifies that the ability or skill being assessed is inferred from the item responses, and is in this sense latent in the item responses; "trait" merely refers to a characteristic of the examinee that is sufficiently stable to be measured. However, some laypersons may interpret the terms "latent trait" in a non-technical sense as implying a fixed, inherited property of the individual not alterable by training. This interpretation is incorrect, and is in no way appropriate to tests of vocational skills and knowledge, so the neutral phrase "item response theory" is preferred.
Figure 1. Illustrative Item Response Curves.
Item 1 is more discriminating than Item 2
Item 3 includes guessing.
So far, the model is not novel, but is simply borrowed from psychophysics, where \( P_j(\theta) \) is the probability of detecting the presence of some stimulus, or from biological assay, where \( P_j(\theta) \) is the proportion of samples that exhibit some property. What is special about the test theory context is that the ability values, the \( \theta_i \)'s, are unobserved, and indeed are unobservable. The nature of the \( \theta \) variable is in part determined by the assumption that the response curve of each item has the form of Equation (1), varying only in \( a_j \) and \( b_j \). The nature of \( \theta \) is further specified by the fundamental assumption of the model that, for a fixed value of \( \theta \), responses to the items are independent. Thus, the probability that a person of ability \( \theta \) answers both items \( j \) and \( k \) correctly is simply
\[
P_j(\theta) \times P_k(\theta).
\]

This is called the assumption of local independence. It means, in essence, that the item responses are related to each other only because they are all related to the ability scale, \( \theta \). The source of the interitem relationship is the underlying ability \( \theta \), which is being measured by the items. This assumption is fundamental to many models of individual differences, including common factor analysis and latent structure analysis.

The model described above is frequently called the two-parameter model because each item response curve has two parameters, \( a_j \) and \( b_j \). A simpler, one-parameter version of the model has many attractive features; it is obtained by assuming that all items can be treated as being equally discriminating, so that \( a_j = a \) for all \( j \). The resulting model, also called the Rasch model, has been advocated by Andersen (1973), Fischer (1973), and Wright (1977). Unfortunately this model does not fit most data. Items are not equally discriminating, and the inequality matters. Koch & Reckase, (1978), and Patience & Reckase (1979) showed that the more complicated models performed better than the Rasch model. The simple model does not take differences in item discrimination into account when selecting items to present.

Neither model is adequate for multiple-choice items, in which the item may be answered correctly by chance. Some test-takers guess when they don't know the right answer, and sometimes they are lucky. Because of guessing, the probability of correctly answering the item does not necessarily decrease to zero for persons of very low ability, but may decrease to some minimum level, often called the pseudo-chance level. The pseudo-chance level for an item becomes the third parameter of the item, \( c_j \).
In the three-parameter model, the logistic item response curve, indicating the probability of a correct response to item $j$, becomes

$$P_j(\theta) = c_j + (1-c_j)/(1+e^{-u_j\theta}).$$

Where as before,

$$u_j = 1.7a_j(\theta - b_j).$$

Item 3, in Figure 1 has such a response curve. For very low values of $\theta$,

$$P_j(\theta) = c_j.$$

As $\theta$ increases, the probability rises from $c_j$ to 1, in the same way that it rose from 0 to 1 in the earlier model that does not include the $c_j$ parameter.

It might be supposed that for four-option items like those on many tests, $c_j$ would be about .25. However, it is often found that $c_j$ is less than would logically be expected if wrong answers were random guesses. Not all examinees guess when they do not know the correct answer, and wrong answers may be due more to misinformation or incomplete information than to guessing. One study shows that on some 4-alternative multiple choice tests, the $c$ parameter varies from .10 to .35 or more, with a median of about .20 to .25. Another study finds that if all item response curves for a similar test are forced to have the same $c$ value, a value of .10 is best (Bock & Mislevy, 1981). Adding the third parameter, $c_j$, complicates item response theory enormously, and it would be an immense convenience to leave it out. Nevertheless, the three-parameter model is needed. The model does not fit multiple choice items well when $c_j = 0$. 
The classical theory of statistical estimation provides a powerful way of describing the amount of information in an item, and in a test. Test information is inversely related to the variance of measurement error. (Bayesian theory provides an equivalent result.) The relative amount of information that an item provides about persons of various abilities is called the item information function. It is given by

\[ I_j(\theta_i) = \frac{[P_j'(\theta_i)]^2}{P_j(\theta_i)Q_j(\theta_i)} \]

where

\[ Q_j(\theta_i) = 1 - P_j(\theta_i) \]

and

\[ P_j'(\theta_i) = \frac{d}{d\theta_i} P_j(\theta_i) \].

It can be shown that maximum information occurs where the curve is steepest, which is in the vicinity of \( \theta = b \); and that this information is proportional to \( a \). This means, first, that \( a \) is indeed an index of discrimination, and second, that it is best to use items with \( b \)-values near to a person's ability. (The specific location of the maximum, and the specific information at that point depend in a complex way on \( c \).)

For a test of fixed items, the information function of the test is simply the sum of the information functions of the individual items. It is easy to see that for a fixed-item test to yield a reasonable amount of information about persons of a wide range of ability, the item difficulties must span a comparable range, with the result of not providing very much information anywhere. In practice a compromise is usually struck. Tests are constructed with not many very easy items, nor many very hard items. The information curve for a test of Arithmetic Reasoning, shown in Figure 2, is typical of many standard tests. The height of the test information function shows the relative precision with which test scores are measured. Figure 2 shows that low scores and high scores are not measured very precisely. The reciprocal square root of the test information function is asymptotically proportional to the width of the confidence interval for
estimating \( \theta \) from the item responses, which in turn is proportional to the standard deviation of the measurement errors for each fixed true ability level.

The relationship between ability defined by the item response model and the number right score is in general non-linear. Figure 3 sketches the relation of the ability scale, \( \theta \), and the expected number-right score for a typical paper-and-pencil test. The relationship is nearly linear in the middle of the range, but is curvilinear at the extremes.

For an adaptive test, we can characterize the entire pool of available items by the information function of the pool, which is the sum of the individual item information functions for all the items. This information function would be a much broader function than that in Figure 2. But the important issue is the information function for the items given to a particular candidate. In adaptive testing, the tailoring process chooses from this pool so that the information function for each candidate will be maximum in the vicinity of that candidate's ability level, \( \theta_i \). Thus, with an adaptive test, either the precision of measurement is greatly improved, if the number of items is not changed, or a given level of precision can be achieved with a much smaller number of items than would be possible with a standard fixed-item test. (Bayesian theory provides a slightly different analysis but reaches the same conclusions.)

It is important to recall that at the start of the testing process we know little or nothing about the candidate's ability level. Consequently, in a tailored test, the first item presented is one that is appropriate for the average candidate. (Performance on any previous test in the battery may be used to improve the initial choice.) After each item response, an improved estimate can be made of the candidate's ability, and more appropriate items selected for presentation. At each stage of the process we have not only an estimate of the ability of the candidate but also an estimate of the standard error of the estimate so we know how good our current estimate is. We may stop when this confidence interval becomes narrow enough, or we can stop after a fixed number of items, chosen so that, on the average, the level of precision is acceptable.

In adaptive testing, the estimate of ability and the choice of the next item require knowledge of the parameters of the item response curves—the a's, b's, and c's. Estimates of these values must have been determined before the testing process is begun. This is usually done by giving all of the items to comparable, large samples of candidates, in a
Figure 2. Test Information as a Function of Test Score on a Representative Conventional Test.
Figure 3. Relation of Ability Scale ($\theta$) to the Number-right Score on a Conventional Test.
standard testing situation. If there are too many items for this to be practical, then overlapping subsets of items can be given to several different samples of candidates. Methods are then available for linking the estimates of item parameters. There is a large literature on parameter estimation; see for example Reckase (1978), Ree, (1981) and Yen (1981).

The step of determining the item parameters in advance is also a part of conventional testing, where item difficulty and item discrimination indices are obtained from pretest data. But these values are used in a somewhat informal way in constructing a conventional test, whereas the item parameters are a central part of the adaptive testing process.

Experts agree on the general outline of the above process, but disagree about details. Most experts advocate using the three-parameter model for multiple choice tests, although some advocate the one-parameter logistic model (Wright, 1977). Some experts advocate using "maximum likelihood" estimators of ability, and corresponding estimates of item parameters. Lord (1980) and Samejima (1977a,b) are the chief advocates of this position; Wood, Wingersky & Lord (1976) have authored a widely used computer program, LOGIST, to compute item parameters. Others, including Urry & Dorans (1980), advocate Bayesian methods, in which an initial prior estimate of ability is made, together with a guess about the ability distribution, and the item response data are used to improve the initial estimates by Bayes's theorem. Urry (1981) has prepared computer programs for item estimates called OGVIA and ANCILLES, to provide Bayesian estimates of item parameters. McKinley & Reckase (1980, 1981a) give a comparison of ANCILLES and LOGIST. Rock & Aitken (1981) advocate a marginal maximum likelihood approach to estimating item parameters, and Rock & Mislevy (1981) offer a program called BILOG based on this method. Rock advocates empirical Bayes estimation of ability in the tailored testing situation, possibly with reduced weighting of extreme responses.

The experts also disagree on the best procedures for selecting successive items in the tailoring process, and in the criterion for stopping the process. From a purely theoretical perspective, the next item to be given to a person should be the most informative item, as judged by the current estimate of the person's ability. Slavish following of that rule is likely to result in a few of the very best items — items with the largest $a$'s being used a great deal, with other items in the pool possibly under-used, which may jeopardize test security. In practice, there will usually be many items that are almost as good as the best in any situation, and it may make very little practical difference which one is selected from among these possible items. NPRDC is now conducting a series of computer simulations of adaptive testing to evaluate the psychometric effects of alternative adaptive testing procedures, including random choice of test items in the vicinity of the current ability estimate of a candidate.

Also, most experts advocate continuing the testing process until a predetermined level of accuracy of the test score (the estimated ability) is reached. Others feel that little may be lost in practice if the same number of items is given to each test taker. A compromise may be to aim for a predetermined accuracy, but to place an upper limit on the number of items to be given.
In a field as new as computerized adaptive testing, there are sure to be disagreements among experts. The committee members themselves are not in complete agreement about all aspects of the evaluation. Perhaps it would be more nearly accurate to say that there are several issues about which there simply is not yet enough information for a decisive answer. But the committee is in complete agreement that the proposed procedures are satisfactory, and that the computerized version of the ASVAB can be as good as the present version, if not better. The proposed studies will indicate whether in fact the computerized version does live up to its promise. We expect that it will, possibly with some adjustments. Undoubtedly there will be room for improvement, but we are not now able to foresee the potential improvements. We do not believe that further theoretical developments will resolve these issues, most of which are at the interface between theory and practice. Current development is at a stage where implementation is needed in order to obtain further information about many aspects of the procedures.
III. Components of Evaluation

This section lists proposals for evaluating the various important properties of a CAT, including unidimensionality, reliability, validity, and equivalence among test forms. Since all of these properties depend critically on the way in which the test is implemented, proposals are also made for evaluating the quality of the procedures for determining item parameters, the procedure for tailoring the test to the individual through item selection; and the procedure for determining the final test score. Some important aspects of human factors in the equipment for adaptive testing are noted. Some special problems are discussed, including the speeded tests, the question of whether omitting is to be allowed, and item bias.

Throughout we have adopted the style of the Standards for Educational and Psychological Tests published by the American Psychological Association, the American Educational Research Association, and the National Council for Measurement in Education (APA, 1974). Recommendations are stated succinctly, and are rated "essential", "very desirable", or "desirable." Discussion accompanies each recommendation.

In this report, the terms "we", "us", and "the committee" refer to the five authors, or a substantial majority of the authors. The following abbreviations are used throughout:

- ASVAB: Armed Services Vocational Aptitude Battery
- CAT: Computerized Adaptive Test
- CATICC: Computerized Adaptive Test Interservice Coordinating Committee
- CEPCAT: Committee for an Evaluation Plan for Computerized Adaptive Tests
- IRT: Item Response Theory (also called Latent Trait Theory)
- IRC: Item Response Curve (also called item characteristic curve, item operating characteristic, and item response function)
- NPRDC: Naval Personnel Research & Development Center
- P&P: Paper and Pencil (conventional group test)
Item Content Specification.

In a sense, the specification of the item content is not within the areas covered in this report, which is focused on technical issues. Still, content is of fundamental importance. At present, it is important that the CAT items cover the same ground as the P&P tests with which they are intended to be interchangeable.

C1. Specifications for item content should be the same for both the CAT and P&P ASVAB tests. Essential.

Beyond this obvious requirement, there is nothing special about CAT items that does not apply equally to P&P items on conventional tests. The purpose of this requirement is to help insure the comparability of CAT and P&P forms of the ASVAB, on the assumption that for an initial period, both test modes will have to be used, while CAT is being introduced. When CAT is established as the primary testing mode, with P&P versions used rarely, if at all, then this requirement is withdrawn. Indeed, we urge using the new medium to improve assessments through new and expanded content.

Frequently there are informal guidelines about coverage or other characteristics of items for a given test. Wherever possible those guidelines should be made explicit, so that they are clearly understood by those preparing the items.

Elsewhere it is recommended that items be selected that are highly discriminating (i.e., have high values of $a_j$). Assuming that such a criterion is followed it will be important to examine the selected items for coverage of content, to be sure that item selection has not disturbed content specifications.

C2. The content of items selected for the final item pool should match the content specifications. Essential.

C3. Test items must be compatible with CAT equipment. Essential.

Test items must be designed to be consistent with whatever equipment is to be used. At present, the main constraint is that each item must fit entirely on the display screen at one time. This can be a problem for reading comprehension items, which typically involve a paragraph to be read, and one or more questions to be answered about the paragraph.
Dimensionality

Present methods of adaptive testing, and the item response theory (IRT) on which the methods are based, require that the test be unidimensional. Each item should measure the same unitary construct, in addition to its specific and error components. Unidimensionality is always advisable with tests of ability, but it is more critical for adaptive tests. Thus, a necessary precursor to tailored testing is the demonstration that the item pool is actually unidimensional. Such a demonstration can use existing data for the current ASVAB tests, since it is difficult at present to deal with item response data from tailored tests for purposes of test analyses.

There are several possible ways to obtain evidence of unidimensionality. One way would be to show that the IRT model provided an adequate fit to the item response data. A factor analysis of the item intercorrelations could also give useful evidence. A variety of other methods have been suggested, or under development. Unfortunately each method had drawbacks, so it would be prudent to use more than one method.

Although the theory is based on unidimensional items, empirical results show that the model is suitable when the items have on dominant dimension. Items also related to small secondary dimensions will tend to have smaller a values, but will not distort the system.

D1. The fit of the model should be checked. Very desirable.

It might be thought that the fit of the IRT model to the item response data would provide the primary indication of the adequacy of the unidimensional model. After all, the model is unidimensional, so if the model fits the data, the data can therefore be treated as unidimensional, so if the model fits the data, the data can therefore be treated as unidimensional. However, it appears that the fit of the IRT model is not very sensitive to lack of unidimensionality (Jones, 1980). The main mechanism for assessing the fit of the model is to compare empirically-determined item response curves to the curve determined by the item parameters. Items that are multidimensional will tend to have smaller values of a (i.e., IRT curves with shallow slopes.) The extent to which these items form meaningful subgroups must be assessed in other ways. This does not mean that the fit of the model is irrelevant to dimensionality. Fit is necessary, but it is not sufficient.
The main reason for comparing the model and empirical item response curves is to check the accuracy of the item parameter estimates and to indicate item idiosyncracies. This recommendation is repeated as a part of the evaluation of methods of obtaining the item parameters. It is relevant here in showing that the model appears to fit.

D2. Highly discriminating items should be selected. Essential.

The main mechanism for insuring unidimensionality is item selection. Tailoring works best when items are highly discriminating, which means that they have high values of $a$ and high correlations with the total test score. Urry (1981) suggests selecting only items with values of $a$ at least 0.8 (on a scale on which ability has mean $= 0$, standard deviation $= 1$.) To relate this criterion to more familiar parameters, it can be shown that for $c = .25$, the biserial correlation of the item and the ability is about .53 when $a = .8$. This is relatively high for an item-test biserial correlation. Thus, requiring 0.8, or some similar cut-off means that items will have high correlations with ability. Multifaceted items will tend to have lower values of $a$. Thus selecting items with high values of $a$ will in itself tend to insure unidimensionality. The selection of items with high $a$-values will also help to make the system efficient, since fewer items will be needed for each person.

There is a danger that a rigid requirement of $a=0.8$ will force rejection of some good item types. It is well to adjust the requirement to the level that is practically feasible. Also, there may be other reasons such as balanced content, that may indicate including some items with lower $a$ values.

D3. A factor analysis of the interitem tetrachoric correlations should be performed. Very desirable.

In principal, unidimensionality can be examined through a factor analysis of the item intercorrelations. However, determining the item intercorrelations is a problem. Phi coefficients are usually unsatisfactory, because their size depends on the item difficulties, so they tend to yield difficulty factors. Phi coefficients are reasonable when item difficulties are not too disparate, but ASVAB items vary widely in difficulty. A better procedure is to use tetrachoric correlations, although they are not completely satisfactory either. Sometimes the matrix of tetrachorics is not positive definite, thus violating a requirement of factor analysis. In general, large samples of test-takers are needed when using tetrachorics. Also, when the items can be answered correctly by chance, tetrachorics are distorted. Methods of correcting for the distortion have been given by Carroll (1946), Urry (1981), and Samejima (private communication)*. This correction should permit reasonable results from a factor analysis of tetrachorics. However, Reckase (1981) has found that if tetrachorics are overcorrected, results are severely disturbed. By contrast, undercorrection of tetrachorics is relatively safe.
A factor analysis of interitem tetrachorics can be indicative of unidimensionality. Minor departures from unidimensionality will probably not be serious. If there is one prominent factor, and if the secondary factors exhibit either no discernable pattern, or tend to be related to item difficulty, then unidimensionality is supported. By contrast, if there are two or three prominent factors, and if these factors can be rotated (using the oblique or correlated factor model) to show meaningful distinctions, then unidimensionality is challenged.

A variety of similar procedures can be used to assess the factorial structure of binary items. They are all relatively new, and not much experience in their use has accrued. Nevertheless, they are viable alternatives, and are preferable to the above methods. Christofferson (1975) and Muthen (1978) have presented methods for the factor analysis of dichotomous items that are computationally feasible. Another method is proposed by Bartholomew (1980). Bock and Aitken (1981) have suggested a marginal maximum likelihood method, based on multidimensional IRT models that may include guessing terms. The more general approach of covariance structure analysis could also be used. Some of these methods provide chi-square tests of goodness of fit, or of the contribution of successive factors added to the model.

D.4. Local independence should be examined. Desirable.

Unidimensionality and the IRT model imply the property of local independence. In the IRT model, ability is the only source of association between items. Thus, for persons with the same ability, the items should be independent. Tests of the local independence hypothesis are being developed by Holland (1981) Levine (Note 1), and Stout (Note 4), but are not ready for practical use. They all rely on indirect assessment, by deducing certain consequences of local independence, and testing the occurrence of such consequences. We are particularly interested in Stout’s proposal, and urge trying it when it becomes available.

D5. Subtests should be formed when tests are not unidimensional. Desirable.

Many tests are not perfectly unidimensional. The items tend to cluster by

---

*Somejima’s result is as follows. In these formulas, P and p indicate the observed and the modified proportions, respectively, g and h, or g and h, denote the correct and incorrect answers to item g or h, and c<sub>g</sub> or c<sub>h</sub> is the guessing parameter of item g or h, which is unity divided by the number of alternatives.

\[
\begin{align*}
P_{gh} &= p_{gh} - \left[ \frac{c_h}{1-c_h} \right] P_{gh} - \left[ \frac{c_g}{1-c_g} \right] P_{gh} - \left[ \frac{c_g \cdot c_h}{(1-c_g)(1-c_h)} \right] P_{gh} \\
P_{gh} &= [1/(1-c_g)] P_{gh} - \left[ \frac{c_h}{(1-c_g)(1-c_h)} \right] P_{gh} \\
P_{gh} &= [1/(1-c_h)] P_{gh} - \left[ \frac{c_g}{(1-c_g)(1-c_h)} \right] P_{gh} \\
P_{gh} &= [1/(1-c_g)(1-c_h)] P_{gh}
\end{align*}
\]
content area. Achievement tests, and tests of general knowledge are especially prone to such clustering. Such tests can generally be viewed as having a single dominant factor, plus several small group factors, but they can also be viewed as having several highly correlated group factors. When the single dominant factor is sufficiently dominant, or equivalently, when the group factors are sufficiently highly correlated, then the test may be treated as unidimensional. Otherwise, it would be better to treat each cluster, or group factor as a subtest.

The precise criterion for deciding which to do is not easy to specify. A single factor that accounts for 70% of the total common variance is probably strong enough; one that accounts for less than 50% probably signals the use of subtests. If a correlated common factor model is used, we recommend rotating the results to a single general factor plus an orthogonal residual group space, so that these criteria can apply.

Another way of assessing unidimensionality applies to tests in which the items can be sorted into clusters on the basis of item type or item content. In that case, scores can be obtained on the separate subgroups of items. In these cases, for a large heterogeneous sample of test takers, separate scores should be obtained for each subtest, and these subscores intercorrelated. Estimates of the reliability of each subscore should also be made, and the intercorrelation should be corrected for unreliability ("disattenuated"). If the corrected correlations are sufficiently high, (say about .9) the test can be considered unitary.

Finally, when separate tailoring is done, there are two scores which must at some point be combined. Also, if a variable-stopping criterion is used, there are two stopping criteria. Note that we are not proposing to replace one test score by two or more subtest scores when there is some lack of unidimensionality or some separate content areas. No doubt the subtests will be quite highly correlated, and each will be less reliable than a test score should be. Thus the subscores will generally be unsuitable for separate use either in prediction or in counselling and should not be reported separately. Rather the subscores should be combined as suggested. Weights for the combination of subscores into one test score could for example, be chosen so that the resulting score has maximum correlation with the paper-and-pencil version of the test.

We note that comparability with paper and pencil tests may suggest intermixing the items on the subtests. This can be done, in principal, but the equipment must be able to keep track of two or more simultaneous adaptive tests. This is not difficult on general-purpose microcomputers but it is a requirement to keep in mind when obtaining the equipment. This would provide the possibility of multidimensional adaptive testing in the future, that could take advantage of correlations between the underlying abilities while obtaining an estimated score on each.

D6. Tests should be balanced for content and/or item type. Essential. Some tests have heterogeneous content, or use two or more different item
types, or both. The ASVAB includes two tests with heterogeneous content. Auto & Shop Information contains items about autos and items about shop. General science items can be sorted into natural science (physics and chemistry), biology, and health and nutrition. These tests will often be not strictly unidimensional, but may fit the criteria of the previous section. If the test is treated as two or more subtests, then each test taker will necessarily face items of each type, or content. But if the test is administered as a unit, then items should be selected in a balanced way so that as nearly as possible, each person gets the same number of items from each content area. This not only makes the test comparable to the paper-and-pencil version, but it balances the items in cases of any biases for subpopulations. For example, Bock & Mislevy (1981) found that, on the General Sciences Test, to a small extent, males scored relatively higher than females on natural science items, and females scored relatively higher than males on items relating to health and nutrition. Proportional representation of all areas will tend to balance these differences on the test as a whole.

We note that the best way to decide whether or not to balance a particular test for content is by empirical study. Balance may or may not be important. Are there differences between identifiable groups on the different item clusters? Does any such difference imply a relative advantage if content is not balanced on the adaptive test?

When the test is tailored and administered as a unit, balancing the items for content and type requires a hard choice. If the items are selected alternately from the various subgroups, the item subsets will also be nearly balanced for difficulty, but the candidate must keep switching contexts, which would be especially bad with different item types. If, on the other hand, several items are selected from one subset, then several from another, and so on, the candidate need not switch content so often, but content type is somewhat confounded with item difficulty. This is not a severe problem if the test is very nearly unidimensional. We favor this second procedure. Whenever the interaction of difficulty with content could be a problem (because some persons are better on one content, others on another) then separate subtests are preferable. We note again, however, that this is opinion. Empirical evidence is needed to determine the relative advantages and disadvantages of each procedure. There is obviously a limit to how finely the content should be subdivided. Each item is to a large extent specific. There will always be some persons who happen to know more about one item than another. So long as this is either due to the dimension being tested, or is unrelated to that dimension, the specific aspects should tend to average out over a number of items. Careful experimental study of the problem is needed.

One final problem arises in connection with the paragraph comprehension test. In the current ASVAB forms there are several items per paragraph. These items are invariably more highly intercorrelated than are items from different paragraphs. This violates the principal of local independence of items, which is central to IRT, and hence to CAT. Thus in tailored testing, ideal items would have only one question per paragraph. Efficiency would then require short paragraphs. We note elsewhere that the capacity of the display screen limits the length of the paragraph
comprehension questions. However, shorter items, with one question per item may measure a somewhat different skill. Empirical evidence on the comparability of item types is important. If empirical research shows that there is noticeable difference, the P&P version of the ASVAB should be changed to match the CAT version.

Finally, if multiple-item paragraphs are used in the CAT version, some form of multiple response model should be used that does not assume conditional independence among responses to the same paragraphs (e.g. Samejima, 1969). In this case, tailoring will have to operate with respect to paragraphs rather than items, but the greater precision of these types of items may allow the number of paragraphs presented to be less than the number of items presented in those tests where all items are independent.
Reliability and Measurement Error

In classical test theory, reliability is defined as the ratio of the true score variance to the observed score variance in the population of persons from which the examinees are assumed to be randomly sampled. This quantity can be expressed as the intraclass correlation,

\[ \rho = \frac{\sigma_x^2 - \sigma_e^2}{\sigma_x^2}, \]

where \( \sigma_x^2 \) is the observed score variance and \( \sigma_e^2 \) is the measurement error variance. The correlation, \( \rho \), is estimated directly by the customary indices of reliability, such as parallel-form or test-retest reliability, and indirectly, by split-half reliability; Cronbach's alpha provides a lower bound to \( \rho \).

By a simple algebraic manipulation, the measurement error variance can be expressed as

\[ \sigma_e^2 = \sigma_x^2 (1-\rho); \]

the standard error of measurement is then

\[ \sigma_e = \sigma_x \sqrt{1-\rho}. \]

Although the reliability is a convenient unitless number between 0 and 1, the standard error of measurement is more useful in score interpretation.

The formulas above are used almost universally in test practice, but they make use of the generally false assumption that the error variance is the same for all scores, rather than being dependent on ability. It is widely recognized that the measurement error is not constant for conventional tests, being larger at the extremes of the ability distribution and smaller near the mean. Since the classical formulation above uses a single average value for the error variance, \( \sigma_e^2 \), the conventional reliability coefficient is at best a crude description of the true state of affairs.

As Samejima (1977a) has pointed out, this definition of reliability has little relevance for measurement based on item response theory, where...
the error variance is expressed as a function of ability. In item response
theory, the estimate of error variance is expressed as the variance of estimated
ability, $\hat{\theta}$, for a fixed value of ability, $\theta$. The estimate of error variance
will depend on the method used to estimate $\hat{\theta}$. Using classical statistical
theory, with maximum likelihood estimation of $\theta$, the variance of measurement
error is given by the reciprocal of the information formation, as noted in the
introduction. In Bayesian theory, the error variance is also readily computed.

In adaptive testing, the measurement error variance depends on the
stopping rule. One stopping rule is based directly on the error variance
or its reciprocal, the information function: all examinees are tested to
the same value of the error variance, or information, over as wide a range
of ability as practical. In that case, the estimated standard error of
measurement is constant. If the item pool is not large enough to support a
uniform information criterion, or if some other stopping rule is used, such
as a fixed number of items, then the error variance will still depend on
the ability level, $\theta$.

One further practical problem in the use of IRT is the score scale.
The natural scale for IRT theory is the ability scale, $\theta$. This scale is
non-linearly related to the conventional score scale, which is used on the
paper-and-pencil ASVAB. Since, at least at present, it may desirable to
transform the CAT scores to expected number-right scores, the standard
error of measurement will again be a function of the score value. The
expected-number-right score is a strong monotonic function of $\theta$, and is
given by

$$n \sum_{j=1}^{n} P_j(\theta)$$

then

$$\sigma_x = \frac{d\sigma_x}{d\theta} \bigg|_{\theta}$$

where

$$\frac{dx}{d\theta} = \sum_{j=1}^{n} \frac{dP_j(\theta)}{d\theta}.$$

This discussion leads to the following recommendation.

E1. The standard error of measurement of each test score should be
reported as a function of the test score, in the metric of the reported
score. Either a graphical or tabular report form or both, can be used.
Essential.

E2. The standard error of measurement of each test should also be
reported in the ability metric, as a function of the test score unless the
standard error is constant. Desirable.

This recommendation is for the convenience of further psychometric analysis
of the test. This information will be useful only in connection with the
actual item parameters, and should be kept separate from the report in E.1.
Reliability. Custom suggests that a unitless index of reliability also be provided, although such an index is somewhat contrived. Many psychometricians feel that devising a reliability coefficient for an adaptive test is inappropriate and misguided. Nevertheless, if one is determined to have a reliability coefficient in item response theory, there are two possibilities. One approach is to define a conditional reliability, i.e.,

\[
\sigma_x^2 - \sigma_e^2(\theta) \\
\sigma_x^2
\]

which could be graphed or specified at selected values of \( \theta \). This would be the reliability if everyone were measured with the same precision as those persons with ability \( \theta \). This function is somewhat like the information function except that it has the convenient property of being unitless.

The other possibility is to define an average or marginal measurement error, in a population with ability distribution \( g(\theta) \),

\[
\sigma_{em}^2 = \int_{-\infty}^{+\infty} \frac{2 \sigma e^2(\theta)g(\theta) d\theta}{\int_{-\infty}^{+\infty} g(\theta) d\theta}
\]

where, if ability is normally distributed, these integrals can be evaluated by Gaussian quadrature, as discussed by Bock & Lieberman (1970). Then marginal reliability can be defined as

\[
\rho = \frac{\sigma_x^2 - \sigma_{em}^2}{\sigma_x^2}
\]

E3. Reliability should be reported by the marginal reliability index. If testing is to a fixed error criterion, this is equivalent to classical reliability. Very desirable.

E4. Conditional reliabilities should be reported at selected points on the ability scale. Very desirable.

E5. The precision of P&P and CAT versions of the ASVAB tests should be compared. Essential.

For comparative purposes it will be necessary to show the precision of the current P&P (paper and pencil) versions of the ASVAB. We recommend finding item parameters for one current form of each test to obtain the test information function and thus the measurement error variance. It is
recognized that the CAT will be more efficient because of its adaptive character and also because the stringent criteria for item selection will result in more discriminating items on the adaptive test. Still the important practical question is the overall gain. Such a demonstration will not be difficult. CRT item parameters have been obtained for at least one form of the ASVAB, both by Ree (private communication) and by Bock & Mislevy (1981). Of course the parameters must be obtained by the same statistical procedure that is used for the CAT items, so additional work may still be needed.

Eventually it will be desirable to compare the precision of each CAT with the precision of a hypothetical P&P test formed from the CAT item pool, picking items that matched the actual P&P test in difficulty but matched the CAT pool in discrimination. Such a comparison would indicate how much of CAT’s efficiency is due to better items and how much to tailoring.

Empirical reliability.

The above definitions refer to error due to sampling of items from an indefinitely large pool. They do not include variability due to short-run random variation of the trait being measured or to situational variance in the testing conditions. These sources of error can only be assessed empirically. It would be desirable to estimate the extent of this type of variation by readministering the adaptive test on successive days or weeks, with the condition that items presented to the same subject are sampled without replacement. Pearson product-moment correlations of the paired measurements would serve to estimate the empirical reliability. Because the items are not repeated, the reliability determined in this way is equivalent to classical alternate-form reliability. Because of the way the items are selected, this reliability might be called stratified, randomly-parallel form reliability. Because the scores are obtained on different days, test fatigue would be avoided; because the days are close in time, this reliability coefficient would indicate the short-term stability of the scores.

E.5. Alternate-form reliability should be determined empirically for each test in the battery. Essential.

It should be noted that most decisions are based not on individual test scores but on various composites. Initial entry, for example, is based on the AFQT composite. Although there are too many composites to enable calculating reliabilities for each composite, reliabilities can be computed for the most widely used composites, and the data should be available for computing reliabilities of arbitrary composites. This requires the reliabilities of the individual tests, and the intercorrelation matrix of the tests.

E6. Reliability of widely used composite scores should be reported. Highly desirable.

E7. Test intercorrelations should be reported. Highly desirable.
Validity and differential prediction.

Before switching from paper and pencil (P&P) versions of the ASVAB to a computerized adaptive test (CAT), it is important to have evidence that the CAT is at least as valid as the P&P version of the battery. During a transition stage when P&P and CAT are both in operational use, it would also be important to have evidence that scores on the two test forms have the same predictive meaning. Included in the latter category would be investigations of possible differences in CAT prediction equations for key subpopulations (e.g., differential prediction as a function of race or sex).

Comparisons of variance-covariance matrices and covariance structures are needed. A comparison of interrelationships among the tests for the two forms would provide an initial check for possible differences in the validities of the CAT and P&P tests. Correlations among the tests may be altered due to differences in the precision of measurement at different ability levels, with the CAT version expected to yield better measurement at the extremes. When based on different samples, the correlations would also be expected to vary as a function of group heterogeneity. For these reasons, comparisons of variance-covariance matrices and of covariance structures will be more informative than comparisons of correlation matrices.

The predictive validity of the P&P version of the ASVAB has been well-documented (Department of Defense, 1980; Fischl et al., 1978.) If the CAT versions of the tests are highly related to their respective P&P counterparts, and if the covariance structures are similar, similar predictive validity can be inferred. There are various opinions about potential differences in validity for adaptive tests in general. The CAT tests may possibly be more nearly unidimensional than the conventional P&P tests, but the purity may be seen as clarity, implying improved validity, or as sterility, implying poorer validity. Kingsbury & Weiss (1981) and Simpson & Weiss (Note 6) claimed to be optimists, but in fact found very little difference between the validity of the two modes.

VI. The similarity of variance-covariance matrices should be assessed. Essential.

The most straightforward comparison is a test of the hypothesis of the variance-covariance matrices for the CAT and P&P versions, $\Sigma_c = \Sigma_p$. Procedures for testing this hypothesis are well known (e.g., Box, 1950). The main requirements for the purposes of the CAT vs. P&P comparison is that (1) the two versions of the tests are administered to random samples from the same population, and (2) that the number of examinees taking each version is relatively large (say, 200 or more).

Assuming that the CAT will be experimental, it will be subject only to incidental selection. Comparable P&P data would then require a special administration (retesting) with another P&P form, so that P&P and CAT scores are both subject to incidental selection, and so that both scores are obtained in retesting, with as nearly similar motivational conditions as can be managed, and with order of testing counterbalanced. Other
experimental designs are, of course, possible.

Although the comparison of variance-covariance matrices is important it will not provide a direct indication of the source of any differences that are found. For that purpose, the comparison of covariance structures outlined in the following section should be more useful.

V.2. The covariance-structures of the two versions should be compared. Very desirable.

It is recommended that the factor structures of the CAT and P&P versions be compared. Using subscripts p and c to designate the P&P and CAT results respectively, the general form of the two \( n \times n \) variance-covariance matrices would be:

\[
\Sigma_c = \Lambda_c \psi_c \Lambda_c' + \Psi_c,
\]

and

\[
\Sigma_p = \Lambda_p \psi_p \Lambda_p' + \Psi_p.
\]

After some exploratory analyses of results for a large sample of P&P results, a hypothesized pattern of zeros and free parameters in \( p \) would be determined for \( m \) \( n \) factors.

In the initial data collection, it may be necessary to limit the computerized testing to the seven of the ten ASVAB tests that do not involve graphics. Those seven tests might be hypothesized to have a pattern as shown below with X's indicating free parameters and zeros fixed parameters.
Initial comparison of factor patterns and structure will be limited to seven tests. When graphical capabilities are added, the analyses illustrated above should be repeated with the complete battery of ten tests. For the ten-test battery, we expect the following 4-factor pattern. Here we separate large loadings X, medium loadings x, and zero loadings, 0. In a confirmatory analysis, all x's would be free parameters.

<table>
<thead>
<tr>
<th>Test</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Sciences</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>x</td>
</tr>
<tr>
<td>Arithmetic Reasoning</td>
<td>X</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Word Knowledge</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Paragraph Comprehension</td>
<td>0</td>
<td>X</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Numerical Operations</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Coding Speed</td>
<td>0</td>
<td>0</td>
<td>X</td>
<td>0</td>
</tr>
<tr>
<td>Auto &amp; Shop Information</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>Mathematics Knowledge</td>
<td>X</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mechanical Comprehension</td>
<td>x</td>
<td>0</td>
<td>0</td>
<td>X</td>
</tr>
<tr>
<td>Electronic Information</td>
<td>0</td>
<td>x</td>
<td>0</td>
<td>X</td>
</tr>
</tbody>
</table>

1. Equal factor loadings: The first constraint to be imposed is that $\Lambda_c = \Lambda_p$. All variances and covariances in $\Phi_p$ and $\Phi_c$ would be free and not constrained to be equal. The matrices would also be unconstrained diagonal matrices.

2. More constrained models: Additional constraints that $\Psi_c = \Psi_p$ and/or that $\Phi_c = \Phi_p$ could also be added. It seems likely, however, that different matrices would be required.

It is assumed that Form 8, 9 or 10 will be used for the P&P tests. Comparisons will also be needed between CAT and Form 11, 12, or 13 before the CAT is made operational. This is important because if the CAT becomes operational it will be used along with Forms 11, 12, and 13. Thus, the above comparisons should be repeated using Form 11, 12 or 13 for the P&P version. Alternatively, the comparisons of all three versions could be made simultaneously by administering Form 8, 9, or 10 to one-third of the sample, Form 11, 12, or 13 to one-third of the sample and the CAT to the remaining third.

As in the simple comparison of the covariance matrices, it is important that the results be based on sizeable random samples from the same population. Several available computer programs are capable of performing the above analyses. One of the better known programs is LISREL V (Joreskog & Sorbom, 1978). In addition to providing chi-square tests of the hypotheses suggested above, standard errors of the parameter estimates and residual differences between the sample variances and covariances and those estimated by the model may be obtained. Both the standard errors and the residuals should be reported. They will be useful for purposes of
judging the practical importance of any statistically significant differences that are obtained.

V3. The CAT battery should be validated using external criterion measures. For comparison, the P&P battery should be validated using the same criterion measures. Essential.

The analyses of the covariance structures as outlined above will provide a good test of the extent to which the CAT and P&P versions are measuring the same abilities. It will nonetheless be important to compare directly the prediction equations of the CAT version with those developed for the P&P version with a few important criterion measures. If nothing else, it would be useful for purposes of satisfying skeptics. Such comparisons will be essential, however, if the two versions of the tests are found to have different covariance structures. The latter outcome also seems quite likely since the CAT will have nearly equal precision across the range of test scores, whereas the P&P test is much less accurate at the extremes relative to the middle of the ability distribution.

For several reasons, comparisons of CAT and P&P correlations with criterion measures may not be satisfactory. As was just indicated the precision of relative efficiency of the two versions is apt to differ as a function of ability level. Also, the samples for which criterion data could be obtained will generally be subject to explicit selection on the P&P tests but only incidental selection on CAT. Thus, the P&P correlations would be expected to be affected more by selection effects than the CAT correlations would be.

The comparisons of primary interest can all be classified under the heading of differential prediction. Comparisons of regression systems, including error variances, slopes and intercepts are all relevant. Comparisons of two types of regression equations should be made: (1) regression of a criterion measure on subtest scores and (2) regression of a criterion measure on test composite scores. To the extent that it is feasible, it would also be desirable to compare the conditional variances on the criterion measure as a function of test score. It might be expected that the conditional variances would be smaller for extreme CAT scores than for the corresponding scores on the P&P, whereas the conditional variances would be more nearly equal in the middle. The possibility of nonlinearity would also be worth investigating to the extent that this is feasible.

Although differences in error variances would be a concern, the more serious concern would be with differences in slopes and/or intercepts. The latter types of differences would imply that systematic errors of prediction would result from using CAT scores in place of P&P scores. For schools that have minimum entry requirements, the predicted criterion scores for test scores near the minimum deserve special attention. If the predicted value on the criterion is significantly higher (lower) for the CAT than for the P&P, then individuals who take the CAT would be given an unfair disadvantage (advantage). The Johnson-Neyman (1936) procedure could be used to determine if the minimum score fell in a region of significant differences. If there are significant differences in predicted scores associated with test scores at the cutoff, then different entry
requirements would be needed for the two test versions. Such a finding would also suggest that a more comprehensive series of differential prediction studies would need to be undertaken to determine the generalizability of differences in prediction for other training areas.

The schools and criterion measures to be used will need to be determined on the basis of feasibility and importance of selection for the various specialty schools. They should have some variety (e.g., auto mechanic, clerk-typist, electronics and infantry). It is recommended that differential prediction studies be conducted for at least three schools, and preferably many more. For each school there should be a minimum of 100 persons with CAT scores and another 100 or more with P&P scores. The P&P scores should be obtained from a special administration rather than from the files in order to avoid differences due to motivational differences for the special administration in comparison to regular administration at time of entry into the service. Final course grades, performance tests and attrition might all serve as criteria. For selected jobs in the Skills Qualification Test results might also serve as criteria.

The use of only 100 cases in each group will be adequate to detect gross differences in prediction equations and will be satisfactory as a first step. If at all possible, 200 cases would be much better. Still, small differences in regressions cannot be detected with fewer than 500 cases in each group, and subtle differences need even more cases, or a different approach to aggregation. We recommend that attempts be made to gather enough data for such comparisons, although we realize that this could not happen before widespread use of the CAT battery.

V4. The extent of prediction bias should be assessed for important subpopulations. Desirable.

It would be desirable to compare prediction systems based on samples from important subpopulations. Of special interest is the possibility that a prediction system based on results for men yields biased predictions for women or that one based on majority group results yields biased predictions for Blacks or Hispanic persons. The major obstacle to investigating the possibility that the CAT leads to biased predictions for members of particular subpopulations will be sample size. For useful comparisons it is desirable that CAT results and criterion results be available for approximately 100 or more members of each subpopulation. If it is feasible to obtain samples of this size for a particular school, then standard tests for the homogeneity of error variances, slopes and intercepts should be conducted. If significant differences are obtained, then the direction and amount of bias would need to be examined as a function of scores on the CAT, and requires even more cases. Bias in prediction near the minimum score for entry into a school would be of special concern.
Item Parameters - Estimation

The parameters of the item response curve for each item in the test pool play a central role in adaptive testing. The choice of items to present to each person, and the score derived for each person depend critically on the item parameters. Without good items and good estimates of the IRT parameters, useful ability estimates will not be obtained, regardless of the quality of the other components. The item parameter estimates are used for item selection, ability estimation, and to compute test information. If the parameter estimates are poor, none of the other procedures can give meaningful results. Therefore it is of utmost importance that the calibration be done properly and that evidence be presented to show the quality of the results.

The following sections will make recommendations concerning how estimation, linking, equating, and item pool production should be done, based on the best current information and judgment. New research in the area may require changes.

Item calibration. The term item calibration is used here to mean the estimation of IRT item parameters for each item in the item pool for a test. These parameter estimates are usually obtained from one of several calibration programs that are available. Following the background discussion, it will be assumed that $a$ is the discrimination or slope parameter, $b$ is the difficulty, or threshold parameter, and $c$ is the lower asymptote, or pseudo-guessing parameter. These parameters will be assumed to be in normal ogive form. That is, if a logistic model is used, the constant $D = 1.7$ is included in the model, as in the presentation given above in the section labelled "Background."

The primary requirement in determining item parameters is having enough cases to yield stable estimates. Although the sample size requirements for the various calibration programs vary, the current literature (Lord, 1968; Reckase, 1978; Ree, 1979, 1981) seems to indicate that at least 1,000 cases are necessary for stable calibration. This a firm lower limit. A larger sample is desirable. Our general recommendation follows.

IE1. The sample for item calibration should be of adequate size, currently at least 1000 cases. Essential.

As a corollary, any new procedure for item calibration is likely to need the same sample size. However, the requirement of 1000 cases is the result of empirical test. Thus, when considering a new procedure, the sample size requirements must be reevaluated using both simulation and live data studies. For the simulation studies, samples of item response vectors should be generated using the model selected as a basis for the CAT system for the test length to be used in item calibration and using realistic assumptions about error. Several different sample sizes should be produced so the effect on calibration can be determined. These samples should then be used to determine the item parameters of the simulated items. These estimated parameters can then be compared to the item parameters used to generate the data to determine the adequacy of the sample size. Both squared deviation and absolute deviation statistics have been used for the
comparison in the past. Another check that has not frequently been used in the literature, but that we advocate, is to compare empirical and theoretical item response curves. In estimating parameters, one also estimates ability values for the persons, which then permits determining the empirical curves for comparison.

The live data studies can be performed by calibrating a test on a large sample that is well beyond the sample size expected to be required for accurate calibration, and use those results as a basis for evaluating the quality of smaller sample calibrations. As with the simulation procedure, a squared deviation or absolute deviation statistic can be used to judge the similarity of the parameter estimates from the small sample and large sample calibrations. The goal is to determine the point where an increase in sample size does not produce any meaningful increase in similarity. What is a meaningful increase is still a subjective judgment.

Both simulation and live data studies should be run to evaluate calibration procedures because of the basic inadequacies inherent in each type of study. Simulated data never accurately represent the many extraneous sources of variation present in real data. Therefore, simulations tend to give a better result that can be obtained from real test data. By contrast, studies using real data have the problem of not knowing the "true" parameters, so they lack a good criterion for accurate calibration. Results from extremely large samples do not provide the criteria, because they may be biased if a poor calibration procedure is used. By using both simulated and real data, the weaknesses of each type of study can be taken into consideration, resulting in an estimate of the required sample size that can be accepted with greater confidence.

Merely having a large sample of examinees is not sufficient to ensure that calibration results will be accurate. If the ability of the sample is such that most examinees have a high probability of responding to the items - that is, the test is too easy--it will not be possible to estimate two critical parameters of the item response curve. These parameters are the ones dealing with the lower asymptote (guessing level, c) and the slope at the point of inflection of the curve (discrimination, a). In order to estimate these parameters, the sample must have sufficient numbers of cases at the middle and bottom end of the ability range measured by the items. Thus, a large sample that is positively skewed is more desirable than one that is negatively skewed. If necessary, the tryout sample should be specifically chosen to have sufficient cases in the middle and lower ability ranges.

IE2. The calibration sample should be selected so that a sufficient number of cases are available in the range of ability needed to estimate the lower asymptote and the point of inflection of the IRC. Essential.

The statistical properties of the item calibration procedure should be carefully evaluated. Since the selection of items and the estimation of ability are both totally dependent on the accuracy of the item parameter estimates, it is of critical importance that the estimates be shown to be good approximations of the "true" parameter. From a statistical point of view, there are several criteria for what is considered a good estimate.
The two criteria considered of importance here are measures of consistency and statistical unbiasedness. A consistent estimate is one for which the expected values of the estimates will approach the true value as the sample size increases, and its variance will approach zero. This criterion ensures that large sample estimates are good estimates. An unbiased estimate is one for which, at any sample size, the expected value of the estimate equals the true estimate. A biased estimate can be consistent, if the bias gets smaller as the sample size increases, and tends to zero as the sample size increases without bound. There is no question that the estimates should be consistent, but there is some argument about bias. Further, there is no theoretical proof at present that any of the methods yields consistent estimators. Establishing consistency is at present an empirical problem, so we use the term empirical consistency.

Bias may be less important. All Bayesian estimations are biased. Such estimators may have smaller mean squared error than other methods, in which case their use is justified. But, when biased estimation is used, the extent of the expected bias should be known.

These considerations lead to the following recommendations.

IE3. The procedure for estimating item parameters should be shown to be empirically consistent. Essential.

IE4. The procedure for estimating item parameters should be shown empirically to be unbiassed, or the extent and nature of the bias should be specified. Essential.

Bias is a problem mainly in putting together estimates obtained from different data sets. Such combinations of estimates is required in adaptive testing, because a large item pool must be calibrated for each test. If equivalent samples of the same size are used in calibrating different sets of items, the calibrations can be linked in a straightforward way. But if the samples vary in sample size or in the shape of the ability distribution, biases may differ, introducing extra error in the linking process. The bias can also be troublesome if items are recalibrated in an operational setting, which we recommend below, for reasons presented there. Here the issue is that any procedure for recalibrating the items will have to recognize the inherent bias in item parameters of the item calibration procedure is biased.

We note that the issue of estimation bias is critical because some of the prominent procedures for item calibration including one due to Urry (1981), uses a Bayesian framework, which is inherently biased. This statistical bias is not seen, by Bayesians, as a bad thing but as a conservative thing, in the same way that ordinary least-squares regression yields conservatively biased predictions. In essence, the estimates are biassed toward a prior distribution of ability, which is commonly specified as normal. Although Urry's procedure does not include prior distributions for item parameters, the net result is that the b parameter estimates tend to be regressed toward the mean ability. The procedure of Swaminathan (Note 5) and Reiser (Note 3) does include prior distributions on c and a. So long as bias can be measured explicitly in all uses of the parameters, the bias can be tolerated, but it does complicate the system.
Results from simulation studies can be used to determine if the parameter estimation procedure yields empirically consistent and unbiased estimates. Response data can be generated for a sample similar in size to that available for live testing applications using specified item parameters and a known ability distribution. This data can then be calibrated using the estimation procedure of interest and the parameter estimates compared to the known, true parameters. This can most easily be done by plotting one set against the other. If the resulting plot tends to follow a 45 degree line, the estimates are unbiased. If the plotted points cluster more closely around the line with increased sample size, the estimates may be called empirically consistent. An alternative analysis is to compute average squared deviation or absolute deviation statistics between the true and estimated parameters to indicate their similarity.

It is recognized that the guessing level parameter, $c$, is not easily estimated for easy items. There will be a need for items that are so easy that even the lowest-scoring persons will have a moderate probability of correctly answering the item. For those items, estimate $c$ is very difficult. Recent work by Swaminathan (Note 5) and Reiser (Note 3) on Bayes-constrained estimation of the parameters has improved prospects for stable estimation of the $c$ parameters.

Simulation data alone cannot demonstrate the effectiveness of an item calibration procedure. No matter how conscientiously produced, simulation data does not have the same richness of variation as the responses of individuals to test items. Therefore, it is important that the calibration be shown to yield satisfactory results on real data as well as simulation data. The procedure used to determine the quality of item calibration is the comparison of empirical item response curves (IRC's) with the IRC's based on the item parameter estimates. Empirical IRC's can be obtained by dividing the ability scale into several intervals and determining the proportion correct for each interval from the item data. A considerable number of intervals should be used (we suggest 15-20) so that the variation in ability within an interval is small enough to be ignored. Both the empirical and estimated IRC's can then be plotted on the same axes for comparison. A quantitative evaluation of these curves can be obtained by using the chi-square statistic suggested by Yen (1981). Strictly speaking, this statistic should be used only when the abilities are estimated from other items, but it does give a means of judging the relative fit of the estimated IRC's to the actual item data. Levine (Note 1) has also proposed a method of assessing the fit of IRC's.

IR5. The IRC's defined by the estimated item parameters should fit the observed data. Essential.

It will probably be necessary to do the initial item calibration with data obtained from P&P administrations. It is possible that the characteristics of items are different in the P&P and the CAT formats. A study is suggested below, in the discussion of human factors, to examine this issue. If there should be an effect of mode of presentation, this effect will have to be taken into consideration when equating the CAT scale with the current P&P ASVAB scale.
When CAT becomes operational, or as early as may be, a check should be made of the item parameters in the operational context. This may involve a re-estimation of item parameters, and at least should involve a comparison of the IRC curve specified by the item parameters and the empirical IRC curve. To do this involves inserting each item into the series for a group of examinees, since if we rely on the normally accumulated responses for the item, the upper and lower portions of the curve will be poorly estimated.

IE 6. The operational CAT system must be able to include a specified item in a test sequence without scoring it, on a flexible predetermined schedule. Essential.

When this has been done for all or most of the items in the pool, the data should be examined to determine if some adjustment in item parameters is necessary. Here the question of test score calibration is paramount.

IE 7. Items that include diagrams should be recalibrated either on prototype equipment or on the operational equipment. Essential.

There will be enough uncertainty with the tests containing diagrams that such items should be recalibrated on the actual equipment. Some tests use items with diagrams, as discussed below under human factors. Difficulty of the item may be altered by the legibility of the diagrams.

IE 8. As soon as possible a study must be done to compare the difficulty parameters of items given in the standard paper and pencil mode with the same items given by the computer. Essential and urgent.

One overall effect of computer presentation may be to change the difficulty of items on the power tests. The effect on the speeded tests is certain, as noted elsewhere. If the effect on the power tests is significant, it will have implications for the plan to calibrate the item pools by P&P methods. If the effect is constant across items, it will not be noticed, since the item calibration is relative to an ability distribution with a specified mean and variance. A constant effect would, however, cause trouble in equating with previous tests, so the actual size of the effect must be determined. But if some items are affected more than others, item parameters determined from the P&P mode are open to question. We do not expect a differential effect, except possibly for items with diagrams. But an empirical determination of the presence or absence of a differential effect is necessary.

The experiment should be done first with power tests that do not include diagrams, using experimental or prototype equipment. When appropriate equipment becomes available, the tests with diagrams should be examined.

The experiment should compare the two modes of test presentation, in the context of a standard test, with the computer not in an adaptive mode, because data obtained from administering an adaptive test cannot readily be used to estimate item parameters. In an adaptive test, each item is administered to a different set of persons, usually whose probability of giving a correct response is neither very small nor very large. Comparability of results in the proposed experiment requires that the people who attempt each item in the two conditions have the same ability distributions.
Note that any single item can be calibrated in an adaptive setting by administering it to all persons, independently of their ability, randomly inserting the item into the sequence of administered items. But this procedure would require large numbers of examinees in the present study, since a different group would be needed for each item.

The experiment should balance order of presentation, for the special battery of power tests, being examined. All tests of the speed battery should be given together in one mode, and then in the other mode. (It is conceivable that the adaptive test would in itself sufficiently change the difficulty, but this seems most unlikely. The change due to mode of presentation is also unlikely, but is at least conceivable.) Many experiment designs are possible. In one, which seems to be the simplest, each test in the battery would be prepared in both P&P mode and computer presentation mode. Two groups of subjects would be randomly assigned (this is vitally important) to one of two groups. Group I would take the battery in P&P mode, Group II would take the battery in computer presentation. An analysis of variance would be run on the parameters themselves, using the \( b \) values directly, but using \( \log(a) \) and \( \logit(c) \). These transformations will make the data appropriate for the linear analysis of variance model. Notice that sample size need not be 1000, as in ordinary parameter estimation, because there is no intent of using the parameters for individual items. The issue is whether there are main effects and interactions for the set of items. Probably samples of 200 in each group would suffice.

The main question is whether there is a main effect on item difficulty and whether item difficulty interacts with test mode. The intercorrelation of the two test modes is a secondary aspect of this question. It would be best to fit IRC’s to these data, but the main questions can be answered by standard item analysis.
Item parameters - Linking.

Linking is the process of putting the results of separate calibrations on the same scale. Unless large numbers of items can be administered to many individuals, linking is necessary for the formation of large item pools. The usual procedure in forming large item pools is to administer many short tests to many different groups of individuals. The results of the separate calibrations of each test are then linked together to form one large set of calibration data. Since the parameter estimates actually used in the CAT procedure are those determined from the linking, the quality of these estimates is critical. Even good calibration results can be ruined by poor linking.

In a recent study of linking procedures (Vale et al, 1981) four different types of linking designs were considered. Two of the designs depended on sampling. In the equivalent-groups procedure different subsets of items are given to different random samples of the population of test-takers. Each set of items is calibrated separately, and the results are scaled so that the mean and standard deviation of the ability scores of the two groups are equated, on the assumption that the groups are equivalent.

In the equivalent-tests method, subsets are determined by a random process, and are given to different groups. It is assumed that the process results in parallel tests. We doubt the wisdom of such an assumption, since small samples of items are involved. Since Vale et al found this method inferior, it is not recommended.

Vale et al also consider what they call the anchor-group method in which one group of persons takes all the items. Since the point of linking is to avoid such a requirement, this method is not recommended.

The other viable methods involve overlapping sets of items. The most common such design is the anchor-test method in which one subset of items is taken by all persons, and provides the base for linking the remaining items. This design is sound but is especially pertinent to equating successive forms of a test in a testing program like the College Board series. An extension of this design has each test sharing some items with some other tests. (See McKinley & Reckase, 1981b.) The optimal design for use in this method is a balanced incomplete block design where the groups of individuals define the blocks and the items are the treatments. Each test would be calibrated separately for each group, and the parameter estimate would be used as the dependent variable in an analysis of variance to determine the transformation (treatment effect) required to place them all on the same scale. If the equivalent groups method is used with parameter estimates from a three-parameter model, the b-values can be used as is, but the log of the a-values should be used and the logit of the c-values, as suggested above. As an alternative, a program that accepts a not-reached code (such as LOGIST or BILOG) can be used to estimate all items simultaneously.
IL1. When using a common item procedure to link calibration together, the parameters must be shown to be on the same scale. Essential.

The procedure recommended to show the quality of the linking procedure is to form a circular chain of linked tests with the first test eventually linked to the last test. That is, Test 1 should be linked to Test 2, Test 2 to Test 3, Test 3 to Test 4, and Test N-1 to Test N where Test N is the same as Test 1. Thus the initial parameter estimates for Test 1 can be compared to the linked parameter estimates for Test 1 (Test N) to determine their similarity. This procedure can be performed using data from the balanced incomplete block design described above.

IL2. The linking procedure used should be fully described. Essential.

IL3. The similarity of initial and linked estimates should be presented. Essential.

Correlations are inappropriate for this measure of similarity. The parameters could be on quite different scales and still give high correlations. Some type of deviation statistic such as the average squared or absolute deviation would be much more appropriate.

IL4. When using an equivalent group procedure to get the parameter estimates on the same scale, the groups used must be shown to be equivalent. Essential.

The equivalent group procedure is totally dependent on the similarity of each of the groups used for calibration. The sampling plan for obtaining equivalent groups is critical.

IL5. The methods for sampling the individuals for the groups should be described in detail. Essential.

IL6. Descriptive statistics showing the equivalence of the groups should be reported. Essential.

The means and standard deviations alone are not enough to show the similarity of groups for IRT linking. The distributions of scores must be shown to be similar. This can be done by reporting coefficients of skewness and kurtosis or by graphically comparing distributions.
Item Pool Characteristics.

Item pool characteristics include the placement and quality of items along the ability scale. Regardless of the quality of the calibration and the linking, if good items are not present in the region of the ability scale of interest, good ability estimates will not be obtained. This fact is reflected in the size of the standard error of the ability estimates or in the number of items needed in order to achieve a specified error criterion.

IP1. The distribution of the $a$-parameter estimates and descriptive statistics for the estimates should be presented. Very desirable.

IP2. The distribution of the $b$-parameter estimates and descriptive statistics for the estimates should be presented. Very desirable.

Special mention should be made of any gaps in the item pool.

IP3. The distribution of the $c$-parameter estimates and descriptive statistics for the estimates should be presented. Very desirable.

IP4. The information function for the total item pool should be presented. Very desirable.

The information function will show where the item pool has adequate numbers of items and where few or low quality items are present. It will also indicate the range of ability that can be measured by the pool.

IP5. The anticipated ability distribution should be plotted on the same scale with the information function. Essential.

Even if the item pool is of good quality, it will not result in good measurement unless it matches the ability of the population of interest. For example, if a large number of difficult items are administered to a low ability group, poor measurement will result regardless of the quality of the items. One way to easily check if the items match the ability of the groups is to plot the ability distribution of the examinee population on the same graph with the item pool information function. The two plots should overlap for the majority of their range. If no existing distribution exists, a normal distribution with mean and standard deviation estimated from past testing can be used.
Item Selection and Test Scoring

Several different methods might be used to select successive items in adaptive testing. The up-and-down method of stochastic approximation (see Lord, 1970) adjusts the difficulty of the next item either up or down a fixed amount, called the step size. The Robbins-Munro procedure (see Lord, 1971, and Sampson, 1976) provides a method for decreasing the step size as the testing progresses. Neither of these methods is advocated now, because more powerful procedures are computationally practical.

Three distinct methods are presently available for computing provisional estimates of ability and selecting items for sequential testing - (1) the Bayes updating method proposed by Owen (1969, 1975), (2) the maximum information method discussed by Lord (1977) and Samejima (1977a,b), and (3) a finite Bayes method recently proposed by Bock and Aitkin (1981). The principles, advantages, and disadvantages of each are discussed in this section.

1. Bayes updating. Although informal trials of adaptive sequential item testing had been carried out earlier (Linn, Rock & Cleary, 1969), the first statistically motivated proposal was that of Owen (1969, 1975). He gave a Bayes updating rule based on the posterior mean and variance, given the subject's response to one item. On the assumption that the posterior distribution is approximately normal (strictly speaking it cannot be exactly normal even when the prior is normal), Owen's result can be applied recursively to estimate the mean and variance of the posterior distribution after any number of successive item responses. The mean is then the estimate of the subject's latent ability and the variance, the estimated measurement error.

   The item selection rule is to choose the item that will most reduce the posterior variance. That item proves to be the one with the highest discriminating power among those in the neighborhood in the prior mean in difficulty. The process is repeated until the stopping criterion is reached.

   Owen (1975) proved that this rule almost certainly converges to the value of the trait, and Wood (1971) demonstrated its properties in application to real and simulated subjects. Using a 1000-item pool of vocabulary items, Wood successfully estimated vocabulary knowledge of high, medium and low ability 4th, 5th, and 6th graders with uniformly good precision with about 25 items in most cases. He found, in fact, that better precision than with conventional tests was often attained with twenty items, the gains in precision being small after that point. McBride (1977) also studied Owen's strategy.

   The equations of Owen's method are relatively simple because of the use of a normal prior distribution and normal item characteristic curves, and by the simplifying assumption that the posterior distribution of ability is also normal.

   Recently, Bock and Aitkin (1981) have shown that a straightforward
Bayes method can be used, without the simplifying assumption, because the necessary, and apparently complicated, calculations are, in fact, quite simple to do by numerical methods of integration.

2. Maximum information. The result from item response theory most crucial to adaptive testing is the provision for "item-invariant" estimation of ability. Estimates on a common scale can be computed for different examinees for different subsets of items from a calibrated item pool. Thus, items that are optimally informative can be selected for each examinee without affecting the comparisons between examinees. In the class of item-invariant estimators, the maximum likelihood estimator proposed by Birnbaum (1968) has been most intensely investigated for use in adaptive testing. Lord (1977b), Samejima (1977a), and others have used Monte Carlo methods to examine the properties of the maximum likelihood estimator in this role.

Briefly, the maximum likelihood estimate, \( \hat{\theta} \), of an ability \( \theta \), given the item scores \( x_j, x_j = 1 \) if correct, 0 in incorrect \( j = 1, 2, \ldots, n \), is the solution of the likelihood equation

\[
\frac{\sum_{j=1}^{n} x_j G_j(\theta)}{G_j(\theta)(1-G_j(\theta))} - \frac{\partial G_j(\theta)}{\partial \theta} = 0,
\]

where \( G_j(\theta) \) is a general item response function and conditional independence given \( \theta \) is assumed.

If this equation has a finite solution, it can usually be found efficiently by Newton-Raphson iterations, or that failing, less efficiently by direct line search. The cases where the likelihood equation does not have a finite solution are discussed below.

The limiting variance of the maximum likelihood estimator with respect to sampling of items from an infinite pool is given by the reciprocal of the test information function, as discussed above in the background material. Assuming the items carry some information about \( \theta \), it is apparent that the measurement error will be minimized if each item is selected to have maximum information at \( \theta \). The error variance of the maximum likelihood estimator will decrease as items are added and eventually the stopping criterion will be reached.

The main limitation of maximum likelihood-maximum information procedures in adaptive testing is that a finite estimate of ability does not exist when all of the examinee's responses are correct or all incorrect, or when the guessing model is used and certain unfavorable answer patterns occur (Samejima, 1973). The maximum information procedure
cannot begin, therefore, until at least one correct and one incorrect response has occurred, and with the guessing model there is a finite probability that it will fail at other times. In either case, some ad hoc rule must be adopted to keep the procedure on track. Samejima (1981), for example, has proposed a procedure for attributing an ability when responses are all correct or all incorrect. Another possibility is the "biweighted" maximum likelihood estimator proposed by Mislevy and Bock (1982). By multiplying each term in the likelihood equation by a Mosteller-Tukey (1977) biweight, one may suppress the effects of chance or other spurious responses to items early in the sequence when the provisional estimate of ability is poor. This improves the robustness of the estimator against unfavorable answer patterns.

An important feature of both major types of item selection strategies is that they continually revise the estimate of the ability, $\theta$, at every step. Thus an estimate of ability is an inherent part of the item selection process.

Recommendations. The value and utility of item selection and scoring ultimately rests on the degree of precision and efficiency obtained. Evaluation of reliability and precision has been discussed above. Here we consider efficiency, and other ancillary issues.

IS1. The procedure for item selection and ability estimation must be documented explicitly and in detail. Essential.

IS2. The procedure should include a method of varying the items selected, to avoid using a few items exclusively. Essential.

IS3. The procedures used should include a mechanism to maintain a rough balance of correct answer options. Desirable.

Several algorithms might be used to select the next item for a candidate, conditional upon his previous responses. If the algorithm selects the most informative next item, then only the most discriminating items, that is, the items with the highest values of $a_j$ will be selected frequently, whereas items that are very nearly but not quite as good will seldom be selected.

Whatever algorithm is used for item selection, we recommend listing the most informative items - perhaps the ten best, perhaps all whose information is at least 90% of the information one would get from the best item. Then a random selection would be made from that set of nearly equivalent items. (Or, the selection could be weighted in favor of items that had not been used as much.)

Item selection is relevant to another problem. On a standard test it is necessary to randomize, or at least mix up, the answer option that is the correct answer to the questions. It is not acceptable to have (c) be the correct answer most of the time. In the computer presentation mode, this is less of a problem because the test taker does not have the record of his past responses before him. Still, some mixing is necessary.
The effect of answer option distribution is subject to experimental study. Perhaps less able candidates favor the options encountered first (a or b). Probably there is very little chance that anyone will encounter a string of problems where the correct answer option is the same, and there may be essentially no chance at all that an examinee would notice the pattern. Recall that the examinee is getting about 1/3 of the items wrong!. Still, this is an aspect of adaptive tests that should be studied.

On a tailored test the pattern of correct options is unique to each test taker. Probably the computer system should keep track of previous correct answer options for this respondent on this test. The infrequently used options can be used to influence the choice among nearly equivalent items at each step.

Obviously, the item pool for a test should position the correct answers with equal frequency over the options. Since the sets of equally informative items from which item selection is made will be sets of items of very similar difficulty, the correct answer options should be balanced by difficulty level within each pool. Some experience will show whether special pains should be taken to keep the answer options in balance for each test-taker.

In principal, answer options could be rearranged for an item when it is presented, provided that there is no natural order for the options. But we know so little about the processes of answering items that even that slight manipulation might be dangerous.

IS4. The computer algorithm must be capable of administering designated items, and recording the response separately, without interfering with the adaptive process. Essential.

The item selection program will have to permit administering items that are being pretested or items that are being recalibrated, in the course of a regular test. The computer programs must be able to handle this possibility.

Predicting a good starting value. After the first test in the battery has been administered, additional efficiency could be gained by using a regression estimate of the examinee's ability on each subsequent test as a starting place for the tailoring process. This procedure has been used with good results by Maurelli & Weiss (1981). If this scheme is used, then the order of tests in the battery becomes important. At least, the first test should be the test having the highest correlation with all the others - the test closest to the first principal component of the battery. (That test is probably Word Knowledge, or Science Information.) The first test might well be tested to a slightly more stringent accuracy criterion (or using slightly more items) than the other tests, if it is given the added role of predicting starting values for subsequent tests.

IS5. The computer system must be able to base the choice of a first item on prior information. Essential.

The possibility has been considered of choosing a starting item for the first test on the basis of external information such as number of years of
formal schooling. We view this as unsound. First, this might be unfair to certain ethnic subgroups. Second, the test is intended to provide independent information on ability. To use ancillary information would disrupt the independence being assumed in the general prediction and counselling situation.
Stopping Rules

One of the most attractive properties of adaptive testing is the possibility of having a constant measurement error variance at all levels of ability. This not only simplifies discussion of the reliability of the test (q.v.), but it also satisfies better the assumption of homogeneity of variance in subsequent test analysis. In the regression, homogeneity of measurement error variance is a necessary condition for homogeneity of residuals. It can be attained in adaptive testing if an information criterion (or posterior variance criterion) is used to terminate the item presentations. If, for example, testing is continued until the error function is $1/10$ of the population standard deviation of ability, the adaptive procedure will have a uniform reliability of $1/(1 + 1/10) = .91$, which would be acceptable in most testing applications. When the adaptive test is replacing a conventional test, the criterion should be the error variance of the latter at the ability level where it is most reliable. If the adaptive test is continued until the measurement error attains this value, the adaptive test will always be as reliable or more reliable than the conventional test regardless of the population in which it is applied.

A simpler stopping rule is always to use the same number of items. With this procedure, the ability of some persons will be estimated more accurately than others. On the average, very low and very high ability levels will not be estimated as well as the middle levels even when the first item is selected on the basis of other relevant performance.

One disadvantage of stopping at a fixed level of measurement error variance is that some persons may need many more items than others, which may have some operational difficulties. A hybrid rule might be adopted in which testing is stopped when an acceptable level of measurement error is reached, or when a certain number of items is given, whichever happens first.

IS6. If testing continues until a specified level of measurement error variance is attained, the average number of items necessary should be reported as a function of ability level. Desirable.

IS7. If testing is stopped after a fixed number of items is given, the achieved level of measurement error variance should be reported. Essential.

This recommendation is discussed in the section on reliability.

IS8. If a hybrid rule is adopted for stopping testing, a report should be made of both the measurement error level achieved as a function of ability; Essential, and the average number of items used. Desirable.
Equating of Ability Scales

When initially implementing a CAT procedure, it may be necessary to test some individuals with the previously used P&P procedure until full implementation is achieved. It may also be desirable to compare scores on the CAT procedure to previously developed norms. In both of these cases it is necessary to form tables to convert the ability estimates from the CAT procedure to the score scale from the traditional tests. The formation of this table is called equating. If the equated ability estimates are to be interpreted properly, the accuracy of this equating must be demonstrated.

Q1. When a paper and pencil test and a computerized test on the same content are administered to the same person, the interpretation of the scores must be shown to be the same. Essential.

The evaluation of the equating of test forms is a very difficult task since there is usually no standard for comparison. Therefore, to get some indication of quality, similarity of equating results is often used. In the case of evaluating the equating of the CAT score scale to a paper and pencil test, the following procedure could be used. First, two parallel pools of test items (A and B) that have item parameters on the same scale should be created. One group of individuals would then be administered tests using both the paper and pencil form and the CAT procedure using the Pool A. Based on this administration an equivalent score table would be produced using one of the many procedures available (e.g., IRT, Lord 1981b, or equipercentile, Lord, 1981a). The same process could also be followed using the paper and pencil test and Pool B. If the equating is acceptable, the ability estimates determined using Pool A should be equated to the same paper and pencil score as those obtained from Pool B.

Q2. The rank order of individuals ordered by both a CAT and paper-and-pencil instrument on the same content should be approximately the same. Essential.

Q3. The ability estimates obtained from the CAT procedure should be measuring the same trait as the scores from the paper and pencil test. Essential.

Evidence for the above two recommendations can be obtained in a manner similar to that used in the validity section of these standards. Care must be taken to compensate for possible nonlinearity of the relationship between raw scores and ability estimates. One procedure is to use expected true scores rather than ability estimates, θ, in the analysis. Another is to use scores on the equated scales.

The problem of calibrating the CAT tests needs more thorough study than we have been able to give it. As noted in the introduction, scaling errors can have important effects (Department of Defense, 1980a,b). Careful study is needed of the current calibrations of the ASVAB (Maier & Crafton, 1981a,b).

It will be advisable to make use of a very well-established data base, the Profile of American Youth (Department of Defense, 1982) which
established national norms on ASVAB Form 8A.

Q4. Comparative data should be available on ASVAB form 8A and the CAT item pools so that CAT can be equated to the 8A normative data. Very desirable.
Human Factors

The CAT will be presented on some kind of computer display, and responses will be made on some kind of keyboard. Because this method of test administration differs markedly from the conventional P&P test, special care should be taken to insure that the devices and the environment in which the test is taken be conducive to good test performance. A variety of specific factors will be noted first, and then the cumulative effect of the novel environment will be considered.

HF1. The environment of the testing terminal should be quiet and comfortable, free of distractions. Essential.

It is an axiom of test administration that the environment be quiet and comfortable. This is widely understood and is relatively easy to achieve in a P&P mode. However, computer terminals are often set up in large rooms that have considerable ambient noise, and activity. It is important to stress that such an environment is inappropriate. CAT requires a quiet environment, free of distractions. A separate cubicle for each terminal would be desirable. (A mundane point is that a paper and scratch paper must be available.)

It is important to note that the test could in principal be given in a noisy, frenetic environment, so long as the same type of environment was provided for everyone. Almost always, a noisy, frenetic environment means lack of control over the environment, so that everyone is not tested under the same conditions. The important criterion is fairness. Everyone must have the same chance to succeed. Also, the quiet environment makes the test more nearly a pure test of cognitive ability, skill or knowledge. In a noisy environment, the test would also have a component of ability to work in such environments. That might be an interesting facet; if so it should be explicitly and separately evaluated.

HF2. The display screen should be placed so that it is free from glare. Essential.

Unless care is taken in the design of the display device, and the placement of consoles, the room lights, or sunlight from nearby windows could be reflected by the surface of the display screen, greatly reducing legibility and increasing testing time.

One common method of reducing the possibility of glare from overhead lights is to place the screen surface very nearly vertical. When so tilted, the screen must then be placed relatively high off the table so that it can easily be viewed by a seated person. The combination of tilt and height should be watched.

To some extent, equipment design can help reduce the chance of glare, but eventually this will be the responsibility of the operational personnel and proctors. Instructions to them must be explicit about glare as well as other aspects of the environment.

HF3. The legibility of the display should be assessed empirically. Desirable.

The legibility of the display and the speed with which it can be read are important factors. Many people are not yet accustomed to reading material
from a computer screen. The letters on the screen are less distinctive, having less detail; the contours are also necessarily less sharp. Normally the screen shows light characters on a dark ground, which is the reverse of print. In any case, it will be important to check the speed and accuracy of viewer comprehension of material on the proposed display screen, relative to ordinary print.

HF4. The response device should be carefully designed; the display screen should give a clear positive indication of the response selected; the testtaker should be able to alter his response if he thinks he pushed the wrong button. Essential.

The accuracy of response is of concern. Once the examinee has decided that (c) is the correct answer, how much difficulty does he have in indicating his choice to the computer, and in verifying that he indicated what he intended. We would expect the computer terminal to have a definite advantage here, by comparison with the usual answer sheet with bars to be blackened. The main advantage is place-keeping. In a CAT, the examinee cannot mark the wrong item, but can he quickly find the right button to press (or its equivalent, with other response devices)?

Everyone makes occasional errors. The screen must provide immediate (say within 1/2 second) feedback to the examinee about which response was actually selected. Then some mechanism must be provided to permit changing the response if it was in error. One possibility is to accept the response immediately but permit the respondent to change it, if he responds within some short time (such as three seconds.) Change could be signalled by a new response, or by pressing a separate "change" button, followed by a new response. If the next item is ready for presentation before the cancellation interval, it can either be held or its availability can automatically terminate the cancellation interval, which would then be variable. If the former, then the fed-back response could blink during the cancellation interval.

Another procedure would require the respondent to signal positively, by pressing a "verify" button, that the response fed back by the system was the response intended. This would be like the "return" key on most computer terminals. Requiring verification requires more button pushes, and makes the response process more complex, hence more prone to errors. But it may save inadvertent responses, and it does require the respondent to make sure that the recorded response was the intended response. Empirical observations are needed to guide this decision. We tend to favor the "verify" button, but the choice is by no means obvious.

HF5. The effect of the response mechanism on the speeded tests must be determined. Essential. (See later section on the speeded tests.)

Responding is especially critical in the speeded tests, in which speed of cognitive functioning is at issue. Here, responding should be especially easy and compatible with the item display format. Again, we expect the computer terminal to be superior to marking answers on an answer sheet. Note here that we are only concerned with selecting one out of 4 or 5 alternatives. The possibility of a free-answer format, especially in the numerical operations test, is intriguing. It should definitely be studied for future use.
Part of the difficulty in choosing the response mode, discussed in the previous section, is that a different mode may be needed for the speeded tests. Probably verification should not be required in the speeded tests, and correction should not be allowed. Also, the next item should appear as soon as possible. There should be a fixed interval between the response and its feedback to one item and the presentation of the next item. One second might be enough; two seconds would seem to be an upper limit. Note that no tailoring is necessary for the speeded tests.

HF6. The display must be able to include diagrams that have fine detail. Essential.

Legibility of diagrams and line drawings is an especially vexing problem. Here the limitations of the display may have to interact with the item production and selection system. Some drawings may have fine detail that is irrelevant. Others may have fine detail that is relevant, and that is obscured on the computer display screen. It would be best if TV-quality figures and diagrams could be used. The ordinary microcomputer terminal has at best about 200 lines of resolution, not enough for some of the drawings in the current versions of the ASVAB. Graphics terminals with a resolution of at least 400 lines can produce acceptable figures.

HF7. The test proctor should be able to monitor test performance and should be signalled automatically when irregularities occur. Very desirable.

The test proctor should be warned by the system if an active terminal has not produced a response in some reasonable time period. Other erratic behavior, such as excessive responses, responses within 0.1 second of item presentation, or similar peculiar patterns, may mean that the examinee does not understand how to use the terminal, or it may mean that the terminal is operating incorrectly.

HF8. The test terminals should always be in proper working order. Essential.

Any flaw in the terminal, such as sticky keys, may disrupt test performance. Even on untimed tests, persons at a computer terminal usually feel (assume) that fast response is required, and inability to do so may disconcert them. In general, a schedule of frequent regular, maintenance should be established, to keep the terminal display clean and in proper working order.

HF9. The terminal response system should include some additional buttons or similar controls for future use. Desirable.

The ordinary item on a CAT will be an item that is shown all at once on the display screen and that requires a selection of one from a few alternative responses. But the equipment should permit constructed responses, especially for numerical problems. Also, some future items may involve successive displays that may optionally be shown again at the examinee's request. Flexibility for future development is important.
Special Issues

Following are recommendations about some issues that could not be classified above.

The Speeded Tests. Two of the ASVAB subtests, Numerical Operations and Coding Speed are highly speeded tests. The current theory of adaptive testing does not apply to speeded tests. Item response theory assumes a power test, and would prefer that every respondent answer every item presented to him. Thus the speeded ASVAB tests cannot now be made adaptive.

However, the speeded tests can and should be administered by computer in the CAT environment. Here the particular design of the display and response devices will play a role in the difficulty of the test. Very likely the computer version will permit students to work faster than the paper-and-pencil version, because a keyboard response is probably faster and less prone to error than marking an answer sheet. It is hoped that the amount of difference between the computer and the paper-and-pencil versions will be constant for all test-takers, but this must be checked. Actually, a constant difference for all test takers is unlikely. Most of the reasons for a difference, such as legibility, difficulty of place keeping on the answer sheet, etc. tend to apply at the item level; there is more likely to be either a constant difference per item, or a proportional difference per item. In either case there would then be a slight change in the test score distribution for the higher scores; this is not likely to be a serious problem, but again it should be checked.

U1. The computing system must be carefully designed for the speeded tests so that the system itself adds no variability in testing time. Essential.

Each new item should be presented a fixed time after the respondent presses the response button. This fixed time should be as short as possible consistent with the requirement that it be essentially constant. An inter-item time of one second would seem an upper limit, and 500 milliseconds might be better. (As a system specification, the fixed time interval should have some tolerance level, such as ± 5%.)

U2. The calibration tables for the speeded tests must be prepared using data from the operational equipment. Essential.

The equipment will have a main effect even if it doesn't contribute to the measurement error variance. Since the score on these tests is essentially the number of items correct in a fixed time interval, the speed of reading the display and using the response mechanism is a part of the score. Thus calibration must involve the actual equipment to be used.

One obvious implication is that special scoring problems will arise if the computer display and response equipment is not identical for all test-takers. If more than one kind of equipment is introduced, separate score conversions will have to be worked out for each type of equipment. Thus whenever a new an better model of test terminal is introduced, the speed tests will have to be recalibrated. Also, norms should be developed for alternative equipment. In case of mobilization, for example, there may be a need to use standard computer terminals, somehow. This creates a
severe problem for the tests with diagrams (a booklet of diagrams might have to be provided), and it also creates a severe problem for the norms of the speeded tests. It may be that most standard terminals can be made enough alike by overlays on the keyboard, so that one or two alternative calibrations would be needed. And it might be that equipment differences are too small to require different norms, but this cannot be assumed. Empirical evidence is needed.

U3. The equipment should permit recording the time between item presentation and item response, for each item for each respondent. Highly desirable.

Eventually, we would hope that use could be made of response times to individual items. Research will be needed on this topic. Probably time to the nearest 1/60 second would be sufficient, but time to the nearest millisecond might be handy. Note that the response time itself may be as small as 0.5 second.

We have assumed here that the items will be presented serially, one at a time. This would be standard practice in a psychological laboratory. Someone has suggested that several items be displayed at once, the display changing to a new batch when all of the first set have been answered; the score would be the time to respond to a fixed set of items, or the total number of correct items in a fixed time period. Although this format might be more nearly like the P&P test, it retains some of the placekeeping nature of the P&P test, which is a procedural confound. The time wanted is only the time to do the cognitive operations. If placekeeping is to be tested, it should be done separately. Further, all the other tests will have been presented one item at a time and a screenful of items would be confusing to the test-taker.
Omits

Expert opinion differs concerning whether test-takers should be permitted to omit an item on a CAT. If the test taker doesn't understand the item, forcing a response may mean forcing a guess, which adds error. On the other hand, the item has in principal been selected as the most informative item about this person's ability. It would be unfortunate to lose the utility of this very informative item.

If omitting is permitted, should the omitted item be replaced by one of equivalent difficulty, or by a slightly easier item? Omitting means, at least in part, a failure, so a slightly easier item would seem appropriate. Merely presenting an easier item represents a slight penalty in a short tailored test.

If the respondents are permitted to omit items then the best psychometric procedure would involve the use of a graded response model. It is often found that an omit deserves more credit than an incorrect response. However, it would be very difficult to accumulate enough data through spontaneous omitting of items. Also not much experience has yet accrued concerning graded response models. Thus at present it is difficult to determine what to do with omitted responses.

U4. For the present, omits should not be permitted. Desirable.

This seems the most defensible alternative, psychometrically. However, we are not comfortable with this recommendation, and strongly urge additional research on various alternatives. Graded response models are practical with a computer, and should be explored, with and without omitting.
Item Bias

It is important that insofar as possible, the items on the test should not be offensive to any group of persons, nor should they favor any one group more than another, apart from the ability being tested. Of course, one group may actually surpass another on some ability. Men, for example, may score higher than women on shop knowledge because on the average they know more about shop. But even when such overall group differences are controlled statistically, some items may show a group difference for other, irrelevant reasons. Such items would be considered biased.

U5. All potential items for the CAT item pools should be screened in an attempt to identify and discard items that are offensive to ethnic groups, or to women, or men. Items should be screened by judges qualified to identify such biased content. (Essential)

U6. For each item pool, statistical studies should be done of item bias, by comparing subgroup performance on the items. (Highly desirable).

Several statistical procedures have been used, and no one is generally believed to be better than another. With conventional item analysis, the simplest procedure is to determine difficulty (equated delta plots) for identifiable subgroups. Separate analyses should be done comparing Whites and Blacks, and comparing men and women. With IRT, a straightforward procedure is to obtain item parameters separately for the two groups, and to compare the item response curves visually, as well as statistically. Because the groups may have large average differences, an analysis should also be done with a sample from the majority population that has the same score distribution as the minority groups, generating the IRC's from groups of comparable average ability. Methods for studying item bias have been discussed by Shepard (1981), Levine (1982), and in Berk (1982).

Because such studies have recently been made of one current form of the ASVAB, (Bock & Mislevy, 1981) the need for item bias studies is not pressing. They should be done, but can be done after more critical problems have been solved. (See also Wing, 1980.)

We note that statistical studies of item bias seldom find evidence of item bias. (See, for example, Linn et al, 1981.) Apparently, the screening process usually works quite well, so no blatantly biased items are missed. Items identified by statistical methods as possibly biased are frequently baffling, in the sense that nothing in their content seems at all likely to lead to unusual group differences. This does not mean that statistical studies should not be made, but that sometimes the results of such studies are difficult to interpret.

Such studies are also difficult for operational reasons. There may be relatively few cases in a minority group. It may be necessary to restrict the study to a subset of items, or else the study may have to wait until the requisite cases have been accumulated.
IV. Procedural Details and Future Prospects

Comments on the Procedures

A variety of special procedures must be adopted to permit a computer to conduct a testing session, as well as to store the CAT item pool in the first place. A method is needed to estimate the item parameters \((a, b, c)\). An algorithm is needed to tailor the test, and to score each respondent. Specific decisions must be made about many details, including balancing item options, choosing a starting value for each person on each test, how to present the instructions, and management of rest periods.

P1. All procedures must be documented and described in enough detail so that the procedures could be reproduced on another computer from the documentation alone. (Essential)

The importance of explicit documentation cannot be overemphasized. Evaluating the psychometric quality of the test may depend on knowing some details of the procedure. For example, the manner of estimating item parameters is critical to the equating process. Future evaluations and research projects may require knowing certain parts of the procedure. Certainly the project must never be in the position of viewing the computer as a mysterious black box with a mind of its own. It should never be necessary to attribute a result to some inexplicable decision of the computer.

The details of the administration of the CAT are not in the province of this committee, except as they affect the evaluation. Still, the committee wishes to provide some comments on the procedures that should be considered by those in charge of administration.

1. Rest periods. The current ASVAB requires about 2 1/2 hours plus rest breaks and instructions. Presumably the CAT version will reduce this to about 1 1/4 to 1 1/2 hours. Test-takers will have to be given a short rest break, at least once or twice in the total testing session. Continuous interaction with a computer display can be very tiring. The system must be programmed to provide these breaks, and to respond to some kind of signal that the break is finished. The system must also be able to accommodate unscheduled breaks, in emergency situations.

Almost certainly, some test-takers will complain of eye strain as a result of watching the display screen more or less constantly for about 90 minutes or more. Probably the eye strain is an excuse for the more fundamental problem of cognitive strain. The test will seem moderately difficult to everyone, since ideally they will only get about two-thirds of the items correct. Perhaps some initial warning to that effect could be provided. Still, one or two breaks between tests would be advisable.

2. Instructions and sample items. The mode of presenting and checking instructions for each test deserves careful attention. What if the examinee answers a sample item incorrectly? Probably he should be forced to continue to respond until he gets it correct. But should an easier sample item then be displayed, the process continuing until he can answer
one of the sample items correctly on the first try? Should the test supervisor be called to check the terminal? Perhaps the examinee doesn't understand the use of the response buttons. These issues deserve careful attention and planning.

Should the examinee be permitted to review the instructions, once he has started on the tests? Probably so, but this may be subject to revision if the examinees overuse the options. This creates the problem of designing a means for the examinee to review the instructions and to cancel the review.

The examinee will not be permitted to return to a previous item once the next item has been presented. In the P&P version, of course, the examinee may erase, go back, and reconsider ad lib, probably to his detriment.

3. Response time of terminal. The computer should respond within one second to test-taker responses and key presses. A few seconds may be tolerable between successive items on unspeeded tests, though this time should be kept as short as possible. A design objective of two seconds should be established. Three seconds between items might be tolerable, but five seconds would seem unreasonable. Shorter response times are needed for the speeded tests.

4. Monitoring quality. A maximum elapsed time should be established between the presentation of an item to the person and the receipt of a response from the person. This maximum interval may be one minute, or may be 30 seconds - it should certainly be an adjustable system parameter. Experience will dictate the best setting; this default is necessary to guard against a test taker who is not alert, or a terminal that is not working properly.
Research and Development

The introduction of a computerized adaptive version of the ASVAB will represent the first large-scale use of CAT. The recommendations in this report are designed to ensure that CAT provides the expected substantial increase in efficiency with no loss in quality. The procedure will need to be monitored to insure that it is operating in the ways that are expected. Also, the present efforts have mainly been toward establishing an operational test. Maintenance of the testing procedure on an operational basis will require added attention. New items will have to be added from time to time, old items will have to be retired. The maintenance and evaluation of the new version of the test will require extended attention from research and development specialists.

It will be necessary to check and refine the psychometric procedures employed in CAT. Present technology has been developed in the absence of extensive experience with CAT. As experience accrues, procedures must certainly be monitored, and may well require some modification. A number of theoretical and practical questions remain to be answered. For example, how sensitive is the process to biased estimates of item parameters? Is the item selection algorithm working as expected? If omitting is permitted, is it widespread? Is there evidence of inappropriate responses (low scoring candidates getting difficult items correct, or high scoring candidates missing easy items.) Is the equating and norming of scores satisfactory? Statistical methods are needed for assessing the unidimensionality of item banks. In general, statistical methods are needed for analyzing the kind of item response data that emerges from the CAT.

Throughout this report we have identified other issues that require experimental study. Many choices have had to be based on judgment, rather than evidence. Studies should be done on all these issues, so that knowledge can replace opinion, to provide a solid basis for CAT procedures. Research is needed in every area - dimensionality, reliability, validity, item parameter estimation and linking item pool characteristics, item selection ability estimation, and scale calibration. An extensive program of psychometric research is a necessary adjunct of a CAT system.

In addition to these technical matters, there are many opportunities for CAT to make fundamental improvements in the personnel selection and classification system. The introduction of the computer-administered adaptive version of the ASVAB has great potential for improved personnel assessment in the Armed Forces, quite a part from the immediate savings realized in the recruit testing process. To realize this potential, further research and development projects are needed to develop the most promising possibilities.

The most likely benefits from CAT are improved measurements of abilities now included in the ASVAB and the addition or change of abilities now measured. The present ASVAB is well designed, but the tests in the
battery are intercorrelated to an extent that detracts from potential validity. That is, the present tests are not sufficiently distinct. Validity is likely to be improved if tests measuring different aspects of ability are included. Validity of the ASVAB for predicting performance in various technical schools is adequate, but modest. There is much room for improvement. Any improvement in validity translates directly to economic benefits in reducing dropout and failure rates. Both the services and the individual recruit lose if the recruit is placed in a specialty for which he or she is not qualified.

Various possibilities can be explored for obtaining more information from the present test. Additional measures, such as reaction time, can be taken (Micko, 1969, Thissen, 1980.) The items can be presented in a format that requires the recruit to continue choosing answer options until he hits the correct answer. Free answer formats can be tried, at least on the test of arithmetic operations. It is by no means obvious how to use this additional information, so considerable exploration will be required.

A better way to get more information is to use new item types. One is already being studied by McBride (1980). He is altering the presentation of reading comprehension items so that the passage appears first. Then, when the respondent is ready, the passage disappears and is replaced by the question about the passage. This makes the test sufficiently different from the current version that it would not be wise to include in the original CAT version of the ASVAB. It has a memory component that may make the test more distinctive, and hence not strictly comparable with the parallel P&P mode. It is however a goal, but for the future since it may be more valid for many uses.

The best way to get more information is to test additional aptitudes and skills. Other tests or test items include spatial visualization, not now a part of ASVAB, items with moving parts for mechanical ability tests, judgments about collision of two or more moving elements, discrimination of temporal intervals, and more. The list is endless. Although some of these possibilities will not prove to be useful, others surely will be sufficiently promising that they would considerably improve the predictability of recruit performance.

The relationship and possible contribution of computerized adaptive testing to the process of counselling and placement procedures needs study. Instead of asking, "Will this particular recruit pass School A? School B?", the Armed Services will increasingly be asking, "How can we best use this recruit?" (Or from the recruit's perspective, "How can this recruit best realize his or her potential?") This implies using measures like the ASVAB for placement, rather than selection. Over the years, the Armed Services have studied the placement problem, but there has been little attempt to design ASVAB with an eye on placement rather than selection. In a CAT environment, in addition to new tests, there are other possibilities. Possibly everyone need not be tested on all variables. The counselling opportunities can be explored in the context of existing work on placement systems in the Air Force (Hendrix, Ward, Pina, & Harvey, 1979), and the Navy (Horst & Sorensen, 1976).
The many possibilities for research and development represent opportunities to realize additional economic benefit from a CAT system. The operational benefits of adopting CAT are manifest; the possibilities mentioned here are ways of getting added value from the investment.
Reference Notes
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