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These papers were presented during a comprehensive Air Force radiofrequency-radiation-bioeffects research program review. This first-of-a-kind meeting brought together all investigators, contractor as well as in-house, currently supported by Air Force funding, to present technical summaries of their work and to interact and exchange information with their peers. During the 2½-day conference, research in a number of key areas was described. This
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demonstrates the breadth and overall integration of objectives of the Air Force program in this vital area.
The U.S. Air Force operates many radiofrequency radiation (RFR) emitters, and the potential hazard of personnel exposures has been well recognized for years. In the midfifties the Air Force had an active role in the triservice program to assess the biological effects of RFR and to establish appropriate safety guidelines. The 10-mW/cm² standard was set on the basis of such research. In recent years a more comprehensive national research program has significantly advanced the understanding of the interactions of RFR fields and biological systems. The Air Force program remains an important part of the national program, while focusing on service-specific problems.

The major objectives of the program are to (1) determine the effects of pulsed RFR exposures, (2) assess the effects of long-term low-level RFR exposures, (3) characterize the fundamental mechanisms of RFR interactions, (4) advance dosimetric methodologies in accordance with empirical requirements, (5) develop and provide RFR guidelines for the timely revision of Air Force Occupational Safety and Health (AFOSH) Standard 161-9, (6) improve the technical information used in preparing environmental impact statements, and (7) assess RFR exposures in Air Force workplaces.

The purpose of this 2 1/2-day conference is to (1) bring together for the first time persons intimately involved in the Air Force program, (2) present individual research efforts, and (3) allow open discussions among the attendees. The proceedings of this conference are published as a USAFSAM Aeromedical Review.
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THEORETICAL AND EXPERIMENTAL DOSIMETRY
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INTRODUCTION

This paper is a brief review of work done under the project "Comparison of Theoretical and Experimental Absorption of Radio-Frequency Power" that began in 1973. The basic objectives of the project at that time were the calculation and measurement of internal power deposition in models of humans and other animals irradiated by electromagnetic (EM) fields; i.e., theoretical and experimental dosimetry. The significant interest in possible health hazards caused by the ever-increasing use of radio-frequency (RF) electromagnetic equipment and the resulting increased exposure of both occupational workers and the general public to RF radiation (RFR) that existed when the project began has perhaps even increased over the years of the project.

Dosimetry is an essential element of the research related to RF biological effects and hazards because biological effects are related to the internal fields in the body, which are not the same as the incident fields of the radiation. Determination of the internal fields, either by calculation or by measurement, is often very difficult. Generally speaking, the internal fields are a function of the incident fields, the size and shape of the object, the electrical properties of the object, and the frequency of the incident fields. Thus for a given incident radiation field, the internal fields in an object of a given size and shape may be quite different from the internal fields in a different object.

When this project began, the basic dosimetry work found in the literature consisted primarily of the analysis of planar and spherical
models. Effects such as changes in power absorption with polarization, which are now well known, were not well understood at that time. The work in this project has been a systematic attack on the dosimetry problem. It began with a long-wavelength approximate analysis of the internal power absorption in prolate spheroidal models of humans and other animals. This analysis provided the first calculated description of polarization effects, but the results were limited to low frequencies, up to about 30 MHz for models of man. The work then progressed to extend the frequency range of these initial calculations, to develop improved models, and to refine the calculations. Effort during the first few years was devoted primarily to the analysis of planewave irradiation. As knowledge of planewave dosimetry developed, the work was extended to include the more complicated near-field calculations. The work has also included heat-response calculations and pulsed-field absorption calculations.

TECHNICAL APPROACH

Since the basic framework of classical electromagnetics is Maxwell's equations, dosimetry consists primarily of solving Maxwell's equations for the specific models and irradiation conditions being considered. However, because these equations are very difficult to solve, a variety of special techniques have generally been used by workers in the field to solve them for limited ranges of parameters. A combination of various techniques and a number of different models have been used to develop a reasonably comprehensive picture of dosimetry.
This section briefly describes the techniques used in this project, first for planewaves and then for near fields.

Methods for Planewave Dosimetry

**Long-Wavelength Approximation**—For frequencies at which the length of the irradiated object is approximately two-tenths or less of a free-space wavelength, calculations of the specific absorption rate (SAR) have been made by an approximation based on the first-order term of a power series expansion in $k$ of the electric and magnetic fields, where $k$ is the free-space propagation constant [1]. This is called a perturbation method because it is based on the fact that the resulting fields are only a small change from the static fields. The field equations resulting from the approximation are easier to solve than Maxwell's equations because they require only solutions to Laplace's equation instead of a solution to wave equations. The approximation is valid for man-sized models up to about 30 MHz. Long-wavelength analyses have been carried out for both prolate spheroidal and ellipsoidal models. These analyses have been very useful because they provide an easy way to calculate the SAR at low frequencies for any size spheroid, because they provide important insight into the qualitative nature of SAR characteristics, and because they provide a good check at lower frequencies for other analysis techniques.

**Extended Boundary Condition Method (EBCM)**—The extended boundary condition method (which is a method developed by Waterman [2], consisting of a matrix formulation based on an integral equation), has proven to be very useful for calculations of the SAR in prolate spheroidal models of
humans and other animals [3]. It makes use of a spherical harmonic expansion of the incident and scattered EM fields. A system of linear equations relating the unknown expansion coefficients of the scattered field to the known coefficients of the incident field is obtained from the boundary conditions and solved by matrix inversion. For man-sized models, the BBCM can be used to obtain SAR data up to about 70 MHz for E polarization.

**Cylindrical Models**--The use of cylindrical models has been found to be very useful for calculating average SARs in the range of frequencies from about 400 MHz to 7 GHz, where other methods cannot ordinarily be used. In this range, numerical techniques cannot be used because the wavelength is short enough that the matrices are extremely large and difficult to invert. Yet, the frequency is still low enough that the geometrical optics approximation described in the next subsection is not valid. Fortunately, it has been found that cylindrical models provide useful information in this frequency range [4]. The techniques used for calculation of the SARs in cylindrical models are standard electromagnetic techniques based on classical electromagnetic equations. Although the solution is well known and straightforward, the technique is limited at the high end of the frequency range by difficulties in calculating the higher order Bessel functions of large complex argument that occur in this range. Cylindrical models cannot be used to calculate the SARs for K polarization because the models are infinitely long, but they have provided much useful information for E polarization and H polarization.

**Geometrical Optics Approximation**--In the frequency range for which the wavelength is much smaller than the size of the irradiated object,
the incident electromagnetic wave may be approximated by rays (called
the geometrical optics approximation) and the SAR calculated on the
basis of planewave absorption in each differential surface area [5].
The lower frequency limit of this approximation is determined by requir-
ing 20 percent correspondence with the Mie solution for spherical models
with the same minimum radius of curvature. The SAR calculated by the
geometrical optics method has been shown to give nearly the same value
for a truncated cylinder as for a spheroid, with these values very close
to the value calculated by the cylindrical approximation [6]. The
geometrical optics approximation has been very valuable because it has
allowed calculation of the SARs in spheroidal models in the frequency
range for which calculations for cylindrical models fail. This has
allowed extension of the SAR calculations to the high-frequency range of
the spectrum.

**Empirical Formula**—An empirical formula based on the characteris-
tic behavior of the SAR for E polarization has been developed by obtain-
ing the least-squares best fit of the formula to all the available calcu-
lated data for prolate spheroidal models of humans and other animals
[7]. The result is a simple formula that can be used to calculate the
SAR for E polarization as a function of frequency for prolate spheroidal
models ranging in size from rats to humans. The equation is simple
enough to be used with a hand calculator, and the accuracy is a few
percent.

**Heat-Response Calculations**—Approximate methods based on the
overall heat balance equation for the human body have been used to
calculate the effect of increased heat load due to RF irradiation [8].
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The criterion for setting the upper level of heat stress tolerance was chosen to be a rectal temperature of 39.2°C. Calculations were made to determine what incident planewave power density would produce a rectal temperature of 39.2°C in the irradiated subject during an exposure time of 60 minutes, as a function of ambient temperature and humidity.

Semiempirical Ground-Plane Calculations--A semiempirical formula based on the power absorbed in a series RLC circuit was used to obtain the best least-squares fit to the numerical results of the SAR in a man model on a ground plane [9]. After the parameters in the equation were determined by this curve fitting, the equation was used to represent a man standing on a ground plane but separated from it by a small gap, such as would be provided by shoes, and irradiated by an EM planewave. This technique allowed approximate calculations for a situation that would be very difficult to analyze by classical methods, yet is very important because it represents a realistic exposure condition.

Layered Cylindrical Models--The analysis of cylindrical models was extended to layered cylindrical models, with the layers representing the effects of inhomogeneities in the human body such as those produced by combinations of muscle and fat [10]. The analysis is a straightforward extension of the classical method used for homogeneous cylindrical models.

Surface Integral Equation (SIE) Method--We have adapted a method of the surface integral equation (SIE) method [11, 12] for calculating SARs in capped cylinder models of humans and other animals [13]. The SIE is a formulation of the electromagnetic field equations in terms of integrals of induced currents on the surface of the body. The moment
method is used to solve the integral equations. The SIE method works better than the EBCM for large length-to-width absorber ratios because the EBCM depends heavily on spherical harmonic expansions, while the SIE method does not. Calculations by the SIE method have extended SAR data up to 400 MHz for models of man, whereas the EBCM is limited to about 80 MHz for such models. The SIE calculations are particularly valuable because they can be used for K-polarization calculations. Because of the nature of the SIE equations, it is easier to use a truncated cylinder with spherical end caps as a model than spheroids or other models.

Experimental Methods—Measurements to verify theoretical calculations were made in prolate spheroidal saline phantoms at frequencies below resonance by S. J. Allen and his colleagues at Brooks Air Force Base [14, 15].

Methods for Near-Field Dosimetry

Planewave dosimetry was developed first because mathematically it is much simpler than near-field dosimetry. However, near-field dosimetry is important because many exposure conditions involve near fields. The extensive knowledge about planewave dosimetry formed a sound basis for the extension to near-field dosimetry. It would have been very difficult indeed to attempt near-field analyses without having the basic information provided by the simpler planewave analyses upon which to build. This subsection describes techniques that have been applied to the analysis of near-field power absorption.

EBCM and Long-Wavelength Analysis With Simple Sources—The work in near-field theoretical dosimetry began with simple models and simple
sources, just as all complicated theoretical analyses begin with the simplest possible configurations. Both the long-wavelength approximation and the EMOM were used to analyze the SARs in prolate spheroidal models of humans and other animals irradiated by short dipoles and small-loop antennas [16, 17]. Prolate spheroidal models were used because the average SAR calculated for planewave irradiation of these models gives results that agree very well with those obtained from more realistic models, and because they are the simplest mathematically. Likewise, the simplest small antennas were used as sources because the mathematics are simpler for them than for more realistic models. Insight gained from these analyses were later used to develop more complicated realistic analyses.

Aperture-Field Representation of Sources--To work towards the analysis of realistic near-field sources, the radiation fields of electrically small apertures were first considered. The fields in a small aperture might represent exposure conditions such as those produced by leakage fields in RF sources like microwave ovens and small holes in waveguides. The method of analysis consists of replacing the electric and magnetic fields incident on one side of a small aperture by an equivalent configuration of electric and magnetic dipoles that describe the diffracted fields on the other side of the aperture. The EMOM was used to calculate the SAR produced by these sources.

Since the small-aperture field analysis is limited in the sources that it can represent, the methods were extended to the analysis of SARs produced by fields in electrically large apertures, which can be used to represent more realistic exposure conditions, such as those produced by
large reflector antennas. The method of solution is to expand the incident fields in vector spherical harmonics about an origin suitably located in the aperture plane. This expansion is then shifted to the origin of the prolate spheroid model by means of an addition theorem for rigid translations of the vector spherical harmonics. Such a shift in a coordinate system is necessary so that analytic continuation of the incident and the induced field expansions can be made with respect to a single coordinate system centered at the origin of the spheroid. With this new field expansion, the EBCM is employed to calculate the fields inside the spheroid [18].

A technique was later developed for expanding the spherical harmonics about the origin of the spheroid without requiring the addition theorem. This method turns out to be more useful for calculating the absorption in spheroidal models close to the source, while the method described above is better for calculating the scattered fields farther away from the source.

**Block Model and Moment Method**—In order to calculate SAR distributions, and in particular to study the SAR in a model of a fetus in a sitting woman, we have used a block model and the moment method, a technique used by several others. Our computer program is adapted from a program written by Livesay and Chen for planewave irradiation [19]. We modified the program to include the calculation of internal fields and SAR distribution due to near-field exposures. We first calculated the SARs in a standing model of man irradiated by a short electric dipole to test the program and get initial near-field SAR data. From the data, we were able to show that the average near-field SAR in a
prolate spheroidal model of man is very close to that in a block model [20]. This is important information because it justifies the use of the simple spheroidal model for average near-field SAR calculations. We then constructed a sitting model of a woman and wrote the program to calculate the SARs in that model.

**Subdivision of Mathematical Cells**—The SAR distribution in a block model cannot be calculated with very good accuracy because the number of mathematical cells in the model must be limited at present to less than 200. This means that the inhomogeneities in the human body can be represented only to a very limited extent. It is not possible, for example, to represent the structure of an arm in terms of bone, muscle, and fat or to represent the size, shape, and composition of a typical internal organ with a model of only 200 mathematical cells. In the present inhomogeneous models of man, the mathematical cells are each assigned a permittivity that represents an average permittivity of a particular region of the body represented by the cell. Since it does not seem possible to increase the number of mathematical cells to the point where an adequate representation of the body could be obtained, we have begun to investigate an approximation that will allow one specific region of the body, for example an internal organ, to be represented by a large number of small mathematical cells, while the remainder of the body is represented by larger mathematical cells. This would allow a significantly greater resolution in the SAR distribution in a given small subvolume of the body, while other regions of the body in which as much accuracy is not required would be represented by much coarser mathematical cells. The method is based on the tensor Green's-function.
integral equation as follows:

\[ E_1(r) = \int_V G(r, r') \cdot E_1(r') \, dv' + E_i(r) \quad (1) \]

Equation 1 shows the integral equation where \( E_1 \) represents the field in a block model with coarse mathematical cells, \( r \) is the field point, \( r' \) is the source point, \( G \) is the Green's function, and \( E_i \) is the incident field. \( V \) represents the total volume of the block model. This equation is first solved with coarse cells and the solution \( E_1 \) obtained. Then the integral equation is rewritten as shown in Eq. 2.

\[ E'_2(r) = \int_{V_1} G(r, r') \cdot E_1(r') \, dv' + \int_{V_2} G(r, r') \cdot E_2(r') \, dv' + E_i(r) \quad (2) \]

Equation 2 is the integral equation for the same block model, but now with one or more of the original cells subdivided into smaller cells. \( V_2 \) represents the volume consisting of the subdivided cells, and \( V_1 \) represents the remaining volume of the original model. The approximation is that the \( E_1 \) obtained from the solution of Eq. 1 before the subdivision of the cells is now considered to be a known quantity in all the cells in volume \( V_1 \) in Eq. 2. This reduces the number of unknowns in Eq. 2 to \( E_2 \), the field in the subdivided cells, which would allow solution of Eq. 2 with as many as 100-200 mathematical cells consisting of the smaller cells resulting from subdivision. This means that if the method works, it would allow calculation of the SAR in a given organ, for example, with that organ divided into as many as 100-200 mathematical cells, thus providing much greater resolution than could ordinarily
be obtained. The validity of the approximation that $\xi_1$ is the same in the undivided cells both before and after subdivision remains to be established. The approximation would be expected to be good for remote undivided cells because the Green's function decreases rapidly with distance, but the real question is how good the approximation is for undivided cells adjacent to the subdivided cells. Some results of preliminary investigations of this method are given in the section RESULTS AND PROGRESS.

**Calculation of SARs from Measured Fields**—An important remaining need in dosimetry is to be able to measure the field existing in a given region and from those measured field values calculate the SAR that would be produced by an object placed in those fields. Although this could be done by measuring amplitude and phase of the vector fields at each point corresponding to the center of a mathematical cell in the block model of man, the number of measurements required would be prohibitive and impractical, especially the measurement of phase. To determine whether a practical method for measuring fields and calculating expected SARs can be developed, we are collaborating with Dr. Art Ludwig of General Research Corporation, Santa Barbara, California, through a subcontract to this project to develop a method for representing measured fields by a spherical harmonic expansion, with statistical methods for minimizing the effects of measurement noise. This expansion would then be used with the EBCM to calculate SARs in spheroidal models, and later with the moment method to calculate SARs in block models. The techniques for expanding fields in spherical harmonics that were described above for aperture-field methods will be an important asset in this study.
The first step in the investigation will be to develop a composite computer program for expanding the measured fields in spherical harmonics and calculating the SAR in spheroids by the EBCM. The SAR will then be calculated from the composite program and compared with the SAR calculated by previous methods directly from the known dipole fields, without noise. This will allow an evaluation of the validity of the field expansions and the effects of noise. We will then proceed to investigate the number of field measurements required to get adequate accuracy in the calculation of the SAR. We will attempt to establish the correlation between the error bounds on the SAR and the number of measurements. In particular we will attempt to determine whether reasonably accurate SARs can be calculated from measurements of the incident field amplitude only, without measuring the phase of the incident fields. This is important to know because measurement of the phase on the incident field is very difficult. After the program is developed for spheroids, it will be extended to the calculation of SARs in block models irradiated by near fields.

Pulsed-Field Methods—To investigate whether the SARs produced by pulsed fields are significantly different in nature from those produced by CW incident fields, we have developed two approaches. The first is the analysis of SARs produced by pulsed fields incident on spheroids that are small compared to wavelengths in the main frequency spectrum of the pulsed fields. In this approximation, the long-wavelength analysis is used to calculate the internal fields in the spheroid. Calculations have been made for a small spheroid irradiated by the fields of a pulsed
phased array of short dipole antennas. To allow investigation of the
effect of the rise time of the pulse, a more realistic pulse form than
the traditional step-function pulse is used. The representation of the
current pulse on the antenna is shown in Fig. 1, and the mathematical
expression is given in Eq. 3.

\[ i(t) = [\tanh \alpha(t + \gamma + \tau/2) - \tanh \alpha(t + \gamma - \tau/2)] \cos (\omega t + \gamma + \delta) \]

(3)

where \( \alpha \) is a factor representing the rise time, the parameter \( \gamma \) shifts
the pulse to the right or left in time, \( \tau \) is the length of the pulse,
and \( \delta \) is a phase factor. Some results of this analysis are given in the
next section.

The second approach is the calculation of internal fields produced
by a pulsed planewave incident on a lossy inhomogeneous dielectric half
space. Since a Laplace transform analysis would be difficult for an
inhomogeneous dielectric and for the pulsed waveform shown in Fig. 1, we
have developed a numerical analysis based on computer solution of two
coupled integral equations in the time domain. The coupled integral
equations are given in Eqs. 4 and 5.

\[ j_p(z,t) = \sum_{i=1}^{3} \frac{\varepsilon_r(\varepsilon_{oi} - \varepsilon_{wi})}{\tau_i} \varepsilon_r(\varepsilon_{oi} - \varepsilon_{wi}) \int_0^{-(t-\tau)/\tau_i} e^{-t'/\tau_i} E(z,t') \, dt' \]

(4)
\( a = 2.0 \times 10^9 \text{/second} \)
\( f = 500 \text{ MHz} \)
\( \tau = 6.0 \text{ nanoseconds} \)
\( \delta = \gamma = 0 \)

Fig. 1. Current pulse of Eq. 3.
where the steady-state permittivity is given by the Debye equation

\[
\varepsilon(\omega) = \sum \varepsilon_{\omega i} \left( \frac{\varepsilon_{0i} - \varepsilon_{\omega i}}{1 + j\omega\tau_i} \right)
\]  

(6)

In these equations, \(a^+\) and \(a^-\) represent initial electric and magnetic field values, \(j_s\) is source current, \(j_p\) is polarization current, and \(u\) is a step function. These equations are derived in reference [18].

Experimental Methods--SARs have been measured in scaled saline spheroidal phantoms irradiated by the near fields of short electric monopoles above ground planes, simulating spheroids irradiated by short electric dipoles [21]. Since the actual fields of the dipoles are not
the same as the calculated fields of an ideal short electric dipole, specific comparisons between calculated and measured values of SARs are not meaningful. However, the measured and calculated values have shown good qualitative agreement as described in the next section.

RESULTS AND PROGRESS

Since most of the results of this project are contained in the three editions of the Radiofrequency Radiation Dosimetry Handbook that have been published, a brief summary of each of these editions of the handbook is given in this section, along with some additional results.

Planewave Dosimetry

Radiofrequency Radiation Dosimetry Handbook (First Edition)--The first edition of the handbook was published in September 1976 [22]. It contains planewave dosimetric data for spheroidal and ellipsoidal models of humans and other animals. The frequency range of the data was 10 kHz-1.5 GHz. The dosimetric data showed polarization effects clearly, but contained little on resonance effects because the calculations were made by the long-wavelength approximation and the EBCM.

Radiofrequency Radiation Dosimetry Handbook (Second Edition)--In May 1978, the second edition of the handbook was published [8]. In this edition the frequency range of the dosimetric data was extended to 10 MHz-100 GHz. This edition of the handbook has been widely circulated and used by many researchers throughout the world interested in dosimetry and electromagnetic radiation hazards. Data in the handbook was used, along with other data, by the ANSI C95.4 Committee on Safety
Levels and/or Tolerances With Respect to Personnel in revising its safety standard. Handbook data was also used by the National Institute of Occupational Safety and Health in developing safety standards. Similar organizations in foreign countries have likewise used the data. Improved methods of calculation included the EBCM, the use of cylindrical models, and the geometrical optics methods, as described in the previous section of this paper. The handbook includes derivation of the empirical formula for calculating the SAR in spheroidal models, and the semiempirical formula for calculating the SAR in models on ground planes. Heat-response calculations are included, along with rather extensive metabolic-rate and other biological data. Tables of permittivities of tissues compiled from the literature are given. The handbook also includes a summary of the articles in the literature on dosimetry. Comparisons are made between published values of theoretical and experimental SARs.

Figure 2 is an illustration of how a combination of techniques has been used to obtain the average SAR data as a function of frequency. As explained earlier, it has been necessary to use a combination of techniques because of the difficulty of solving Maxwell's equations in any frequency range. As indicated in Fig. 2, numerical techniques have been used up to frequencies of about 600 MHz. Beyond this frequency, numerical techniques are impractical because they require excessive amounts of computer storage. The long-wavelength approximation has been very useful up to about 30 MHz for man-sized models. From about 400 MHz to 7 GHz cylindrical models have been used. Above 7 GHz the geometrical optics technique has been employed.
Fig. 2. Average SAR for models of an average man irradiated by an EM planewave of 1 mW/cm² power density. E, K, and H designate polarizations in which the incident electric field vector, propagation vector, and magnetic field vector, respectively, are parallel to the long axis of the body. The various methods used to make the calculations are shown.
Figure 3 illustrates the value of the dosimetric data in the handbook to the researcher. Without this kind of dosimetric data, it would not be possible to extrapolate observed biological effects induced in animals by electromagnetic radiation to those expected in man. For example, it is clear from Fig. 3 that if both a man and a rat were irradiated by a 650 MHz-planewave, the average SAR in the rat would be more than an order of magnitude greater than that in the man. Hence, if a biological effect were observed in a rat with a given incident power density, it would be expected that a similar biological effect in man would occur at much higher incident power density. Another important difference would be that the local SAR in the rat would be quite different from that in the man. In the man, the heating would tend to be more superficial than in the rat, since the size of the man is much larger compared to a wavelength than the rat. The second edition of the handbook describes an approximate method for adjusting frequencies and power levels of radiation in animals to correspond to similar irradiation conditions in man.

Figure 4 shows the ground-plane information contained in the handbook. The curves show that the effect of the ground plane is to shift the curve to the left and that a gap between the absorber and the ground plane gives an intermediate effect between irradiation in free space and irradiation on the ground plane. This information is very valuable because most exposures are of people involved in some relation to the ground plane.

Figure 5 shows a comparison between calculated data and experimental data obtained by Gandhi and Hagmann [24]. It can be seen that the
Fig. 3. Average SAR for prolate spheroidal models of an average man and a medium rat for E polarization, for an incident planewave power density of 1 mW/cm².
Fig. 4. Average SAR for an average man separated from a perfect ground plane by a gap of 3 cm, both with and without loss. Curves for the man standing on the ground plane and in free space are shown for comparison.
Fig. 5. Calculated and measured values of the average SAR for models of an average man, E polarization. Incident power density is 1 mW/cm².
agreement of the data is quite good. Although all experimental data do not agree that well with calculated data, the theoretical calculations and experimental results are generally in good agreement.

The rather extensive compilation of permittivity values for tissue from the literature that is given in the handbook has also proven to be very useful to researchers. Tables of other biological data and qualitative explanations of electromagnetics are other important features of this edition of the handbook.

Radiofrequency Radiation Dosimetry Handbook (Third Edition) -- The third edition of the RFR Dosimetry Handbook was published in August 1980 [25]. In this edition, the tables in the second edition were updated with the recent information from the literature. Although the main emphasis of the third edition is on near-field dosimetry, the third edition also contains planewave dosimetric data for layered cylindrical models, SARs for circularly and elliptically polarized planewaves, and improved K-polarization calculations. Figure 6 shows the data for the layered model compared with data for homogeneous models. As the data indicate, the layering effect is only important for frequencies above about 400 MHz. Explanations for effect of the layers are given in the handbook. The improved K-polarization calculations for the rat agree well with recently obtained experimental values [26]. In the second edition, the values for K polarization above the range where the long-wavelength approximation was valid were primarily estimated values because the cylindrical model is not valid for K polarization. The estimated values were based on some early experimental results given in the literature, which apparently were too low.
Fig. 6. Calculated average SAR in homogeneous and multilayered models of an average man for an incident power density of 1 mW/cm² for two polarizations.
Near-Field Dosimetry

Radiofrequency Radiation Dosimetry Handbook (Third Edition)—The main emphasis of the third edition of the handbook is near-field dosimetry. However, since near-field dosimetry is much more complicated than planewave dosimetry, the dosimetric data in the third edition is quite different in nature from that in the first two editions. The main reason for the difference is that near-field SARs cannot be normalized to an incident power density as planewave SARs can be. Consequently, each set of near-field dosimetric data must be related to the source that produced the near fields, and it is not possible to generalize the dosimetric data. Thus, researchers desiring dosimetric information about their experiments would need a set of data for each particular near-field source, which of course is not practical. For these reasons, the near-field data in the third edition is given only for some typical idealized near-field sources, namely, short electric dipoles and small-loop antennas. The purpose of the data is to show the characteristics of near-field SARs and to provide insight and understanding about near-field absorption. The insight and understanding from these and other near-field data have been used to formulate two qualitative principles that can be used to predict relative values of near-field SARs. The derivation and applications of these principles are described in the third edition of the handbook. An example of the dosimetric near-field data and the understanding provided by the qualitative principles is shown in Fig. 7, which displays the average SAR produced in a spheroidal model of an average man irradiated by a short electric dipole at 200 MHz as a function of the distance between the dipole and the spheroid.
Fig. 7. Calculated values of normalized SAR and $(\lambda/d)^2$ for a spheroidal model of an average man irradiated by a short electric dipole for E polarization at 200 MHz; $d$ is the distance between the dipole and the spheroid and $\lambda$ is the wavelength of irradiation.
Note that the SAR does not increase as fast as the inverse distance squared, as might be expected from the $1/r$ variation of the far fields, which would correspond to a $1/r^2$ variation in the incident power density of the far fields. One might expect that in the near fields, the increase in the SAR would be greater than it would be in the far fields, since the near fields vary faster than $1/r$. The reason that the SAR does not increase as fast as inverse distance squared is explained below in terms of the incident near-field variation. Similar behavior has been found in measurements of the average SAR in spheroidal models [21].

A brief summary of the qualitative principles derived in the third edition of the handbook is given next as a basis to explain the SAR characteristics in Fig. 7. At the lower frequencies, the internal electric fields can be thought of as being generated by the incident $E$ and $H$ separately. That is,

$$E_{in} = E_e + E_h$$

(3)

where

- $E_e$ is the internal electric field caused by $E_{inc}$, the incident $E$ field.
- $E_h$ is the internal electric field caused by $H_{inc}$, the incident $H$ field.
- $E_{in}$ is the total internal electric field in the body.
At the lower frequencies, \( E_e \) and \( E_h \) can be calculated separately from \( E_{inc} \) and \( H_{inc} \), and added to obtain \( E_{in} \), as given in Eq. 3. This is not true at higher frequencies, where \( E_e \) and \( E_h \) cannot be separately attributed to \( E_{inc} \) and \( H_{inc} \), respectively, since \( E \) and \( H \) are coupled together by Maxwell's equations. However, the general concepts based on Eq. 3 do seem to have some validity at higher frequencies, sometimes even up to resonance.

The following two principles can be used to predict the relative values of \( E_{in} \):

1. \( E_e \) is **stronger** when \( E_{inc} \) is mostly **parallel** to the boundaries of the object, and **weaker** when \( E_{inc} \) is mostly **perpendicular** to the boundaries of the object.

2. \( E_h \) is **stronger** when \( H_{inc} \) intercepts a **larger** cross section of the object and **weaker** when \( H_{inc} \) intercepts a **smaller** cross section of the object.

Figure 8 shows some examples of qualitative evaluations of internal fields based on these principles. For simplicity, only simple objects are used for illustration, but the principles apply to more complicated shapes like the human body.

Figure 9 illustrates the qualitative explanation of the difference in average SAR shown in Fig. 2 for the three polarizations. For frequencies below resonance, the average SAR for \( E \) polarization is the greatest because both \( E_e \) and \( E_h \) are strong. The SAR for \( H \) polarization is lowest because both \( E_e \) and \( E_h \) are weak. The average for \( K \) polarization lies between that for \( E \) polarization and that for \( H \) polarization.
Table 8. Qualitative evaluation of the internal fields based on qualitative principles: $E_{\text{inc}}$ is the internal electric field generated by $E_{\text{inc}}$, the incident $E$ field, and $E_{\text{h}}$ is the internal electric field generated by $H_{\text{inc}}$, the incident $H$ field.
Table 1. Qualitative explanation of the differences in average SAR shown in Fig. 2 for the three polarizations in spheroidal models.

<table>
<thead>
<tr>
<th>Polarization</th>
<th>E₀ strong</th>
<th>E₀ weak</th>
<th>Eₜ strong</th>
</tr>
</thead>
<tbody>
<tr>
<td>H Polarization</td>
<td>Eₜ weak</td>
<td>Eₜ weak</td>
<td>Eₜ strong</td>
</tr>
</tbody>
</table>

Fig. 9. Qualitative explanation of the differences in average SAR shown in Fig. 2 for the three polarizations in spheroidal models. \(\bigcirc\) means the vector is normal to the paper.
because $E_e$ is weak, but $E_h$ is strong. Thus the two qualitative principles very nicely explain why the SAR is a strong function of the polarization. Other similar qualitative explanations can be used to predict whether the average SAR will be large or small for a given set of conditions.

Similarly, the qualitative principles can be used to explain near-field absorption characteristics. Figure 10 shows the same information as Fig. 7, along with information about the electric field. Note that $|E|^2$ is less than $(\lambda/d)^2$, but follows along nearly parallel with it. The change in $|E|^2$ does not explain why the average SAR increases more slowly than $(\lambda/d)^2$ until it rises suddenly between $\lambda/d = 0.2$ and 0.3 and then rapidly increases above $(\lambda/d)^2$ for $\lambda/d$ less than 0.2. The explanation is found in the change of the orientation of the $E$ field with respect to the spheroid, as described by $\alpha$, the angle between $E$ and the major axis of the spheroid. Note that $\alpha$ is increasing from $\lambda/d = 1$ to about 0.25, where it suddenly begins to decrease. As $\alpha$ is increasing, $E$ is changing from mostly parallel to more perpendicular to the spheroid. According to the first qualitative principle, this means that $E_e$ is becoming weaker as $\alpha$ increases. Thus $E_e$ is getting weaker from about $\lambda/d = 1$ to about 0.25, and then becomes stronger as $\alpha$ decreases again. This factor causes the average SAR to begin to rise rapidly as $\alpha$ decreases. This is an example of how the qualitative principles can be used to explain near-field absorption characteristics, as well as planewave absorption characteristics.

Aperture-Field Representation of Sources--As described in the previous section, TECHNICAL APPROACH, the formulation for the calculation of SARs in prolate spheroids irradiated by the fields of electrically small apertures and the fields of electrically large apertures has
Fig. 10. Calculated values of normalized SAR, normalized $|E|^2$, and angle between $E$ and the spheroid's major axis for a spheroidal model of an average man irradiated by a short electric dipole for $E$ polarization at 200 MHz; $d$ is the distance between the dipole and the spheroid, $\lambda$ is the wavelength of the radiation, and $\alpha$ is the angle between $E$ and the spheroid's major axis.
been completed. Data have been generated for average SARs in prolate spheroidal models of man irradiated by typical small-aperture fields [18]. The data show that in the near zone a magnetic dipole induces greater absorption in the model than does an electric dipole. The general absorption characteristics of the data are consistent with the qualitative explanations of near-field absorption described in the subsection. One interesting application of the electrically small aperture analysis might be the case where some industrial machines have an equivalent electric dipole parallel to the operator, which causes maximum absorption. In order to protect the generator, a conducting shield is often placed between the operator and the aperture. However, the eddy currents induced on the conducting shield would introduce an equivalent magnetic dipole. Since the small-aperture analysis shows that magnetic dipoles cause more absorption than electric dipoles, the conducting shield may not provide much protection for the operator.

At this time, only preliminary data have been obtained from the large-aperture analysis. Checks on the validity of the data have been made, and present efforts are being directed towards studying more realistic exposure conditions, including reflector antennas of diameters larger than 10 wavelengths, which are characterized by a focused radiation pattern and, hence, have an extended near zone.

Subdivision of Mathematical Cells--In order to study the validity of the approximation involved in the subdivision of mathematical cells (see the section TECHNICAL APPROACH), we have made calculations for a simple block model of a cube of tissue. The cube was first divided into
27 cells, each having sides 10 cm long. Figure 11 shows the local SAR values in the center of each cell due to an incident planewave at 27.12 MHz.

Figure 12 shows the SAR distribution in a cubical tissue-block model for which a cell at the very center of the cube has been subdivided into eight cells. Comparison of the SAR data given in Figs. 11 and 12 shows that partitioning of a cell at the center of the cube does not perturb the SAR values in the neighboring cells. The only change occurs in the value of the SAR in the partitioned cell. In this case the value of the SAR in the center of the cube has changed by ten percent and the average SAR in the cube has remained unchanged.

Figure 13 shows the SAR distributions in a cubical tissue-block model for which a cell on one surface of the cube (a cell at the center of the first layer in the x-y plane) has been subdivided into eight cells. In this case it can be seen that the values of the SAR in the undivided cells have not changed from the values given in Fig. 11.

Figure 14 shows the SAR distributions in a cubical tissue-block model for which a cell at a corner of the cube has been subdivided into eight smaller cells. In this case, the value of the SAR in the neighboring cells was changed by up to 60 percent (compare these values with those given in Fig. 11). The SAR value at the corner, i.e., in the subdivided region, has increased, approaching a value 49 percent greater than the estimated value using one cell; but the change in the average SAR in the cube is only four percent. These data indicate that internal cells (those without a corner interfacing with air) can be subdivided without seriously changing the field values in neighboring cells, but
Fig. 11. SAR (µW/kg) distribution in a cubical tissue-block model (30 x 30 x 30 cm$^3$) irradiated by an incident EM plane wave at 27.12 MHz. $|E| = 1$ V/m, $\sigma = 0.42$ S/m, and $\varepsilon'/\varepsilon_0 = 76$. The average SAR is $3.103 \times 10^{-5}$ mW/kg.
Fig. 12. SAR (μW/kg) distributions in a cubical tissue-block model (30 x 30 x 30 cm³) irradiated by an incident EM plane wave at 27.12 MHz. \( \mathbf{E}^i \parallel \hat{x}, \mathbf{H}^i \parallel \hat{y} \). \(|\mathbf{E}^i| = 1 \text{ V/m}, \sigma = 0.42 \text{ S/m}, \epsilon'/\epsilon_o = 76\). The average SAR is \(3.102 \times 10^{-5} \text{ mW/kg}\).
Fig. 13. SAR (µW/kg) distributions in a cubical tissue-block model (30 x 30 x 30 cm$^3$) irradiated by an incident EM plane wave at 27.12 MHz. $E^i \parallel x$, $H^i \parallel y$, $|E^i| = 1$ V/m, $\sigma = 0.42$ S/m, $\varepsilon'/\varepsilon_0 = 76$. The average SAR is $3.105 \times 10^{-5}$ mW/kg.
Fig. 14. SAR (μW/kg) distributions in a cubical tissue-block model (30 x 30 x 30 cm$^3$) irradiated by an incident EM plane wave at 27.12 MHz. $E^i \parallel \hat{x}$, $H^i \parallel \hat{y}$, $|E^i| = 1$ V/m, $\sigma = 0.42$ S/m, $\epsilon'_i/\epsilon_o = 76$. The average SAR is $3.237 \times 10^{-7}$ mW/kg.
that subdivision of corner cells causes large changes in the calculated values of the fields in neighboring cells. Apparently this occurs because of rapid spatial variation of the fields in the corner cells. When these corner cells are subdivided, the smaller cells give a more accurate calculation of the fields that would actually exist near the corners, which changes the calculated values in neighboring cells. This effect raises questions about the convergence of the moment-method solution and the general accuracy of the SAR distributions calculated by the moment method.

Calculation of SARs from Measured Fields—Present efforts are directed toward developing the composite program for expanding measured fields in terms of spherical harmonics and from this expansion calculating the SARs in spheroidal models using the EBCM. The developments resulting from the aperture-field analyses will be very useful in formulating this composite program.

Pulsed-Field SARs in Small Spheroids—Using the approximate long-wavelength analysis described in the previous section, calculations have been made for the instantaneous power absorption at some point in a small spheroid irradiated by two phased, pulsed electric dipole antennas. The relative values of instantaneous SAR as a function of time for several different pulses, ranging from a slow pulse to a fast pulse, are shown in Fig. 15. It is clear from Fig. 15, a and b, that the instantaneous SAR for a relatively slow-rising pulse is not significantly different from the SAR that would be produced by a continuous wave. However, as shown in Fig. 15, c and d, for sharply rising pulses, the instantaneous SAR near the turn-on and turn-off points of the pulse can be significantly higher than the steady-state SAR. These transient peaks, though
Fig. 15. Relative instantaneous SARs for several values of $\alpha$. 

(a) $\alpha = 1.875 \times 10^9 / s$

(b) $\alpha = 7.5 \times 10^9 / s$

(c) $\alpha = 3.0 \times 10^9 / s$

(d) $\alpha = 12 \times 10^9 / s$
very high, are also of very short duration. Consequently, the average SAR for a pulse would be affected very little by these sharp transient peaks. Whether these sharp transients are of significant importance in biological effects is a question that still remains to be answered.

Experimental Work--Measurements of averaged SAR have been made in prolate spheroidal models of monkeys and man exposed to the near fields of short electric monopoles on a ground plane simulating electric dipoles. Some results of these measurements are shown in Fig. 16, with the measured incident fields given in Fig. 17. Although the measured results could not be compared with calculated results because the actual fields of the antenna are not the same as the idealized fields of the short dipole, the qualitative characteristics of the measured results compare very well with the calculated results for ideal antennas. The qualitative principles described above can be used to explain the differences in the absorption for the monkey and man models and why the absorption is lower than the \((\lambda/d)^2\) curve [25].

During this past year, a new electromagnetic radiation chamber has been constructed at the University of Utah with funds provided by this project. Inside-wall dimensions are 18' x 22' x 11'. The inside of the chamber is completely lined with galvanized sheet metal having soldered joints. Eighteen-inch Eccosorb pyramids are glued to the ceiling and placed on the floor. Twenty-six-inch Eccosorb pyramids are fastened to the walls with Velcro, allowing them to be removed and rotated. Two nylon zippered curtains are provided to make three compartments, each of
Fig. 16. Measured relative SARs in scaled saline spheroidal models versus distance. The SAR values for the different models are normalized with respect to their planewave value. $\Delta T$ is the temperature rise in the saline solution after exposure for time $t$. 

Thick monopole
- Sitting rhesus monkey (at 256 MHz)
- Average man (at 75 MHz)
Fig. 17. Measured relative fields versus distance for the thick monopole on a ground plane. The values of $E$ and $H$ are normalized with respect to their values at $d/\lambda = 0.6$. 
which can be independently air conditioned. The new chamber will be a significant factor in the experimental work that is planned for this project, since it will allow many kinds of good dosimetric measurements to be made.

SUMMARY AND CONCLUSIONS

Significant progress has been made in planewave dosimetry. Two editions of the RFR Dosimetry Handbook have been published containing extensive planewave dosimetric data that have proven to be useful to researchers the world over and used in formulation of a number of safety standards.

Likewise, significant progress has been made in near-field dosimetry, which is a much more difficult area than planewave dosimetry. The third edition of the Radiofrequency Radiation Dosimetry Handbook contains first-generation near-field dosimetric data. However, since the near-field SARs cannot be normalized to an incident power density, as planewave SARs can be, it is much more difficult to generalize near-field dosimetric data. Each set of near-field dosimetric data must be specific to the source that produces the near fields. Consequently, a handbook of useful dosimetric data for near fields is not possible, as it was for planewave SARs. However, typical near-field data are given in the third edition of the handbook, and qualitative principles are given that allow one to determine relative near-field SARs from the characteristics of the incident fields.

Useful information has been obtained from the pulsed-field irradiation of small spheroids, indicating that there is a significantly different transient SAR that occurs near the turn-on and turn-off points of
the pulsed fields. However, since this transient does not occur unless
the pulse turns on very fast, it is not yet clear how important such
transients will be in biological effects.

SARs in prolate spheroid models irradiated by the fields of both
electrically small and large apertures can be calculated.

A method for calculating high-resolution SARs by subdividing
mathematical cells has been proposed and is being investigated.

Present work on the project is directed towards solution of the
following important remaining problems in EM dosimetry:

1. How to calculate SARs from measured field values.
2. How to calculate SAR distributions with better resolution,
particularly in a specified organ or region.
3. How to calculate the effects of mutual impedance on internal
fields.
4. Are the SARs caused by pulsed fields significantly different
from those produced by CW fields?
5. The need for more extensive verification of near-field SAR
calculations by experimental measurements.

With the extensive background and information developed in previ-
ous work on this project, it is expected that meaningful results will be
obtained in each of these areas in future work on the project. This
information, along with that from the literature and previous work,
should result in a very comprehensive picture of electromagnetic dosim-
metry, both theoretical and experimental.
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1.0 INTRODUCTION

Much of the past work on the chronic exposure of test animals involved the use of anechoic chambers, metal capacitor plates, or resonant cavities in exposing a large group of subjects. When using these methods, the energy coupled to each animal is a function of the group size, group orientation, and orientation of each animal within the group, as well as the presence and orientation of water and food dispensers. In such cases, extrapolation of the biological results from animals to humans is virtually impossible.

Although the problem of absorbed energy variation with orientation of the animals can be partially eliminated by restricting the size of the exposed groups to a single restrained animal, it is impossible to expose an animal over a long period of time in a restrained position. In addition, the cost of resources and time required for even simple experiments involving chronic exposures of animal populations in the large anechoic chambers now in use would be prohibitive.

In this study, we have chosen to use a system described by Guy and Chou (1975) and Guy et al. (1979) for exposing a population of animals to a single source while independently maintaining relatively constant and quantifiable EM power coupling to each animal. Systems such as these
operating at 918 MHz and 2450 MHz have been used successfully in our laboratory since 1975 for physiological and behavioral studies (Moe et al., 1975; Johnson et al., 1977; Lovely et al., 1977, 1978). Since the major goal of this study is to simulate the chronic exposure of man to 450-MHz RF radiation, with an incident power density of 1 mW/cm², the 2450-MHz system was selected so that a small laboratory test animal such as the rat would be approximately the same electrical size (compared to a wavelength) as a human. The initial consideration was to produce the same average specific absorption rate (SAR) in test animals as predicted for man exposed to the 1-mW/cm² 450-MHz RF fields. It was estimated, based on previous experience with the exposure system, that an average power density level of 500 μW/cm² for animal exposure would be equivalent to human exposure at the lower frequency.

The system, consisting of a number of independent waveguides for providing each animal with an individual exposure cell, provides a relatively inexpensive and convenient method for exposing a sizable number of animals to RF energy from a single source while independently maintaining relatively constant and quantifiable coupling of the energy to each animal. The individual waveguides allow the animals to be continuously exposed while unrestrained and living under normal laboratory conditions with access to food and water. Each exposure cell consists of a cylindrical waveguide that is excited by circularly polarized guided waves that provide relatively constant and easily quantifiable coupling of the fields to each animal regardless of their position, posture, or movement. Food and water are provided to the animals with negligible perturbation of the fields. The theory of operation, the construction details of a single waveguide cell, and the details of the complete system consisting of 100 experimental waveguides and 100 control waveguides that will allow the RF and sham exposure of 200 animals are explained below.

2.0 TECHNICAL APPROACH

2.1 Theory

The operation of a single exposure waveguide is described by the sketch shown in Figure 1-a. The main body of the 20-cm-diameter exposure
waveguide is constructed of wire screen to provide ventilation and visibility of the subject. At the left side of the tube, there is attached a transducer consisting of a smaller diameter waveguide fabricated from the outer shell of standard 3 1/8" (approximately 8 cm) diameter EIA coaxial transmission line. At the left end of the smaller diameter waveguide, there are two orthogonal excitation probes of proper length and distance from the shorter end of the waveguide so that each is matched to a 50-ohm coaxial feedline when the opposite end of the small-diameter section is terminated in the characteristic impedance of the TE_{11} mode excited by the probe. When energy is fed to the vertical probe, it will excite a propagating TE_{11} mode in the small-diameter guide. A short distance down the guide from the excitation probe, there is a circular polarizer consisting of four stubs that convert the linearly polarized TE_{11} mode to the circularly polarized TE_{11} mode. The circularly polarized mode in the smaller diameter guide, in turn, is matched to the larger diameter waveguide by means of four additional tuning stubs, while the latter is terminated in the characteristic impedance of the propagating modes. From size and dosimetry considerations three propagating modes, TE_{11}, TM_{11}, and TE_{31} modes, can be excited at the aperture of the small waveguide. The electrical field configuration of the three modes is shown at the top of Figure 1-a. Since the first two of the three modes have electrical field distributions that most closely match those of the exciting aperture, they represent most of the propagating energy in the waveguide. Thus the length of the large-diameter waveguide is chosen such that these two propagating modes will reach the termination in the large waveguide in the same phase relation that exists at the feed end. This phase relationship requires that the length of the guide, L, be equal to an integer, n, multiplied by the reciprocal of the difference between the reciprocals of the wavelengths of the two important modes, TE_{11} and TM_{11}.

The termination at the end of the waveguide consists of a transducer similar to the transmitting transducer but without the circular polarizing stubs. Energy of the propagating modes in the large guide is coupled to the smaller diameter waveguide termination through the four impedance
matching stubs where it finally couples to probes that are connected to 50-ohm loads.

The fields in the large waveguide will not be uniform and will vary as a function of both transverse and longitudinal position due to interference between the different propagating modes. Tests have shown, however, that the average SAR in the tissues of an exposed subject will remain relatively constant over a period of time. When the exposure waveguide is empty, energy coupled to the transmitting transducer on the left side of the system will be transmitted through the large-waveguide portion of the system in the form of circularly polarized TE and TM modes with very little insertion loss, approximately 10%, and very little reflection to the source (VSWR less than 1.5).

If an electrical short were placed in the center of the cylindrical waveguide during excitation, the right-hand circularly polarized travelling waves would be completely reflected but would still rotate in a clockwise direction with respect to the Z axis (left to right) or rotate in the counter-clockwise direction with respect to the -Z axis. Therefore, reflected waves travelling in the -Z direction would be circularly polarized in the left-hand sense and would couple directly to the smaller-diameter waveguide. The coupling would be virtually complete since the total path length from the aperture to reflector and back to aperture again is such that the fields of the important $TE_{11}$ and $TM_{11}$ modes would be in phase over the aperture of the smaller guide. The reflected left-hand circularly polarized $TE_{11}$ wave in the transmitting transducer would then reverse and pass the circular polarizing stubs, which in turn would convert the circularly polarized reflected $TE_{11}$ mode in the small guide to a linear polarized $TE_{11}$ mode, where the polarization is in space quadrature with the original $TE_{11}$ mode excited by the input probe. Therefore, all of the reflected energy would couple directly to the $P_{RL}$ terminal with no reflected energy coupled to the $P_{in}$ feed terminal. This provides good isolation between reflections occurring in the large-diameter waveguide and the source energizing the small transmitting transducer. If the short were imperfect, for example, a circular metal disk not quite filling the waveguide, some of the energy would be transmitted beyond the obstacle. In
In this case, however, the waves would still be predominantly right-hand circularly polarized and the transmitted components would propagate to the end of the large waveguide, arriving such that the transverse electric fields would be in phase at the aperture, thereby coupling to the small-diameter 2450-MHz circular waveguide where the energy would be absorbed in the terminated probes that are oriented in space quadrature.

When an animal is placed in the chamber as shown in Figure 1-b and is exposed to the traveling waves by feeding energy into the terminal \( P_{\text{in}} \), some energy \( (P_A) \) will be absorbed by the animal, some \( (P_W) \) will be absorbed by the walls of the chamber, some will be reflected in the form of both right-hand \( (P_{RR}) \) and left-hand \( (P_{RL}) \) circularly polarized waves that couple back to the probes on the feed section for the 2450-MHz circular waveguide, and some \( (P_{TA} \) and \( P_{TB} \) will be absorbed at the termination terminals. The reflected-component \( P_{RR} \) can be measured at the reflecting arm of the bidirectional coupler placed between the source and the input probe as \( C_{P_{RR}} \), where \( C \) is the coupling coefficient of the bidirectional coupler. The reflected-component \( P_{RL} \) can be measured directly at the other terminal of the feed transducer. The power level of the incident energy launching the right-hand circularly polarized waves can be measured at the incident wave terminal of the bidirectional coupler as \( C_{P_{IN}} \). The power level of energy transmitted beyond the animal can be measured at the terminals \( P_{TA} \) and \( P_{TB} \) of the terminator transducer. The sum of power levels of energy absorbed by the animal, \( P_A \), and the waveguide, \( P_W \), can be obtained from the expression in Figure 1-b in terms of the known components of energy transmitted to the various terminals of the transducers and the directional couplers. Twin-well calorimetry, described in the dosimetry section of this paper, is required to determine the amount of the total system energy loss in the animal, \( P_A \), and the amount in the waveguide, \( P_W \).

Since the wavelengths of the \( \text{TM}_{11} \) and \( \text{TE}_{11} \) modes are 18.06 and 13.09 cm, respectively, we find that a large-diameter (20.3 cm) waveguide approximately 95 cm long would satisfy the equation for a good match to the termination transducer for a value of \( n = 2 \). The transverse components of the electric fields for the two important propagating modes would be in
phase on the axis in the center of the large-diameter waveguide. The maximal deviation from this phase relationship for a distance of 12 cm on each side of the midpoint would be 90°. A distance of 24 cm centered at the midpoint would correspond to the region where the important propagating modes are reasonably in phase, ensuring that a subject would be well exposed to the electric and magnetic field of both modes. Experimental measurements have shown that reflections from the animal placed at the midpoint position would undergo little change from the original direction of rotation or polarization with respect to propagation. Thus, the reflections arrive at the feed transducer chiefly as circularly polarized waves of the opposite direction of rotation and with a phase relationship that couples quite well with $P_{RL}$ terminal of the feed transducer. Energy transmitted beyond the animal remains chiefly in the same sense, as circular polarization coupling to terminals $P_{TA}$ and $P_{TB}$ at the termination transducer. The laboratory measurements discussed in the dosimetry section indicate that the mean value of input VSWR is below 1.7 at the input terminal of the cell when it is loaded with a freely moving rat, and the net mean power coupling to the animal varies from 25 to 90%, depending on its position. The water supply is electrically decoupled from the animal by two concentric quarter wavelength choke sections so that the tip of the water nozzle is extremely high in impedance, virtually preventing conduction currents between it and any contacting object.

2.2 Design and Assembly of Complete Exposure System

A large mass-production program for fabricating 100 exposure waveguides and 100 control waveguides as well as a number of spare waveguides was implemented during the first year of the research project.

A complete multiple-animal exposure system consisting of 100 exposure waveguides and 100 control (sham) waveguides was installed in rooms designed for maintaining specific-pathogen-free (SPF) rats. The general configuration of the rooms is shown in Figure 2. The dimensions of each room are approximately 5.49 X 6.10 meters with a center workspace with dimensions of 5.49 X 3.05 meters. Six alcoves, each with dimensions approximately 157 X 114 cm are arranged around the perimeter of the central area, five of which are individually isolated by sliding glass doors. The
Alcoves are kept at positive pressure with respect to hallways with approximately 18 air changes per hour. The five alcoves were increased in size to 157 X 150 cm so that each could hold 20 waveguides on four horizontal shelves as shown in Figure 3, giving a total waveguide capacity of 200 units for the two rooms. The sixth alcove was partitioned off as a separate room for bloodletting and to serve as a data collection center. The rooms are temperature and humidity controlled to 21+1°C and 50+5% R.H. and have cycled room lighting. The alcove identification, A-J, and power distribution system are shown in Figure 2.

2.3 Power Generator and Distribution

Each exposure room is equipped with two 2450-MHz pulsed microwave sources, each capable of providing an average output power of 20 watts and a peak power of 5 kW. Generators are controlled by a microprocessor to deliver repetitive pulse trains consisting of fifty 10-microsecond-wide pulses separated by 1.25-millisecond intervals. This is the equivalent of an 800-pulse-per-second source being square-wave modulated at the rate of eight times per second with equal on/off durations of 1/16 second. These modulation characteristics provide an 8-Hz modulation component corresponding to the dominant EEG frequency in the rat (Coenen, 1975). The RF exposure is amplitude modulated based on the reported effects of Ca++ efflux increase observed in chick and cat brain by Bawin, Kaczmarek, and Adey (1975) and replicated later by Blackman et al. (1979). Since the Bawin group feels that the effects are most pronounced when the modulation frequencies correspond to the EEG spectrum of the experimental subjects, the modulation frequency was set to 8 Hz, within the EEG spectrum of rats which peaks between 7 to 10 Hz.

The power from one generator in the equipment rack (Fig. 4) is transmitted to three alcoves by means of a 7/8"-diameter foam-filled coaxial cable as shown by the schematic diagram in Fig. 5. The power is equally distributed to each of the three alcoves, A-B-C, in room T131 and, F-G-H, in room T137 via a three-way power splitter and transmitted to the interior of the alcove by means of another section of 7/8" cable. At the back wall of the alcove, the power is fed through SPDT coaxial relay to a
two-way power splitter. Power from each arm of the two-way splitter is fed by sections of 1/2"-diameter foam-filled coaxial cable to two five-way power splitters, where the power is again equally divided (left and right) and transmitted through isolators to the two groups of five active exposure waveguides in each alcove. The distribution system of the second generator in each room is similar to that just described except that the power is initially split in two ways rather than three ways to power the remaining two alcoves, D-E, in room T131 and, I-J, in room T137. The power to any particular alcove can be removed by shunting it to a 20-watt load located at the SPDT coaxial relay which is activated by switches located on the control panel at the equipment rack containing the signal sources and the microprocessor. A red light above the door to an alcove indicates when the waveguides within are activated. The average attenuation for RF power transmitted through the transmission lines, power splitters, coaxial relay, and isolator to the waveguide exposure cell is approximately 2.7 dB. Thus, for typical operating conditions with an output power of 8.4 watts from the source, the power delivered to each of the 10 exposure cells in the alcove would be 0.15 watt, which would produce an average power density of 500 mW/cm² and a peak power density of 125 mW/cm² in each exposure cell. The actual incident average power density, however, may be set at any level from 0 to 1.2 mW/cm² as determined by the output of the power generator. The maximum average power density of 1.2 mW/cm² would allow peak power densities as high as 300 mW/cm² to be produced in each exposure cell with the selected modulation parameters. The forward and reflected power at each generator output terminal is measured through a directional coupler and digital power meters interfaced to the microprocessor. Also, the input, the reflected, and the transmitted power associated with one exposure coil per room are monitored to obtain a continuous on-line recording of the average absorption loss of the waveguide/rat assembly, from which the average SAR can be calculated from the known waveguide power loss and weight of the rat.

2.4 Calibration of Power Distribution System

A number of measurements were made to determine the relationship between the output power from the signal generator and the power delivered
to each exposure cell, and the total transmission loss in dB to each exposure cell. The mean and standard deviation of the power delivered to each cell was also calculated for each alcove cluster (groups of cells fed by a particular signal generator). The output power of a calibrated CW source of known frequency was measured with a calibrated directional coupler and power meters and compared to the power delivered to each exposure cell as measured with a calibrated directional coupler and power meter. Typical values, shown in Table 1, are based on the chosen operating level for the chronic study as determined by the dosimetry measurements as discussed in the next section. During the course of the measurements, it was found that there was considerable variation of power delivered to groups of cells in different alcoves fed by the same generator. The problem was traced to the power splitters which were extremely sensitive to any slight impedance differences as seen at the output cables to the different alcoves. This caused significant variations of power delivered to the different output arms of the power splitter. The problem was eliminated through the use of coaxial tuners connected to each output arm of the power splitters delivering power to each alcove. The tuners were adjusted slightly to compensate for the imbalances in impedance. During calibration a CW signal source was set to the proper frequency, using a conventional electronic counter. During actual pulse operation, however, the pulse generator frequencies are set to the correct frequency periodically by means of a HP 5345A frequency counter designed for measuring pulsed signals. Each room contains a total of nine power meters, two each for the incident and reflected power at each generator and five for the incident, reflected, and transmitted power at the multiple terminals of the respective exposure cells designated for determining the average SAR in the experimental animal. During the duration of the chronic study, the monitoring system is connected each day to a different exposure cell so that every cell is monitored for 21 hours every 50 days over the course of the experiment.

3.0 DOSIMETRY

The dosimetry studies were directed toward establishing an input power level for each waveguide to best simulate, with rats, the exposure of
man to 450-MHz, 1-mW/cm$^2$ RFR. In order to determine the conditions necessary for simulating such exposures, it was necessary to quantify the relationship between the input power and the average and distributed SAR in the body of an exposed rat living in the exposure cell. It was also necessary to determine the relationship between 450-MHz, 1-mW/cm$^2$ radiation to the average and distributed SAR in an exposed man.

A microprocessor-controlled twin-well calorimetry system was developed for measurement of the average SAR in the bodies of the exposed rats. Through the exposure of scale models of man filled with a liquid synthetic tissue, it was possible to measure average SAR; and through the exposure of similar models filled with synthetic gel, it was possible to measure SAR distribution patterns thermographically as described by Guy et al. (1976, 1978). The 1/5 scale models were exposed to 2450-MHz radiation in an anechoic chamber to simulate the exposure of full-scale man to 450 MHz.

Though several methods were employed, twin-well calorimetry was found to be the most effective and accurate means for measuring the SAR in rats exposed in the waveguide exposure chambers. Figure 1-a illustrates an exposure waveguide (containing a rat) and the five power measurements needed to establish the sum of the absorbed power ($P_A$) in the rat and the power lost in the waveguide system ($P_W$). The twin-well calorimetry was used to measure $P_A$ and $P_W$.

Twin-well calorimetry is one of the techniques that has been used for many years for measuring average SAR in laboratory animals exposed to RFR. It was originally developed by Phillips et al. (1975). Two different size calorimeters were used in the dosimetry study. One consisted of wells with internal dimensions of 20.3 cm long by 6.74 cm diameter, used for 100-650-g rats; and one consisted of wells with internal dimensions 25.4 cm long by 9.8 cm diameter, used for 650-800-g rats.
Two twin-well calorimeters are connected in series to a constant temperature circulator (Fig. 6). The temperature of the circulating water is kept at 30.5°C. One of the twin-well calorimeters is used to stabilize the temperature of two rat carcasses of similar body weight. The other twin-well calorimeter was used to measure the microwave energy absorbed by the exposed rat carcass. The voltage output of the thermocouple array in the calorimeter is sampled by a Fluke 8005A voltmeter as a function of time and integrated by a Z-80 based microcomputer coupled to the voltmeter by means of an IEEE interface. The measured energy delivered to the exposure system was derived from the five power meters monitoring the incident (approximately 300 watts), reflected, and transmitter powers. The net power delivered to the system was integrated by the microcomputer over the exposure period (15-20 seconds typical). Software used with the microcomputer allows automatic computation of the average SAR for the exposed rat carcass, first assuming that the power loss in the waveguide is negligible. By comparing the data on average SAR measured for the rat obtained from the twin-well calorimeter and that obtained using the five power meters, assuming negligible waveguide loss, one can calculate the actual power loss ($P_w$) in the system so that the average SAR of the rat may be quantified based on the measurements of the five power meters used to monitor a particular exposure chamber during the long-term study. The correction factor for power or system loss can then be taken into account, based on the body weight of the rat. After a brief exposure (less than 30 seconds) of a rat, the exposed and sham-exposed animals are placed in the twin-well calorimeter. All data and SAR computations from a series of twin-well calorimeter measurements are stored on a five-inch floppy disk for subsequent display on a terminal or printer output.

4.0 RESULTS

4.1 Average SAR Measurements in Rats

Measurements were made using liquid phantoms simulating a rat, as well as actual rat carcasses. Subjects with a range of 100-650 grams in mass, exposed to the 2450-MHz circularly polarized fields in the exposure
waveguide, were used for the studies. Only the results for the actual rats are reported here.

Pairs of rats of similar body mass were euthanized and placed in the stabilizing calorimeter at a temperature of 30.5°C for at least seven hours. The rats were then placed in exposure and control waveguides and, after exposure, were immediately placed in the calorimeter. The average SARs were then determined for a large number of rats exposed at the center and off center of the waveguide, with the results shown in Figures 7 and 8. The calculated average SARs from the twin-well calorimeter measurements are denoted by the dashed lines for the entire system, and those obtained by the power-meter measurements are denoted by the solid lines. The data points were used to calculate experimental curves based on a least-squares fit.

The smaller animals experienced a higher than average SAR, higher than that received by the larger animals, which was similar to that observed in liquid phantoms. Also, the power-meter measurements show proportionally higher system loss when exposing a small body mass. Note that the calculated average SAR in the exposed animal in the middle of the cage (Figure 7) varies from 3.5 W/kg per watt input for a 100-g rat to 0.7 W/kg per watt input for a 800-g rat. Similar plots of SAR data are shown (Figure 8) for the rats exposed at the side of the waveguide where coupling is less, corresponding to 2.32 W/kg per watt input for a 100-g rat and 0.76 W/kg per watt input for an 800-g rat. Figure 9 illustrates the average SAR per watt input as a function of age and body mass for the exposed rat.

4.2 SAR Distribution in Rats

Based on previous rat SAR distribution measurements made by Guy et al. (1979), Figure 10 illustrates the SAR distributions showing areas of constant SAR normalized for 1-watt input for a 324-g rat cadaver exposed in two positions along the axis of the waveguide: (a) anterior, with maximal SAR of 4.39 W/kg, an average SAR of 2.47 W/kg, and a whole-body power loss of 0.8 watt; and (b) posterior, with a maximal SAR of 6.08 W/kg, an average SAR of 2.34 W/kg, and a whole-body power loss of 0.76
Since the measurements reported in the above reference assumed zero system loss, the average SAR in whole-body power loss value should be multiplied by a 0.88 correction factor to account for the calculated waveguide loss obtained from Fig. 8. It should be noted that the SAR distributions do not require the correction factor since they were measured directly by a thermograph camera.

4.3 SAR in Man Exposed to Plane Waves

Since it was desired to simulate the exposure of a full-scale man to 450 MHz, it was necessary to select a suitable dielectric constant for the synthetic tissue to match the scaling criteria. Comparisons between the full-scale dielectric constants and the scale-model synthetic tissue dielectric constants are shown in Table 2. Note that the only change between the full-scale and the scale-model dielectric properties is that the electrical conductivity of the latter is increased by the scale factor (inverse of the reduction factor from the full-scale man to the scale-model man). The dielectric properties for the scale-model tissues were measured under controlled temperature conditions of 20°C. The properties were obtained by using transmission line methods described by Guy et al. (1976, 1978). In addition to the scaled liquid muscle, a scaled liquid tissue with the properties of a homogeneous mixture composed of 2/3 muscle and 1/3 fat and bone representative of the human body as described in the Radiofrequency Radiation Dosimetry Handbook, Second Edition (Durney et al., 1978), was used.

4.3.1 Average SAR in Man Models

For the scale-model average SAR measurements, the liquid synthetic tissue was poured in 1/5.54-scaled hollow Styrofoam models of adult men (full-scale length, 174 cm) and children (full-scale length, 88 cm). Each model was exposed in the anechoic chamber to 2450-MHz radiation fields of 750-mW/cm² incident power density (140 cm from a standard gain horn) for about 20-50 seconds. After exposure, the average temperature rise in the model was measured by a thermocouple. The heat loss in the Styrofoam was negligible during the several minutes needed for making the measurements.
The results of the measurements are listed in Table 3. Every number represents the average of 2-3 measurements. The largest variation was less than 10%. The average SAR measured for the composite tissue model is slightly higher or equal to that measured for the muscle model for all positions. The measured average SAR for the child was much higher than that for the adult (i.e., 187 mW/kg vs. 52 mW/kg), which is expected since the frequency is closer to the resonant frequency for the child.

4.3.2 Thermographic Measurement of SAR Distribution in Man Models

In addition to the measurements of the average SAR, thermographic measurements were made of the SAR distributions in similar phantom scale models of man consisting of the qelled synthetic muscle tissue with scaled conductivity. Thermographs were taken in the same manner as was described previously (Guy et al., 1976).

Figures 11 and 12 illustrate the thermographic data for the 5.54-scale man model exposed to radiation from the side and front respectively. The figures contain intensity scans (brightness proportional to SAR), profile scans (vertical deflection proportional to SAR), and single scans taken before and after exposure (vertical separation proportional to SAR). Data is shown for scans using a standard lens and close-up scans using a narrow-angle lens.

5.0 CONCLUSIONS

5.1 Comparison of Results with Other Work

The average SAR and SAR-distribution data for the exposure of man to 442 MHz is compared to data obtained previously by the authors and other investigators in Tables 4 and 5. One may note from Table 4 that measured values of average SAR using phantom scale models of man, consisting of dolls or figurines exposed to all polarizations, is somewhat greater than values calculated theoretically using the prolate spheroidal models of man or computer models consisting of a finite number of blocks. The average values of SAR based on the prolate spheroidal model of man varies from 16
to 34 mW/kg depending upon polarization. These values are consistent with the average SAR reported for the computer block model (Gandhi et al., 1979). Our measurements of the average SARs for the 3- to 4-year-old child model (half the weight of the man model) is also significantly (2-3 times) higher than that predicted by theory using the prolate spheroid model. Though Table 4 indicates that the average SAR decreases with the increasing tissue conductivity, the changes are insufficient to account for the measured discrepancy between theoretical and measured results. In fact, Gandhi's measured results, with dolls and human figurines (Gandhi et al., 1977, 1979), are consistent with our most recent measurements. We therefore must conclude that the shape of the model must play an important role in determining the average SAR during exposure, as pointed out by Gandhi, who stated that dolls were not proportioned properly to represent the average human. Since there are considerable differences between actual and average body shapes, we could expect similar variations in the real world.

5.2 Selection of Exposure Levels

Based on the worst-case interpretation of the data presented in Table 4 to simulate the exposure of an adult male to 450 MHz based on average SAR, it would require animal exposure conditions that would produce an average SAR of about 68 mW/kg in the animal. In addition to the average SAR, we would need to be concerned with comparison of hot spots in the exposed humans and laboratory animals. Table 5 compares the maximum SAR measured at various points for simulated human exposure to 442-MHz, 1-mW/cm² RFR. Note that the theoretical values reported in the literature for 500 MHz for the computer block model (Chen and Guru, 1977) are considerably less than those measured by our group with thermography (Guy et al., 1976). Since the maximum values measured by Chen and Guru are barely above the average SAR values reported by the Utah group, we feel that there must be some error or that the different geometries for the models have a large effect on the calculated results. One may note from the thermographic measurements that the maximum SAR values could be as high as 192 mW/kg or four times the average SAR, in the head and 1020 mW/kg, or 15 times higher than the average, in the wrist or the perineum. Our most
recent measurements seem to compare favorably with those made by Guy et al. (1976) at 442 MHz. During the planning stages of the first experimental use of the exposure system, various options were studied, each based on a useful scientific consideration, in simulating chronic human exposure to RFR. These options are outlined in Table 6. The first option is consistent with an original intent to simulate exposure of man to 450-MHz, 1-mW/cm² RFR. The second option would simulate an exposure regime where the worst-case conditions corresponding to the maximum allowed average SAR, 400 mW/kg, specified in the newly proposed ANSI C95.4 Radiation Protection Guide (RFPG) would exist at some period in time but would not be exceeded. The third option would utilize an exposure level set for an average SAR, as averaged over the lifetime of the animal, equal to the maximum 400 mW/kg allowed by the newly proposed ANSI C95.4 RFPG. This exposure level is obtained by taking an average over all ages of the average SAR for a given input power as shown in Figure 9. One may note in option one that the decrease in average SAR from 270 mW/kg for the young 200-g rat to 68 mW/kg for the 800-g adult rat qualitatively spans a wide range similar to that of human exposures shown on Table 4. After careful consideration of all three options, it was decided the exercise of option two would provide the best scientific data since it best simulated the exposure of humans to the maximum exposure levels allowed by the proposed ANSI C95 RFPG. Thus an input power level to each exposure alcove cluster was set so that the average input power averaged over time and all exposure waveguides for the entire group was 144 mW.
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Table 1  
POWER DISTRIBUTION CHARACTERISTICS ALCOVE CLUSTER A-B-C  
DELIVERED POWER = 7.70 WATTS (DIR. COUPLER READ = 8.423 mW)

<table>
<thead>
<tr>
<th>CIRCUIT NO.</th>
<th>SERIAL NO.</th>
<th>DIR. COUPLER OUTPUT (mW)</th>
<th>INPUT POWER (mW)</th>
<th>ATTENUATION (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALCOVE A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL1</td>
<td>1</td>
<td>1.62</td>
<td>141</td>
<td>2.58</td>
</tr>
<tr>
<td>AL2</td>
<td>7</td>
<td>1.83</td>
<td>160</td>
<td>2.05</td>
</tr>
<tr>
<td>AL3</td>
<td>9</td>
<td>1.66</td>
<td>145</td>
<td>2.46</td>
</tr>
<tr>
<td>AL4</td>
<td>6</td>
<td>1.70</td>
<td>148</td>
<td>2.38</td>
</tr>
<tr>
<td>AL5</td>
<td>3</td>
<td>1.65</td>
<td>144</td>
<td>2.49</td>
</tr>
<tr>
<td>AR1</td>
<td>2</td>
<td>1.69</td>
<td>147</td>
<td>2.41</td>
</tr>
<tr>
<td>AR2</td>
<td>5</td>
<td>1.75</td>
<td>153</td>
<td>2.24</td>
</tr>
<tr>
<td>AR3</td>
<td>10</td>
<td>1.79</td>
<td>156</td>
<td>2.15</td>
</tr>
<tr>
<td>AR4</td>
<td>8</td>
<td>1.77</td>
<td>154</td>
<td>2.21</td>
</tr>
<tr>
<td>AR5</td>
<td>4</td>
<td>1.68</td>
<td>146</td>
<td>2.44</td>
</tr>
<tr>
<td><strong>MEAN INPUT POWER/S.D. = 149.7/5.93</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| **ALCOVE B** |           |                           |                  |                  |
| BL1         | 11         | 1.70                      | 148              | 2.38             |
| BL2         | 17         | 1.73                      | 151              | 2.29             |
| BL3         | 19         | 1.62                      | 141              | 2.56             |
| BL4         | 16         | 1.64                      | 143              | 2.52             |
| BL5         | 13         | 1.66                      | 145              | 2.46             |
| BR1         | 12         | 1.66                      | 145              | 2.46             |
| BR2         | 15         | 1.68                      | 146              | 2.44             |
| BR3         | 20         | 1.63                      | 142              | 2.55             |
| BR4         | 18         | 1.46                      | 127              | 3.03             |
| BR5         | 14         | 1.66                      | 145              | 2.46             |
| **MEAN INPUT POWER/S.D. = 143.7/6.30** | |                           |                  |                  |

| **ALCOVE C** |           |                           |                  |                  |
| CL1         | 21         | 1.56                      | 136              | 2.74             |
| CL2         | 27         | 1.57                      | 137              | 2.71             |
| CL3         | 29         | 1.56                      | 136              | 2.74             |
| CL4         | 26         | 1.62                      | 141              | 2.58             |
| CL5         | 23         | 1.60                      | 139              | 2.64             |
| CR1         | 22         | 1.68                      | 146              | 2.44             |
| CR2         | 25         | 1.63                      | 133              | 2.83             |
| CR3         | 30         | 1.64                      | 134              | 2.80             |
| CR4         | 28         | 1.61                      | 140              | 2.61             |
| CR5         | 24         | 1.61                      | 140              | 2.61             |
| **MEAN INPUT POWER/S.D. = 139/4.0** | |                           |                  |                  |
| **ALCOVE CLUSTER MEAN INPUT POWER/S.D. = 144.0/6.97** | |                           |                  |                  |
Table 2
Characteristics of Scaled Synthetic Tissues
For Simulating 442-MHz Exposure at 2450-MHz

<table>
<thead>
<tr>
<th>Full Scale Dielectric Constant (T=37°C)</th>
<th>Scaled Synthetic Tissue</th>
<th>Composition % Total Weight</th>
<th>Scaled Dielectric Constant* T=20°C</th>
<th>Specific Heat (kcal/kg °C)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.53</td>
<td>Muscle (gel)</td>
<td>H₂O: 82</td>
<td>Ethylene: 4.2</td>
<td>NaCl: 5.8</td>
<td>TX150 8.0</td>
</tr>
<tr>
<td>1.53</td>
<td>Muscle (liquid)</td>
<td>53.9</td>
<td>40.6</td>
<td>5.5</td>
<td></td>
</tr>
<tr>
<td>1.33</td>
<td>MIXTURE</td>
<td>29: 65.2</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.33</td>
<td>2/3 Muscle</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.33</td>
<td>1/3 Fat</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Scale Factor = 5.54
<table>
<thead>
<tr>
<th>Position</th>
<th>Adult Muscle Model</th>
<th>Child Muscle Model</th>
<th>Adult Mixed Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facing horn (EHK)</td>
<td>49.63</td>
<td>163.73</td>
<td>59.27</td>
</tr>
<tr>
<td>Back to horn (-EHK)</td>
<td>52.87</td>
<td>174.91</td>
<td>56.89</td>
</tr>
<tr>
<td>Side to horn (EKH)</td>
<td>41.34</td>
<td>187.17</td>
<td>46.33</td>
</tr>
<tr>
<td>Lying on Back</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Head to horn (KHE)</td>
<td>49.25</td>
<td>94.76</td>
<td>50.37</td>
</tr>
<tr>
<td>Feet to horn (-KHE)</td>
<td>50.12</td>
<td>94.63</td>
<td>48.22</td>
</tr>
<tr>
<td>Side to horn (HKE)</td>
<td>41.18</td>
<td>60.89</td>
<td>41.64</td>
</tr>
<tr>
<td>Lying on Side</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facing horn (HEK)</td>
<td>49.24</td>
<td>108.21</td>
<td>54.01</td>
</tr>
<tr>
<td>Head to horn (KEH)</td>
<td>52.90</td>
<td>158.14</td>
<td>54.08</td>
</tr>
<tr>
<td>Feet to horn (-KEH)</td>
<td>62.94</td>
<td>165.39</td>
<td>61.20</td>
</tr>
</tbody>
</table>

1Unit in mW/kg per 1 mW/cm²
Scale factor, 5.54
Adult height, 174 cm
Child height, 88 cm
Operating frequency, 2450 MHz
Simulated frequency, 442 MHz
<table>
<thead>
<tr>
<th>Investigator and Frequency (MHz)</th>
<th>Model</th>
<th>( \text{Bare} )</th>
<th>Polarisation of Exposure</th>
<th>( \text{Bare} )</th>
<th>( \text{Bare} )</th>
<th>( \text{Bare} )</th>
<th>( \text{Bare} )</th>
<th>( \text{Bare} )</th>
<th>( \text{Bare} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Durney et al (1978)</td>
<td>Prolate</td>
<td>36</td>
<td>0.82</td>
<td>34</td>
<td>34</td>
<td>30</td>
<td>30</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>450 MHz</td>
<td>Skinny</td>
<td>36</td>
<td>0.82</td>
<td>49</td>
<td>49</td>
<td>36</td>
<td>36</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>(Theoretical) 3-year Child</td>
<td>36</td>
<td>0.82</td>
<td>62</td>
<td>62</td>
<td>42</td>
<td>42</td>
<td>31</td>
<td>31</td>
<td>31</td>
</tr>
<tr>
<td>1-year Child</td>
<td>36</td>
<td>0.82</td>
<td>94</td>
<td>94</td>
<td>43</td>
<td>43</td>
<td>52</td>
<td>52</td>
<td>52</td>
</tr>
<tr>
<td>Infant</td>
<td>36</td>
<td>0.82</td>
<td>125</td>
<td>125</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>Gandhi (1977) 462.3 MHz Human</td>
<td>Figure</td>
<td>Unknown</td>
<td>Unknown</td>
<td>45</td>
<td>44</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>(Measured) Saline Saline</td>
<td>36</td>
<td>0.82</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Gandhi (1979) 462.3 MHz Computer (Theoretical) Avg Man</td>
<td>36</td>
<td>0.82</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>(Measured) Human Unknown Unknown Figure</td>
<td>Saline Saline</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>57</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>Guy et al (1977) 442 MHz Human</td>
<td>Measured</td>
<td>50.2</td>
<td>1.18</td>
<td>41.4</td>
<td>49.6</td>
<td>49.2</td>
<td>41.2</td>
<td>62.9</td>
<td>49.9</td>
</tr>
<tr>
<td>(Measured) Poll</td>
<td>58.9</td>
<td>1.68</td>
<td>40.7</td>
<td>46.1</td>
<td>48.7</td>
<td>48.8</td>
<td>68.6</td>
<td>42.7</td>
<td>56.8</td>
</tr>
<tr>
<td>Current project 442 MHz Human</td>
<td>50.2</td>
<td>1.18</td>
<td>41.4</td>
<td>49.6</td>
<td>49.2</td>
<td>41.2</td>
<td>62.9</td>
<td>49.9</td>
<td>32.9</td>
</tr>
<tr>
<td>(Measured)</td>
<td>58.9</td>
<td>1.68</td>
<td>40.7</td>
<td>46.1</td>
<td>48.7</td>
<td>48.8</td>
<td>68.6</td>
<td>42.7</td>
<td>56.8</td>
</tr>
<tr>
<td>442 MHz 13-4 yr</td>
<td>50.2</td>
<td>1.18</td>
<td>187</td>
<td>164</td>
<td>108</td>
<td>61</td>
<td>165</td>
<td>94</td>
<td>138</td>
</tr>
</tbody>
</table>

* Assumed full-scale dielectric constant
** Assumed full-scale conductivity
### Table 5
Theoretical and Experimental Compilation of Maximum SAR for Human Exposure to Frequencies Near or Equal to 450 MHz at 1 mW/cm²

<table>
<thead>
<tr>
<th>Investigator and Freq. Model</th>
<th>(B/m)</th>
<th>Polarization of Exposure &amp; Location of Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chen &amp; iter (1977)</td>
<td>52.5</td>
<td><strong>EHK</strong></td>
</tr>
<tr>
<td>Guru (Theoretical)</td>
<td></td>
<td>head</td>
</tr>
<tr>
<td>300 MHz</td>
<td></td>
<td>neck</td>
</tr>
</tbody>
</table>

| Guy et al. Human (1977)     | 34.1  | 1.43   | 109    | 58.8   | 101    | 188    | 131    | 209    | 150    | 210    |
| Pig and urine (Measured)    |       | head   | head   | head   | head   | head   | head   | head   | head   | head   |
| 442 MHz                     | 308   | 133    | 321    | 291    | 1020   | 231    | 345    | 148    |
| (Theoretical)               |       | neck   | neck   | hand   | foot   | peri   | peri   | neck   | ankle  |
|                            | 675   | 112    | 560    | 329    | 964    | hand   | hand   | wrist  | foot   |
|                            |       | 367    | 120    | 77     | 61     | 207    | 291    |

| Current project Human      | 50.2  | 1.18   | 133    | 43     | 120    | 350    | 77     | 61     | 207    | 291    |
| Pig and urine (Measured)    |       | head   | head   | head   | head   | head   | head   | hand   | hand   |
| 442 MHz                     | 232   | 210    | 120    | 143    | 139    | 93     | 319    | 486    |
| (Theoretical)               |       | neck   | neck   | neck   | neck   | neck   | neck   | neck   | neck   |
|                            | 610   | 281    | 519    | 202    | 848    | 197    | 827    | 119    |
|                            |       | arm    | arm    | arm    | foot   | peri   | peri   | foot   | ankle  |
|                            | 610   | 281    | 519    | 202    | 848    | 197    | 827    | 119    |

* Assumed full-scale dielectric constant
** Assumed full-scale conductivity
### TABLE 6
Circular Waveguide Exposure Parameters for Simulation of Chronic Exposure of Man to RFR

<table>
<thead>
<tr>
<th>OPTION 1</th>
<th>OPTION 2</th>
<th>OPTION 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>450-MHz 1-mW/cm RFR from child to adult (based on 68 mW/kg for adult)</td>
<td>Equivalent to no more than allowed by ANSI RPA at any time during lifetime (max 400 mW/kg during childhood)</td>
<td>Equivalent to maximum allowed by ANSI RPG 400 mW/kg averaged over entire lifetime</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Waveguide Input</th>
<th>Waveguide Input</th>
<th>Waveguide Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 0.097 W</td>
<td>= 0.144 W</td>
<td>= 0.39 W</td>
</tr>
<tr>
<td>Average power density = 324 µW/cm</td>
<td>Average power density = 480 µW/cm</td>
<td>Average power density = 1300 µW/cm</td>
</tr>
<tr>
<td>Average SAR 200-g rat = 270 mW/kg</td>
<td>Average SAR 200-g rat = 400 mW/kg</td>
<td>Average SAR 200-g rat = 1080 mW/kg</td>
</tr>
<tr>
<td>Average SAR 800-g rat = 68 mW/kg</td>
<td>Average SAR 800-g rat = 101 mW/kg</td>
<td>Average SAR 800-g rat = 273 mW/kg</td>
</tr>
<tr>
<td>Predicted range of hot-spot magnitude in 330-g rat</td>
<td>Predicted range of hot-spot magnitude in 330-g rat</td>
<td>Predicted range of hot-spot magnitude in 330-g rat</td>
</tr>
<tr>
<td>517-1090 mW/kg</td>
<td>632-1330 mW/kg</td>
<td>1710-3500 mW/kg</td>
</tr>
</tbody>
</table>
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Fig. 1. Sketch illustrating operation of 2450-MHz exposure chamber; a) empty, b) with animal. (After Guy et al., 1979)

Fig. 2. Top view of exposure rooms with associated exposure cell identification system.
Fig. 3. Photograph of an alcove (glass doors removed) complete under radiating conditions.
Fig. 4. Equipment rack, (from top) two power generators, oscilloscope, temperature and humidity meter, power indicators, power meters, and emergency power supply.
Fig. 5. Diagram of the power distribution system in room T-131.

*POWER LEVELS CAN BE INCREASED BY A FACTOR AS HIGH AS 2.4 WITH THE ABOVE SYSTEM*
Fig. 6. Diagram of the twin-well calorimetry system.
Fig. 7. Comparison of average SAR in rats of various mass exposed in the center of plastic cage in the 2450-MHz circular waveguide.

Fig. 8. Comparison of average SAR in rats of various mass exposed at the side of the plastic cage in the 2450-MHz circular waveguide.
Average SAR per Watt Input

Fig. 9 Average SAR in rats exposed to 2450 MHz in the circular waveguide at different ages and body mass.
SAR IN EXPOSED RAT WITH 1.0-WATT INPUT
PEAK 4.39 W/kg
AVG. 2.47 W/kg
WHOLE-BODY PWR. LOSS 0.800 W

a.) ANTERIOR EXPOSURE

Key: SAR (W/kg)

SAR IN EXPOSED RAT WITH 1.0-WATT INPUT
PEAK 6.08 W/kg
AVG. 2.34 W/kg
WHOLE-BODY PWR. LOSS 0.760 W

b.) POSTERIOR EXPOSURE

Key: SAR (W/kg)

Fig. 10. Computer-processed thermographic recording of SAR in cadaver of a 324-g rat exposed along axis of the waveguide chamber. (after Guy et al., 1979).
Fig. 11. Thermograms and calculated SARs for model man exposed to EKH polarization electromagnetic radiation.
Fig. 12. Thermograms and calculated SARs for model man exposed to EHK-polarization electromagnetic radiation.
A CIRCULAR PARALLEL-PLATE RADIATION FACILITY FOR
CHRONICALLY EXPOSING LARGE RODENT POPULATIONS
TO 435-MHZ ENVIRONMENTS

J. C. TOLER
BIOMEDICAL RESEARCH DIVISION
GEORGIA INSTITUTE OF TECHNOLOGY
ATLANTA, GA 30332

I. INTRODUCTION

Over the past several years, an extensive public and scientific
interest has evolved concerning the possibility that long-term exposure
of biological systems to low-level radiofrequency radiation may adversely
affect the vital processes of organisms. The basis for this concern is
a consequence of the postulated existence \(1\) of

- an interaction between natural electromagnetic environments
  and the regulation of vital processes, and
- the role of endogenous electromagnetic fields in the
  coordination of physiological processes.

The Biomedical Research Division at Georgia Tech, under sponsorship
of USAFSAM/RZP, has undertaken research efforts over the past two years
for the purpose of providing a technically valid and cost-effective 420-
to 450-MHz radiofrequency radiation facility suitable for long-term
bioeffects studies involving large rodent populations. Design specifications
stipulated that, for radiated animals, the facility had to provide both
pulsed- and continuous-wave fields and a power density variable up to 10
\(\text{mW/cm}^2\). Control animals had to be housed in an identical, colocated,
but nonenergized facility. Suitably designed cages capable of individually
housing 200 radiation and control rats had to be provided, and a transmitter
system for the facility was required.
II. TECHNICAL APPROACH

During the initial research efforts, several commonly used and new radiation facility concepts were analyzed to determine their adequacy for long-term bioeffects studies involving large rodent populations exposed to 420- to 450-MHz fields. These concepts included the

- Circular waveguide radiation concept,
- Free-space radiation concept,
- Compact range radiation concept,
- Circular, parallel-plate radiation concept, and
- Reverberation chamber radiation concept.

Primary technical considerations during the analysis of these concepts were exposure-field configuration, access to the animals for assay and observation, dosimetry, floor space requirements, and cost. The circular, parallel-plate concept was determined to be the most technically and economically feasible, and a detailed design for this concept was developed. In the development of this design, it was noted that the available literature provided no indication that parallel metal plates had been considered for chronic exposure of large rodent populations. Yet, these plates can have energy coupled to them in such a way that electromagnetic fields travel outward to animal cages positioned along the plate periphery. When the plates and energy-coupling device are designed to provide circular symmetry, the exposure field will exhibit symmetry and all animals will be exposed to fields with the same amplitude. A simplified circular, parallel-plate radiator is shown in Figure 1.

The field configuration developed by circular, parallel plates is a function of spacing between the plates. For example, if the plate spacing is less than one-half wavelength, only the dominant TEM mode will propagate. For this mode, the electric and magnetic field vectors are transverse to the direction of propagation which, in the circular, parallel plates, is radially outward. Therefore, the electric field vector is perpendicular to the parallel plates, and the exposure field is vertically polarized. This is undesirable since the long dimension of the animals is horizontal, and maximum energy is coupled when the electric field vector and animal long dimension are in the same direction. The vertical polarization is
Figure 1. Schematic illustration of circular parallel-plate radiation facility.
changed if the spacing between the plates is greater than one wavelength. In this case, the TE and TM modes will propagate and the electric field vector will be parallel to the plates. By maintaining the plate spacing greater than one-half wavelength but less than one wavelength, only the lowest order TE mode can propagate.

The design for a circular, parallel-plate facility used a frequency of 435 MHz (midpoint in the 420- to 450-MHz range) and assumed that n rat cages were to be arrayed around the plate periphery. The plate diameter and center-to-center cage spacing were designated D and S, respectively. Also, it was assumed that, at 435 MHz (wavelength = 27.14 inches), an intercage spacing of approximately two-thirds wavelength would not introduce exposure field scattering sufficient to affect dosimetry. Using these assumptions, the diameter of a pair of parallel plates capable of exposing 100 rats was calculated. The calculation indicated that a 48-foot diameter would be necessary. Obviously, this diameter was not practical; however, the radiation concept is maintained for an arrangement in which several identical pairs of plates are stacked as shown in Figure 2. In this case, the plate diameter is reduced without decreasing the number of exposure animals.

Another major part of the design development involved the antenna to couple or feed energy to the circular, parallel plates. Slotted cylinder antennas were considered since they provide a horizontally polarized field with nearly constant amplitude in the azimuth plane. Performance of this antenna can be intuitively understood by referring to Figure 3 [2]. The antenna is first considered to be a slot in a flat metal sheet. This slot is center-fed with a coaxial cable, and current directions are indicated by the arrows. The metal sheet may then be formed into a U-shape and finally into a cylinder, with the coaxial feed located inside the cylinder. If the impedance around the cylinder circumference is sufficiently low, current will flow in horizontal loops around the cylinder. Under these conditions, a vertical slotted cylinder will radiate a horizontally polarized field. The amplitude of this field in the horizontal plane is dependent on the cylinder diameter. In general, the radiated field tends to be greater on the cylinder side
Figure 2. Illustration of a stack of four circular parallel plates for chronic exposure of 100 rats.
Figure 3. Formation of a slotted-cylinder antenna (see Reference 2).
where the slot is located; however, if the cylinder diameter is a sufficiently small part of a wavelength, i.e., approximately 0.1λ, the radiated field in the horizontal plane becomes essentially uniform. If the cylinder diameter is increased to the point of becoming a significant part of a wavelength, the field in the region of the shadow cast by the cylinder becomes small. Generally, as the cylinder diameter becomes large, the horizontal field approximates a cardioid [3]. To complete the antenna design, features such as bandwidth, resonant frequency, input impedances, etc. were considered in terms of the capacitive effect of slot length and width and the inductive effect of cylinder diameter.
III. RESULTS/PROGRESS

A circular parallel-plate radiation facility complying with the above-described design is currently under construction. Major features of the facility are evident in Figure 4. The plate diameter is 12 feet since this permits 100 rats to be accommodated when four sets of plates are stacked one above the other. A 1.5-foot plate separation distance is provided such that this distance will be greater than one-half wavelength but less than one wavelength. An 18-inch center-to-center cage spacing will be maintained, and the cages will be positioned on Styrofoam blocks at the plate edges. Microwave-absorbing material will be used on the facility walls to reduce signal reflections to tolerable levels. The transmitter system will be located in the transmitter room, and cables to connect the antennas will be routed overhead. The slotted-cylinder antenna will be positioned at the center of the plates and will have the following dimensions:

- Cylinder outside diameter: 4 inches
- Cylinder wall thickness: 0.125 inches

A single slot will be 14 inches long and 0.0624 inches wide, cut along the axial dimension of the cylinder at the location of each set of plates.

In addition to areas for the circular parallel plates and transmitter, the facility includes an assay room, computer room, wash room, storage room, and buffer area. The assay room will provide space where biological endpoints can be monitored. Typically, these endpoints will require an electronic balance interfaced with the computer; transducers for measuring blood pressure, heart rate, and blood volume; devices for collecting blood samples; etc. A small computer capable of managing data from 200 animals will be located in the computer room. This computer will also be used for data analysis, field monitoring, energizing the emergency notification system, etc. The wash room will house the cage washer, and the storage room will be used for food, litter, spare cages, etc.
Figure 4. Circular parallel-plate facility currently under construction.
IV. SUMMARY AND CONCLUSIONS

Research efforts have resulted in the design of a technically valid and cost-effective radiation facility for chronically exposing large rodent populations to pulsed- and continuous-wave fields in the frequency range of 420 to 450 MHz. The facility is simple in design since it consists of aluminum sheets, a support base, and an aluminum tube. Additionally, it is highly versatile in that

- variations in the circular-plate diameter make possible the exposure of either more or less rodents,
- variations in the plate separation distance change the operational frequency, and
- changes in cable interconnections make it possible to couple the transmitter output signal to any combination of antennas; therefore, the facility can be used as a low-level exposure device for a large population of rodents or a high-level exposure device for a reduced number of rodents.
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I. INTRODUCTION

The effort entitled "Effects of Long-Term, Low-Level Radiofrequency Radiation Exposure on Rats" has involved two phases. Phase I was supported under contract F33615-78-C-0631, from September 22, 1978, to May 31, 1980, and was devoted to preparation for the main study. Phase II of the project is supported under contract F33615-80-C-0612 and provides for the evaluation of a life-time exposure of 98 rats to radiofrequency fields and 98 sham-exposed rats.

Although there are more than 5,000 published articles in the literature pertaining to the biological effects of electromagnetic radiation, the question of whether long-term, low-level radiofrequency radiation (RFR) is hazardous to health remains open. Under the initial contract, an experiment was designed to (1) answer the question of whether long-term, low-level modulated RFR exposure affects the general health of rats, and (2) extrapolate any information learned to humans so as to make inferences regarding safe exposure levels for humans. This paper reports the status of biological evaluation following the initial 9 months of exposure.

II. RESULTS/PROGRESS

The serum chemistry data from the interim bleedings have been preliminarily assessed and are presented in this document. Open-field
assessment data is provided covering the first 8 months of the study. Histological summaries are also presented for those animals that have spontaneously or otherwise died during the first 10 months.

Of the sixteen animals that have died during the course of the study, over half have died during or subsequent to a bleeding session. In addition, the number of animals that require extraordinary measures to obtain blood appears to be rising with each bleeding session. These observations have led to the presumption that it may be time to reduce the frequency of bleeding from once every 6 weeks to once every 12 weeks. Though this reduction could begin immediately with the elimination of the bleeding session scheduled for the end of June, there are important scientific grounds for postponing such a reduction in bleeding frequency until after the September session. This would allow for the maintenance of the 6-week collection period for one complete year and provide data taken at the same time as the interim sacrifice of animals and the immunology profile. It would also provide for collection of additional corticosterone samples that are needed for analysis.

Urinalysis

The newly designed stainless steel screens for the urine collection cups were completed and utilized during the April - May collection period. The screen significantly reduces the amount of food-dust contamination in the urine samples. The lessened contamination allows for more accurate evaluation of the urine
samples, especially the specific gravity. Based on the urinalysis results of the last collection, five rats are suspected of suffering from various stages of chronic nephropathy:

A06 - exposed - possible early stage, bodyweight changes and food and water consumption do not appear abnormal at this time.

B10 - exposed - possible early stage, excessive water consumption noted for the past 2 months.

F07 - exposed - possible early stage, bodyweight changes and food consumptions do not appear abnormal at this time.

G13 - control - chronic nephropathy, excessive water consumption noted for the past 2 months.

II3 - control - possible early stage, bodyweight changes and food and water consumptions do not appear abnormal at this time.

The improved quality of the collected urine samples will increase the value of monitoring the experimental animals during the remainder of the project.

Blood Chemistry Evaluations

A. Data Entry and Reduction
The backlog of raw data values from previous bleeding sessions to be entered into the computer-maintained database has been eliminated. All available blood chemistry, hematology, and protein electrophoresis data have now been hand-entered. Preliminary descriptive statistical analyses are completed on all blood chemistry, and sample summary printouts are included from the most recent bleeding session for the parameters GLUCOSE, BUN and CALCIUM as Attachments 1, 2, and 3.

Inspection of these and other summaries has revealed occasional anomalies in the database that have now been traced to erroneous data having been fed initially into the database in the form of raw chemistry values or basic dilution factors. The program currently in use for the hand-entry of chemistry data into the computer system provides no internal error-checking facility. Error checking was not included in the program because, at the time, insufficient normal data was available from within this laboratory for this particular strain of rat and for the chemistry-processing procedures employed. This data is essential to establish the warning and limit values on which error-trapping algorithms may be based.

Tens of thousands of data values now have been tabulated, and a clear picture of the mean and standard deviation associated with each parameter has emerged. Highest priority, therefore, has been assigned to modifying the data entry program before the next bleeding session in June, to include stringent error-trapping
routines. This will prevent the costly double-entry system of data checking that was contemplated initially. It will also prevent the present practice of multiple passes over the raw data summaries by visual inspection to detect possible entry errors. It is felt that preventing initial entry of erroneous data into the database is preferable to detecting it after the fact.

Although the reliability of the data currently in the database and used for the attached summaries is subjectively judged to be above the 99% level of confidence, until all anomalous entries have been removed, all current data summaries will be marked PRELIMINARY to avoid later confusion.

The small degree of uncertainty in the current database affects the estimates of mean and standard deviation; therefore, any tentative conclusions based on small mean differences between exposed and sham-exposed conditions must be tempered. It is expected that all errors of data entry will be removed in time for data presentation at the August BEMS meeting and for inclusion into the 5th quarterly progress report in September.

In addition, final adjustments have not, as yet, been made to correct for the minor nonlinear drift, peculiar to each chemistry parameter directly associated with the dilution process. This will be accomplished from analysis of the effects of the dilution process on the pooled control serum samples.
A comparison of the diluted and undiluted pooled control serum is presented in Table 1. From this it can be observed that the obtained mean glucose values for this pooled serum appears to be extraordinarily high (200-220 mg/dl) as compared with the experimental subjects of the study (140-150 mg/dl). These values are also higher than "standard" values presented in the literature and those obtained previously in this laboratory on other strains of rats. The values for standard literature citations for rat glucose levels range from 70-200 mg/dl, with the median value approximately 130 mg/dl. A review of the literature and serum-handling techniques has suggested plausible explanations for these differences:

1. The level of arousal of the animal immediately prior to bleeding affects the release of epinephrine that in turn stimulates glycogen breakdown and raises the actual level of blood glucose.

2. The length of time following the actual removal of blood from the animal and its preparation through spinning and pipetting off the red cells and whether the samples were maintained refrigerated or on ice decreases assayed levels.

3. Time of day and whether the animals were fasted or on ad lib diet prior to sampling affects assayed levels.

The actual procedures used to obtain the blood samples which produced the above-mentioned parameter estimate discrepancy
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suggest a simple direct correlation between the procedure and ultimate values assayed.

1. The procedures used to obtain our pooled serum sample would tend to maximize the final assayed values of the parameter GLUCOSE.

   a. The animals were anesthetized and samples drawn via intracardiac puncture. Other animals to be bled were housed in the same room as the bleeding.

   b. Samples were immediately placed into tubes and spun in a refrigerated centrifuge following clotting, and the serum was withdrawn upon completion and frozen.

2. The procedures used in the current study would have tended to minimize arousal. The blood was prepared generally within an hour of sampling but was not refrigerated. These factors would tend to lower the assayed glucose levels compared to the control serum.

3. Earlier work done in our laboratory often centered around obtaining corticosterone samples. Therefore, particular emphasis was placed on obtaining samples from completely non-aroused animals. However, blood chemistry samples often remained unrefrigerated and unprepared for several hours before analysis. These procedures would tend to lower the assayed levels of glucose even further, compared to the present control serum.
4. Standard laboratory practice, it would be assumed, would fall between the procedural extremes exemplified by those outlined under 1 and 3, thereby leading to glucose-level estimates that also fall between these extremes—as was found to be the case.

Before final conclusions can be drawn on this matter and ultimate correction of the raw data for dilution effects made, we will conduct a small study in tandem with the June bleeding. We will prepare new pooled samples from animals not participating in this study. They will be sampled under parametric conditions of arousal/nonarousal and fasted/ad lib, using various preparation delays before assay of the samples.

B. Blood Chemistry Parameters Analysis

The data from the seven bleedings covering the initial baseline values and six subsequent 6-week intervals are presented in Figures 1 through 5 for five representative chemistry parameters: glucose, BUN, K+, Na+, and T4. The bar graphs represent mean values and standard deviations for exposed and sham-exposed conditions based on the combined values of all animals in each condition.

It is clear from these preliminary analyses that no gross clinical abnormalities are discernible due to the experimental conditions imposed.
These data are, as discussed above, for the most part internally reliable and validated externally by the following:

1. Mean values for any parameter do not vary consistently from bleeding sessions that involved dilution of the samples (sessions 1, 2, 4, and 6) to sessions in which nondiluted samples were assayed (sessions 3, 5, and 7).

2. Mean values obtained for the 25 parameters are within the range of standard literature citations for that particular parameter.

Tables 2 and 3 present a more detailed summary of all parameters from the two bleeding sessions conducted this quarter.

Corticosterone Analysis

There have been suggestions that corticosterone might either be dropped as an endpoint or limited to samples taken during the interim sacrifice. These concerns are based on the perceived increase in the death rate due to problems associated with the frequency of bleeding. If the sampling sessions are rescheduled on a 12-week basis, the data obtained from each session would become relatively more valuable. The inclusion of corticosterone taps an inordinate amount of serum to obtain a single endpoint. Sessions in which corticosterone is obtained require dilution of the remaining sample in order to assay the remaining 25 blood chemistry endpoints. This dilution causes loss of data integrity as previously discussed.
Before such a preemptive decision should be made to drop the corticosterone assay, a complete analysis of the corticosterone data thus far obtained should be made. This has been completed and an abbreviated presentation included in the following paragraphs. Preliminary conclusions based on a limited availability of data should always be made with the highest priority placed on maintaining a perspective with regards to the magnitude of any effect and the scale to which it ought to be compared. This has been attempted in the presentation of the corticosterone data and accompanying discussion.

Corticosterone is released from the adrenal glands in response to ACTH hormone released from the pituitary gland as a direct result of perceived physical or psychological stress. Corticosterone functions as a mobilizing agent for processes associated with the need for "fight or flight" in possibly sustained situations. The level of plasma corticosterone has traditionally been taken as a direct measure of the magnitude of the stress-producing factors associated with an experimental environment or specific treatment.

Assayed levels of plasma corticosterone will range on a continuum from a low of near 0 ng/ml to as high as 1,000 ng/ml. The factors that affect the instantaneous corticosterone level in the rat are varied. These levels follow a sinusoidal pattern throughout each circadian period, with the trough occurring in the early morning hours (if the animal is maintained on a natural day/night cycle) and reaching a peak about 12 hours later. In addition, the overall level of this circadian pattern will rise as a result of other factors.
Females have chronically higher circadian levels than males. Individual housing conditions generally are accepted as leading to higher levels as opposed to group housing. General levels of ambient temperature, noise, and environmental lighting will raise the circadian pattern.

Superimposed on this circadian background, specific effects of acute treatments can be readily discerned. The simple removal of an animal from its cage will, for example, cause a marked rise in assayed plasma corticosterone beginning approximately 3 minutes later. Even if the stimulus of handling is removed immediately, this rise will require 30-60 minutes to subside. In addition, the magnitude of this stimulated rise is itself a function of the time of application with respect to the circadian pattern.

The wide natural variance of corticosterone levels and its extreme sensitivity should be recognized, with comparison of samples limited only to those obtained under nearly identical circumstances (except for the treatment of interest.) With this in mind, parlance was standardized with a general dichotomy established between "basal" and "stress" levels of corticosterone, delineated on the basis of so-called resting, or quiescent, levels and levels obtained at intervals following a standard stressor such as etherization. Use of this terminology has, however, caused problems similar to those found in the metabolism literature with the definition and use of the terms "resting metabolism," "minimal metabolism," "lowest observed metabolism," and "mean metabolic output." The subjective and objective
assessment of the environmental and behavioral conditions necessary to meet "basal" requirements are at best difficult to standardize. Therefore, the simple fact that assayed corticosterone is higher in one study than another cannot imply anything about the presumed levels of stress in the environment, out of context of the respective control populations.

In the specific context of this experiment we have, as part of our general daily logistics, a sampling problem that precludes obtaining "true" basal or resting levels of corticosterone. The 200 samples are obtained over a 4-day span during a 4-hour period each day that extends from midmorning through noon. During this time period the circadian level of corticosterone is on the rise. The temporary housing environment in which the animals are maintained while "protected" is not "quiet." Further, the time from prior handling to bleeding cannot be kept to a constant for all animals. However, every effort is made while retrieving the animal from this common environment to maintain uniform and nonagitated conditions. The accepted practice of obtaining the blood sample within 3 minutes of retrieving the animal is employed.

Therefore, given the constraints imposed by the SPF environment and housing conditions, the levels of corticosterone obtained from this population might best be characterized as coming from animals that are in various stages ranging from resting (not "basal" or "quiescent") to semiactive and will be marked by a high degree of variance.
However, despite these many qualifications to the data here presented, the values so far obtained are in the range that, with respect to the literature, they are considered within the bounds of basal or resting levels.

Corticosterone data has been analyzed for all samples taken at the 6-, 18-, and 30-week postexposure periods. In addition, samples from a common pooled control serum have been submitted with each analysis for independent quality control comparisons on the assay technique.

The basic data have been presented in bar-graph form in Figure 6 as the mean plus/minus the standard error. This graphing format is employed as it does not make any assumptions about the levels of the mean values between the 12-week sampling intervals. A scale was purposely chosen that visually tempers the mean differences between groups.

In addition, two presentations are tentatively offered. The left-hand graph includes all data values obtained for the subjects in each condition. The right-hand graph depicts a subset of the data that was presumed, at least initially, to provide a truer representation of the data. During any particular bleeding session extraordinary measures were required to obtain the required blood volume from certain animals. This may have entailed repeated anesthetization, multiple entries into the orbital sinus, resuscitation, or suturing torn eyelids. Based on these subjective assessments of what "obviously" must have been traumatic, a list was
independently compiled of these animals and their data was eliminated from the initial analysis. It is this subset that is presented in the right-hand presentation.

It is now clear that the data cannot reliably be edited by this method. While the elimination of data based on these behavioral observations does in general lead to a lowering of the overall corticosterone levels by discarding extremely high and presumably "stressed" animals, it does so on a totally unreliable basis. Some of the lowest assayed values obtained were samples from "obviously" stressed animals, and some of the highest values actually obtained were not eliminated by these observations. In one instance this technique actually raised the mean value slightly. Therefore, until some alternative method can be found, the left-hand presentation that includes all data values will be employed as the preferred method of data presentation.

Inspection of Figure 6, therefore, suggests that while differences exist between conditions, no dramatic effects are active since neither group has consistently higher values than the other.

The control serum data is presented graphically in Figure 7. A truncated scale was used justifiably since these measures are based on repeated analysis of a common serum pool with uniform characteristics. This pooled serum was obtained following termination of group housed animals and exsanguination within the 3-minute time limit guideline. These data indicate that corticosterone values can be very
accurately determined by the procedures employed (within 1-2 units of measure), given that the samples do not exhibit the variance associated with an actual study. On this expanded scale, there is some suggestion that the overall analysis of the second (or 18-week) samples were significantly lower than the first or third sample.

If the experimental values and the control values are placed into perspective (as in Figure 8) using an expanded scale reflective of the actual data range observed, any minor differences become less obvious and considerably less meaningful. This figure contains on the left margin an indication of the actual range of values obtained during this study, and on the right margin those values that would, in the literature, be classified within the "normal" ranges of basal and stress levels.

In Figure 9 a different graph technique is applied to the data of Figure 6. This graphing format implies that a continuous physiological process is active and makes assumptions about the intervening periods between sampling sessions. Presentation in this format raises the speculation that while the basal level of corticosterone is slowly rising in the sham-exposed population, it is at least static in the exposed population.

It might have been expected that both groups would, in time, show a rise in basal levels in accordance with what has come to be known as the "isolation stress syndrome." Basically, this is the observation that in chronic individually housed rats, basal corticosterone levels
rise gradually with the length of isolation. It had been assumed from our previous work that this phenomenon did not occur when using this type of waveguide maintenance and daily handling schedule.

However, the current study has confined these rats in this individual environment for 9 months. This is much longer than any previously known study in which corticosterone was an active endpoint. A process that may not have been apparent during a relatively short 3-month study now may be distinguishable.

Admittedly, the latter form of graphic presentation implies a function that may not, in fact, exist. However, the possibility that such an effect might be substantiated with additional sampling, forces the continued inclusion of corticosterone value as an endpoint for at least the next two sampling periods to see if the initial trend persists or is merely a random fluctuation of minimal data availability.

Histopathology

Complete examination of tissues collected from all experimental rats that have died has been made. No significant microwave-induced lesions have been found in any of the spontaneous and anesthetic-induced deaths during the first 9 months of exposure. Table 4
summarizes the cause of death in the experimental animals that have died, and Table 5 summarizes all of the histopathological lesions present in both the control and exposed animals.

Anesthetic-related complications have resulted in the deaths of three exposed and four control rats, for a total of seven rats. Two exposed and two control rats have died of renal failure as a result of chronic nephropathy. Chronic nephropathy is a common degenerative condition in the rat whose lesions are so characteristic that those working with rats readily recognize it. The mild or early lesion is comprised of dilated collecting tubules that contain protein casts with or without infiltrating interstitial lymphocytes. The tubular epithelium is flattened and often exfoliates into the ectatic lumens. The developing lesions result in a wedge-shaped area of atrophy, fibrosis, and reactive cell infiltration which gives the kidney the gross appearance of a pitted surface. Chronic nephropathy increases in severity with age and obesity in most rat strains, and these renal lesions are accentuated by high protein diets.

One control rat died of complications secondary to the development of atrial thrombosis, and one control rat died following puncturing of the nasal sinus during bleeding which led to the inhalation of blood and asphyxiation. Three control rats have died with lesions that, when considered alone, are not sufficient to provide a definitive cause of death at this time. Additional studies on these three rats are being done.
Preliminary results of the rat immunological experiments have been informative. The mitogen assay techniques, following only minor changes in cell and reagent concentration, produce acceptable results. The "T" and "B" cell enumeration, since it must be performed on the same day as the other tests, will be more easily and accurately performed using direct immunofluorescence. Tests for plaque-forming cells (PFC) can involve the use of two different antigens: DNP, to induct antibody production by "B" cells without the presence of "T" cells ("T" independent antigen); and sheep red blood cells (SRBC), which induce antibody production by "B" cells in the presence of "T" cells ("T" dependent antigen).

When the animals are tested during the interim sacrifice, the spleens will be removed and a suspension of spleen cells will be used to test (on the same day) for "T" and "B" cell numbers, response to mitogen stimulation; enumeration of complement receptor positive (CR+) cells and FC receptor cells and plaque-forming cells. In order to test for plaque-forming cells, the antigens must be injected 7 days prior to sacrifice. The full effect (if any) of prior introduction of antigen on the "normal" responses of cells to the other tests is under study. Preliminary tests have indicated that both the DNP and SRBC antigens injected into the same animal produce a significantly higher response than either antigen introduces alone, and the responses cannot be distinguished even when the doses are varied. The SRBC antigen response indicates involvement of two lymphocytic
cell types (which can be further enumerated in the mitogen and "T" and "B" cell assays) rather than only one cell type as found in the DNP assay.

The SRBC antigen response requires a functioning reticuloendothelial cell (RE cell) system and therefore serves as a method of screening for normal functioning of this system. The use of colloidal carbon clearance and an isotopically labeled liquid emulsion were considered as a specific method of RE cell evaluation; however, they were discounted, and the indirect screening of the RE cell system by the SRBC antigen response will be employed. The colloidal carbon impairs the functioning of the RE cells affecting the SRBC plaque assay, and the isotopically labeled liquid emulsion test creates handling problems during the interim sacrifice necropsies and may affect the mitogen responses conducted on the same animals.

Open-field Behavioral Assessments

The data from four open-field activity assessments covering the first 6 months of exposure has now been reduced and a summary is presented in Table 6. It can be seen that no significant differences exist between the exposed or sham-exposed conditions on either measure of horizontal or vertical activity.

The value of open-field assessments is to gauge the reaction of a population to a novel environment and the levels of fear or apprehension it may arouse. The increased variance in the data
following the first session is taken to be indicative of the bipolar response of the animals following repeated exposure to a non-novel environment, indicative of either bored (inactive) acceptance or active exploration.

This measure might be decreased in frequency to retain some degree of novelty. Alternatively, the open-field environment itself could actively be made novel with each test session through inclusion of novel objects or Plexiglas barriers that can be rearranged. Possibly, a combination of reduced frequency of measurement and introduction of environmental stimuli should be employed.

III. SUMMARY AND CONCLUSIONS

The primary objective of this project is to maintain a colony of microwave-exposed rats in a disease-free state from infancy through adolescence and maturity to reach old age. The successful progress of this endeavor encompasses in-depth preparation beginning nearly three years ago with an initial 3-month period to conduct the groundwork of research prior to submission of the work proposal. The first 18-month phase of the contract was spent in acquiring and integrating all the various engineering hardware required to complete the exposure facility, training laboratory personnel, perfecting chemistry techniques, and debugging the daily procedure. Nearly one year ago the weanling SPF rats arrived from the supplier to begin their 30-month participation in this project.
The first 11 months of the current phase of the project can be considered a success; the animals have been maintained in a specific pathogen-free state, and the collection of baseline data from the selected biological parameters has complied with quality control standards.

All efforts to date have merely brought us to the most critical, remaining portion of the project. It is during the later phases of these animals' maturity that the neoplastic and age-associated lesions and metabolic changes will be documented in an effort to detect any differences between the exposed and control populations with respect to age of onset, frequency of occurrence, and severity.

The preliminary data available at this time fails to reveal any gross clinically significant differences between these populations. Subtle differences that may be gleaned from the data may disappear or be accentuated as additional data is obtained, refined, and statistically analyzed.
### ALCOVE SUMMARY

<table>
<thead>
<tr>
<th>ALC</th>
<th>GRP</th>
<th>DED</th>
<th>QNS</th>
<th>MIS</th>
<th>NBD</th>
<th>DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUMX</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>126.0</td>
<td>200.0</td>
<td>1449.0</td>
<td>214775</td>
<td>144.9</td>
<td>21.9</td>
<td>6.9</td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>125.0</td>
<td>176.0</td>
<td>1504.0</td>
<td>228640</td>
<td>150.4</td>
<td>15.6</td>
<td>4.9</td>
<td>10.4</td>
</tr>
<tr>
<td>B</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>119.0</td>
<td>171.0</td>
<td>1367.0</td>
<td>188911</td>
<td>136.7</td>
<td>14.3</td>
<td>4.5</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>128.0</td>
<td>158.0</td>
<td>1190.0</td>
<td>157211</td>
<td>139.9</td>
<td>9.3</td>
<td>3.3</td>
<td>6.6</td>
</tr>
<tr>
<td>C</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>127.0</td>
<td>148.0</td>
<td>1232.0</td>
<td>169054</td>
<td>136.9</td>
<td>14.4</td>
<td>2.1</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>126.0</td>
<td>163.0</td>
<td>1398.5</td>
<td>196403</td>
<td>139.9</td>
<td>9.1</td>
<td>2.9</td>
<td>6.5</td>
</tr>
<tr>
<td>D</td>
<td>E</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>99.0</td>
<td>157.0</td>
<td>828.0</td>
<td>116494</td>
<td>138.0</td>
<td>19.3</td>
<td>7.9</td>
<td>14.0</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>123.0</td>
<td>201.0</td>
<td>1200.0</td>
<td>185996</td>
<td>150.0</td>
<td>27.4</td>
<td>9.7</td>
<td>18.3</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>118.0</td>
<td>150.0</td>
<td>1157.0</td>
<td>149813</td>
<td>128.6</td>
<td>10.9</td>
<td>3.6</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>131.0</td>
<td>231.0</td>
<td>1384.0</td>
<td>221056</td>
<td>153.8</td>
<td>30.2</td>
<td>10.1</td>
<td>19.7</td>
</tr>
<tr>
<td>F</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>104.0</td>
<td>163.0</td>
<td>1148.0</td>
<td>148892</td>
<td>137.0</td>
<td>16.4</td>
<td>5.5</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>116.0</td>
<td>151.0</td>
<td>1208.5</td>
<td>163029</td>
<td>134.3</td>
<td>9.2</td>
<td>3.1</td>
<td>6.8</td>
</tr>
<tr>
<td>G</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>112.0</td>
<td>289.0</td>
<td>1511.0</td>
<td>250309</td>
<td>151.1</td>
<td>46.9</td>
<td>14.8</td>
<td>31.0</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>99.0</td>
<td>151.0</td>
<td>1084.0</td>
<td>149404</td>
<td>135.5</td>
<td>17.8</td>
<td>5.3</td>
<td>13.1</td>
</tr>
<tr>
<td>H</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>111.0</td>
<td>188.0</td>
<td>1364.0</td>
<td>191356</td>
<td>136.4</td>
<td>23.0</td>
<td>7.3</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>117.0</td>
<td>136.0</td>
<td>1159.0</td>
<td>149509</td>
<td>128.8</td>
<td>5.3</td>
<td>1.8</td>
<td>4.1</td>
</tr>
<tr>
<td>I</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>135.0</td>
<td>160.0</td>
<td>1316.5</td>
<td>193198</td>
<td>146.3</td>
<td>8.3</td>
<td>2.8</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>113.0</td>
<td>153.0</td>
<td>1268.0</td>
<td>180096</td>
<td>140.9</td>
<td>12.7</td>
<td>4.2</td>
<td>9.0</td>
</tr>
<tr>
<td>J</td>
<td>E</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>129.0</td>
<td>166.0</td>
<td>1264.5</td>
<td>178674</td>
<td>140.3</td>
<td>10.6</td>
<td>3.5</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>130.0</td>
<td>300.0</td>
<td>1278.0</td>
<td>227222</td>
<td>159.8</td>
<td>53.7</td>
<td>19.0</td>
<td>33.6</td>
</tr>
</tbody>
</table>

### ROOM SUMMARY

<table>
<thead>
<tr>
<th>GRP</th>
<th>DED</th>
<th>QNS</th>
<th>MIS</th>
<th>NBD</th>
<th>DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUMX</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>44</td>
<td>99.0</td>
<td>200.0</td>
<td>6033.0</td>
<td>839047</td>
<td>137.1</td>
<td>16.4</td>
<td>2.5</td>
<td>12.0</td>
</tr>
<tr>
<td>S</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>45</td>
<td>123.0</td>
<td>231.0</td>
<td>6605.5</td>
<td>989306</td>
<td>146.8</td>
<td>20.9</td>
<td>3.1</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>47</td>
<td>104.0</td>
<td>289.0</td>
<td>6604.0</td>
<td>962430</td>
<td>140.5</td>
<td>27.1</td>
<td>4.0</td>
<td>19.3</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>43</td>
<td>99.0</td>
<td>300.0</td>
<td>5997.5</td>
<td>869260</td>
<td>139.5</td>
<td>27.6</td>
<td>4.2</td>
<td>19.8</td>
<td></td>
</tr>
</tbody>
</table>

### GRAND SUMMARY

<table>
<thead>
<tr>
<th>GRP</th>
<th>DED</th>
<th>QNS</th>
<th>MIS</th>
<th>NBD</th>
<th>DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUMX</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>91</td>
<td>99.0</td>
<td>289.0</td>
<td>12637.0</td>
<td>1801480</td>
<td>138.9</td>
<td>22.6</td>
<td>2.4</td>
<td>16.3</td>
</tr>
<tr>
<td>S</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>88</td>
<td>99.0</td>
<td>300.0</td>
<td>12603.0</td>
<td>1858570</td>
<td>143.2</td>
<td>24.7</td>
<td>2.6</td>
<td>17.2</td>
<td></td>
</tr>
<tr>
<td>ALC</td>
<td>GRP</td>
<td>DED QNS</td>
<td>HIS</td>
<td>NBD</td>
<td>DATA</td>
<td>MIN</td>
<td>MAX</td>
<td>SUMX</td>
<td>SUM SQ</td>
<td>MEAN</td>
<td>SD</td>
<td>SE</td>
<td>CV</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>---------</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td>A</td>
<td>E</td>
<td>0 0 0 0 0</td>
<td>10</td>
<td>16.0</td>
<td>25.0</td>
<td>184.0</td>
<td>3448</td>
<td>18.4</td>
<td>2.5</td>
<td>0.8</td>
<td>13.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0 0 0 0 0</td>
<td>10</td>
<td>17.0</td>
<td>22.0</td>
<td>193.0</td>
<td>3747</td>
<td>19.3</td>
<td>1.5</td>
<td>0.5</td>
<td>7.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>E</td>
<td>0 0 0 0 0</td>
<td>10</td>
<td>16.0</td>
<td>24.0</td>
<td>194.0</td>
<td>3818</td>
<td>19.4</td>
<td>2.3</td>
<td>0.7</td>
<td>12.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1 0 0 1 0</td>
<td>8</td>
<td>17.0</td>
<td>23.0</td>
<td>157.0</td>
<td>3119</td>
<td>19.6</td>
<td>2.2</td>
<td>0.8</td>
<td>11.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>E</td>
<td>1 0 0 0 0</td>
<td>9</td>
<td>18.0</td>
<td>21.0</td>
<td>177.0</td>
<td>3487</td>
<td>19.7</td>
<td>0.8</td>
<td>0.3</td>
<td>4.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0 0 0 0 10</td>
<td>18.0</td>
<td>21.0</td>
<td>194.0</td>
<td>3776</td>
<td>19.4</td>
<td>1.1</td>
<td>0.4</td>
<td>5.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>E</td>
<td>0 1 0 3 6</td>
<td>19.5</td>
<td>24.0</td>
<td>124.5</td>
<td>2597</td>
<td>20.8</td>
<td>1.5</td>
<td>0.6</td>
<td>7.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>0 1 1 0 8</td>
<td>18.0</td>
<td>22.0</td>
<td>165.0</td>
<td>3419</td>
<td>20.6</td>
<td>1.4</td>
<td>0.5</td>
<td>6.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>1 0 0 0 9</td>
<td>18.0</td>
<td>23.0</td>
<td>175.0</td>
<td>3423</td>
<td>19.4</td>
<td>1.5</td>
<td>0.5</td>
<td>7.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1 0 0 9 9</td>
<td>18.0</td>
<td>21.0</td>
<td>174.0</td>
<td>3378</td>
<td>19.3</td>
<td>1.2</td>
<td>0.4</td>
<td>6.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**** ROOM SUMMARY ****

<table>
<thead>
<tr>
<th>GRP</th>
<th>DED QNS</th>
<th>HIS</th>
<th>NBD</th>
<th>DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUMX</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>2 1 0 3 44</td>
<td>16.0</td>
<td>25.0</td>
<td>854.5</td>
<td>16773</td>
<td>19.4</td>
<td>2.0</td>
<td>0.3</td>
<td>10.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 1 1 1 45</td>
<td>17.0</td>
<td>23.0</td>
<td>883.0</td>
<td>17439</td>
<td>19.6</td>
<td>1.6</td>
<td>0.2</td>
<td>8.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>2 1 0 0 47</td>
<td>16.0</td>
<td>27.0</td>
<td>901.0</td>
<td>19464</td>
<td>19.2</td>
<td>2.0</td>
<td>0.3</td>
<td>10.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 0 1 0 43</td>
<td>17.0</td>
<td>40.0</td>
<td>868.5</td>
<td>18041</td>
<td>20.2</td>
<td>3.4</td>
<td>0.5</td>
<td>16.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**** GRAND SUMMARY ****

<table>
<thead>
<tr>
<th>GRP</th>
<th>DED QNS</th>
<th>HIS</th>
<th>NBD</th>
<th>DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUMX</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>4 2 0 3 91</td>
<td>16.0</td>
<td>27.0</td>
<td>1755.5</td>
<td>34237</td>
<td>19.3</td>
<td>2.0</td>
<td>0.2</td>
<td>10.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 1 2 1 88</td>
<td>17.0</td>
<td>40.0</td>
<td>1751.5</td>
<td>35480</td>
<td>19.9</td>
<td>2.7</td>
<td>0.3</td>
<td>13.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Alcove Summary

<table>
<thead>
<tr>
<th>ALC GRP</th>
<th>DED QNS</th>
<th>MIN</th>
<th>NBD DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUM</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.90</td>
<td>10.70</td>
<td>101.6</td>
<td>1033</td>
<td>0.16</td>
<td>0.08</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.75</td>
<td>10.60</td>
<td>102.9</td>
<td>1058</td>
<td>0.29</td>
<td>0.08</td>
</tr>
<tr>
<td>B</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.90</td>
<td>10.50</td>
<td>101.6</td>
<td>1033</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>9.90</td>
<td>10.40</td>
<td>81.8</td>
<td>837</td>
<td>10.23</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td>C</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.70</td>
<td>10.50</td>
<td>90.8</td>
<td>917</td>
<td>10.09</td>
<td>0.26</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.80</td>
<td>10.50</td>
<td>100.4</td>
<td>1008</td>
<td>10.04</td>
<td>0.21</td>
<td>0.07</td>
</tr>
<tr>
<td>D</td>
<td>E</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>10.10</td>
<td>10.60</td>
<td>62.0</td>
<td>641</td>
<td>10.33</td>
<td>0.18</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>10.00</td>
<td>10.80</td>
<td>82.5</td>
<td>851</td>
<td>10.11</td>
<td>0.24</td>
<td>0.08</td>
</tr>
<tr>
<td>E</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.30</td>
<td>10.40</td>
<td>87.7</td>
<td>855</td>
<td>9.74</td>
<td>0.30</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.30</td>
<td>10.60</td>
<td>88.7</td>
<td>875</td>
<td>9.86</td>
<td>0.36</td>
<td>0.12</td>
</tr>
<tr>
<td>F</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.40</td>
<td>10.50</td>
<td>90.4</td>
<td>909</td>
<td>10.04</td>
<td>0.32</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.45</td>
<td>10.20</td>
<td>88.8</td>
<td>876</td>
<td>9.86</td>
<td>0.28</td>
<td>0.09</td>
</tr>
<tr>
<td>G</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.80</td>
<td>11.20</td>
<td>101.7</td>
<td>1036</td>
<td>10.17</td>
<td>0.40</td>
</tr>
<tr>
<td>S</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>9.60</td>
<td>10.60</td>
<td>80.8</td>
<td>817</td>
<td>10.10</td>
<td>0.27</td>
<td>0.10</td>
</tr>
<tr>
<td>H</td>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>9.80</td>
<td>11.10</td>
<td>102.6</td>
<td>1053</td>
<td>10.26</td>
<td>0.35</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.80</td>
<td>10.20</td>
<td>90.5</td>
<td>910</td>
<td>10.08</td>
<td>0.17</td>
<td>0.06</td>
</tr>
<tr>
<td>I</td>
<td>E</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>9.80</td>
<td>10.80</td>
<td>91.2</td>
<td>925</td>
<td>10.13</td>
<td>0.34</td>
</tr>
<tr>
<td>S</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>9.60</td>
<td>10.40</td>
<td>90.7</td>
<td>915</td>
<td>10.08</td>
<td>0.23</td>
</tr>
<tr>
<td>J</td>
<td>E</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>9.40</td>
<td>10.40</td>
<td>90.1</td>
<td>902</td>
<td>10.01</td>
<td>0.31</td>
</tr>
<tr>
<td>S</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>9.90</td>
<td>11.20</td>
<td>82.8</td>
<td>858</td>
<td>10.35</td>
<td>0.60</td>
<td>0.14</td>
</tr>
</tbody>
</table>

### Room Summary

<table>
<thead>
<tr>
<th>ALC GRP</th>
<th>DED QNS</th>
<th>MIN</th>
<th>NBD DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUM</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>44</td>
<td>9.30</td>
<td>10.70</td>
<td>443.7</td>
<td>4478</td>
<td>10.08</td>
<td>0.31</td>
<td>0.05</td>
</tr>
<tr>
<td>S</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>45</td>
<td>9.30</td>
<td>10.80</td>
<td>456.3</td>
<td>4630</td>
<td>10.14</td>
<td>0.31</td>
<td>0.05</td>
</tr>
<tr>
<td>E</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>47</td>
<td>9.40</td>
<td>11.20</td>
<td>475.9</td>
<td>4825</td>
<td>10.13</td>
<td>0.36</td>
<td>0.05</td>
</tr>
<tr>
<td>S</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>43</td>
<td>9.45</td>
<td>11.20</td>
<td>433.6</td>
<td>4376</td>
<td>10.08</td>
<td>0.32</td>
<td>0.05</td>
</tr>
</tbody>
</table>

### Grand Summary

<table>
<thead>
<tr>
<th>ALC GRP</th>
<th>DED QNS</th>
<th>MIN</th>
<th>NBD DATA</th>
<th>MIN</th>
<th>MAX</th>
<th>SUM</th>
<th>SUM SQ</th>
<th>MEAN</th>
<th>SD</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>91</td>
<td>9.30</td>
<td>11.20</td>
<td>919.6</td>
<td>9303</td>
<td>10.11</td>
<td>0.24</td>
</tr>
<tr>
<td>S</td>
<td>8</td>
<td>1</td>
<td>2</td>
<td>18</td>
<td>9.30</td>
<td>11.20</td>
<td>889.8</td>
<td>9006</td>
<td>10.11</td>
<td>0.31</td>
<td>0.03</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Glucose</th>
<th>Min.</th>
<th>Max.</th>
<th>Mean</th>
<th>SE</th>
<th>CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>214</td>
<td>240</td>
<td>220.5</td>
<td>1.4</td>
<td>2.9</td>
</tr>
<tr>
<td>0</td>
<td>212</td>
<td>222</td>
<td>215.5</td>
<td>.5</td>
<td>1.1</td>
</tr>
<tr>
<td>1:1</td>
<td>208</td>
<td>222</td>
<td>215.6</td>
<td>.8</td>
<td>1.7</td>
</tr>
<tr>
<td>2:1</td>
<td>214</td>
<td>218</td>
<td>216.3</td>
<td>.3</td>
<td>.6</td>
</tr>
<tr>
<td>3:1</td>
<td>191</td>
<td>229</td>
<td>213.2</td>
<td>.5</td>
<td>1.1</td>
</tr>
<tr>
<td>4:1</td>
<td>202</td>
<td>219</td>
<td>209.3</td>
<td>.7</td>
<td>1.6</td>
</tr>
<tr>
<td>3:1</td>
<td>204</td>
<td>210</td>
<td>207.9</td>
<td>.4</td>
<td>1.0</td>
</tr>
<tr>
<td>2:1</td>
<td>190</td>
<td>214</td>
<td>209.4</td>
<td>1.1</td>
<td>2.4</td>
</tr>
<tr>
<td>1:1</td>
<td>206</td>
<td>212</td>
<td>208.7</td>
<td>.4</td>
<td>.7</td>
</tr>
<tr>
<td>2:1</td>
<td>204</td>
<td>213</td>
<td>209.9</td>
<td>.4</td>
<td>.9</td>
</tr>
</tbody>
</table>
Table 2. BLOOD CHEMISTRY PARAMETER SUMMARY - PRELIMINARY
BLEEDING SESSION #6, March 30 - April 2, 1981

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>EXPOSED MEAN</th>
<th>EXPOSED S₀</th>
<th>SHAM MEAN</th>
<th>SHAM S₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose</td>
<td>144.4</td>
<td>13.5</td>
<td>150.0</td>
<td>18.7</td>
</tr>
<tr>
<td>BUN</td>
<td>19.4</td>
<td>1.8</td>
<td>19.7</td>
<td>3.2</td>
</tr>
<tr>
<td>Creatinine</td>
<td>0.58</td>
<td>0.24</td>
<td>0.57</td>
<td>0.23</td>
</tr>
<tr>
<td>Na⁺</td>
<td>144.2</td>
<td>6.1</td>
<td>143.6</td>
<td>3.3</td>
</tr>
<tr>
<td>K⁺</td>
<td>4.90</td>
<td>0.35</td>
<td>4.95</td>
<td>0.40</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>95.6</td>
<td>13.5</td>
<td>98.3</td>
<td>8.2</td>
</tr>
<tr>
<td>CO₂</td>
<td>23.4</td>
<td>5.0</td>
<td>23.9</td>
<td>3.4</td>
</tr>
<tr>
<td>Uric Acid</td>
<td>0.93</td>
<td>0.23</td>
<td>1.06</td>
<td>0.63</td>
</tr>
<tr>
<td>T. Bilirubin</td>
<td>0.13</td>
<td>0.05</td>
<td>0.15</td>
<td>0.04</td>
</tr>
<tr>
<td>D. Bilirubin</td>
<td>0.04</td>
<td>0.07</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>Electrolyte Bal.</td>
<td>7.62</td>
<td>11.78</td>
<td>5.88</td>
<td>7.46</td>
</tr>
<tr>
<td>Ionized Calcium</td>
<td>5.87</td>
<td>0.58</td>
<td>5.78</td>
<td>0.28</td>
</tr>
<tr>
<td>T₄</td>
<td>4.70</td>
<td>0.85</td>
<td>4.70</td>
<td>0.67</td>
</tr>
<tr>
<td>Calcium</td>
<td>9.98</td>
<td>0.40</td>
<td>10.03</td>
<td>0.25</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>5.35</td>
<td>0.42</td>
<td>5.30</td>
<td>0.40</td>
</tr>
<tr>
<td>Alk. Phosphatase</td>
<td>212.9</td>
<td>43.1</td>
<td>205.8</td>
<td>31.7</td>
</tr>
<tr>
<td>LDH</td>
<td>329.9</td>
<td>148.7</td>
<td>319.3</td>
<td>145.1</td>
</tr>
<tr>
<td>SGOT</td>
<td>106.5</td>
<td>77.2</td>
<td>94.5</td>
<td>29.0</td>
</tr>
<tr>
<td>SGPT</td>
<td>57.5</td>
<td>76.0</td>
<td>57.8</td>
<td>78.3</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>80.0</td>
<td>22.3</td>
<td>78.9</td>
<td>15.1</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>113.8</td>
<td>45.0</td>
<td>113.3</td>
<td>34.7</td>
</tr>
<tr>
<td>Total Protein</td>
<td>6.1</td>
<td>0.3</td>
<td>6.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Albumin</td>
<td>3.47</td>
<td>17.0</td>
<td>3.47</td>
<td>0.15</td>
</tr>
<tr>
<td>Globulin</td>
<td>2.67</td>
<td>0.25</td>
<td>2.71</td>
<td>0.21</td>
</tr>
<tr>
<td>A/G Ratio</td>
<td>2.36</td>
<td>1.77</td>
<td>2.03</td>
<td>0.78</td>
</tr>
</tbody>
</table>
### Table 3. Blood Chemistry Parameter Summary - Preliminary
#### Bleeding Session #7, May 13 - 15, 1981

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exposed Mean</th>
<th>Exposed SD</th>
<th>Sham Mean</th>
<th>Sham SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glucose</td>
<td>138.9</td>
<td>22.6</td>
<td>142.7</td>
<td>25.3</td>
</tr>
<tr>
<td>BUN</td>
<td>19.3</td>
<td>2.0</td>
<td>19.8</td>
<td>2.7</td>
</tr>
<tr>
<td>Creatinine</td>
<td>0.56</td>
<td>0.11</td>
<td>0.56</td>
<td>0.10</td>
</tr>
<tr>
<td>Na</td>
<td>143.3</td>
<td>15.3</td>
<td>144.3</td>
<td>5.5</td>
</tr>
<tr>
<td>K</td>
<td>5.44</td>
<td>14.4</td>
<td>4.89</td>
<td>0.33</td>
</tr>
<tr>
<td>Cl⁻</td>
<td>99.1</td>
<td>11.2</td>
<td>99.9</td>
<td>5.0</td>
</tr>
<tr>
<td>CO₂</td>
<td>26.3</td>
<td>8.8</td>
<td>25.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Uric Acid</td>
<td>1.32</td>
<td>2.68</td>
<td>1.03</td>
<td>0.54</td>
</tr>
<tr>
<td>T. Bilirubin</td>
<td>0.11</td>
<td>0.08</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td>D. Bilirubin</td>
<td>0.03</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Electrolyte Bal.</td>
<td>7.42</td>
<td>4.66</td>
<td>7.46</td>
<td>2.78</td>
</tr>
<tr>
<td>Ionized Calcium</td>
<td>5.10</td>
<td>0.69</td>
<td>5.03</td>
<td>0.59</td>
</tr>
<tr>
<td>T₃</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Calcium</td>
<td>10.11</td>
<td>0.34</td>
<td>10.07</td>
<td>0.45</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>5.19</td>
<td>0.42</td>
<td>5.07</td>
<td>0.48</td>
</tr>
<tr>
<td>Alk. Phosphatase</td>
<td>196.9</td>
<td>37.6</td>
<td>197.4</td>
<td>34.9</td>
</tr>
<tr>
<td>LDH</td>
<td>308.9</td>
<td>152.6</td>
<td>296.7</td>
<td>132.6</td>
</tr>
<tr>
<td>SGOT</td>
<td>96.8</td>
<td>34.6</td>
<td>97.0</td>
<td>45.3</td>
</tr>
<tr>
<td>SGPT</td>
<td>57.7</td>
<td>25.5</td>
<td>58.5</td>
<td>32.2</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>89.1</td>
<td>25.8</td>
<td>86.8</td>
<td>20.9</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>117.7</td>
<td>52.1</td>
<td>119.7</td>
<td>42.0</td>
</tr>
<tr>
<td>Total Protein</td>
<td>6.1</td>
<td>0.2</td>
<td>6.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Albumin</td>
<td>3.16</td>
<td>0.16</td>
<td>3.17</td>
<td>0.20</td>
</tr>
<tr>
<td>Globulin</td>
<td>2.98</td>
<td>0.19</td>
<td>2.93</td>
<td>0.19</td>
</tr>
<tr>
<td>A/G Ratio</td>
<td>1.25</td>
<td>0.60</td>
<td>1.24</td>
<td>0.52</td>
</tr>
<tr>
<td>Cause of Death</td>
<td>Exposed</td>
<td>Control</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>(1) Anesthetic Death</td>
<td>C14, E1, H16</td>
<td>F18, J9, G9, D17</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>(2) Renal Failure</td>
<td>17, F5</td>
<td>G8, B3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>(3) Undetermined</td>
<td></td>
<td>H20, E9, I18</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>(4) Atrial Thrombosis</td>
<td>(1)</td>
<td>J12</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(5) Asphyxia secondary to blood inhalation</td>
<td>(1)</td>
<td>B13</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
Table 5. SUMMARY OF HISTOPATHOLOGICAL LESIONS.

<table>
<thead>
<tr>
<th>Organ and Lesions</th>
<th>Exposed</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lung:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute blood inhalation-marked</td>
<td>(1)-B13</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Acute hypostatic congestion-marked</td>
<td>(1)-I18</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Acute hypostatic congestion-moderate</td>
<td>(1)-C14</td>
<td>(3)-F18,</td>
<td>4</td>
</tr>
<tr>
<td>Pulmonary congestion and edema-moderate</td>
<td>(1)-H16</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Pulmonary congestion and edema-mild</td>
<td>(3)-J9,H20,</td>
<td>(3)-J12</td>
<td>3</td>
</tr>
<tr>
<td>Acute multifocal pulmonary peteal hemorrhage-mild</td>
<td>(2)-G9,E9</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Acute multifocal pulmonary peteal hemorrhage-minimal</td>
<td>(1)-H16</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Pulmonary arteriolar tunica media hyperplasia-moderate</td>
<td>(1)-E9</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Deep lacrimal gland:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lacrimal gland megalocytosis-minimal</td>
<td>(2)-C4,J9</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Lacrimal gland megalocytosis-mild</td>
<td>(2)-E1,F6</td>
<td>(3)-G9</td>
<td>3</td>
</tr>
<tr>
<td>Lacrimal gland megalocytosis-marked</td>
<td>(3)-G9,H20,</td>
<td>(3)-J12</td>
<td>3</td>
</tr>
<tr>
<td>Lacrimal gland megalocytosis-moderate</td>
<td>(1)-H16</td>
<td>(1)-E9</td>
<td>2</td>
</tr>
<tr>
<td>Subacute nonsuppurative lacrimal gland adenitis-moderate</td>
<td>(1)-H16</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Prostate:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic multifocal nonsuppurative prostatisity-moderate</td>
<td>(1)-C14</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Chronic multifocal nonsuppurative prostatitis-mild</td>
<td>(2)-B13,D17</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Prostatic intraluminal mineralization-moderate</td>
<td>(2)-B13,D17</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Prostatic intraluminal mineralization-minimal</td>
<td>(1)-H16</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>Pancreas:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focal pancreatic ductal fibrosis-minimal</td>
<td>(1)-E1</td>
<td>(1)-J12</td>
<td>2</td>
</tr>
<tr>
<td><strong>Parathyroids:</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parathyroid hyperplasia-marked</td>
<td>(1)-G9</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Parathyroid hyperplasia-moderate</td>
<td>(1)-I17</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Parathyroid hyperplasia-minimal</td>
<td>(1)-D17</td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5. (Continued)

<table>
<thead>
<tr>
<th>Trachea:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Tracheal submucosal glandular ectasia-</td>
<td>minimal (1)-H16 (1)-G8 2</td>
</tr>
<tr>
<td>Tracheobronchial lymphnode hemorrhage-</td>
<td>mild (1)-17 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Heart:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic cardiomyopathy-minimal</td>
<td>(3)-G8,R3, J12 3</td>
</tr>
<tr>
<td>Chronic cardiomyopathy-moderate</td>
<td>(2)-I7,F5 2</td>
</tr>
<tr>
<td>Atrial mural nonsuppurative thrombosis-</td>
<td>marked (1)-J12 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kidney:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Chronic nephropathy-mild</td>
<td>(2)-J12,IIA 2</td>
</tr>
<tr>
<td>Chronic nephropathy-marked</td>
<td>(2)-G8,R3 4</td>
</tr>
<tr>
<td>Chronic nephropathy-minimal</td>
<td>(1)-H16 (4)-G9,E9, B13,D17 5</td>
</tr>
<tr>
<td>Unilateral embryonal nephroma</td>
<td>(1)-H20 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Urinary Bladder:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Urinary Bladder squamous metaplasia-</td>
<td>marked (1)-G8 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stomach:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Subacute gastritis-moderate</td>
<td>(1)-J12 1</td>
</tr>
<tr>
<td>Subacute gastritis-mild</td>
<td>(1)-E9 1</td>
</tr>
<tr>
<td>Gastric glandular ectasia-minimal</td>
<td>(1)-R3 1</td>
</tr>
<tr>
<td>Gastric mucosal mineralization-mild</td>
<td>(1)-F5 1</td>
</tr>
<tr>
<td>Gastric squamous mucosal hyperkeratosis-</td>
<td>moderate (2)-E9,J12 2</td>
</tr>
<tr>
<td>Gastric mucosal fibrinoid arteritis-</td>
<td>moderate (1)-J12 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Aorta:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Aorta tunica media mineralization-mild</td>
<td>(1)-I7 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Harderian Gland:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Focal cystic ductal ectasia-marked</td>
<td>(1)-H16 1</td>
</tr>
<tr>
<td>Harderian gland hyperpigmentation</td>
<td>(porphyrin)-moderate (1)-I7 1</td>
</tr>
<tr>
<td>Harderian gland hyperpigmentation</td>
<td>(porphyrin)-minimal (2)-H20,D17 2</td>
</tr>
<tr>
<td>Harderian gland hyperpigmentation</td>
<td>(porphyrin)-mild (1)-B13 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cervical Lymph Node:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Lymph node plasma cell hyperplasia-</td>
<td>moderate (1)-H17 1</td>
</tr>
<tr>
<td>Acute lymph node hemorrhage-marked</td>
<td>(2)-J9,J12 2</td>
</tr>
<tr>
<td>Lymph node lymphoid hyperplasia-marked</td>
<td>(1)-H20 1</td>
</tr>
<tr>
<td>Lymph node lymphoid hyperplasia-mild</td>
<td>(1)-G9 1</td>
</tr>
<tr>
<td>Lymph node lymphoid hyperplasia-moderate</td>
<td>(1)-I18 1</td>
</tr>
</tbody>
</table>
Table 5. (Continued)

<table>
<thead>
<tr>
<th>Organ</th>
<th>Condition</th>
<th>Code</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spleen</td>
<td>Splenic hemosiderosis-moderate</td>
<td>(1)-H20</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Splenic hemosiderosis-mild</td>
<td>(2)-B13,D17</td>
<td>2</td>
</tr>
<tr>
<td>Eye</td>
<td>Acute intraocular hemorrhage-mild</td>
<td>(1)-F5</td>
<td>1</td>
</tr>
<tr>
<td>Liver</td>
<td>Hepatic congestion-moderate</td>
<td>(1)-H16</td>
<td>(1)-E9</td>
</tr>
<tr>
<td>Thymus</td>
<td>Acute thymic petechial hemorrhages-minimal</td>
<td>(1)-E9</td>
<td>1</td>
</tr>
<tr>
<td>Thyroid</td>
<td>Thyroid atrophy-moderate</td>
<td>(1)-H16</td>
<td>(1)-D17</td>
</tr>
</tbody>
</table>

139
### Table 6. ACTIVITY MONITOR DATA

<table>
<thead>
<tr>
<th></th>
<th>Exposed</th>
<th></th>
<th>Sham</th>
<th></th>
<th></th>
<th>Exposed</th>
<th></th>
<th>Sham</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \bar{x} )</td>
<td>( s_e )</td>
<td>( \bar{x} )</td>
<td>( s_e )</td>
<td>( \bar{x} )</td>
<td>( s_e )</td>
<td>( \bar{x} )</td>
<td>( s_e )</td>
</tr>
<tr>
<td>1</td>
<td>141</td>
<td>5.6</td>
<td>150</td>
<td>6.4</td>
<td>11</td>
<td>1.2</td>
<td>11</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>269</td>
<td>38.2</td>
<td>263</td>
<td>39.3</td>
<td>11</td>
<td>3.3</td>
<td>12</td>
<td>3.4</td>
</tr>
<tr>
<td>3</td>
<td>206</td>
<td>35.5</td>
<td>207</td>
<td>38.1</td>
<td>11</td>
<td>2.7</td>
<td>9</td>
<td>2.6</td>
</tr>
<tr>
<td>4</td>
<td>189</td>
<td>37.8</td>
<td>197</td>
<td>36.3</td>
<td>13</td>
<td>3.6</td>
<td>11</td>
<td>2.7</td>
</tr>
</tbody>
</table>
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I. INTRODUCTION

Warm-blooded organisms, called endotherms, are able to maintain a stable internal body temperature in the face of rather wide fluctuations in the temperature or their environment. This is accomplished by fine adjustments in appropriate autonomic response systems, through which the body gains or loses heat, acting in concert with behavioral responses that provide a hospitable microclimate whenever possible. The particular autonomic response that may be operative at a given time is dictated primarily by the environmental temperature; thus, animals shiver in the cold and pant or sweat in the heat, but not the reverse.

Using the standard heat balance equation and methods of partitional calorimetry (Hardy and Stolwijk, 1966), it is possible to quantify the steady-state contribution of each autonomic response system to the total thermoregulatory response across a selected range of environmental temperatures. The result is a thermoregulatory profile for the species in question. Figure 1 shows an example of such a profile for the squirrel monkey, *Saimiri sciureus* (Stitt and Hardy, 1971), the experimental animal we use to investigate the effects of microwave exposure on thermoregulatory function. In cold environments, up to an ambient temperature ($T_a$) of 26.5°C, thermoregulation is accomplished by adjustments in metabolic heat production ($M$). In general, the lower the $T_a$, the higher the $M$, with the response systems for heat loss remaining at constant low levels. At $T_a = 26.5°C$, designated the lower critical temperature (LCT), resting heat production is minimal and fine control of the body temperature is taken over by the peripheral vasomotor system (Lynch and Adair, 1978; Lynch, Adair, and Adams, 1980). Peripheral vessels in first the tail and then the extremities vasodilate, bringing warm blood from the body core to the surface, greatly increasing conductance ($K$). Peripheral vasodilation is complete and thermoregulatory sweating is initiated at $T_a = 36°C$, designated the upper critical temperature (UCT). In the squirrel monkey, however, heat loss through evaporation is limited, and since $M$ tends to increase in warm environments, the animal may quickly become hyperthermic at $T_a > 39°C$.

It is clear from inspection of Fig. 1 that if the animal is exposed to a microwave field, the particular response system that may be altered by absorbed thermalizing energy will be directly related to the particular $T_a$ at which the exposure is made. In a series of studies conducted over the past three years, we have examined individual response systems to quantify the effects on thermoregulatory function of both brief and prolonged whole-body exposure to 2450-MHz CW microwaves. We have consistently found that the monkeys regulate their internal body temperature with precision, even when the energy absorbed is nearly equivalent to their resting metabolic heat production. We have also
found that the microwave power density that will just initiate a change in thermoregulatory responses can be quite low: thus 4-6 mW/cm$^2$ (SAR = 1.0 W/kg) will reduce the elevated heat production of monkeys in the cold (Adair, 1980; Adair, 1981); 6-8 mW/cm$^2$ (SAR = 1.1 W/kg) will initiate criterion vasodilation in the tail veins of monkeys in a 26°C environment, a $T_a$ just below the LCT (Adair and Adams, 1980a); and the same intensity will reliably stimulate squirrel monkeys to lower the chamber air temperature behaviorally (Adair and Adams, 1980b).

![Figure 1](image)

Figure 1. Thermoregulatory profile of restrained squirrel monkey (*Saimiri sciureus*) across a range of environmental temperatures from 10 to 39°C. $M$ = metabolic heat production (W/kg); $K$ = conductance (W/m$^2$·°C); $E_{tot}$ = total evaporative heat loss (W/kg); LCT = lower critical temperature; UCT = upper critical temperature. The region between LCT and UCT is called the thermoneutral zone. Data adapted from Stitt and Hardy, J. Appl. Physiol. 31: 48-54 (1971).

In this paper we turn our attention to the effects of microwave exposure on the primary heat-loss response of squirrel monkeys in warm environments, sweating from the palms and soles (Nadel and Stitt, 1970). Our experiments were designed to determine the minimal power density of brief exposures to 2450-MHz CW microwaves that will reliably initiate thermoregulatory sweating from the foot of monkeys restrained at $T_a$'s just below the UCT. We also wished to determine the efficiency of the sweating response in regulating the body temperature during microwave exposures in warm environments. Since sweating in this species has an emotional as well as thermoregulatory component, it is essential to assess changes in metabolic rate that may accompany experimentally induced changes in sweating. This has been done in the experiments to be described.

II. TECHNICAL APPROACH:

The subjects were four adult male squirrel monkeys. During the experiments the monkeys were chair restrained singly in the far field of a 15-dB standard gain horn antenna inside a 6' x 6' x 8' electromagnetically anechoic chamber.
Air from a closely regulated source (± 0.5°C) circulated through a 1' x 1' x 2' Styrofoam box enclosing the monkey, thereby creating an environment of constant temperature for the assessment of autonomic thermoregulatory responses. A Lucite window in the box ceiling admitted light, and a second window in the box wall allowed constant video surveillance of the animal. All experiments were conducted in the presence of a 73-dB SPL masking noise.

Rectal temperature and four representative skin temperatures (abdomen, tail, leg, and foot) were monitored continuously using 36-gauge copper-constantan thermocouples carefully shielded and held out of alignment with the E-vector. A Plexiglas hood over the monkey's head collected the expired air which was drawn outside the chamber through Teflon tubing. Oxygen deficit was measured downstream by a Beckman F-3 paramagnetic oxygen analyzer which sampled the passing airstream at 0.3 L/min. Metabolic heat production was calculated from oxygen consumption assuming a constant R.Q. of 0.83.
Thermoregulatory sweating from the foot was measured by a dewpoint sensing device controlled by a Peltier module, recently developed at the Pierce Laboratory. The monkey wore an L-shaped Plexiglas boot with the sole of the foot resting on a nylon mesh support. Chamber air was drawn through the boot and thence outside the chamber where the dewpoint temperature ($T_{dp}$) was measured and recorded continuously. From $T_{dp}$, the vapor pressure of water in the sampled air was calculated using Antoine's equation (Wood, 1970). The water evaporated from the sole, or sweating rate ($M_w$), was then calculated from a modified gas equation:

$$M_w = \frac{(M.W.) \ (\Delta P_{H_2O}) \ AF}{R \ T_a} \ g/min$$

where:
- $M.W.$ = molecular weight of water
- $\Delta P_{H_2O}$ = the difference in water vapor pressure in air before and after evaporation of foot sweat
- $AF$ = air flow (L/min)
- $R$ = gas constant 62.396
- $T_a$ = the air temperature in °K.

Continuous microwaves of a single-frequency 2450 (+ 25) MHz were generated by a Cober S2.5W source and fed to the antenna via standard waveguide components. Field measurements at the animal's location (Adair and Adams, 1980b) revealed a maximum nonuniformity of 8% with the restraining chair absent, and an additional 5% with chair present. Insignificant changes occurred with the introduction of the Plexiglas hood and hose connections for measurement of oxygen consumption, fine thermocouples for measurement of body temperatures, or the Plexiglas boot with tube connections for measurement of thermoregulatory sweating.

A rough assessment of whole-body energy absorption over the power density range 5-40 mW/cm² has been based upon temperature increments produced at 4 depths in 3 sizes of saline-filled cylindrical Styrofoam models by 10-min microwave exposures. (See Adair and Adams, 1980b, for details.) The mean temperature rise in the liquid above an equilibrated 35°C, ranging from 0.1°C at 5 mW/cm² to 0.6°C at 40 mW/cm², yielded a calculated specific absorption rate (SAR) for a 1.1-liter model that ranged from 0.8 W/kg to 5.8 W/kg (see Figure 6). These dosimetric determinations have recently been confirmed in experiments to measure steady-state adjustments in metabolic heat production (Adair, 1980; Adair and Adams, in preparation).

The experimental procedure was designed to determine the power density of 10-minute microwave exposures that will reliably initiate thermoregulatory sweating in monkeys restrained in $T_a$'s just below that at which sweating normally occurs. After a minimal 90-minute equilibration period (see Figure 3) for stabilization of all measured parameters, the animal was exposed to 10-minute periods of 2450-MHz CW microwaves of increasing power density (e.g., 2.5, 4, 6, 8, 10 mW/cm²). These exposures were separated by sufficient time for reequilibration of the animal's responses. Each animal was tested several times at $T_a$'s ranging from 32°C to 35°C.
III. RESULTS:

Figure 3 presents a representative experimental session on one monkey conducted at a $T_a$ of 35°C. After a 30-minute calibration period to determine instrument baselines ($O_2$ meter, dewpoint sensor), the animal was introduced into the chamber and instrumented. During the 100-minute equilibration period, vasodilation of the extremities occurred, evidenced by an abrupt rise in foot skin temperature. Mean skin temperature stabilized at ~3°C above $T_a$, indicating complete peripheral vasodilation. Internal body temperature was regulated by a reduction of heat production to the resting level. Minimal, pulsatile sweating from the foot was evident. The monkey then underwent 10-minute microwave exposures of increasing power density (in this case 2.5, 4, 6, 8, and 20 mW/cm²) to determine the power density at which a reliable increase in thermoregulatory sweating occurred. Figure 3 shows a reliable, regulated rise in the dewpoint temperature of foot capsule air at 6 mW/cm² and above. (Although a rise in $T_{dp}$ is also evident at 4 mW/cm², it is somewhat erratic and also accompanied by a correlated increase in $M$.) The sweating responses to 8 and 20 mW/cm² were even more rapid and dramatic, although the response to the highest power density failed to prevent a significant rise in internal body temperature ($T_{re}$).

Figure 3. Representative experiment on one monkey equilibrated to an ambient temperature ($T_a$) of 35°C to determine effects on metabolic heat production ($M$) and on dewpoint temperature of foot-capsule air ($T_{dp}$) of 10-minute exposures to 2450-MHz CW microwaves of increasing power density. Also shown are rectal ($T_{re}$), weighted mean skin ($T_{sk}$), and foot skin ($T_{foot}$) temperatures.
The power density required to initiate thermoregulatory sweating from the foot was directly related to the environmental temperature in which the monkey was restrained. Figure 4 summarizes the data from 30 experiments on four animals at discrete ambient temperatures that range downward from 36°C, the temperature at which sweating in a sedentary monkey may occur spontaneously. The plotted points appear to describe two functions that are roughly linear with power density or SAR: two monkeys (open symbols) showing minimal sweating and relative insensitivity to microwaves and two monkeys (closed symbols) showing generous sweating and greater sensitivity to microwaves. We have classified the former as "inefficient swaters" and the latter as "efficient swaters," although their ability to regulate internal body temperature during microwave exposure in warm environments appeared to be about equal. Efficient swaters tended to have a somewhat higher level of resting heat production than inefficient swaters. In any case, for all animals, at a Ta just below the UCT, thermoregulatory sweating was reliably initiated by a 10-minute microwave exposure at a power density of 6-8 mW/cm² (SAR = 1.1 W/kg). This represents roughly 20 percent of the resting metabolic heat production of the squirrel monkey (Stitt and Hardy, 1971; Lynch, 1976) and is comparable to microwave thresholds we have determined for other thermoregulatory responses (see Figure 6).

Figure 4. Threshold function for initiation of thermoregulatory sweating from the foot of squirrel monkeys by 10-minute whole-body exposures to 2450-MHz CW microwaves. Each data point represents the least microwave power density, or absorbed microwave energy, required to induce criterion increase in sweating rate at the ambient temperature indicated. Open symbols (Δ ○) indicate "inefficient swaters"; closed symbols (● ■) indicate "efficient swaters."
The magnitude of the change in sweating rate at a given T was directly related to the intensity of the microwave field. Clearly evident in Figure 3, this finding is quantified for one monkey in Figure 5. At each T (ranging from 35.5°C to 32°C), each plotted point represents the change in sweating rate measured from t=0 to t=10 min of each 10-minute microwave exposure plotted against the power density of that exposure. The points for any given T are best described by a straight line, the slope of which varies in regular fashion with T. Thus, at any T at or below 35.5°C, the higher the power density the greater the increase in sweating rate of the monkey under microwave exposure, but this increase becomes less and less in cooler and cooler environments, i.e., as the skin temperature falls. Indeed, there is a strong suggestion that if T were to fall much below 32°C, sweating could not be initiated by microwave exposure, no matter how high the intensity.
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Figure 5. Change in foot sweating rate from baseline level produced by 10-minute microwave exposures of different power densities. The parameter is the ambient temperature (T<sub>a</sub>) at which the experiment was conducted. Data from one monkey, an "efficient sweater."

The relationships displayed in Figure 5 are qualitatively similar to human data reported by Nadel, Bullard, and Stolwijk (1971). The local sweat rate of exercising humans increases linearly as body core temperature rises during exercise in a given T<sub>a</sub>. But a higher core temperature is necessary to initiate sweating as skin temperature falls, and the rate of increase in sweating during exercise is lower and lower in cooler and cooler environments. This suggests that in the squirrel monkey the rate of thermoregulatory sweating initiated by microwave exposure depends not only upon the ambient (skin) temperature, but
also upon the temperature of the body core as it is directly increased by absorbed microwave energy.

Figure 6 summarizes experimentally determined microwave thresholds (5-10-min exposures) for the alteration of four types of thermoregulatory responses in terms of both power density and specific absorption rate. A power density of 6-8 mW/cm² will reliably stimulate squirrel monkeys to lower the chamber air temperature behaviorally (Adair and Adams, 1980b). The same intensity will initiate criterion vasodilation of the tail veins in monkeys restrained in a 26°C environment, a T. just below the LCT. A slightly lower power density (4-6 mW/cm²) will reliably lower the metabolic heat production of monkeys restrained in 15°C and 20°C environments (Adair, 1980), while a power density of 6-8 mW/cm² will initiate thermoregulatory sweating from the foot of monkeys restrained in a 35°C environment, a T. just below the UCT (present report). The whole-body energy absorption in all cases represents 15-20% of the resting metabolic heat production of the squirrel monkey (Stitt and Hardy, 1971; Fuller, Sulman, and Moore-Ede, 1979; Lynch, 1976). The remarkable similarity of these thresholds suggests strongly that the same configuration of deep-body thermosensitive sites is being stimulated by absorbed microwaves (during whole-body exposure) to provide the neural impetus for response change. Further, the entire thermoregulatory armament, autonomic response systems for heat production and heat loss as well as thermoregulatory behavior, that functions over a wide range of environmental temperatures (Figure 1), appears equally sensitive in coping with exogenous deep-body heating.
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Figure 6. Specific absorption rate (W/kg) as a function of power density mW/cm²) calculated on the basis of mean temperature increments produced in a 1.1-liter saline-filled cylindrical model by 10-min exposures to 2450-MHz CW microwaves. Model was equilibrated to an ambient temperature (T) of 35°C. Dashed line at 5 W/kg indicates average resting metabolic heat production of squirrel monkey in thermoneutral zone. Arrows indicate microwave thresholds for alteration of thermoregulatory behavior, initiation of tail vasodilation, reduction of metabolic heat production in the cold, and initiation of thermoregulatory sweating in warm environments.
Over the last 100 years, a variety of experimental procedures in many species has produced a great body of evidence pinpointing the medial preoptic area of the hypothalamus (PO/AH) as the major CNS thermosensitive site that controls behavioral as well as autonomic thermoregulatory responses. For this reason, this region of the brainstem is often referred to as "the central thermostat." Our own researches with the squirrel monkey (see for example, Adair, Casby, and Stolwijk, 1970; Adair, 1974; Adair and Rawson, 1974) have consistently shown that a highly localized PO/AH temperature change of the order of 0.2-0.3°C, produced by an implanted thermode device, is sufficient to trigger an immediate and appropriate change in thermoregulatory responses. We have recently determined that a temperature rise of this magnitude in the PO/AH area of the squirrel monkey brain accompanies a 10-minute microwave exposure at a power density of 6-8 mW/cm².

We have developed an implantable nonmetallic reentrant tube system that can be used as an orifice for inserting a VITEK (Bowman, 1976) probe to measure local brain tissue temperature. Closed tubes, machined from nylon or Teflon rod, have an inside diameter of 1.1 mm and a wall thickness of 0.005". An inner rod system holds the tube securely for accurate placement during stereotaxic surgery and is then removed from the preparation. Nylon screws and dental acrylic tie the implant to the skull.

Two animals (acute preparations) have been implanted with several of these tubes in both the PO/AH and the midbrain reticular formation (MB). Postsurgically, the anaesthetized animals were placed in the restraining chair inside the anechoic chamber and exposed to a variety of microwave power densities. Pertinent data appear in Figure 7 which shows the temperature increase in the PO/AH or the MB measured with the VITEK probe (inserted in the implanted tubes) as a function of the power density of 10-minute exposures to 2450-MHz CW microwaves. Also indicated in the figure is the local PO/AH tissue temperature rise (produced via thermode) that is usually necessary to initiate changes in thermoregulatory responses. The data provide strong evidence that a power density of 6-8 mW/cm² produces a PO/AH temperature rise of 0.2-0.3°C in a squirrel monkey restrained in our exposure chamber. The data confirm earlier measurements we had made of temperature increases under controlled microwave exposures in tissue-equivalent spheres (Guy, 1971) using the procedures of Burr and Krupp (1980). Theoretical analyses (Kritikos and Schwan, 1979) have also suggested that internal hotspots of this magnitude could occur in the brain under our experimental conditions. Thus, we must conclude that whatever temperature changes may occur elsewhere in the body during whole-body microwave exposure, the local tissue temperature rise in the "central thermostat" of the brainstem is probably sufficient to trigger changes in thermoregulatory effector responses at a threshold power density of 6-8 mW/cm².

IV. SUMMARY AND CONCLUSIONS:

Low intensity microwave fields have been shown to influence the normal responses, both autonomic and behavioral, that function to regulate the body temperature. Using the squirrel monkey as an animal model, we have determined the minimal incident energy (in mW/cm²) derived from 2450-MHz CW microwaves that is necessary to lower metabolic heat production in the cold, alter peripheral vasoconstrictor tone in thermoneutral environments, initiate thermoregulatory sweating
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Figure 7. Measurements of temperature increases in the medial preoptic area (PO/AH) and midbrain reticular formation (MB) using the VITEK probe inserted in stereotaxically implanted nylon or Teflon resonant tubes. Anaesthetized monkeys underwent 10-minute whole-body exposures to 2450-MHz CW microwaves at different power densities. Animals equilibrated to 35-36°C environment had internal body temperature within normal range (39.0-40.0°C).

in the heat, and stimulate a behaving animal to select a cooler environment. The threshold power densities in all cases are remarkably similar, suggesting a common thermal basis for the response changes. The whole-body SAR (in W/kg) at threshold represents 15-20% of the resting metabolic heat production of the squirrel monkey. Experiments on anaesthetized animals have determined that the local tissue temperature rise in the "central thermostat" of the brainstem at a threshold power density of 6-8 mW/cm² is probably sufficient to trigger the observed changes in thermoregulatory effector responses. Follow-on efforts will involve the confirmation of these results, using a chronic implant preparation that will allow both the measurement and control of local brainstem tissue temperature in awake, behaving squirrel monkeys as they are exposed to low intensity microwave fields.

Our ultimate goal is to evaluate the impact of microwave exposure on the human thermoregulatory system with reference to current maximum permissible exposure standards. This must necessarily involve careful power and frequency extrapolations as well as considerations of body heat balance in man vs the animal model. It would appear that, with the possible exception of exposure to moderate microwave intensities in warm environments, the squirrel monkey model will be extremely useful in this regard. Our most important single finding to date is that, no matter in what environment the organism finds itself, it detects and responds immediately to low intensity microwave fields as it does to other environmental thermal stimuli. The net result is that internal body temperature is regulated with precision at the normal level.
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INTRODUCTION

Radiofrequency and microwave radiation is ubiquitous, potentially affecting all individuals to some degree, many to a greater degree. Studies by several investigators have raised the possibility that the immunocompetent cells of humans are particularly susceptible to microwaves (2,8,9). Many animal systems have been studied as well, but the species, frequencies, power intensities, durations, environmental conditions, and other factors have been so varied that extrapolation to humans would be exceedingly difficult, even if appropriate. The reported human studies in particular have been admittedly "poorly reproducible and non-quantitative" (2).

It is the purpose of this project to expose human leukocytes to microwaves in vitro to determine whether cell functions are affected; if effects are observed, to determine whether they might be beneficial or detrimental to the host; and to examine the relationship of temperature variation to observed effects. Moderate changes in temperature may be associated with marked changes in immune function (5). This report describes the components and dosimetry of a waveguide exposure system modified for such studies.

TECHNICAL APPROACH

1. Facility.

Figure 1 shows the block diagram of the waveguide exposure facility for exposure of cell cultures to microwaves. The components are identified in Table I. It should be noted that the agitator is located external to the incubator and is attached by a shaft to the movable Plexiglas shelf upon which the waveguides rest. The frequency used in the present studies was 2.45 GHz, continuous waves. The power source components can
provide amplitude and pulse modulation over carrier frequencies of 2-4 GHz. The dimensions, and spatial relations of the dual vials to the waveguides (WR 430), are shown in Figure 2. For initial studies, a stub tuner was used; the tuner was subsequently removed because it was ineffective at low power application (less than 0.5 watt). Two types of microwave application were investigated: shorted waveguide exposure (Results, sections 1-4) and transmitted waveguide exposure (Results, sections 5-8). The shorted waveguide exposure was achieved by replacing the waveguide-coaxial adapter and coaxial termination (Hewlett-Packard 908A), as shown in Figure 2, by a WR 430 end plate. Determinations of specific absorption rate (SAR) in the waveguide exposure systems were performed at 23°C ambient temperature. Temperature measurements during microwave exposures were determined using Vitek Electrothermia monitors exclusively.

2. Techniques for determination of averaged SAR.

Steady-state determination of averaged SAR (Method A). The in vitro SAR can be determined by the following equations, according to Ali et al (1):

\[
SAR = C \cdot \Delta T_{ss} \cdot k \quad \text{(eq 1)}
\]

where \( C \) is the specific heat in cal/°C/g, \( \Delta T_{ss} \) is the new steady-state temperature increment from the initial steady-state without microwaves, and \( k \) is the cooling constant. The relationship between \( \Delta T_{ss} \) and \( k \) during microwave exposure is

\[
\ln (\Delta T_{ss} - \Delta T) = \ln \Delta T_{ss} - k \cdot t \quad \text{(eq 2)}
\]

where \( \Delta T \) is the temperature increment from initial steady-state without microwaves at a given time of exposure, \( t \). After reaching a new steady-state induced by microwave exposure, the relationship between \( \Delta T_{ss} \) and \( k \) is
\[ \ln \Delta T = \ln \Delta T_{ss} - k \cdot (t - \gamma) \quad (\text{eq} \ 3) \]

where \( \gamma \) is the duration of a constant microwave exposure until a steady-state temperature is achieved and microwave exposure is terminated. Equations 2 and 3 can be used to obtain \( \Delta T_{ss} \) and \( k \) by a logarithmic plot. Values of \( \Delta T_{ss} \) and \( k \) can then be used to determine SAR as indicated in equation 1. The specific heat of the culture medium used in these studies (medium 199) is 0.97 cal/°C/g, by the method of thermal dilution in a vacuum bottle.

**Non-steady-state determination of the SAR profile (Method B).** The SAR determination by a non-steady-state heating analysis is based on

\[ \text{SAR} = C \cdot A \quad (\text{eq} \ 4) \]

where \( A \) is the rate of energy absorption in the absence of losses. As indicated by Johnson (4), the rate of energy absorption, \( A \), and the temperature increment, \( \Delta T \), assume the following relationship:

\[ \lim_{t \to 0} \frac{d}{dt} (\Delta T) = A \quad (\text{eq} \ 5) \]

The SAR can be determined according to equation 4 if \( A \) can be accurately determined by equation 5. The criteria used are minimal temperature increment, to avoid the influences of thermal gradients and losses on accuracy of determinations, and the initial linear rate of heating, used to avoid the influence of \( \Delta T \) changing with time.

**Determination of average SAR by thermal insulation (Method C).** Averaged SAR in the culture can be determined by the heating rate if a constant microwave exposure is given, the conversion of absorbed microwave energy to heat is complete, and the system is without loss. As an alternative procedure, low-density foamed polystyrene was used for thermal insulation, to reduce thermal losses in order to obtain a linear
heating rate. Inhomogeneity of absorption was minimized by agitation of the culture medium. Therefore, the temperature increment from a steady-state, \( \Delta T \), of the culture medium was a linear function of the microwave absorption rate; i.e.,

\[
\Delta T = A \cdot t \quad \text{(eq 6)}
\]

The method of least-squares fit was used to obtain \( k \) and \( \Delta T_{ss} \) in equations 2 and 3, while the sample was agitated to obtain a uniform temperature distribution. The \( A \) in equation 5 was determined graphically from the temperature tracing recorded on a linear recorder with a deflection of one inch per 0.1°C.

**RESULTS/PROGRESS**

1. **Steady-state determination of averaged SAR (shorted waveguide).**

Typical temperature tracings using 4 different forward powers are shown in Figure 3. A near steady-state temperature was achieved at the end of 60 minutes of exposure. Averaged SAR was determined according to equation 1. \( \Delta T_{ss} \) and \( k \), derived from equations 2 and 3, showed a deviation from linearity, usually occurring around 20 minutes for either heating or cooling analysis. The deviation from linearity could be attributed in part to digitalized data at 0.1°C intervals. Changes in the environment are also to be expected. The differences between SAR determinations by heating and cooling were 0.58, 0.97, 1.19, and 1.47% in these examples.

The replication of SAR determination by heating and cooling was not a general rule. To obtain such replication, we had to maintain constant heat exchange between the exposed sample and the environment. More than 20% difference could occur if caution was not exercised to maintain a
constant heat exchange. For example, a relatively large cooling constant could be obtained by circulating air through the waveguide.

Two observations indicate that heating analysis is superior to cooling analysis in the present facility: (1) deviation from linearity occurred consistently earlier in the cooling curve than in the heating curve; and (2) a slower and larger deviation was noted in the cooling constant determined by cooling analysis than in the cooling constant determined by heating analysis. The cooling constant was $0.0776 \pm 0.093$ (S.D., n=19) from cooling analysis and $0.0838 \pm 0.0087$ (S.D., n=20) from heating analysis. (One of the cooling curves was useless because the deviation from linearity occurred in less than 10 minutes.) The difficulties of cooling analysis were apparently attributable to the Styrofoam spacer, which alters the heat exchange due to its insulation characteristics. In a relatively short period of time, the contribution of Styrofoam was negligible, since the temperature of Styrofoam did not deviate substantially from the initial temperature.

SAR was then determined by Method A. A 60-minute exposure period and 40-minute cooling period were standardly used in the determination of SAR. Analysis of the heating curve was used for reasons stated above; the data are shown in Table II and Figure 4 (open circles). The correlation between SAR and forward power was highly significant (correlation coefficient $r = 0.95$). The regression coefficient was 4.24 mW/ml per watt forward power, or 4.56 mW/ml per mW forward power at sampling efficiency of $-20.4 \text{ dB}$.

2. **Averaged SAR determination by instrumentation (shorted waveguide).**

The purpose of these experiments was to determine the SAR from the power readings sampled by the bidirectional coupler. The SAR determined by instrument reading (closed circles in Figure 4) is a compound function
of the forward power \((P_f)\) and reflected power \((P_r)\). The data shown (Figure 4) are from four series of determinations with a change in tuning. The formula \([P_r \cdot (P_f - P_r)/(P_f + P_r) / \text{volume}]\) provides a simple and accurate estimate of SAR in the present facility.

3. **Relationship between steady-state temperature increment and SAR (shorted waveguide).**

Figure 5 shows the relationship between steady-state temperature increment and SAR using 20 data points (see Table II). The regression coefficient was \(0.2161 \, ^\circ\text{C/mW/ml} \); the correlation coefficient was 0.98.

4. **Prediction of steady-state temperature increment by the cooling constant (shorted waveguide).**

From equation 1, we obtain

\[ \Delta T_{ss} = 0.0147 \cdot \text{SAR/k} \]

The cooling constant has a dimension \(\text{min}^{-1}\), the SAR a dimension mW/ml. The constant 0.0147 is a conversion factor for the units used. The 95% confidence limit of the cooling constant was 0.0655 to 0.1021 \(\text{min}^{-1}\).

Therefore, the steady-state temperature increment was in the range of 0.2243 to 0.1440 \(\text{°C/mW/ml}\). Experimental data were within this range.

The range of cooling constants also predicted that the heating would be 98% to more than 99% complete by one hour of exposure.

5. **Dosimetry using a muscle phantom (transmitted waveguide).**

For these and subsequent studies, a WR 430 waveguide-to-coaxial adapter and coaxial termination were substituted for the end plate.

The muscle phantom was prepared according to the formula provided by Guy (3). Two cut vials of 1.2-cm diameter and 1.6-cm height were used for these determinations. These vials were filled with muscle phantom without air bubbles. A 5x6 grid (30 points) was used.
of measurement are indicated in Figure 6). Landmarks for these 30 points were the center of the vial, and 0.5 cm to the front (proximal to power source), 0.5 cm to the back (distal), 0.5 cm to the right, and 0.5 cm to the left from the center of the vial. A 0.3-cm incremental spacing from the bottom of the vial was used to determine 6 points of measurement for each of the 5 vertical columns. A 6-second exposure time was used for each determination, with triplicate measurements. Method B was used to determine the SAR profile. The temperature tracing was usually linear with time, except at the highest SARs. In the latter cases, a linear portion of the first 1.5-3.5 seconds of exposure was used to avoid the initial overshoot of the power-generating equipment, and the rate of heating was used to calculate SAR. A forward power of 0.55 watt was used throughout these determinations.

The averaged SAR was 58.7 ± 46.2 (S.D., n=30), and 63.4 ± 45.4 (n=29) in the right vial in two series of determinations, and 76.1 ± 63.9 (n=30) in the left vial. The ratio of the SAR at each point to the averaged SAR in the given vial ranged from 0.12 to 3.94 for the right vial and 0.24 to 3.39 for the left vial. These ratios were plotted in planes (Figure 7). A geometric resonance was apparent. Maximal absorption occurred approximately in the center of each vial.

The correlation between points in the duplicate series of determinations using the right vial was highly significant (correlation coefficient = 0.7471, P <0.001). (Replication of each exact location for measurement was difficult, preventing identical determinations from the two sets. Averaged SAR values did approximate each other).

6. Effect of agitation on temperatures in the culture medium (transmitted waveguide).
Two points were selected according to the SAR distribution determined previously. These points were the highest SAR (300 mW/ml) and lowest SAR (9 mW/ml), with an averaged SAR of 76 mW/ml within the vial. Figure 8 indicates the temperature tracing for these points with or without agitation. (Agitation is provided by an Eberback Shaker located external to the incubator and attached to the movable platform upon which the waveguides rest within the incubator.) Comparison of these tracings without agitation revealed a thermal gradient, with heat transfer from the high SAR to the low SAR point. The thermal gradient was reduced and maintained at approximately 0.1°C with agitation. With agitation, the change in rate of heating became insignificant after 10 seconds of exposure. At a lower absorption rate, the temperature inhomogeneity is probably insignificant.

7. Determination of averaged SAR by heating analysis (transmitted waveguide).

Heating analysis with low-density Styrofoam for thermal insulation. Method C was used in these determinations. For a representative value of the averaged SAR, a point within the vial was selected for measurement when heat loss was negligible. Criteria used to select that point were: (1) the heating curve for the last 15 seconds of the 20-second exposure was linear; (2) the temperature increment during the exposure did not exceed 0.2°C; and (3) after termination of exposure, the temperature changes in the first 5 seconds did not exceed 0.01°C. A forward power of 0.55 watt was used. The averaged SAR thus determined was 34.1 ± 2.86 (S.D., n=4) in the right vial and 31.3 ± 3.16 mW/ml (S.D., n=4) in the left vial.

Steady-state study. Method A was used. The cooling constant, k (-0.0838 min⁻¹), was determined previously. The time required to reach a
steady-state temperature can be determined from this constant, k; 99% of steady-state temperature increment can be achieved in 55 minutes of exposure. The $\Delta T_{ss}$ was determined in culture medium with agitation after 60 minutes of continuous exposure. The initial 15 to 20 minutes of the heating curve was used. The temperature increment ($\Delta T$) of every 30-second period was digitalized for calculation of k and $\Delta T_{ss}$. Forward power was set at 0.55 watt. Results indicated that the right vial absorbed at 27.4 ± 4.4 (S.D., n=4) and the left vial at 28.8 ± 0.67 mW/ml (S.D., n=4).

8. Exposure of human leukocyte cultures (transmitted waveguide).

Cultures were incubated for four hours to bring the culture temperatures into exact equilibrium with the incubator environment (37°C). Two-hour microwave exposures were used. The absorption rates were calculated from results in the preceding section. For each absorption rate, steady-state temperature increments between microwave and sham-exposed cultures were very close to the predicted values. The differences were 0.07°C at 4 mW/ml, 0.06°C at 1 mW/ml, and 0.01°C at 0.5 mW/ml (Table III).

**SUMMARY AND CONCLUSIONS**

A comprehensive approach in calibration of a dual-vial waveguide exposure facility is presented. The principles and techniques used for calibration are readily available in the literature. Results indicated that averaged absorption rates within culture vials could be predicted easily using a measurement of the forward power. The differences between the two vials were negligible. Furthermore, the steady-state temperature increment could be predicted precisely from the averaged absorption rate. The steady-state temperature increment could therefore be a
useful parameter for monitoring the performance of the exposure facility, in addition to measurements of the forward and reflected power.

The *in vitro* exposure of sufficient volumes (4 ml) for multiple biological studies can be achieved in the present exposure facility. However, inhomogeneity and significant resonance absorption were noted in the dual-vial waveguide exposure facility. A 30-point measurement of SAR distribution revealed that the SAR at any of the measured points could range between 0.12- and 3.94-fold of the averaged SAR within the given vial. However, such variable SARs did not create significant thermal gradients within the vials when external agitation was applied.

The difference between the maximum and minimum SAR within a culture vial was 28-fold. However, the difference in thermal environment between these points was negligibly small; furthermore, studies with much lower averaged SAR are planned. A study of biological parameter-temperature relationships, in microwave-exposed and sham-exposed leukocyte cultures using the present facility, can provide an assessment of the importance of inhomogeneous SAR for a biological system without substantial compromise by thermal mechanisms.

The use of a dual-vial exposure facility allows concomitant determinations of the effects of microwaves on cells in the resting and stimulated states. This is important, since differences may be apparent only with exposure of cells in one or the other state. Specifically pertinent to studies of microwave effects are prior observations regarding hyperthermia (38.5 versus 37°C) and human leukocyte functions. Enhanced recognition (mitogen- or antigen-induced lymphocyte transformation responses) and response (mitogen- or antigen-induced production of immune mediators)
were noted at the elevated temperature without substantial concomitant effects on unstimulated DNA synthesis or mediator production (6,7).

Incident power density is probably the only reasonable measurement for judging environmental contamination and determining personnel protection guidelines. Extrapolation from in vitro experiments to an in vivo biological effect can be achieved by converting the SAR in waveguide-exposed biological material to an equivalent incident power density in vivo. Efforts to calibrate the present facility were designed to make such conversion possible.
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Table I

COMPONENTS OF WAVEGUIDE EXPOSURE FACILITY

<table>
<thead>
<tr>
<th>Power Source:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Hewlett-Packard Signal Generator, HP8616A</td>
</tr>
<tr>
<td>2. Krohn-Hite Function Generator, 5500 AR</td>
</tr>
<tr>
<td>3. Hughes Amplifier, 1177-01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Delivery:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Andrew Superflexible Heliax 1/4-in. coaxial cable</td>
</tr>
<tr>
<td>2. Harris Isolator, PRD 12211C</td>
</tr>
<tr>
<td>3. Weinschel Stub Tuner, DS 109</td>
</tr>
<tr>
<td>4. Omega Waveguide, WR 430</td>
</tr>
<tr>
<td>5. Hewlett-Packard Coaxial Termination, 908A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Power Measurement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Narda Bidirectional Coupler, 3022</td>
</tr>
<tr>
<td>2. Sage Lab. Switch, STN 2180A Type 1P2T</td>
</tr>
<tr>
<td>3. Hewlett Packard Power Sensor, 8478B</td>
</tr>
<tr>
<td>4. Hewlett Packard Power Meter, 4328</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Temperature Measurement:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Vitek 101 Electrothermia Probe and Monitor</td>
</tr>
<tr>
<td>2. YSI 520 Tissue Implantable Probe</td>
</tr>
<tr>
<td>3. Markson Bridge, T-16458</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Other:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. National Water-Jacketed Incubator, 7241, Modified</td>
</tr>
<tr>
<td>2. Eberbach Shaker, Variable Speed, 5850</td>
</tr>
</tbody>
</table>
Table II

CALORIMETRIC DETERMINATION OF SAR USING HEATING ANALYSIS

<table>
<thead>
<tr>
<th>Forward Power (W)</th>
<th>ΔTss(°C)a</th>
<th>k (min⁻¹)b</th>
<th>SAR (mW/ml)c</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22</td>
<td>2.28</td>
<td>-0.0617</td>
<td>9.54</td>
</tr>
<tr>
<td>0.33</td>
<td>3.04</td>
<td>-0.0928</td>
<td>15.96</td>
</tr>
<tr>
<td>0.45</td>
<td>3.47</td>
<td>-0.0710</td>
<td>16.70</td>
</tr>
<tr>
<td>0.55</td>
<td>4.91</td>
<td>-0.0794</td>
<td>26.49</td>
</tr>
<tr>
<td>0.55</td>
<td>4.53</td>
<td>-0.0961</td>
<td>29.57</td>
</tr>
<tr>
<td>0.67</td>
<td>4.79</td>
<td>-0.0751</td>
<td>24.45</td>
</tr>
<tr>
<td>0.67</td>
<td>4.57</td>
<td>-0.0921</td>
<td>28.59</td>
</tr>
<tr>
<td>0.77</td>
<td>6.98</td>
<td>-0.0763</td>
<td>35.68</td>
</tr>
<tr>
<td>0.78</td>
<td>6.44</td>
<td>-0.0866</td>
<td>37.89</td>
</tr>
<tr>
<td>0.78</td>
<td>5.63</td>
<td>-0.0824</td>
<td>31.48</td>
</tr>
<tr>
<td>0.79</td>
<td>5.10</td>
<td>-0.0864</td>
<td>29.92</td>
</tr>
<tr>
<td>0.89</td>
<td>7.24</td>
<td>-0.0798</td>
<td>39.22</td>
</tr>
<tr>
<td>0.89</td>
<td>6.40</td>
<td>-0.0841</td>
<td>36.54</td>
</tr>
<tr>
<td>1.00</td>
<td>6.60</td>
<td>-0.0783</td>
<td>35.12</td>
</tr>
<tr>
<td>1.01</td>
<td>7.03</td>
<td>-0.0882</td>
<td>42.10</td>
</tr>
<tr>
<td>1.01</td>
<td>7.43</td>
<td>-0.0942</td>
<td>47.54</td>
</tr>
<tr>
<td>1.10</td>
<td>6.40</td>
<td>-0.0902</td>
<td>39.20</td>
</tr>
<tr>
<td>1.13</td>
<td>8.10</td>
<td>-0.0896</td>
<td>49.26</td>
</tr>
<tr>
<td>1.18</td>
<td>9.24</td>
<td>-0.0809</td>
<td>50.78</td>
</tr>
<tr>
<td>1.28</td>
<td>9.39</td>
<td>-0.0909</td>
<td>57.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-0.0838</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>+0.0087 (mean ± S.D.)</td>
<td></td>
</tr>
</tbody>
</table>

a ΔTss = steady-state temperature increment;  b k = cooling constant;

SAR: specific absorption rate
<table>
<thead>
<tr>
<th>Absorption rate (mW/ml)</th>
<th>N</th>
<th>Microwaved-exposed (°C)</th>
<th>Sham-exposed (°C)</th>
<th>Difference (°C)</th>
<th>Predicted temperature increment (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8</td>
<td>1.21 ± 0.17*</td>
<td>0.42 ± 0.15</td>
<td>0.79 ± 0.13</td>
<td>0.86</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.66 ± 0.05</td>
<td>0.38 ± 0.13</td>
<td>0.28 ± 0.11</td>
<td>0.22</td>
</tr>
<tr>
<td>0.5</td>
<td>6</td>
<td>0.47 ± 0.12</td>
<td>0.35 ± 0.12</td>
<td>0.12 ± 0.04</td>
<td>0.11</td>
</tr>
</tbody>
</table>

*Mean ± S.D.; N=number of observations
Figure 1. Microwave exposure system.
Figure 2. Waveguide exposure chamber. (Dimensions are in cm.)
Figure 3. Temperature tracings at different forward powers ($T_{air}=24^\circ C$).
Figure 4. Calibration of waveguide exposure facility with end plate ($T_{air}$ = 24°C).
Figure 5. Steady-state temperature increment in waveguide exposure facility ($T_{air}=24^\circ C$).
Figure 6. Locations within culture vial used for determination of SAR profile. (Dimensions are in 1 cm.)
Figure 7. SAR profile in muscle phantom. Forward power = 0.55W. N = 30.
Left vial average SAR ± S.D. = 76 ± 64 mW/ml. Right vial average SAR ± S.D. = 59 ± 46 mW/ml.
Figure 8. Effect of agitation on temperature tracings of exposed sample. L9 is the point of lowest SAR and M6 is the point of highest SAR (see Figure 7). Ag indicates that agitation was applied.
Figure 9. Determination of average SAR (summary).
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I. INTRODUCTION

A limited number of investigations of RFR bioeffects have focused on chromosomal damage and repair, genetic responses, and related parameters. Exposure of mice to 2.45 GHz (CW) has been reported to have no discernible effects on either the frequency of sister chromatid exchanges in bone marrow [1] or the incidence of chromosome aberrations in lymphocytes [2]. In addition, lymphocytes cultured from 2.45-GHz irradiated mice have shown no evidence of RFR-induced DNA repair. These findings, together with similar negative data from bacterial systems [3,4], suggest that the RFR frequencies tested have no direct effects on DNA that may be genetically expressed. They do not, however, rule out genetic responses resulting from RFR inhibition of some enzymatic mechanism, a mechanism such as DNA repair, for example. Indeed, some enzymatic processes have been reported to be partially inhibited by RFR. These include DNA replication in cultured cells irradiated at 1.0 GHz [5] and hydrolysis of creatine phosphate in rat brain exposed to 591-MHz RFR [6].

This study was conducted to determine if exposure of mice to RFR at 400 MHz (CW) would partially inhibit excision repair of lesions induced by treatment of the animals with streptozocin (STZ), a mutagenic/carcinogenic agent known to damage DNA in the rodent liver [7]. The rationale for this investigation was that somatic cells of personnel exposed to RFR might be subjected to chromosome damage by known mutagenic hazards present in the environment if RFR should affect one or more DNA repair mechanisms. The physiologic importance of repair is underscored by the high incidence of cancers in individuals with inherited deficiencies in various DNA repair processes [8].
Assay of excision repair involved density- and isotopic-labeling of DNA in the intact animal followed by isolation of liver nuclei and isopycnic centrifugation to separate repair and semiconservative replication. The amount of STZ given to the mice increased DNA repair activity in the liver to about 8-fold above the baseline level. We report here that the levels of repair maintained by animals treated with STZ and then exposed to 400-MHz RFR at incident power densities of 1.6 mW/cm² and 16 mW/cm² – or SAR levels of 0.41 W/kg and 4.1 W/kg, respectively, for E polarization – were the same as that in the liver of animals that were sham irradiated after the STZ treatment.

II. TECHNICAL APPROACH

Mice

Female strain CD-1 mice were purchased from Charles River Laboratories. The animals were group housed with free access to food and water. Weights of the mice used during the course of this investigation ranged from 22 to 29 g. Animals used in each replicate experiment were matched in weight (within ± 10%) and age.

RFR Exposure System

The RFR facility used in this investigation, patterned after the system designed by Allen et al. [9], included a Narda Model 8801 transverse electromagnetic mode (TEM) chamber with CW power supplied by an Epsco Model EP250C source. A mock exposure chamber constructed to match the interior of the TEM chamber was used for sham irradiation. For each experiment, six animals were positioned parallel to the E-field in each chamber, three on either side of the center conductor. Room air was forced through the two chambers at a flow rate of about 26 m/min. Temperature of the airflow was maintained at 30.5 ±
0.2°C except where stated otherwise. The RFR facility is diagramed schematically in Fig. 1, and a photographic view of the TEM and sham chambers is given in Fig. 2. Effects of RF and sham irradiation on core temperature were tested with the Vitek Model 101 Electrothermia Monitor.

Dosimetry

Whole-body average SAR values were calculated from power meter recordings of forward, reflected, and transmitted power as described in the Radiofrequency Radiation Dosimetry Handbook, 3rd ed. [10]. Subjects for these measurements included live mice in specially constructed Plexiglas restraining cages [11], mouse cadavers placed either in the Plexiglas restrainers or on Styrofoam sheets, and 2.5-cm x 7.6-cm prolate spheroid models prepared to simulate the dielectric properties of muscle [12]. SAR measurements were performed over a range of 200 to 475 MHz.

The SAR values calculated from power meter readings for mouse cadavers positioned on Styrofoam were compared with SAR values obtained for the same subjects by Dewar-flask calorimetry, performed essentially as outlined in the Radiofrequency Radiation Dosimetry Handbook, 3rd ed. [10]. A dry cadaver equilibrated to room temperature was placed in a complementary-shaped cavity of a Styrofoam block, positioned parallel to the E-field, and irradiated 10 min at 400 MHz with an incident power level of 46 mW/cm². The cadaver was then immediately transferred to a Dewar flask of known heat capacity containing 35 ml of water (1.0°C below ambient). The sealed flask was periodically shaken until thermal equilibrium was attained. Temperatures were monitored with the Vitek 101 probe.

Absolute power density in the TEM chamber was measured with a Narda 8623 probe. Relative power densities at positions occupied by the test animals were determined with a General Microwave RAHAF probe.
Quantitation of Excision Repair

It was necessary in this study to intravenously administer labeled precursors concomitant with 400-MHz irradiation of the test animals. In preparation for this, mice were placed in Plexiglas restrainers and a lateral tail vein was cannulated with Teflon tubing (no metal needles left in place) as described elsewhere [11]. The cannulae were connected with a syringe pump set to deliver 0.2 ml/h, and the animals then positioned parallel to the E-field in the TEM and the sham chambers, six animals per chamber.

The assay involved infusion of three solutions given in immediate succession. First, \(10^{-2}\) BrdU was administered to the mice for 2 h to density-label replicating DNA. Then a solution of \(10^{-2}\) M BrdU plus \(^3\)H]Tdr (100 \(\mu\)Ci/ml) was infused for 4.5 h. Finally, \(10^{-2}\) BrdU was given for 1 h. To induce excision repair, STZ dissolved in 0.15 M NaCl-0.015 M NaCitrate (pH 4.2) was injected iv at a dosage of 90 mg/kg 10 min after commencing infusion of the BrdU-[\(^3\)H]TdR solution. RFR exposure was initiated 15 min after the STZ injection and was continued for the remaining 4 h of the BrdU-[\(^3\)H]TdR infusion. At the end of the third and final infusion, the animals were sacrificed by air injection, livers were removed, and crude nuclei were isolated. The infusion protocol is represented on Fig. 3.

Nuclei were lysed by mixing with an alkaline detergent solution. The resultant lysate was sheared by passage through a 23-gauge needle and then mixed with NaI-0.1 N NaOH to a final density of 1.550 g/ml and a volume of 21.5 ml. Centrifugation was for 48 h at 34,000 RPM and 20\(^\circ\) C in the Beckman 42.1 fixed-angle rotor.

The peak of \(^3\)H-DNA formed by excision repair was recovered from the developed gradients by visible marker/syringe withdrawal procedure to be
described in detail elsewhere [13]. Briefly, the recovery technique involved piercing the side of the gradient tube with an 18-gauge needle attached to a 5-ml syringe at a point identified by a visible density marker to aspirate a single 4.8-ml volume containing the excision repair product. An aliquot of this volume was mixed with cold trichloroacetic acid and the precipitate collected on a filter. The filter was dried and placed in 5 ml of toluene-PPO liquid scintillation solution for determination of acid-insoluble radioactivity. DNA was precipitated with TCA from a second aliquot and measured colorimetrically by reaction with diphenylamine.

During the initial phases of the study, some of the developed gradients were fractionated by collection of 23 fractions from the bottom of the tube. Each fraction was analyzed for acid-insoluble radioactivity and diphenylamine-positive material.

**Statistical Analysis of Results**

A t-test for independent groups [15] was utilized to compare the mean of the levels of DNA repair in RFR-exposed animals with the corresponding mean of the sham animals of each experiment. Individual values that differed from the group mean by ≥ 2x(s.e.m.) were excluded from the calculation of the group mean. A one-way analysis of variance [15] was used to assess replication differences. The Scheffe' post hoc mean comparison [15] was performed where appropriate.

**III. RESULTS**

Measurements were made of absolute and relative power densities in the empty TEM chamber. Relative power densities were uniform, within 0.8 dB, over a frequency range of 200 MHz to 475 MHz for all six positions occupied by the test animals.
Colonic temperatures of the mice, as recorded with the Vitek 101 probe, were not greatly altered by 400-MHz RFR at the power densities used. Groups of four animals each were restrained and colonic temperatures recorded with the animals initially positioned outside the exposure chambers. Differences of 1.5°C and higher were noted between the four animals of the same treatment group, both immediately before and during the RFR and sham exposures. The mean colonic temperature for each of three RF irradiated groups increased (≤ 0.2°C) upon exposure to 400 MHz at 16 mW/cm², while the corresponding means of the sham groups did not. Despite this trend, the differences were not significant.

Several tests were also performed to determine how the animal's core temperature would respond to variation of the temperature of the air ventilating the TEM and sham chambers. Mean colonic temperatures remained relatively constant with ventilation temperature maintained at 30.5°C. With most of the animals tested, decreasing the temperature of the air flow to 29.5°C resulted in a slight drop in colonic temperature (about 0.1°C to 0.4°C), although the drop did not prove to be significant. Nevertheless, we inferred from our data that a 1.0°C difference in air flowing through the TEM and sham chambers would compensate for a slight RF heating effect. Thus, during RFR exposures at 16 mW/cm², the air temperature of the TEM chamber was adjusted to 29.5°C as shown in Fig. 3. There was no indication of any elevation of core temperature at 400-MHz exposures at 1.6 mW/cm². For exposures at that power density, air temperature was maintained at 30.5°C.

The means of the whole-body SAR values calculated from power meter readings obtained during the ten repair experiments for mice exposed to 400 MHz
were 4.1 W/kg and 0.41 W/kg for 16 mW/cm² and 1.6 mW/cm² incident power levels, respectively. Normalized to 1 mW/cm², the mean SAR was 0.25 W/kg/mW/cm² for mice in the Plexiglas restraining cages. SAR values were also determined for mouse cadavers. Results obtained over a frequency range of 200 MHz to 400 MHz with cadavers positioned in the Plexiglas restrainers or on Styrofoam sheets are shown in Fig. 4. The SAR values for the cadavers in the Plexiglas restrainer were 1.34-fold higher than the values obtained for the same cadavers on Styrofoam. The empty restrainers exhibited no detectable RF absorption over a range of 200 to 475 MHz. Thus, the Plexiglas restrainers appeared to 'focus' the RFR, resulting in increased RF absorption by the test subjects.

Dewar calorimetry was used as an alternate method of determining SAR. The mean of the SAR values determined calorimetrically for five cadavers was 0.18 W/kg/mW/cm² (Fig. 4) versus a mean of 0.20 W/kg/mW/cm² calculated for the same subjects from power meter readings.

Fig. 4 also includes SAR values calculated from power meter readings for prolate spheroid models of a large mouse. The solid line in Fig. 4 was redrawn from a portion of the curve depicting SAR values of the large-mouse model presented in the Radiofrequency Radiation Dosimetry Handbook, 2nd ed. [12]. Clearly, the SAR values obtained in this investigation for the prolate spheroid models agree with the Handbook values for similar subjects.

Dose-response experiments were performed to determine the levels of repair induced in the mouse liver by iv injection of various dosages of STZ. Excision repair activity increased as a function of STZ dosage as shown in Fig. 5. A comparison of repair levels induced by increasing dosages of STZ, as determined by fractionation and syringe withdrawal techniques, is presented in...
Table I. Very similar values were, as shown, obtained by the two different procedures, indicating that the visible marker/syringe withdrawal procedure is a reliable method of routinely measuring \textit{in vivo} excision repair. The highest dosage of STZ tested, 90 mg/kg, increased excision repair activity in the mouse liver to about 6-8-fold above baseline.

Effects of RFR or sham exposure on repair of liver DNA damage induced by STZ, 90 mg/kg, are summarized in Fig. 6 and Table II. In none of the ten RFR/repair experiments was a significant RFR-sham difference found, either at the 0.41 W/kg or the 4.1-W/kg power absorption level. Significant replication differences were found for the replications of the 0.41-W/kg RFR treatment \([F(4,25)=4.64, p=0.006]\) and its corresponding sham-exposure treatment \([F(4,25)=5.31, p=0.003]\). These replication differences may reflect a slight change in \[^3\text{H}]\text{TdR} \text{ specific activity or some other similar factor. In any case, it is important to note that within each experiment the mean repair synthesis values obtained for the RF- and sham-irradiated animals were essentially the same.}

\textbf{IV. SUMMARY AND CONCLUSIONS}

The SAR values for the mice used in this investigation, as calculated from power meter readings of forward, reflected, and transmitted power, were about twice the theoretical values \([12]\). The accuracy of these SAR values is directly supported by the Dewar calorimetry results and indirectly supported by the similarity between the SAR data determined here for prolate spheroid models and the values reported for the same size and type of models exposed to the same RF parameters \([12]\). The differences between the SAR values of the mouse and the prolate spheroid model may reflect geometric differences as discussed elsewhere \([9,15]\). Additional measurements at frequencies above 500 MHz would be required to determine if the twofold difference between the
SAR values of the mouse and the prolate spheroid model are unique to the frequency range tested in this project.

The premise of this investigation was that RFR might inhibit one or more enzymes involved in DNA repair, as has been reported for other enzyme systems [6]. We found, however, that exposure of mice to 400 MHz CW at incident power densities of 1.6 and 16 mW/cm² did not alter the level of excision repair of damaged hepatic DNA induced by treatment of the animals with STZ. We may, with caution, infer from these results that humans exposed to RFR, at frequencies and power densities similar to those used here, are not subject to greater-than-normal risk of chromosome damage by some of the mutagenic hazards present in the environment. This inference is based, in part, on evidence that absorption of 400-MHz radiation by ellipsoidal human models is about half that of prolate spheroid models of mice, with both subjects oriented in the E-field [12]. This assumes, of course, that risk is a function of RF power absorption. Also, a large number of endonucleases appear to be involved in recognition and removal of lesions induced by the various types of mutagens [17]. Hence, the results obtained here are, perhaps, applicable only to those mutagenic agents which induce lesions similar to those resulting from the STZ treatment.

V. REFERENCES


Fig. 1. Schematic diagram of system used for RFR exposure of mice.

Fig. 2. Photographic view of TEM and sham chambers. Also shown is the hose used to introduce heated air from the back of the chambers. Not shown in the CW source.
Fig. 3. Protocol for administration of DNA precursors and RFR exposure of mice. During the 4-h exposure to 400 MHz at 16 mW/cm², air temperature in the TEM chamber was reduced to 29.5°C, as shown here. Air temp was maintained at 30.5°C for animals irradiated at 1.6 mW/cm² or sham exposed.

Fig. 4. Summary of SAR values determined for mice and models of mice. (O) Mean ± s.d. of SAR values calculated from power meter readings for the restrained live mice used in the ten RFR/excision repair experiments performed at 400 MHz. SAR values calculated from power meter readings for four mouse cadavers positioned (△) in the plexiglas restrainers or (●) on Styrofoam sheets and irradiated over a range of 200 to 400 MHz. (△) Mean of SAR values determined by Dewar calorimetry for five cadavers irradiated separately at 400 MHz. (O,●) SAR determined from meter readings for two separate preparations of 2.5-cm x 7.6-cm prolate spheroid models of large mice. The solid line was redrawn from values presented by Durney et al. [12] for similar subjects in E-polarization.
Fig. 5. Density gradient profiles of excision repair of STZ-induced damage of liver DNA in the intact animal. STZ was dissolved in SSC and given iv to mice at dosages of 0 (control animal; given vehicle only), 10, 30, or 90 mg/kg. Labeling with BrdU and [3H]dR was as described in TECHNICAL APPROACH. Liver nuclei prepared from each animal were lysed and equal amounts placed on two NaI gradients. After centrifugation, 23 fractions were collected from one gradient and assayed (results shown above). The bracketed portion was removed with a syringe from the second gradient and assayed (results presented in Table 6). Numbers in upper right of each panel indicate STZ dosage (mg/kg).
Fig. 6. Comparison of repair synthesis in RFR- and sham-exposed mice. Points represent treatment-group mean values, and vertical bars are standard error of the mean.

TABLE I. EXCISION REPAIR OF LIVER DNA DAMAGE INDUCED BY VARIOUS DOSAGES OF STZ: COMPARISON OF SYRINGE RECOVERY AND FRACTIONATION RECOVERY RESULTS.

Syringe withdrawal was used to remove the band of parental density DNA from one set of developed gradients. Values obtained by the fractionation technique represent mean specific activity for fractions 14 to 18 of a second, companion set of density gradients.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>STZ dose (mg/kg)</th>
<th>Repair synthesis ($^{3}H$ CPM/mg DNA)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Syringe recovery</td>
<td>Fractionation recovery</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>822</td>
<td>766</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>3197</td>
<td>3177</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>5239</td>
<td>5301</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>597</td>
<td>655</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1124</td>
<td>1260</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>2632</td>
<td>2582</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>4331</td>
<td>4492</td>
</tr>
</tbody>
</table>
TABLE II.

EFFECTS OF RFR AND SHAM EXPOSURES ON THE LEVEL OF REPAIR OF STZ-INDUCED DNA DAMAGE IN THE LIVER OF INTACT MICE.

Each value is the mean of results obtained with six RFR-exposed or six sham-exposed animals. The t test comparisons revealed no differences at the 95% level between the RFR mean and the sham mean within any of the experiments, either at the 0.41-W/kg or the 4.1-W/kg SAR level. Values in parentheses are mean weights (g) of the test animals in each group.

<table>
<thead>
<tr>
<th>SAR Level W/kg</th>
<th>Expt. No.</th>
<th>Repair Synthesis 3H CPM/mg DNA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RFR Exposed</td>
<td>Sham Exposed</td>
</tr>
<tr>
<td></td>
<td>( \bar{x} \pm s.e.m. )</td>
<td>( \bar{x} \pm s.e.m. )</td>
</tr>
<tr>
<td>0.41</td>
<td>4</td>
<td>3678 ± 466 (28.2)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3970 ± 329 (26.2)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>5124 ± 333 (24.3)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>5269 ± 134 (24.0)</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>6619 ± 1012 (25.9)</td>
</tr>
<tr>
<td>4.1</td>
<td>3</td>
<td>4404a ± 370 (28.5)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4246 ± 221 (22.9)</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>5697 ± 620 (25.2)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5623 ± 594 (25.5)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>5512 ± 214 (26.5)</td>
</tr>
</tbody>
</table>

a - mean of four values only; two samples lost
b - mean of five values; one value excluded (>2xs.e.m.)
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I. Introduction

Theoretical considerations have been proposed (1) which suggest that radiofrequency radiation (RFR) of specific frequencies may be absorbed in small regions of DNA molecules, thereby causing at least momentary perturbations of the DNA molecules. If this were to be the case, it would suggest the possibility that those metabolic processes in living cells which directly involve DNA might be altered in the presence of a radiofrequency field.

The very fact that energy is being absorbed by a molecule, giving it added motion, is a basic mechanism by which heating takes place. In this study, the experiments were performed under conditions where (a) the power level employed was sufficiently low so as not to cause a detectable increase in the temperature of the medium during the period of RFR exposure; (b) the temperature of incubation was maintained at 37° C; (c) there was sufficient medium over the cells being exposed so that any heat being deposited in the cells could readily transfer to the surrounding medium; and (d) cells were not allowed to attach to a "hot spot" in the center of the square tissue culture vessel used.

Three metabolic processes in proliferating mammalian cells which directly involve DNA are DNA synthesis, RNA synthesis, and DNA repair synthesis after UV, X-irradiation, or chemical damage of DNA. Because of their importance to cell survival and the correct passing on of genetic information to daughter cells, DNA synthesis and repair are considered the most important. Our initial investigations, which are described herein, examine whether or not there are any RFR-induced alterations at selected frequencies and low power levels in the extent of radioactivity incorporated into preexisting cell DNA molecules by the DNA repair process after the DNA is damaged by a selected dose of ultraviolet (UV) light. The frequencies investigated are 350 MHz and 1.2 GHz; continuous-wave (C.W.) exposure was performed with the former, and C.W. and pulsed-wave (P.W.) exposures were performed with the latter. The cells which were used in this investigation are normal human diploid MRC-5 fibroblasts which are maintained in vitro in plastic tissue culture flasks.

The DNA repair synthesis process is comprised of a sequence of steps which occur after UV light produces thymine dimers in the DNA of exposed cells. These steps include:

1) Recognition of the altered (damaged) bases;
2) Nicking of the DNA strand (to cause a break in the DNA strand) close to the thymine dimer;
3) Excision of a length of DNA (about 100 nucleotides long) including the thymine dimer;
4) Repair synthesis of the excised region using the complementary undamaged strand as template; and
5) Rejoining of the end of the repaired region to the preexisting DNA end by action of a ligase.

The experimental technique selected for measuring the repair synthesis is one which is designed for detecting repair in
proliferating cells. It is called repair replication and will detect perturbations which might occur in any of the first four steps listed above. The technique involves incubating cells with a DNA precursor, 5-bromodeoxyuridine (5-BrUdR), which if incorporated into a strand of DNA by normal semiconservative DNA synthesis results in an increase in the density of the DNA strand containing it. This in turn allows for the separation of newly synthesized DNA from preexisting DNA after the DNA is isolated from the cells and subjected to alkaline cesium chloride-cesium sulfate density gradient centrifugation.

If the incubation described above is performed with radioactive 3H-thymidine (3H-TdR) also present, some of the latter precursor will be used by the cell when it synthesizes its DNA (in place of some of the more abundant 5-BrUdR molecules). The 3H-TdR will not affect the density shift, but the newly synthesized DNA will now also be radiolabeled.

If the preexisting DNA in the cells is damaged prior to the incubation with the 3H-TdR/5-BrUdR mixture, not only will these molecules be incorporated by normal DNA synthesis, but by repair synthesis as well. In the latter case, however, the amount incorporated per molecule of DNA will be very small (a percentage of each 100-nucleotide-long sequence repaired, depending on the thymine content), and therefore it will not result in a density shift in the much longer DNA molecule that was originally UV damaged. Any radioactivity associated with this nondensity shifted preexisting DNA would be repair-replication-labeled DNA; the amount of radioactivity incorporated would be both UV-dose dependent and repair-labeling-time dependent.

II. Technical Approach

A. Exposure Facilities

The exposures in this project were performed at the Radiation Sciences Division, U.S. Air Force School of Aerospace Medicine, San Antonio, Texas.* The 1.2-GHz irradiations were performed in an anechoic chamber. The incubation dishes with the UV-irradiated cells were placed in a specially constructed Plexiglas waterbath (to maintain the incubation temperature at 37°C), with the horn directed downward at the dish. A Cober Electronics, Inc. High Power Microwave Generator (Model No. 1831) was employed. The pulse-wave exposures were performed at 5000 pulses per second, 10 μsec pulse width, with a 0.05 duty factor. For an 1-mW/cm² average power level, the peak power was 20 mW/cm²; for a 10-mW/cm² average power level, the peak power was 200 mW/cm². Dishes with the control cells (non-microwave-exposed) were incubated in a waterbath similar to the exposed cells in the anechoic chamber; the latter was removed from the area of the horn and was surrounded by Eccosorb. Vitek temperature probes were placed into the medium through holes in the covers of the RFR-exposed and control dishes to allow continuous monitoring of the medium temperature during the repair labeling period. The

*We wish to express our appreciation to Mr. Stewart Allen and his research group for performance of the RFR exposures.
temperature in the medium remained at $37^\circ \pm 0.5^\circ$ C in all of these experiments. The 350-MHz irradiations were performed in a Transverse Electric Mode (TEM) Transmission Cell (NARDA Model No. 8801). A chamber of similar dimensions was constructed for control incubations. Both chambers were fitted with small fans to maximize air circulation within the chambers; the latter were placed inside a larger anechoic chamber serving as a $37^\circ$ C warm room. An MCL RF Power Generator (Model No. 15022) was employed for the continuous-wave exposures. Vitek probes were used for temperature monitoring as described above. Medium temperatures in the dishes remained at $37^\circ \pm 0.5^\circ$ C in the warm-room air; waterbaths were not necessary to maintain the temperature.

B. Biological Procedures

1) Cell Line

The MRC normal human diploid fibroblast cell line used in these investigations is an "aging" cell line; it was obtained from the American Type Culture Collection (ATCC) and is kept frozen under liquid nitrogen (in sterile ampoules) until experiments are to be performed. Cells are used only at relatively early passage numbers (prior to passage 35). The cells (once thawed) are maintained in the biohazard tissue culture laboratories of the Dept. of Radiology (JTHSCSA) in Basal Minimal Essential Medium (BME) with Hanks Salts; HEPES at 25 mM is added to maintain the pH in an air atmosphere. The concentration of fetal calf serum is 10%; antibiotics are added. On the day preceding a radiofrequency exposure, the required numbers of cells in proliferative growth are transported in T-75 flasks to the $37^\circ$ C incubator at USAFSAM; that same day the cells in all of the T-75 flasks are trypsinized to prepare a suspension of single cells, and these are distributed in appropriate cell numbers into large square 24-cm x 24-cm sterile dishes (with cover) (NUNC; Southland Cryogenics, Carrollton, Tex.) for exposure on the following day. The numbers of cells seeded are such as to have proliferating cells (nonconfluent cells) in the dishes at the time of UV exposure. A Plexiglas circle is used to prevent cells from attaching at an RFR "hot spot" in the center of the dish.

2) Repair Replication Protocol

The standard procedure employed (2) is as follows:

One hr prior to UV irradiation, the attachment medium is removed from a dish, and fresh warm medium containing $1 \times 10^{-6}$M 5-fluorodeoxyuridine (FUDR) (to inhibit endogenous thymidine synthesis) and $5 \times 10^{-6}$M 5-BrUdR is added to each dish. After 1 hr of incubation at $37^\circ$ C in the $37^\circ$ incubator, this prelabeling medium is aspirated, and the attached cells are washed twice with warm phosphate-buffered saline (PBS) to remove UV-absorbing serum proteins. The cells are immediately UV irradiated in a specially built irradiation chamber (dose rate 1.4 J/m²/sec) (3), and fresh warm repair-replication-labeling medium is added to the dish immediately after UV exposure. This medium contains $1 \times 10^{-6}$M FUDR, $5 \times 10^{-6}$M 5-BrUdR, 12 μCi/ml $^{3}$H-TdR (53-59 Ci/mM), and 5 mM hydroxyurea (HU). The latter is added to inhibit incorporation by normal semiconservative DNA synthesis. A second dish is similarly UV irradiated and labeling medium added for incubation...
as the non-microwave-exposed control. The two dishes are then incubated for either 1, 2, or 3 hr in or outside of the radiofrequency field. At the end of this incubation, the labeling medium is aspirated from the dishes, the attached cells are washed with warm BME without serum, and fresh medium with 1x10⁻⁶M FUdR and 5x10⁻⁶M 5-BrUdR is added for a final 1-hr incubation in the 37°C incubator. The cells are then washed with cold salt solution, scraped free into suspension, pelleted in a tube by centrifugation, and quick-frozen by immersion of the tube in ethanol-dry ice. The subsequent steps (2) include a) isolation of the DNA using an RNase digestion, pronase digestion, chloroform-isoamyl alcohol extraction procedure; b) dialysis of the DNA solution to remove aqueous soluble digestion products; c) alkali cesium chloride-cesium sulphate density gradient centrifugation (40,000 rpm at room temperature for a minimum of 36 hr); d) collection of approximately equal volume fractions from the centrifuge tube with continuous recording of optical density at 254 nm to locate the tubes containing the bulk preexisting DNA; e) spotting of small aliquots (20 µl) from each fraction on filters and counting to determine the location of the radioactivity in the gradient; f) pooling of the gradient fractions containing the bulk DNA, and recentrifuging as above; g) fractionating these second gradients as described above, again recording optical density and determining the cpm in each fraction; h) again pooling the bulk preexisting DNA (the optical density peak); i) diluting the pooled material with water, and pelleting the DNA by high-speed centrifugation; j) resuspending the DNA in a small volume of low-salt solution; k) determining the DNA concentration (µg/ml) by a spectrofluorimetric technique and the radioactivity concentration by adding a small volume to a liquid scintillation counting system (dpm/ml); and l) calculating the specific activity of the repair-replicated DNA in dpm/µg.

3) Temperature-Effect Studies

These studies were performed using the repair-replication-labeling protocol described above, except that the temperature of incubation during the repair-labeling period immediately following the UV exposure was at 39°C or 42.5°C. This increased temperature was also maintained during the subsequent 1-hr chase incubation. These incubations were performed in a FORMA incubator.

III. Results

Preliminary Studies

Repair Radioactivity Incorporation in MRC-5 Cell DNA after Increasing UV Exposure

As shown in Figure 1, the extent of repair radioactivity incorporated during a 3-hr repair-labeling interval after increasing UV exposures increases with increasing dose. The protocol used in this experiment is that described above, except that ³H-5-BrUdR (10 µCi/ml, 5x10⁻⁶M BrUdR) was used in place of the ³H-TdR/5-BrUdR mixture. A significant amount of radioactivity is incorporated after a UV exposure of 21 J/m².
Effect of Increased Temperature During the Repair-Labeling Interval on the Rate of DNA Repair

This experiment, summarized graphically in Figure 2, was performed as described above after an 8-sec UV exposure (11.2 J/m²) except that round 100-mm petri dishes and 3H-5-BrUdR were used. Increasing the temperature during the repair incubation interval from 37°C to 39°C did not affect the incorporated repair radioactivity during the 8 hr of incubation post UV exposure. At 42.5°C, there was an obvious reduction in the amount of incorporated repair radioactivity beyond 5 hr. This could be reflecting hyperthermic killing of the mammalian cells.

The temperature study was repeated using the square exposure dish and the 3H-TdR/5-BrUdR repair-labeling mixture for a 39°C incubation as compared to a 37°C incubation after a UV exposure of 21 J/m² (Figure 3). Again, no effect of 39°C on incorporated repair radioactivity was seen. Since a plateau of incorporated radioactivity after this UV exposure dose (21 J/m²) was observed at 3 hr, this was chosen as the maximum incubation time for further studies.

Control Studies

Two types of "control" experiments were performed prior to exposing cells to radiofrequency radiation.

A. The first allowed for a determination of the background level of incorporated radioactivity in preexisting DNA (without exposing the cells to UV irradiation), during a 3-hr incubation period at 37°C, with the microwave generator on vs. off. The cells were not exposed to microwaves. The background values were consistently similar; e.g., for 3-hr incubations with the 350-MHz generator on vs. off, they were 83 dpm/μg and 59 dpm/μg; for 1.2 GHz with the generator on vs. off, they were 89 dpm/μg and 80 dpm/μg, respectively.

B. The second allowed for a comparison of the rate/extent of incorporation of repair radioactivity into preexisting DNA after one dose of UV irradiation, during 1- and/or 3-hr incubation periods at 37°C, in the microwave irradiation chamber with the microwave generator on vs. off. The cells were not exposed to microwaves. The values obtained in these experiments were consistently similar at both time points; e.g., for 3-hr incubations with the 350-MHz generator on vs. off, they were 638 vs. 598 dpm/μg; with the 1.2-GHz generator on vs. off, they were 578 vs. 580 dpm/μg.

Experimental Studies

A. One type of experiment addressed itself to whether or not radiofrequency exposure at each frequency and wave pattern could itself induce DNA repair synthesis (without any prior UV irradiation). When cells were incubated for 3 hr at 37°C ± 0.5°C in radiofrequency fields of 350 MHz, C.W. and 1.2 GHz, C.W. and P.W., at an average power level of 10 mW/cm², no measurable DNA repair synthesis (over non-microwave-exposed control) was detected (e.g., 72 dpm/μg (with 350 MHz C.W.) vs. 76 dpm/μg (no RFR); 48 dpm/μg (with 1.2 GHz P.W.) vs. 68 dpm/μg (no RFR)).
B. The major question posed in this study has been whether or not the DNA repair process is affected if cells are incubated for 1, 2, and 3 hr post UV exposure at 37° ± 0.5° C in continuous- or pulse-wave radiofrequency fields at power levels of 1 or 10 mW/cm² (average for P.W.).

The results for 1.2-GHz radiation, both during continuous- (Figure 4) or pulsed-wave exposure (Figure 5) at 1 or 10 mW/cm², is that DNA repair synthesis is not affected in a significantly measurable way. The same statement can be made for 350-MHz C.W. radiation (Figure 6) at 1 mW/cm². While for the 350-MHz C.W. exposure at 10 mW/cm² the incorporated repair radioactivity values at each time point are each higher for exposed than for control values, indicating an increased incorporation “trend”, the maximum difference is only 25% of control. The significance of this increase would require further study over longer repair times or at a higher power level. We are therefore not yet prepared to conclude, considering the overall variability in our experiments, that there is any affect on DNA repair at 350 MHz C.W. at a 10-mW/cm² power level.

IV. Summary and Conclusions

The results of these investigations have to this point not revealed any perturbation of the DNA repair process by 350-MHz C.W. or 1.2-GHz C.W. and P.W. radiofrequency exposures, at power levels of 1 or 10 mW/cm², when the normal diploid human fibroblast cells are UV irradiated and allowed to carry on DNA repair at 37° C.

These studies are continuing; the radiofrequency exposures will be extended to include 800 MHz C.W. and P.W. Further, the series of experiments will be repeated at the three selected frequencies with the repair-labeling incubation being performed at 39° C. Preliminary experiments in this project indicated that over the 3-hr repair interval, this temperature did not affect the extent of repair radioactivity incorporated (compared to 37° C), while a still higher temperature of incubation (42.5° C) did. The 39° C temperature will thus provide an initial “stress” to the repair process, which may or may not prove synergistic with radiofrequency exposures of up to 10 mW/cm².

In addition, the studies will be expanded to look for cytogenetic effects under these carefully controlled exposure and incubation conditions; our initial approach will be to look for induction of sister chromatid exchange (SCE) in mammalian cells exposed as described above.
ACKNOWLEDGEMENT

The authors wish to recognize the cooperation and technical support provided to this project by Dr. David N. Erwin and Sgt. John Hanson, U.S. Air Force School of Aerospace Medicine, San Antonio, Texas.

REFERENCES

1. Prohofsky, E., 1981, "Microwave Absorption by Nucleic Acids." (these proceedings)
FIGURE 1
FIGURE 2

DPM/µg DNA

- 37°C
- 39°C
- 42.5°C

REPAIR INCUBATION TIME (HRS)
1.2 GHz C.W.

FIGURE 4
FIGURE 5
FIGURE 6
INTRODUCTION: Early reports, especially from Eastern European researchers, indicate that nonionizing radiations, such as those generated by alternating electrical and/or magnetic fields, particularly high-energy pulsed electromagnetic radiation, may be deleterious to biological systems (1,2,3). These reports have not been confirmed by European and American investigators, who have generally found that there is no measurable effect of microwaves on growth, body weight, and general health of the experimental animal.

Nonionizing radiations have been reported to cause insomnia, restlessness, vertigo, and at high doses even seizures (4). Microwave-exposure-related behavior modifications have been recently confirmed (5,6). In total-body irradiation these functional changes in the nervous system could be due to a direct action of radiofrequency radiations (RFR) on the nervous tissue or to a secondary effect due to changes in metabolism and function of other eventual target organs.

This project focuses on the effects of chronic total-body microwave irradiation at the power of 10 mW/cm² on cell membranes. Cell membrane function is seminal to the function of excitable tissues such as the nervous system and muscle; it is heavily implicated in carcinogenesis; it is involved in hormonal storage and secretion and in many other cell functions. Thus many of the gross effects of nonionizing radiations could possibly be explained by primary effects on cell membranes.

In collaboration with the Radiation Sciences Division of the USAF School of Aerospace Medicine at Brooks Air Force Base, Texas, we undertook a series of experiments to investigate the effect of "chronic" all-body irradiation with continuous or pulsed microwaves at the power of 10 mW/cm² on membranes of three major body systems: brain, skeletal muscle, and liver. Function of the membranes was probed by monitoring their major enzymatic or binding activity, and changes in structure were investigated by the use of the fluorescent probes 12-(9-anthroyloxy)-stearic acid (12-AS) and diphenylhexatriene (DPH).

METHODS: Adult male rats (Sprague-Dawley) weighing 250 ± 5g were used in this study. The irradiations were performed for one hour daily for 9 consecutive work days in the first four experiments and prolonged to 16 continuous days in the last two. The irradiation of the rats, held in Plexiglas and Styrofoam containers, with their long axis in the plane of the E field vectors, was performed in an environmentally controlled anechoic chamber maintained at 23±1°C and 50-70% relative humidity. The transmitters used were Cober Electronics,
Inc., Model 1362 for 1.2 GHz frequency and Model 2852 for 2.05 and 2.8 GHz. The 1.2-GHz exposures were continuous wave or pulsed at 1000 PPS (pulses per second), 100 μsec pulse width. The 2.05- and 2.8-GHz exposures were pulsed mode only, 5000 PPS, 20 μsec pulse width, and 350 PPS, 2 μsec pulse width. The average power density for all exposures was 10 mW/cm², as measured with a Narda Model 8316B monitor with Model 8321 isotropic probes. Hewlett-Packard Model 436 A power meters were used to continuously monitor transmitter outputs.

Rectal temperature of all the animals was continuously monitored during experimentation, using Vitek Model 101 non-RFR-interfering temperature probes or Yellow Springs Instruments, Inc. Model 46 TVC telethermometer with Model 402 thermistor probes.

Sham-exposed and temperature controls were run in parallel. The thermal controls were placed for 1 hour/day in a Blue M Electric Company Model VP-100AT-1 controlled temperature and humidity chamber, and their rectal temperature raised to obtain an equivalent pattern and elevation as the irradiated rats. According to the "Radiofrequency Radiation Dosimetry Handbook" (7,8), under our experimental conditions the specific absorption rate at 1.2, 2.05, and 2.8 GHz is approximately 2.0-3.0 W/kg for an average power density of 10 mW/cm².

The rats were sacrificed by decapitation within two hours from the last irradiation. In the first four experiments two rats per group were transported to Baylor University Medical Center in Dallas and sacrificed within a few days to investigate the possibility that eventual microwave effects are of short duration and reversible. In later experiments all the animals were sacrificed at Brooks Air Force Base and membranes prepared on the site and transported to Baylor, with the remaining tissues, frozen in liquid nitrogen.

**BIOCHEMICAL PROCEDURES:** Immediately after sacrifice the liver was perfused through the mesenteric vein with cold saline, and plasma membranes were prepared and purified according to the procedure described by Lesko et al (9). The liver plasma membranes were assayed for Na⁺, K ATPase, an enzyme involved in maintaining membrane potential, electrolyte balance, conductivity, and active transport, and for Mg²⁺ ATPase. The function of this enzyme is still obscure; it might be involved in hormone binding or transport (10). Sarcoplasmic reticulum (SR) was prepared from leg muscles as described by Martonosi and Halpin (11). These membranes were assayed for Ca²⁺ ATPase, which is responsible for accumulating calcium and releasing it for the myofibrils at the onset of muscle contraction. This enzyme might also be involved in energy production by regulating the Ca²⁺ concentration necessary for the activation of creatine kinase and phosphorylase b kinase. ATPase activity was assayed at 36°C by a spectrophotometric method in which the oxidation of NADH is monitored (12). The activity of Na⁺K ATPase was calculated as the amount of ATP hydrolysis which is inhibited by 0.1mM ouabain. The activity of Ca²⁺ ATPase of SR was corrected for the very small basal Mg²⁺ ATPase activity measured in absence of calcium.

Brain synaptosomes were prepared from a crude mitochondrial fraction isolated from brain homogenate by differential centrifugations (12). Part of the crude fraction was used for the determination of acetylcholine muscarinic receptors. The rest was fractionated on a discontinuous Ficoll-500 gradient. The concentration of muscarinic receptors was determined by the procedure of Yamamura and Synder (14) in which a fixed aliquot of membranes (100 μg protein) were incubated for one hour at room temperature, in the presence of increasing concentrations of quinuclidylbenzylate (QNB). The mixtures were then filtered through
Whatman GF/f filters, the filters rinsed with buffer and treated with 2% sodium dodecylsulfate (SDS) before counting in a standard scintillation fluid. The binding site concentration and affinity of the drug for the receptors were evaluated from a Scatchard plot, after correcting for nonspecific binding. Nonspecific binding was measured by adding atropine or cold QNB (a gift from Dr. W. E. Scott of Hoffman-LaRoche) to the incubation mixture. Acetylcholinesterase activity was measured as in Ellman et al (15).

The protein pattern of all the membranes in study was routinely analyzed by slab SDS-polyacrylamide gel electrophoresis performed according to Ames (16). Protein was assayed by the Lowry's system after dissolving the membranes in SDS.

**FLUORESCENCE STUDIES:** Fluorescence spectroscopy studies to investigate properties of the structure of membranes consist in allowing a small fluorescent compound to diffuse into the membrane or to bind covalently to specific constituents. Changes in basic fluorescence parameters such as fluorescence intensity, excitation and/or emission spectra, fluorescence lifetime, or polarization anisotrophy provide information on the microenvironment of the membrane in which the probe is located. Microviscosity, lateral diffusion, localized pH, and transmembrane or surface potential can be measured by this method (17).

In fluorescence polarization measurements restriction of freedom of rotation by an increase in viscosity of the environment results in a higher value for the fluorescence polarization p (18,19).

Fluorescence experiments were performed at pH 7.5 and room temperature. In most experiments membrane protein was 100 μg/ml and the fluorescent probe 12-AS or DPH 1 mM, maintaining the molar ration 12-AS/lipids of the order of 1/200 (12). Incorporation curves of the probe together with emission and excitation spectra were obtained on a Farrand Mark I spectrofluorimeter. Polarization was measured with a photon-counting apparatus built in our laboratory. The excitation wavelength was 260 nm, and the emission was determined by two 400-nm cutoff filters. Polarization of the fluorescence was calculated according to the formula

\[ p = \frac{(I_{II} - I_0^S) - (I_{II} - I_0^S)}{(I_{II} - I_0^S) + (I_{II} - I_0^S)} \]

which corrects for membrane scattering \((I_0^S)\) in absence of the probe.

**RESULTS:** The average elevation in rectal temperature in the irradiated and temperature control rats was 1.5±0.6°C. Except for the first two days of experimentation, no difference in increase in body weight was detected among the experimental groups.

As Table 1 shows, acetylcholinesterase activity in crude mitochondrial fraction and purified brain synaptosomes was unaffected by microwave irradiation or temperature elevation. Also the number of muscarinic receptors or their affinity for QNB (Table II) appeared unchanged. These results indicate that alteration in synaptic function is probably not implicated in the microwave-related behavior modifications reported in the literature.
No significant differences were found in either the Na\textsuperscript{+}, K\textsuperscript{+}ATPase (Table III) or the basal Mg\textsuperscript{2+}ATPase activities (Table IV) of liver plasma membranes from the various experimental groups. Preliminary results from rats irradiated for 16 days with very narrow pulses did not show differences except in the Mg\textsuperscript{2+}ATPase activity of the thermal control group.

The Ca\textsuperscript{2+}ATPase activity of SR (Table V), the major enzyme responsible for regulating the free calcium concentration in skeletal muscle, was not significantly altered by total-body microwave exposure. Preliminary results from rats irradiated for 16 days indicated, however, that the activity of this enzyme might be increased by periodic elevation in body temperature.

SDS-Gel electrophoresis of membrane proteins did not show any alteration in pattern among the experimental groups.

We used 12-(9-anthroyloxy)-stearic acid (12-AS) and diphenylhexatriene (DPH) as selective probes to investigate the hydrophobic microenvironment of membranes to detect eventual changes in structure due to microwave irradiation.

In Table VI we report the fluorescence polarization value (p) of 12-AS in synaptosomes, liver plasma membranes (LPM), and sarcoplasmic reticulum (SR). No differences in p value, and consequently in membrane fluidity, were found in the irradiated group when compared with shams and thermal controls. The latter group exhibited a lower p value for SR, indicating that temperature changes affect the fluidity of these membranes. In preliminary experiments, however, with membranes from rats irradiated for 16 days, no significant differences in p value were found among the experimental groups, using either the fluorescent probe 12-AS or DPH (Table VIII). As expected, considerable differences in p value and, as a consequence, in membrane fluidity were found among the different types of membrane.

**SUMMARY AND CONCLUSIONS:** Brain synaptosomes, liver plasma membranes (LPM), and sarcoplasmic reticulum (SR) of skeletal muscle were prepared from rats exposed for 9 consecutive work days, 1 hour/day, to all-body microwave irradiation at a power level of 10 mW/cm\textsuperscript{2}. Either continuous or pulsed waves were used. Membranes from sham-irradiated and temperature control animals were prepared in parallel.

For all the experimental groups no significant difference was found in acetylcholinesterase activity of synaptosomal membranes nor in their concentration of muscarinic receptors nor in their binding affinity for quinuclidinybenzylate.

Na\textsuperscript{+}K\textsuperscript{+}ATPase and Mg\textsuperscript{2+}ATPase of LPM and Ca\textsuperscript{2+}ATPase of SR were also unaffected by the irradiation.

Using 12-(9-anthroyloxy)-stearic acid and diphenylhexatriene (DPH) as fluorescent probes of the hydrophobic environment of the membranes, we found that the rate of incorporation of the probe, excitation and emission spectra, and fluorescence polarization (p) were practically identical in all experimental groups.

With the reservation that the results presented here for the rats irradiated for 16 days are still in preliminary phase, it is concluded that under the experimental conditions investigated, all-body microwave irradiation at a power level of 10 mW/cm\textsuperscript{2} does not cause any functional or structural alteration in the cell membranes studied.
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Table I: Acetylcholinesterase Activities in Crude Mitochondrial Fraction and in Synaptosomes from Rat Brains. (Activities are expressed in nanomoles of acetylthiocholine hydrolysed per minute per mg protein.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Group*</th>
<th>Frequency (GHz)</th>
<th>Mode</th>
<th>Width</th>
<th>Acetylcholinesterase CHF</th>
<th>Acetylcholinesterase Synaptosomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>129 ± 7</td>
<td>25.0 ± 2.4</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td>120 ± 11</td>
<td>23.2 ± 2.5</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
<td>130 ± 11</td>
<td>24.1 ± 2.7</td>
</tr>
<tr>
<td>2</td>
<td>TC</td>
<td>2.05</td>
<td>5000 pps</td>
<td>20 µsec</td>
<td>131 ± 11</td>
<td>17.4 ± 2.8</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td></td>
<td></td>
<td></td>
<td>138 ± 10</td>
<td>17.2 ± 2.8</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td>125 ± 8</td>
<td>16.8 ± 2.9</td>
</tr>
<tr>
<td></td>
<td>CC</td>
<td></td>
<td></td>
<td></td>
<td>129 ± 8</td>
<td>21.2 ± 3.0</td>
</tr>
</tbody>
</table>

*I*: Irradiated; *S*: Sham-irradiated; *TC*: Temperature control; *CC*: Cage control.

**pps**: Pulses per second
Table II: ACH Muscarinic Receptors in Crude Mitochondrial Fractions from Rat Brains. (Receptor concentrations and affinities are expressed in picomoles QNB bound per mg protein and in molar.)

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Group*</th>
<th>Frequency</th>
<th>Mode</th>
<th>Width</th>
<th>No. Recept. (pmol./mg prot)</th>
<th>Affinity (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TC</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>2.10 ± 0.23</td>
<td>(0.92 ± 0.12)10^-10</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>-</td>
<td></td>
<td></td>
<td>2.01 ± 0.19</td>
<td>(0.82 ± 0.12)10^-10</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>-</td>
<td></td>
<td></td>
<td>2.12 ± 0.24</td>
<td>(0.87 ± 0.11)10^-10</td>
</tr>
<tr>
<td>2</td>
<td>TC</td>
<td>2.05</td>
<td>5000 pps 20 µsec</td>
<td>2.27 ± 0.14</td>
<td>(1.10 ± 0.18)10^-10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>-</td>
<td></td>
<td></td>
<td>2.46 ± 0.15</td>
<td>(1.49 ± 0.47)10^-10</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>-</td>
<td></td>
<td></td>
<td>2.30 ± 0.20</td>
<td>(1.27 ± 0.19)10^-10</td>
</tr>
</tbody>
</table>

* TC: Temperature control; I: Irradiated; S: Sham-irradiated.
Table III: Na\textsuperscript{+}K\textsuperscript{+}ATPase Activity of Liver Plasma Membrane

(measured in presence of 0.1 mM ouabain
and expressed as µmoles ADP/mg·min).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Day</th>
<th>Frequency (GHz)</th>
<th>Mode</th>
<th>Width (µsec)</th>
<th>TC</th>
<th>I</th>
<th>S</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>--</td>
<td>.32±.06</td>
<td>.42±.12</td>
<td>.37±.08</td>
<td>.42±.03</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>--</td>
<td>.43±.08</td>
<td>.22±.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>.25±.03</td>
<td>.14±.08</td>
<td>.24±.04</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>.22±.07</td>
<td>.14±.06</td>
<td>.20±.04</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.25±.05</td>
<td>.31±.05</td>
<td>.15±.07</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.43±.09</td>
<td>.42±.07</td>
<td>.44±.07</td>
<td>.35±.05</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>2.80</td>
<td>350</td>
<td>2</td>
<td>.33±.06</td>
<td>.32±.01</td>
<td>.26±.14</td>
<td>-</td>
</tr>
</tbody>
</table>
Table IV: Mg$^{2+}$ATFase Activity of Liver Plasma Membranes  
(expressed as μmoles ADP/mg·min).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Day</th>
<th>Frequency (GHz)</th>
<th>Mode (pps)</th>
<th>Width (μsec)</th>
<th>TC</th>
<th>I</th>
<th>S</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>1.37±.12</td>
<td>1.33±.17</td>
<td>1.90±.23</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>1.42±.14</td>
<td>1.25±.20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>1.16±.16</td>
<td>1.01±.09</td>
<td>1.28±.12</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>1.42±.17</td>
<td>1.23±.13</td>
<td>1.74±.24</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>1.37±.18</td>
<td>1.16±.14</td>
<td>1.35±.20</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>2.00±.21</td>
<td>1.24±.18</td>
<td>1.98±.09</td>
<td>1.30±.25</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>2.80</td>
<td>350</td>
<td>2</td>
<td>1.71±.10</td>
<td>1.33±.013</td>
<td>1.39±.06</td>
<td>-</td>
</tr>
</tbody>
</table>
Table V: Ca^{2+}-ATPase Activity of SR (expressed as μmoles ADP/mg min).

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Day</th>
<th>Frequency (CkHz)</th>
<th>Mode</th>
<th>Width (μsec)</th>
<th>TC</th>
<th>I</th>
<th>S</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>4.59±.18</td>
<td>3.80±.23</td>
<td>5.59±.37</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>4.31±.14</td>
<td>3.36±.14</td>
<td>4.66±.18</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>4.53±.13</td>
<td>4.23±.28</td>
<td>5.80±.27</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>-</td>
<td>3.12±.17</td>
<td>2.98±.13</td>
<td>2.43±.31</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>3.70±.25</td>
<td>2.60±.29</td>
<td>3.70±.18</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>2.80</td>
<td>350</td>
<td>2</td>
<td>3.80±.20</td>
<td>2.57±.21</td>
<td>2.47±.03</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>2.80</td>
<td>350</td>
<td>2</td>
<td>4.87±.78</td>
<td>3.65±.47</td>
<td>3.82±.24</td>
<td>-</td>
</tr>
</tbody>
</table>
Table VI: 12-AS Fluorescence Polarization Values in Membranes from Microwave-Exposed Rats (10 mW/cm² · 1 hour · 9 days)

<table>
<thead>
<tr>
<th>Membranes</th>
<th>Frequency (GHz)</th>
<th>Mode</th>
<th>Pulse Width (μsec)</th>
<th>TC</th>
<th>T</th>
<th>S</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synaptosomes</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>.135±.006</td>
<td>.143±.006</td>
<td>.140±.008</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.130±.004</td>
<td>.136±.005</td>
<td>.135±.005</td>
<td>.140±.006</td>
</tr>
<tr>
<td>LPM</td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.143±.004</td>
<td>.139±.007</td>
<td>.132±.007</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.139±.004</td>
<td>.125±.006</td>
<td>.126±.010</td>
<td>.135±.010</td>
</tr>
<tr>
<td>SR</td>
<td>1.20</td>
<td>CW</td>
<td>-</td>
<td>.122±.003</td>
<td>.114±.002</td>
<td>.121±.004</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1.20</td>
<td>1000</td>
<td>100</td>
<td>.107±.002</td>
<td>.114±.009</td>
<td>.111±.005</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>.105±.002</td>
<td>.115±.004</td>
<td>.110±.002</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2.05</td>
<td>5000</td>
<td>20</td>
<td>-</td>
<td>.115±.003</td>
<td>.119±.003</td>
<td>-</td>
</tr>
</tbody>
</table>
Table VII: Fluorescence Polarization (21°C) of DPH and 12-AS in SR and LPM from Microwave Exposed Rats (2.8 GHz, 350 pps, 1 hr/day • 15 days)

<table>
<thead>
<tr>
<th>Membranes</th>
<th>Exp. Date</th>
<th>DPH Polarization (p)</th>
<th>12-AS Polarization (p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR</td>
<td>4/7</td>
<td>.212±.009</td>
<td>.126±.017</td>
</tr>
<tr>
<td></td>
<td>5/21</td>
<td>.192±.010</td>
<td>.123±.005</td>
</tr>
<tr>
<td>LPM</td>
<td>5/21</td>
<td>.280±.009</td>
<td>.142±.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.170±.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.218±.005</td>
<td>.139±.006</td>
</tr>
<tr>
<td></td>
<td></td>
<td>.222±.007</td>
<td>.124±.023</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.117±.009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.148±.007</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.162±.007</td>
</tr>
</tbody>
</table>
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I. INTRODUCTION

There has been interest in the effects of radiofrequency radiation (RFR) on biological systems for quite some time. In many cases, research on the biological effects of RFR has focused on excitable tissues, nerve and muscle. The normal functioning of excitable tissues involves changing electric fields and ionic currents which can be altered by applied static and slowly changing electromagnetic fields. It is conceivable that high frequency oscillating fields, such as those associated with RFR, could also interact with these tissues.

Several preparations of excised nerve and muscle tissues have previously been used to show that RFR can affect excitable cells. The RFR-induced changes include shifts in firing rates of cardiac and neural pacemakers, modification of membrane electrical properties, and alteration of ion fluxes. However, since some experiments have shown no RFR effect, the RFR influence on nerve and muscle has remained controversial. While many of the observed effects seem to be the result of RFR heating, others do not, so the mechanisms for effects have not yet been completely specified.

The program described here uses aggregates of cultured heart cells to study the RFR effects on a living-model excitable membrane. Aggregates are cultured in the laboratory of Dr. Robert L. DeHaan at Emory University. This program is a collaborative investigation by the Biomedical Research Division of the Georgia Tech Engineering Experiment Station and the Department of Anatomy of the Emory University School of Medicine.
The overall objective of this program is to investigate the effects of pulsed- and continuous-wave RFR at 2450 MHz on the electrical properties of beating heart-cell aggregates. The specific research objectives can be summarized as the following:

1. development of an exposure system to provide well-characterized dosimetry for cellular-level RFR exposure,
2. investigation of possible alterations of spontaneous beating rhythm and of action potential characteristics during RFR exposure of aggregates, and
3. investigation of possible alterations in specific slow- and fast-channel ion currents during RFR exposure.

II. TECHNICAL APPROACH

A. RFR Exposure System

The system used to expose cardiac-cell aggregates to RFR consists of RF-generating equipment connected to a special coaxial exposure device. An in-line bidirectional coupler is used to sample power transmitted to and power reflected from the exposure device. The exposure device (Figure 1) uses the fringing field of an open-ended 1/4-inch semirigid coaxial cable to couple to bathing medium in a 35-mm plastic dish. The cable's open end is flush with the surface of a heating plate used to maintain temperature of the preparation. Using this device, RFR is coupled to beating aggregates under normal culture conditions in the medium. The exposure device rests on a microscope stage so that aggregates can be observed for electrode placement or video imaging, even during RFR exposure. No coupling of the RF fields to the microelectrodes used in this study has been observed.

The RF field intensity distribution in the medium in the culture dish has been characterized by measurements of electric fields and temperature changes. Electric fields were probed with small monopole and dipole antennas inserted into the medium. Temperature rises at onset of RFR were sensed with very small thermistors and converted to specific absorption rates (SARs) in mW/g. Figure 2 shows SAR as a function of distance from the bottom of the culture dish. Values of SAR have been
Figure 1. Isometric projection of a coaxial exposure device showing a 1/4-inch semirigid coaxial cable, brass heating plate and ring, and coaxial aperture. The bottom rim of the 35-mm culture dish fits into the small groove for mechanical stability and direct contact of dish and aperture.
Figure 2. Plot of specific absorption rate (SAR) in mW/g as a function of distance from the bottom of the culture dish. SAR is normalized to the net RF input power to the exposure device. All measurements are for points located a distance of 1.6 mm from a projection of the coaxial cable's axis which is also the center of the dish.
normalized to the net input power to the exposure device. Thus, for a
given aggregate position and net input power, SAR at an aggregate can be
accurately calculated. For extracellular electrode recording, aggregates are
positioned 1 mm above the dish bottom to avoid steep field gradients
seen in antenna measurements.

Exposure durations in early experiments ranged from 21 seconds to
5.3 minutes. Exposure duration in later experiments has been set at 190
seconds as described below. Applied RFR at 2450 MHz is in the form of
one of the following: continuous wave (CW), no modulation; pulsed (PW),
10.9-μs pulses at 10,000 pps; "modulated" with a 16-Hz square wave; or
"gated" at a 1.7-Hz or slower square wave.

B. Heart-Cell Aggregates

In 1972, the spheroidal heart-cell aggregate was introduced as
a tissue culture model for studies of the electrical properties of the
heart-cell membrane [1,2]. The advantages that these aggregates offer
over more traditional cardiac preparations include the following:

1. All cells within an aggregate are closely coupled by low-
resistance junctions, so each aggregate approximates an isopotential
system for both spontaneous and imposed signals [3,4].

2. Because of these properties, the aggregate action potential
approximates a true nonpropagated membrane potential, whose electrical
field builds and collapses with each beat.

3. Aggregates can be prepared for any desired embryonic age and
in any size within a 30-300-μm-diameter range, from a few cells to several
thousand cells beating in a coordinated fashion.

4. Aggregates exhibiting spontaneous rhythmic beating can be
maintained in healthy condition for many days in culture.

For the investigations described here, measurements were made on
spheroidal aggregates of cells derived from embryos of white Leghorn
chickens by procedures standard in Dr. DeHaan's laboratory. After incul-
bation for 7 days at 37.5°C, embryos were harvested in amniotic fluid
and decapitated. Hearts were dissected free, trimmed of extraneous
tissue, and the ventricles were dissociated with trypsin. Aggregates
were prepared by placing an inoculum of 5 x 10⁵ or 8 x 10⁵ cells in 3 ml
of 818A culture medium. Cells were allowed to aggregate during flask gyration at 62 rpm and 37.5°C with an atmosphere containing 5% CO₂, 10% oxygen, and 85% nitrogen. Aggregates were used after either 48 or 72 hours of gyration. For experiments, aggregates were placed into a plastic dish containing either 818A or a balanced salt solution, and the volume brought to 4 ml. The plastic dish was placed under a microscope on the RFR exposure device where temperature, pH, gaseous atmosphere, and evaporation were controlled.

C. Recording Methods

Three different methods have been used to record aggregate activity: intracellular electrodes, extracellular electrodes, and video imaging. Intracellular electrodes, pulled from glass capillary tubing to a fine tip and filled with 3M KCl, were used to penetrate aggregates to obtain a transmembrane potential. Beat rate and action potential parameters were measured using this technique.

To obtain long-term recording of beat rate, extracellular electrodes and video imaging were used. Extracellular electrodes were pulled from glass tubing to a tip with an outer diameter of 100 to 200 μm. These electrodes were filled with bathing medium and were used to hold the aggregate by means of a small negative pressure applied to the electrode. Video imaging involved obtaining a TV image of a beating aggregate by placing a camera at one of the microscope's ocular objectives. A photodetector placed over the edge of the aggregate's TV image provided a voltage signal indicative of beat occurrence. Most beat-rate data were gathered with the extracellular-electrode technique.

D. Data Collection and Analysis

Cellular potentials obtained from intracellular electrode experiments were recorded on magnetic tape and later replayed onto a storage oscilloscope display at different sweep speeds. Measurements were made on a photograph of the display and converted to appropriate voltage and time values by using the display calibrations. Representative action potentials under various RFR exposure conditions were chosen for analysis.

Exposures during the longer experiments using video imaging and extracellular electrodes were timed by means of a digital circuit.
Radiofrequency radiation exposure or sham exposure (no-RFR control) was applied during 190-second periods separated by similar periods of no exposure. The exposure and no-exposure periods consisted of two parts indicated by the timing circuit. The half-period interval just before an exposure was designated PRE; the interval just after an exposure, POST. The POST interval was followed by a POSTPOST interval which was usually the PRE interval for the next exposure. The exposure period itself was divided into the intervals BEG (for beginning) and END.

Interbeat intervals (IBIs) from video and extracellular-electrode experiments were analyzed by using either the recorded photodetector output or a recorded pulse which had been triggered by the extracellular electrode signal. The recorded signal was replayed into the Schmitt-trigger level detectors of a DEC PDP-11/40 computer system at Emory University. Computer programs sorted IBIs into 5-millisecond bins [5] and computed several statistical parameters for each experimental interval. Mean IBI and coefficient of variation (CV = standard deviation/mean, in %) were later plotted. By using the Georgia Tech CDC CYBER 70/74 computer, mean IBI and CV values were averaged for each exposure condition within an experiment in attempts to eliminate the influence of occasional IBI variations not related to microwave exposure. To remove the effect of variations from exposure to exposure and experiment to experiment, mean IBI and CV values for a particular exposure were normalized to PRE-interval values by dividing all five values (PRE through POSTPOST) by the PRE-interval value for that exposure.

III. RESULTS/PROGRESS

The open-ended coaxial exposure device has been used to expose heart-cell aggregates to several RFR SAR levels and modulations. Of the several parameters studied in experiments with intracellular electrodes, beat rate and action potential upstroke velocity showed the largest changes with RFR exposure. Trends in these data showed apparent increases in the variability of both parameters under exposure to CW and PW RFR. Subsequent experiments using video and extracellular-electrode techniques were designed to study further the variability in beat rate by gathering IBI data over longer periods.
Mean IBI and CV data have been obtained from aggregates in several experiments using extracellular electrodes. In Figure 3, one aggregate's mean IBI is shown for 3 sham exposures and 3 exposures to CW RFR at 12.2 mW/g. The averaged mean IBI decreased by less than 1% over 6 minutes without RFR, as seen in the plot of normalized IBI for sham exposure. In this experiment, as in most others, the averaged mean IBI did not change during the RFR exposure at this SAR level. As shown in Figure 4 for another experiment, the mean IBI averaged across 3 sham exposures again showed a small decrease. There was a larger decrease of 1-1.5% in this averaged parameter during exposure to CW RFR at 42.6 mW/g. The decrease was similar for all 3 exposures in this experiment. Similar decreases in mean IBI were observed for 40-mW/g exposures in other experiments. This differs from IBI changes seen during exposures at SAR less than about 15 mW/g. These changes were variable from exposure to exposure, as exemplified by data in Figure 3. Data analyses of mean IBI and IBI variations (CV) now in progress average data from the same RFR conditions from different experiments. The influence of experimental factors not related to RFR will be reduced by this procedure so that possible small RFR influences which may have been obscured by events in one experiment will become more obvious.

Since IBI is known to decrease with increased temperature, the smaller IBIs seen for SAR greater than about 40 mW/g were consistent with the effect expected from RF heating. The preparation temperature was regulated to 37 ± 0.4°C as measured with a YSI thermistor outside the RF field. Temperature within the RF-field-coupled region was warmer than this during exposure. Changes in IBI parameters are currently being correlated with induced temperature increases. Comparison with the known response of IBI to temperature will provide information on the thermal basis for changes during exposure.

IV. SUMMARY AND CONCLUSIONS

The cardiac-cell aggregate is an extremely useful model of living excitable tissue for studying RFR effects. Experiments with these aggregates
Figure 3. Mean and normalized mean interbeat intervals (IBIs) for sham exposures and exposures to 12.2-mW/g CW RFR in one experiment. The three exposures for each condition are indicated by different symbols. Bulk temperature = 37°C. Mean IBI is in milliseconds.
Figure 4. Mean and normalized mean interbeat intervals (IBIs) for sham exposures and exposures to 42.6-mW/g CW ERP in one experiment. The three exposures for each condition are indicated by different symbols. Bulk temperature = 37°C. Mean IBI is in milliseconds.
are providing information on RFR levels effective in interacting with excitable membranes. This information is not only directly applicable to cardiac cells but also to other excitable cells since the well-studied aggregate membrane has representative excitable properties.

With the known RFR levels provided by the open-ended coaxial exposure device, RFR effects can be related to SAR in an accurate and repeatable manner. So far, experimental results have shown that aggregate mean beat rate is changed by average SARs of 40 mW/g and above in a way consistent with RFR heating. For 15 mW/g and below, this effect has not been seen in data analysed to date. Levels between 15 and 40 mW/g will require further investigation to define a minimum effective SAR for this RF-induced IBI decrease. Effects other than those consistent with RF heating have neither been confirmed or refuted by data analysed to date. The variability in beat rate may also change with RFR exposure, and data are being analysed to study this possibility. Further study of the heart-cell aggregate will be very useful in delineating RFR levels and modulations which cause changes in excitable tissues.

After effective RFR levels are specified in terms of SAR for the aggregate, these can be translated into RFR fields which might influence the hearts of exposed personnel. For example, we can use the Radiofrequency Radiation Handbook [6] to find that the 42.6 mW/g effective in changing mean IBI by 1% corresponds to an incident plane-wave field of about 2,000 mW/cm² at 2450 MHz for an adult human. This very intense field would probably not be encountered without manifestation of other, perhaps more detrimental, physiological changes. Of course, a given induced RF field may not cause the identical effect on heart rate that was seen in aggregate beat rate since the intact, innervated heart is carefully regulated. However, RFR effects on aggregate membranes can be used to predict RFR membrane effects, some of which may not be immediately expressed in the activity of the intact heart and nervous system.
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I. INTRODUCTION

Earlier work in our laboratory tested the hypothesis that microwaves induced molecular vibration in divalent metal atoms, or functional protein molecules, in mitochondrial electron transport chains, resulting in inhibition of respiratory chain function and decreased tissue adenosine triphosphate (ATP) and creatine phosphate (CP) concentrations [1]. If this be true, such effect(s) can be measured by continuous fluorimetry monitoring of reduced nicotinamide adenine dinucleotide (NADH), the first entry point to the electron transport chain. NADH excitation (366 ± 5 nm) and fluorescence (460 ± 5 nm) recording techniques were used to continuously record the relative NADH levels in situ before, during, and after microwave exposures. Microwave tissue interaction(s) which inhibit electron transport chain function, or cell functions using ATP, would result in increased NADH and NADH fluorescence.

The measurement of brain NADH fluorescence is complicated by wide variation among animals in the location of blood vessels on the surface of the cerebral cortex. Hemoglobin absorbs both NADH excitation and fluorescence light. Consequently, each animal must serve as its own control. All figures showing NADH fluorescence levels as a function of microwave exposure were optimal curves obtained from a single animal for each exposure type. A minimum of 6 animals were used, for each exposure group, to ascertain microwave effects on NADH fluorescence.

The inhibition of respiratory chain function results in decreased ATP production. However, the CP - CP-kinase + ADP → ATP + creatine interaction, which functions rapidly to sustain tissue ATP, is able to maintain brain ATP at control levels until brain CP is decreased below 60% of control concentrations in normal-cell physiology.

Figure 1 shows the effects of 591-MHz, CW, 13.8-mW/cm² microwave exposures for 0.5, 1, 2, 3 and 5 min on rat-brain NADH fluorescence, CP, and ATP at 35.6 and 39°C brain temperature, and the effect of hypoxia (2% O₂ + 98% N₂) on 35.6°C brain [2] (ATP and CP assays were performed by the method of Lowry and Passomeau [3]). No increase in brain temperature was observed over the entire exposure interval.

It should be noted that in the normothermic brain (35.6°C for urethane anesthesia), the 2% O₂ hypoxia at 0.5 and 1 min caused CP to decrease 21% and 41%, while normal ATP concentration was retained. This was due to the rapid action of the CP - CP-kinase + ADP → ATP + creatine system which sustains ATP at control levels under normal cell physiological conditions. The microwave exposures caused a significant increase in brain NADH fluorescence and decreases in CP and ATP (39.4 and 25.2% respectively after only 0.5-min exposure) after 0.5, 1, 2, 3, and 5 min. The 25.2% decrease in ATP occurred when CP was 60.4% of control. This level of CP under normal cell physiology would maintain ATP within normal limits. Thus the rapid increase in brain NADH fluorescence and decrease in ATP and CP during microwave exposure supports the concept of nonthermal microwave inhibition of electron transport chain function in its production of ATP.
Figure 1. Rat brain ATP and CP normoxic at 35.6 and 39°C with and without microwave exposure, and hypoxic (2% oxygen) at 35.6°C. Unless shown, P < 0.01.

The idea of direct microwave effects, independent of tissue hyperemia on tissues has been controversial [4-10]. In an effort to ascertain if our results could have been related to localized hyperthermia, rat-brain temperature was increased to 39 ± 0.1°C. Brain ATP and CP were determined on sham exposed and nonthermogenic microwave exposures of the 39°C rat-brain temperature [2]. These data are shown in the middle graphs in Figure 1. Note the decrease in brain ATP and CP due to the 3.4°C increase in temperature. This may be attributed to increased metabolism of the hyperthermic tissue, and inability of mitochondrial ATP production and CP - CP-kinase support of ATP to meet the increased intracellular demand for ATP.

When the 39°C rat brain was exposed to the same microwave exposures as the normothermic brain for 0.5, 1, 3, and 5 min, significant decreases with respect to the sham-exposed 39°C brain were observed in ATP and CP. As in the normothermic brain, ATP and CP were rapidly decreased at 0.5 min. This further supports the concept of direct microwave inhibition of mitochondrial electron transport chain function.

Another problem to be resolved was whether the observed microwave effects were frequency specific or general microwave effects independent of frequency. This paper reports the effects of different frequencies between 200 and 2450 MHz, while maintaining the rat-brain surface power density constant, on NADH fluorescence and on ATP and CP.
II. TECHNICAL APPROACH

Animal Preparation and Instrumentation

Male Sprague-Dawley rats, 175-225 g, were anesthetized with urethane (1250-1350 mg/kg, IP injection). The scalp and muscle at the top and side of the skull were removed from the brain area to be studied. A 5 x 5-mm aperture was made through the skull, leaving the dura intact. Animals exposed to 200-thru 2450-MHz microwaves were positioned in a microstrip irradiation system as follows: the head was held rigid in a Teflon head holder and located, directly below a 1.5-cm hole in the upper plate of the microstrip system. This system permitted continuous NADH fluorescence measurements before, during, and after microwave exposures.

The optical head of the 366-nm excitation light source was focused to a 1-2-mm spot on the cerebral cortex of the rat brain. A fiber-optic bundle with plastic tips was positioned approximately 45° to the excitation light beam and at a distance of 1 to 2 cm from the focal spot on the cerebral cortex. The fiber optics were divided approximately 15 cm from the end, and each end attached to a filter-photomultiplier-amplifier assembly. One of these was a 460±5-nm half-band-width (HBW) filter system for measuring NADH fluorescence, the other a 549±2-nm HBW interference filter system for recording general brain fluorescence. This allowed correcting, if necessary, NADH fluorescence measurements for the effect of changes in hemoglobin concentration in the field on NADH fluorescence, as detailed by Kramer and Pearseistin [11].

An ALL 125A microwave generator was used to produce the 200-through 2450-MHz exposures. This was connected to a circulator (Western Microwaves Model 3J-1997, 3JA-2086, or 3JA-2040), a dual direction coupler (NARDA Model 3020A or 3022) (with sensors to the two HP435A power meters for measuring power transmitted to the antenna or microstrip system, and the reflected power), an antenna or microstrip system, and a Termaline Model 8135 Coaxial resistor.

Calculation and Measurement of Microwave Power Absorbed by Test Animal

For applying microwave energy at frequencies between 200 MHz and 2450 MHz, we have used an air-filled stripline for our own construction, and a waveguide horn antenna previously described [1]. The stripline (also known as microstrip) consists of two parallel planes, the width and spacing of which yield a 50-ohm characteristic impedance at any plane perpendicular to the direction of energy propagation. Most of the energy will propagate in a transverse electromagnetic (TEM) wave between the stripline planes as long as the spacing between planes is less than one-half of the wavelength. Thus a line with 6 cm between planes was used at all frequencies up to 2500 MHz. The problem of generation of higher-order modes when a test animal is placed in the line, thus potentially lowering the upper frequency limit of the stripline, will be discussed later in this report.

A diagram of the microstrip system is shown in Figure 2. During a typical exposure with this system, the test animal is placed within the rectangular region indicated. Before the animal is placed in the line, a uniform TEM field (similar to the far-field of an antenna) exists between the conductors spaced 6 cm apart. The width of the uniform field region where the animal will
Figure 2. Microstrip transmission line irradiation system. The conductor of width \( w = 29.5 \text{ cm} \) is a sheet of 0.16 cm aluminum spaced height \( H = 6.0 \text{ cm} \) above an aluminum ground plane in the region where the animal will be placed. \( W \) and \( H \) are adjusted in other regions to maintain a 50-ohm characteristic impedance throughout.

be placed is about \( 1.3 \times \) height (\( H \)), or 7.8 cm for the line in Figure 2. Fiber-optic light guides for the time-sharing fluorimeter are located immediately above a small hole (1.5-cm diam.) cut in the conductor plane (width \( w \sim 29.5 \text{ cm} \)). The hole causes a small but negligible perturbation of the field.

**Rat-Brain Dosimetry in Microstrip Line**

We used the following method to calculate and measure power absorbed at a given point within the brain of the test animal. For a long biological sample in the microstrip line, as for a 320-g rat, the power transmitted longitudinally through the animal is zero. Hence, from equation (11) of
Joines et al. [12], we find at depth $z$ within the test animal from the surface nearest the source:

$$
\frac{P_a(z)}{P_i} = \frac{2}{\delta} \frac{\left(1 - |\rho|^2\right)\left(1 + \Delta n_a\right)e^{-2z/\delta}}{\nu_a} \text{mW/g mW/cm}^2
$$

where $\delta$ is the depth of penetration given by [12].

$$
\delta = \frac{2\text{Re}n}{\sigma|\eta|^2}
$$

where $\rho$ is the reflection coefficient given by

$$
\rho = \frac{n-n_0}{n+n_0}
$$

where

$$
\eta = \frac{n_0}{\nu e^*}
$$

$n_0$ is 377 ohms, $e^*$ is the relative complex permittivity of the biological tissue, and $\sigma$ is the conductivity of the tissue.

For a 320-g rat facing the source and parallel to the propagation direction, the height and width of the animal are approximated by $H = 2.13$ cm and $W = 4$ cm. With $H = 6$ cm, we find $W = 1.5$ cm from equation (4) of [12], or from Figure 3, which is plotted from equation (4) of the reference cited. Thus (3) becomes

$$
\frac{P_a(z)}{P_i} = 2.75 \frac{\left(1 - |\rho|^2\right)e^{-2z/\delta}}{\delta}
$$

For brain tissue, $\delta$ and $|\rho|^2$ vary with frequency [13]. For example, Figure 4 shows $\delta = 7.7$ cm, $|\rho|^2 = 0.69$ at 200 MHz; $\delta = 6$ cm, $|\rho|^2 = 0.61$ at 400 MHz; and $\delta = 5.1$ cm, $|\rho|^2 = 0.55$ at 600 MHz. Using the values and equation (5) we calculated power absorbed at a depth $z = 1$ cm for three frequencies:

$$
\frac{P_a}{P_i} = 0.078 \text{ mW/g mW/cm}^2 \text{ at 200 MHz},
$$

$$
\frac{P_a}{P_i} = 0.131 \text{ mW/g mW/cm}^2 \text{ at 400 MHz},
$$

$$
\frac{P_a}{P_i} = 0.150 \text{ mW/g mW/cm}^2 \text{ at 600 MHz}.
$$
Figure 3. Apparent width increase of a rectangular sample of height $H$ and width $w_s$ in a uniform field of height $H$.

Figure 5 shows the values measured at about the same depth within a dead rat, using a Vitek model 101 probe, compared with our calculated values using equation (5).

The density of absorbed power at a site within the rat brain was estimated from the relationship:

$$P_a = K p c \Delta T/t$$  \hspace{1cm} (6)

where $P_a$ is the density of absorbed power in W/cc; $K$ is 4.186 joules/cal, $p$ is the tissue density in g/cc; $c$ is the specific heat of tissue in cal/g/°C; $\Delta T$ is the temperature change in °C; and $t$ is the time in seconds.

From equation (6), if the temperature increase versus time is plotted from a given $P_a$, the initial slope of the curve is $P_a$ divided by $K p c$. By recording the temperature increase versus time at successive 1-cm depth of the brain of the animal during a fixed level of irradiation, and using the values of 1.05 g/cc and 0.88/g/°C for the density and specific heat found in brain tissue [14], we derived densities of absorbed power and SAR from the $\Delta T/t$ values recorded.
Discussion and Results and Prediction of Waveguide Modes

The rectangular sample has been assumed to be infinitely long in equation (1). This assumption is valid if the front and back surfaces of the sample are isolated by 20 dB or more of attenuation, which occurs when \( L/\delta \geq 2.31 \) (as derived in reference [12]), where \( < \) is the sample length and \( \delta \) is penetration depth. For a 320-g rat, \( L \) is about 20 cm, and \( L/\delta \) exceeds 2.31 at all frequencies above about 100 MHz.

Equation (1), which is plotted as the solid curve in Figure 5, does not take into account resonance effects due to animal size and shape. However, the measured SAR, or \( P_a/P_t \), exhibits a resonance peak at 600 MHz. In fact, up to about 800 MHz, the measured SAR follows the pattern of SAR versus frequency obtained for the free-field exposure of a prolate spheroid model of a medium-sized rat (320 g). The difference is that our measured results are shifted downward in frequency so that the resonance peak occurs at 600 MHz instead of about 750 MHz, as given by the RF Dosimetry Handbook [15]. Since in our
situation the animal is on a ground plane, the downward shift of frequency is expected.

Figure 5. \( \frac{P(z)}{P_1} \) vs. frequency at \( z = 1 \) cm in rat brain

Above 800 MHz the measured SAR in Figure 5 is not predictable by our calculations or by the RF Dosimetry Handbook. At frequencies above 800 MHz we concluded that higher-order modes (higher than TEM) or waveguide modes exist within the line when the test animal is present. The lowest order waveguide mode that can exist in the microstrip is when the height \( H \) in Figure 1 is electrically equal to one-half wavelength. With no animal in the line, frequency, velocity and wavelength are related by:

\[
f = \frac{\nu_0}{\lambda} = \frac{3 \times 10^{10}}{\lambda} \text{ cm/sec} \tag{7}
\]

\[
H' = (H - h) + h \sqrt{\varepsilon_r} \tag{8}
\]

Hence, the frequency at which \( H' = \lambda/2 \) is

\[
f = \frac{\nu_0}{2H'} = \frac{\nu_0}{2H_0 + 2h \sqrt{\varepsilon_r}} \tag{9}
\]

Taking \( \varepsilon_r \approx 49 \) for brain tissue, and \( h = 2.13 \) cm (as used earlier), we have

\[
f' = \frac{3 \times 10^{10}}{2[3.87 + (4.26)]} \text{ cm/sec} = 800 \text{ MHz} \tag{10}
\]
At this frequency and above, therefore, waveguide modes of propagation would be expected to exist within the line, thus complicating SAR determinations.

It is worth emphasizing that waveguide modes between 800 MHz and 2500 MHz can only exist along the approximately 25-cm section of line occupied by the body of the 320-g rat. The fact that the entire body of the rat is within the line and oriented along the direction of propagation serves to introduce waveguide modes at the relatively low frequency of 800 MHz. If only the head of the rat had been protruded into the line, much of the complication in determining SAR above 800 MHz would have been avoided.

The measured specific absorption rates (mW/g/mW/cm) for the designated frequency are summarized below:

<table>
<thead>
<tr>
<th>Frequency (MHz)</th>
<th>Microstrip SAR (mW/g/mW/cm²)</th>
<th>Frequency (MHz)</th>
<th>Microstrip SAR (mW/g/mW/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.046</td>
<td>700</td>
<td>0.146</td>
</tr>
<tr>
<td>300</td>
<td>0.098</td>
<td>800</td>
<td>0.110</td>
</tr>
<tr>
<td>400</td>
<td>0.110</td>
<td>900</td>
<td>0.143</td>
</tr>
<tr>
<td>500</td>
<td>0.148</td>
<td>1000</td>
<td>0.189</td>
</tr>
<tr>
<td>591</td>
<td>0.185</td>
<td>2450</td>
<td>0.368</td>
</tr>
</tbody>
</table>

III. RESULTS

The change in NADH fluorescence (as % of preexposure baseline) vs microwave frequency (400 to 600 MHz) is shown in Figure 6. The microwave frequency was varied by 10-MHz increments except in the 560- to 570-MHz and the 590- to 600-MHz intervals where smaller increments were studied, i.e. 560, 562, 564, 566, 591, 593.5, and 596. In addition, 4 animals were studied at 455 MHz. Additional studies of microwave effects on brain NADH fluorescence were made at 200, 300, 360, 380, and 390 MHz for frequencies below 400 MHz, and in 100-MHz intervals from 700 to 2400 MHz, and at 2450 MHz.

Distinct frequencies which caused increases in NADH fluorescence were observed at 200, 360, 380, 390, 400, 410, 430, 455, 460, 530, 540, 550, 560 to 566, 570, and 591 - 596 MHz. Decreases in NADH fluorescence were observed at 330, 500, 700, 800, 900 MHz, 14 mW/cm², CW exposures. In the 100-MHz-interval studies from 1000 to 2400 MHz and at 2450 MHz, 14 mW/cm², CW exposures, no changes were observed in NADH fluorescence. In addition, no changes in brain NADH were observed in any animal at the 420, 450, 470, 480, 490, 510, 520, and 600-MHz frequencies. In some animals, but not all, no changes in brain NADH fluorescence were observed at 410, 440, 500, 540, 553, 570, 580, and 590-MHz exposures. Thus the microwave effects of inducing changes in brain NADH fluorescence levels were found to be frequency specific (i.e., photon energy dependent) over the range of 200 to 900 MHz. In the region of 1000 to 2450 MHz - where waveguide modes exist in the rat when the animal is present in the microstrip - no changes in brain NADH fluorescence levels were
observed with the 14 mW/cm², CW exposures. The microwave-induced increase in rat-brain NADH fluorescence cannot be a general property of all microwave interaction with biological systems. It must be considered to be frequency (or photon energy) dependent.

Figure 6. % ΔNADH fluorescence of rat brain vs microwave frequency (MHz) for 14 mW/cm², CW exposures. Each x represents a different animal at the individual frequency. Most animals were observed at each frequency shown with recovery time permitted between each observation. (Solid circles, the remaining 13 animals showed no change. Solid squares, no change observed in any animal.) At approximately 20 points the ΔNADH was the same % and is shown immediately above or below the point - depending on the space at that frequency.

The changes in rat-brain NADH fluorescence for 20 min and 30 min, 530-MHz, CW, 2.55-W/kg brain SAR, microwave exposures are shown in Figure 7 for 2 different animals. NADH fluorescence rapidly returned to baseline at the end of exposure in both animals.
The rat which showed the 35% change in brain NADH fluorescence (Figure 7) was allowed to recover for 40 min post exposure. At that time, this animal was exposed to 530-MHz, CW, 3.82-W/kg brain SAR microwaves for 40 min; brain NADH fluorescence was continuously monitored before, during, and after exposure (Figure 8). The NADH fluorescence increased to 5% through 15 min, increased to 25% from 15 to 28 min, and decreased to 13% from 28 to 40 min when the exposure was stopped. At the end of the exposure the NADH fluorescence remained the same through 10 min and returned to baseline at 30 min post exposure; and 45 min post exposure the same animal was exposed to 530-MHz, CW, 5.10-W/kg brain SAR microwaves. The changes in NADH fluorescence at this power level are shown in Figure 8. The NADH fluorescence increased more slowly than for the previous 3.82-W/kg exposure, reaching 26% at 40 min when the exposure was stopped. After power cut off, the NADH fluorescence continued to increase to 28% through 5 min, leveled off at 27% from 5 through 35 min, and slowly dropped to 22% from 35 through 55-min recovery interval. This animal had been under anesthesia for over 4 hr.
Figure 8. Changes in rat brain NADH fluorescence vs exposure or recovery time; 530-MHz, CW, 3.82-W/kg or 5.10-W/kg brain SAR.

Since there were possible accumulative microwave effects in the brain, a second animal was exposed to 530-MHz, CW, 5.10-W/kg brain SAR for 20 min. The change in brain NADH fluorescence vs time before, during, and after the exposure is shown in Figure 9. The NADH fluorescence increased to 28% from 0 to 8 min, then decreased to 11.5% from 8 to 20 min when the exposure was stopped. The recovery period showed NADH decreasing slowly to 7% through 15 min, remained at 7% through 27 min, and slowly returned to baseline at 40 min where it remained through 60 minutes.

After the 60-min recovery interval, the animal was exposed to 591-MHz, CW, 2.55 W/kg SAR microwaves for 40 min. The change in NADH fluorescence for this exposure is shown as a function of exposure and postexposure times in Figure 10. At the end of the 40-min exposure period the brain NADH fluorescence had increased to 27%. After the exposure, NADH fluorescence increased to 32.5% from 0 to 10 min, held this level through 30 min, and slowly decreased to 17% at 150 min post exposure.
Figure 9. Change in rat brain NADH fluorescence vs exposure or recovery time; 530-MHz, CW, 5.10-W/kg brain SAR.
Figure 10. Change in rat brain NADH fluorescence vs exposure or recovery time; 591-MHz, CW, 2.55 W/kg brain SAR.
The 591-MHz prolonged exposure at 2.55-W/kg brain SAR showed a different NADH fluorescence response than the 530-MHz, 2.55-W/kg exposures. This could have been the result of accumulative effects from the earlier 530-MHz, CW, 5.10-W/kg brain SAR plus the 591-MHz exposure. Additional animals will have to be similarly exposed to ascertain if these changes in NADH fluorescence during and after microwave exposures have similar responses in all animals, or if there are significant differences in the recovery ability among animals.

The change in rat-brain ATP and CP as a function of time of exposure (0.5, 1, 2, 3, 5, 10, 15, and 20 min) is shown in Figure 11 for 591-MHz, CW, 13.8-mW/cm² (2.5-W/kg brain SAR) microwaves [1]. The decreases in ATP and CP from 5 through 20 min correlate well with the increase in brain NADH fluorescence. The prolonged exposure effect of decreasing ATP through 20 min should be correlated with other functional studies, which require ATP, in the brain to ascertain if major changes are occurring in cell physiology.

The change in rat-brain NADH fluorescence, ATP and CP, is shown as a function of exposure time for 200, 591, or 2450-MHz, CW, 13.8-mW/cm² microwaves in Figure 12 [2]. The 2450-MHz exposures caused no significant changes in brain NADH fluorescence, ATP, and CP over the 5-min exposure.
There is one major difference between the 200- and 591-MHz exposures and their effects on brain ATP and CP. Exposures at both frequencies resulted in significant decreases in ATP at all exposure intervals. The 591-MHz exposures resulted in significant decrease in brain CP, exceeding the % decreases in ATP at each exposure interval. It was noted during the 591-MHz experiments that approximately 1 of 5 exposed brains had normal CP levels with an accompanying greater decrease in brain ATP than usually seen. However, each exposure-interval group had brain CP significantly decreased from control levels when statistically comparing the group with controls by a 2-group comparison Student’s t-test. The 200-MHz microwaves caused significant decrease in brain ATP at all exposure intervals, but no exposure group had brain CP statistically different from controls. For all time intervals only one of 31 CP observations for 200-MHz microwaves fell outside the 95% confidence limit for controls.

We hypothesized, on the basis of finding decreased brain ATP but normal CP, that 200-MHz microwaves inhibit the CP + CP-kinase + ADP interactions such that the system is incapable of transferring the high-energy phosphate bond from CP to ADP to yield creatine plus ATP. (Under normal conditions the CP to ADP transferase action (CP-kinase) to yield creatine and ATP, occurs so rapidly that the brain CP can drop as low as 60% of normal and still sustain ATP within normal limits.) The 200- and 591-MHz exposure data support the concept that the microwave exposures at 200 MHz and 591 MHz inhibited mitochondrial electron transport chain function.
It is conceivable that if the 200-MHz exposures were increased in power, the decrease in ATP would resemble that seen with 591-MHz microwave exposures. The SARs are 0.046 and 0.04185 for 200- and 591-MHz exposures, respectively. For a 13.8-mW/cm² surface power density, the SAR at 200 MHz was only 21.9% of the 591-MHz SAR, i.e., 0.56 vs 2.55 W/kg. An SAR of 2.55 mW/g at 200 MHz might cause a greater decrease in brain ATP over the exposure intervals. As indicated above, the data at 200 and 591 MHz suggest the possibility that the two frequencies may be inducing molecular oscillations at 2 (or more) different points along the transport chain. Lower SAR would be required at the 200 MHz interaction to cause the same degree of inhibition as that observed at 591 MHz.

IV. SUMMARY AND CONCLUSIONS

The inhibition of rat-brain mitochondrial electron transport chain function by microwaves as shown by increase in NADH fluorescence and decrease in ATP and CP is frequency (thus photon energy) dependent. It is hypothesized that microwaves induced dipole oscillations in critical protein molecules along the respiratory chain, with subsequent inhibition due to rigid stereospecificity requirements of the molecule for the chain to function. The same mechanism would apply to the 200-MHz microwave inhibition of CP-kinase. Similarly, any enzyme-substrate combinations might be affected by microwaves in the same manner. There are multiple enzymes (reductases, dehydrogenases, and transferases) associated with entry points to, along, and at the end of the electron transport chain. It is possible that there are multiple locations (preceding, along, and terminating the chain) where microwave-induced dipole (thus molecular) oscillations could occur. Each such location could have a different natural resonance frequency, threshold SAR, and SAR to produce the maximum effect, the requirements being dependent upon molecular structure and the critical role of the molecule in its specific function at the location of activity, including metal atoms where involved. Thus, there may be multiple frequency-specific sites (enzymes, cofactors, cytochromes, etc) and different threshold SAR values where microwaves could inhibit electron transport chain function. Similarly, there may be multiple anabolic and catabolic enzyme reactions throughout the cell which could be microwave inhibited at the proper frequency(ies) and SAR level(s) that may be below thermogenesis. Each enzyme system would have to be studied individually to ascertain such effects. The NADH fluorescence methods for following the function of the electron transport chain only shows that there has been an effect at some point along the chain. It is recognized that there are multiple enzyme focal points along the respiratory chain, of which only one would have to be inhibited to produce the observed effects of increased brain NADH fluorescence and decreased ATP and CP. It is essential, however, that the frequencies from 1 to 800 MHz be scanned to determine if there are narrow or broad frequency specific effects on such enzyme(s) function(s).

The data from 1000- to 2450-MHz exposures showing no changes in NADH fluorescence, ATP, and CP suggest that these higher frequencies are incapable of inducing molecular oscillations along the electron transport chain. This is consistent with Pethig's [16] observation that microwave-induced dipole oscillation in protein solutions is observed mainly in the 30 - 300-MHz frequency range - with some microwave-induced protein oscillations being observed at frequencies as high as 900 to 1000 MHz.
All observed decreases in brain [ATP] and [CP] at 591 MHz were at power levels that did not cause an increase in the exposed brain temperature (200-MHz, CW, 13.8-mW/cm\(^2\), 0.63 W/kg brain SAR, and 591-MHz, CW, 13.3-mW/cm\(^2\), 2.55 W/kg brain SAR) as measured by a Vitek 101 temperature probe over 30-min exposure intervals. It is proposed that this is a nonthermal, direct microwave effect at the specific frequencies.

Energy metabolism is a common denominator to all life and is essential to sustaining life in all cells and tissues. Further studies of the effects of microwaves on energy metabolism should include other critical tissues (e.g., heart, liver, and kidney) and the frequency spectrum of 10 to 1000 MHz where microwave-induced protein oscillations have been observed [16].
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I. INTRODUCTION

We have recently undertaken a review of the literature concerning the effects of electromagnetic radiation on calcium function in the brain. The report consisted of two main parts: a review of the effects of radiation on calcium function in the nervous system, and a review of the roles played by calcium in normal neuronal function. We have since proposed to study calcium-dependent protein phosphorylation in brain, an important molecular mechanism through which calcium regulates neuronal function, and the effects of electromagnetic radiation on calcium-dependent protein phosphorylation in the brain.

II. TECHNICAL APPROACH

In the experimental work which we have reviewed, a variety of experimental facilities, dosimetry, biological procedures, computer support, statistics, and data processing were used by the various investigators. In particular, the studies of calcium efflux in the brain by Drs. Adey and Blackman and their co-workers employed both low-frequency (1-32 Hz) electromagnetic radiation as well as amplitude modulation at frequencies of 0.5-35 Hz of a very high radiofrequency carrier (50-450 MHz).
III. RESULTS/PROGRESS

A. Effects of Electromagnetic Radiation on Calcium Function in the Brain.

The major area of research that relates to radiation and brain calcium per se is that of Drs. Adey and Blackman and their co-workers. These investigators have studied the effects of radiofrequency radiation on the efflux of radiolabeled calcium from nervous tissue. Exposure of mammalian or avian brain tissue to weak electromagnetic fields causes a decrease in the efflux of calcium from the tissues when the frequency is low (6-16 Hz), but an increase when these same low frequencies are used to modulate a very high radiofrequency carrier (50-450 MHz). The radiation-induced changes in calcium efflux exhibit both a frequency window (the effects not being observed at frequencies lower than 6 Hz or greater than 20 Hz) and a power window which is relatively narrow (the effects being obtained only between 0.1 and 1.0 mW/cm²). For the cat cortex, tissue gradients are of the order of 100 mV/cm, and are thus comparable with the gradients of 20-50 mV/cm associated with the electroencephalogram. Weak direct electrical stimulation of the cortex leads to an increase in labeled calcium efflux.

Despite the large number of studies on calcium efflux, few studies have sought to determine the source of the calcium involved in the observed efflux, the mechanism by which radiation alters calcium efflux, and the functional implications of the radiation-induced changes in calcium efflux. Therefore, while these studies on calcium efflux are potentially interesting, they fail to demonstrate physiologically significant effects of radiation on calcium function in the brain.

B. Functions of Calcium in the Brain.

Investigators interested in the effects of electromagnetic radiation on calcium function in the brain have concentrated their efforts on radiation-
induced alterations in calcium efflux from brain tissue instead of studying the
effects of radiation on a wide variety of neuronal processes in which calcium is
known to play an essential role. Many important physiological functions of
neurons involve calcium. For example:

(1) External calcium stabilizes excitable membranes

(2) External calcium enters excitable cells, thereby providing some
of the current for the action potential

(3) Internal calcium regulates the permeability of neuronal membranes
to other cations

(4) The movement of calcium into nerve terminals regulates the synthesis of neurotransmitter in nerve terminals

(5) The movement of calcium into nerve terminals mediates the release of neurotransmitter from nerve terminals.

In recent years, much has been learned about the molecular mechanisms through
which calcium acts in the nervous system. In particular, there is increasing
evidence to suggest that calcium activation of a type of enzyme, protein kinase,
mediates many of the important functions of calcium in neurons.

Future studies on radiation and brain calcium, therefore, should be
designed to go beyond both a simple redemonstration of previously observed effects
on calcium efflux and a demonstration of effects that are difficult to interpret.
In order to determine whether radiation alters calcium function in the brain,
for example, one should study the effects of radiation on a series of well-
described model systems of calcium action in neurons. Such model systems exist
both at the level of the physiological actions of calcium and at the level of
the molecular actions of calcium. One such model system is protein phosphorylation.
C. Proposed Studies on Calcium-Dependent Protein Phosphorylation and the Effects of Electromagnetic Radiation on Calcium-Dependent Protein Phosphorylation in the Brain.

Over the past several years, my colleagues and I have obtained much evidence to support the hypothesis, mentioned above, that many of the effects of calcium in the nervous system may be mediated by protein phosphorylation. The first demonstration of calcium-dependent protein phosphorylation was obtained by utilizing rat brain synaptosomes prelabeled with $^{32}$P-phosphate. Brief exposure of synaptosomes to depolarizing agents, which are known to increase calcium movement into synaptosomes, increased the incorporation of phosphate into many protein bands as analyzed by SDS-polyacrylamide gel electrophoresis. Incubation of synaptosomes in calcium-free medium blocked the depolarization-induced changes in protein phosphorylation. More recent work has suggested that this calcium-dependent phosphorylation is the result of the activation by calcium of calcium/calmodulin-dependent protein kinases. In contrast to cyclic AMP-dependent and cyclic GMP-dependent protein kinases, where there appears to be only one catalytic enzyme for each type of activity, brain apparently contains a minimum of four distinct calcium/calmodulin-dependent protein kinases which display different substrate specificities.

Various in vitro studies of brain tissue have identified more than ten distinct endogenous phosphoproteins that exhibit calcium-dependent phosphorylation. Support for the contention that at least some of these phosphoproteins are physiologically relevant components of neuronal function is provided by studies which demonstrated that depolarization of intact brain slices increased the phosphorylation of several specific proteins. The most prominent phosphoprotein amongst this group, Synapsin I (MW 80,000), has been purified to homogeneity and extensively characterized. Synapsin I is a neuron-specific protein that is concentrated at
synapses where it appears to be predominantly associated with neurotransmitter vesicles. Recently, the state of phosphorylation of Synapsin I has been shown to be regulated, in a calcium-dependent manner, by impulse conduction under physiological conditions. In addition to Synapsin I, other endogenous phosphoproteins that exhibit calcium-dependent phosphorylation are presently being investigated.

We propose to study further the many components of the calcium/calmodulin-dependent protein phosphorylation systems of the brain and to determine whether acute or chronic radiofrequency radiation alters some aspect of these protein phosphorylation systems. We propose to determine whether irradiation of laboratory animals alters the total amount, the regional distribution, or the subcellular distribution either of any of the various calcium/calmodulin-dependent protein kinases in brain or of any of the various endogenous substrate proteins for the protein kinases in brain. In addition, we propose to determine whether radiation alters the ability of depolarizing agents to regulate the phosphorylation state of any of the various substrate proteins for calcium/calmodulin-dependent protein kinases in synaptosomes or in brain slices. Furthermore, we propose to study the effects of radiation on neurotransmitter release by determining whether irradiation of animals (a) alters the basal release of neurotransmitter from isolated synaptosomes, (b) alters the ability of depolarizing agents to stimulate the release of neurotransmitter from synaptosomes, or (c) alters the ability of various modulatory compounds to regulate either the basal or the depolarization-stimulated release of neurotransmitter from synaptosomes.

IV: SUMMARY AND CONCLUSIONS:

With well-designed studies, it should be possible to ascertain whether electromagnetic radiation does, indeed, alter neuronal function, whether such
alterations in function involve calcium, and, if so, to identify specifically the molecular processes involved.
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I. **INTRODUCTION**

The purpose of this project is to review critically published reports dealing with the possible interaction of radiation sources and the activity of calcium ions in the brain. Calcium is a most important and clearly pivotal cation underlying the functioning of nerve cells in all of their molecular complexity. The applicability to the human situation of exposure to various sources of radiation is, therefore, of paramount importance in relation to possible aberrant activity of calcium ions and the impact of such an effect on the normal operation of the nervous system.

II. **TECHNICAL APPROACH**

Pertinent studies are analyzed, evaluated, and/or interpreted in an unbiased effort to ascertain their scientific validity as well as their functional significance to the issue surrounding the possible interaction between calcium and radiation (Myers & Ross, 1981). The neuropharmacology of the Ca\(^{++}\) ion has been a topic of wide interest to scientists since the turn of the twentieth century. Numerous original papers based on experimental work on calcium's effect on the brain were published prior to World War II (e.g., review of Myers, 1974a). Since the late 1960's, the study of the neurophysiology of Ca\(^{++}\) ions has burgeoned. Investigations into the questions of energy metabolism, body temperature regulation, transmitter release, and even behavior have been undertaken (e.g., review of Myers, 1978).

How each major result could bear upon the Ca\(^{++}\) ion-radiation issue has been dealt with in terms of the general biological effects of radiation, with a special emphasis placed upon the central nervous system. Thus, we have
considered in some detail the *in vivo* and, in some cases, *in vitro* effects of different parameters of nonionizing radiation on nerve and sensory tissues.

A. **CALCIUM AND BRAIN FUNCTION**

Recent observations strongly suggest that Ca\(^{++}\) ions play a unique role in specific neural control and other functions for which the brain is responsible. One relative comprehensive set of findings accumulated over the last 10 years implicates Ca\(^{++}\) ions in the establishment and maintenance of the steady-state and stable body temperature of 37°C (Myers, 1974b), commonly referred to as the "temperature set-point."

A brief summary of this evidence is as follows (Myers, 1978; 1981): (1) A change in the ratio of sodium to calcium ions in the posterior hypothalamus shifts the set-point temperature up or down as the ratio favors the localized concentration of Na\(^{+}\) or Ca\(^{++}\) ions, respectively; (2) a fever of bacterial origin, which deflects the set-point temperature upwards, causes an efflux of Ca\(^{++}\) ions that is presumably due to membrane destabilization and/or unbinding of Ca\(^{++}\) ions specifically within the posterior hypothalamus and perhaps other parts of the brain; (3) a thermal challenge, caused either by peripheral cooling or heating or by cold or heat applied to hypothalamic thermosensitive neurons, produces a marked shift in Ca\(^{++}\) ion kinetics, including tissue efflux, depending upon the nature of the stimulus, hot or cold; (4) an exercise-induced increase in set-point temperature evokes the efflux of Ca\(^{++}\) ions from the hypothalamus; and (5) an antipyretic administered to the febrile animal inhibits the efflux of Ca\(^{++}\) ions as set-point temperature declines to the normal level.

Other physiological processes which utilize an ionic mechanism involving calcium include the functions of sleep and arousal as well as emotional
behavior. Considerable support also is building for Ca\textsuperscript{++} ions' role in the diencephalic control of the ingestive process of feeding and the set-point for body weight (Myers, 1978). Overall, energy exchange and thermal input to tissue influence lability of tissue Ca\textsuperscript{++} ions rather remarkably.

B. RADIATION EFFECTS ON NEURAL SYSTEMS

Insofar as the human is concerned, there are little quantitative data, which are collected with rigidly executed controls, to suggest that a given RF field is a primary cause of a specific set of symptoms. Graves et al. (1979) conclude that ELF and RF effects on tissue can be likened to the "Cheshire Cat Phenomenon" - here today and gone tomorrow, but eventually appearing, given patience, at least transiently. Nearly all experiments, however, in which microwaves or other radiation sources reportedly exert a specific effect on a neural system can trace their result to a thermal effect, i.e., physiologically significant rise in temperature of the tissue sample.

Considerable debate now exists over the artifactual or real nature of microwaves on auditory and vestibular structures. It is generally agreed upon by most workers in this subarea that RF pulses and other radiation act on these sensory organs by a mechanism which originates as a focal temperature differential. Within the organ of Corti, a localized wave or pressure is set up as the microwave energy is converted to thermal energy (Chou et al., 1980), which in turn produces the perceived sensation. Similarly, a temperature differential in the intralabyrinthine space, following absorbance of the heat generated by microwave radiation, produces caloric stimulation of the vestibular apparatus.
The blood-brain barrier is purportedly broken down by microwave and other forms of radiation (Frey et al., 1975). However, other reports do not support this possibility. In fact, it is possible that the data collected originally which show field-induced perturbations of the barrier were misinterpreted (e.g., review of Myers & Ross, 1981). An equally likely explanation put forth recently is that the effects of radiation on the blood-brain barrier are related entirely to the focal increase in the temperature of the brain's parenchyma (Lin, 1980).

Changes reported to occur in the electrical activity of the brain (EEG), CNS transmitters, or in on-going behavior in an operant task following irradiation of the test animal are disappointing unconvincing. Clearly, if an animal is agitated, aroused, or otherwise incapacitated by a transient but intense hyperthermic episode, EEG activity and/or all other aspects of behavior will be affected in some way. Typically, focal changes in the brain's temperature have not been obtained. However, in several behavioral and EEG studies, the observed effect of a radiation source is traced directly to a localized heating of tissue. Actually, Stern (1980) concludes that the behavioral effect of microwaves depends on no other mechanism than the animal's reaction to heat. Corollaries to this deduction are readily found in the literature on neurotransmitters as well. For example, Merritt et al. (1975) demonstrated that changes in catecholamine level in the brain of the rat depend solely on the power density of the radiation parameter.

III. RESULTS/PROGRESS

The main group of workers to whom the idea of a radiation-calcium interaction is attributed is that of Adey in California. In a series of papers
published in the mid-1970's, Bawin, Adey, and colleagues examined the efflux of Ca++ ions from brain tissue as a consequence of UHF or extremely low frequency (ELF) radiation. This work is well summarized (review of Adey, 1979) as follows.

In the newly hatched chick, the brain was excised, placed in a tube containing $^{45}$Ca++ in a Ringers medium without oxygen, and exposed to several fields of varying strength. When the field was amplitude modulated at 147-MHz frequencies at 9, 11, and 16 Hz, a 14% to 18% increase in Ca++ efflux from the chick brain occurred. Later, Bawin and Adey reported that at 10- and 56-V/m sine wave electrical fields, the 6- and 16-Hz frequencies produced an in vitro suppression of $^{45}$Ca++ in the chick brain preparation. Ca++ ion efflux from gastrocnemius muscle was unaffected by ELF field exposure; moreover, processing the tissue samples at 30°C did not alter the results. Thus, the existence of a 16-Hz "window" was proposed.

Using the same isolated chick brain preparation, the "window" idea was expanded. In different experiments, Adey and co-workers reported that the efflux of $^{45}$Ca++ at 0.1-mW/cm$^2$ field intensity was greater than at other intensities ranging from 0.05 to 2.0 mW/cm$^2$. As a result, an "amplitude window" was proposed for a weak, 450-MHz field sinusoidally modulated at 16 Hz. In all of these experiments, the data are presented in terms of percent changes. Parametric ($t$) statistical analyses were done on percentage data, and no actual "raw" data in terms of CPM of $^{45}$Ca++ were presented. In some cases, all tissue samples were discarded by Adey and colleagues when the values of their $^{45}$Ca++ radioactivity exceeded a certain standard deviation level, preselected by the authors, which thus precluded their inclusion in the study.
Two other groups of researchers are known to have attempted to replicate the Ca\textsuperscript{++} ion efflux studies. One has failed to do so (Shelton & Merritt, 1980), but the full report is not yet available. The other group reports that the findings can be replicated. Blackman et al. (1980) used the same excised-tissue incubation preparation, followed the same laboratory procedures, and employed the same parameters of radiation field exposure. Data were "mass normalized" and presented then as "\(V_t/V_c\) ratio (v=variable, t=treated, c=control). Again, absolute data on changes at levels of radioactivity in terms of CPM were not provided to the reader.

Close scrutiny of the results of Blackman et al. (1980) reveals that the statistical differences in efflux were due apparently to the variation (decline) in the ratio values of the control (sham exposed) samples of brain tissue. Graphical plots of the ratio, not actual data, obtained from the table published in the text show that there is a normal, but close, variation around a mean "\(V_t/V_c\)" ratio. Figure 1 presents the "exposed" data plotted together as power density at 16- and 9-Hz levels of exposure of chambers containing 4 and 10 tubes of chick brains (\(\bar{x}\) = computed mean of the five values in each case). Figure 2 shows the same results for the "sham," nonexposed brains and reveals that at two power densities, 0.55 and 0.83, one or more average "\(V_t/V_c\)" values are sharply lower than the mean. It is not known whether such differences among "sham" controls are significant, nor whether there is indeed homogeneity of variance across the "exposed" samples and, hence, no difference. Availability of actual CMP values for all groups would perhaps provide an answer to this vital question and help substantiate the validity of the "replication" studies.
Figure 1. Re-plot of data from Blackman et al. (1980), presented in their Table 1, showing mean Vt/Vc $\frac{45}{\text{Ca}^{++}}$ efflux from chick brain exposed under the three conditions as denoted. $\overline{X}$ - dotted line is average of 5 values.
Figure 2. Re-plot of data from Blackman et al. (1980), presented in their Table 1, showing mean Vt/Vc $^{45}$Ca$^{++}$ efflux from chick brain during sham control under the three conditions as denoted. $\bar{x}$ - dotted line is average of 5 values.
IV. SUMMARY AND CONCLUSIONS

Studies of the physiology of calcium kinetics in living tissue show that the cation is very labile from the standpoint of both membrane and intracellular stores (Ross, 1979). The metabolism, activity, movement, or transport of calcium clearly reflects physiological events in the nervous system (Myers, 1974b). In the case of a temperature perturbation brought about by external heating of the body or by a bacterial challenge, the actual measured deflection in body temperature does not occur until well after calcium efflux ensues (Myers et al., 1976). In fact, calcium activity, unbinding or release, serves to signal either (1) the onset of a temperature change or (2) the occurrence of a thermal challenge in response to which the subsequent compensatory physiological reaction keeps the animal's temperature stable. Therefore, a thermal effect may indeed cause a change in calcium kinetics without the measure of the temperature taken being immediately quantifiable. An important behavioral corollary of this physiological situation is noted in the observation of Adair and Adams (1980): neither skin nor core temperature is necessarily deflected in response to microwave heating simply because the animal's compensatory responses offset the warm thermal challenge.

Clearly there are notable misconceptions about the thermal effect of a radiation stimulus, as illustrated by titles of literally hundreds of articles in this field. Typically they read, "Effect of microwave radiation on ... (a given function)," whereas a more appropriate title might be "Effect of heating on ...," or "Effect of heating by electromagnetic field ...," or "Thermal effects produced by radiation ..." The reason for this statement is that
in every section and subdiscipline covered in the review of Myers & Ross (1981), a temperature change has always been implicated in one way or another, and always by one or more groups whenever the crucial experiment was done. In nearly all experiments, there was disappointingly no proper attempt made to quantitate the thermal effects of the radiation source, notwithstanding the fact that in some cases, such as single neuron studies, a measurement of focal temperature was not feasible. For example, because of present technical limitations, one cannot impale a single cell with a thermistor or a thermocouple, even of the miniaturized variety.

Even though a thermal influence may ostensibly be ruled out experimentally by a physical (thermocouple) measure, one, nevertheless, cannot be absolutely certain of the localized thermal effects at the cellular or subcellular level of a radiation source. Surely it would seem too early to invoke an unknown or "magical" physiological quality of a microwave, RF, ELF field, or other source of radiation. In fact, to speculate about membrane properties that are below the level of identification interacting with some unidentified "force" of a radiation field represents an intellectual trip into Alice's Wonderland, at least at this stage in our scientific knowledge.

The road is clearly outlined ahead for what must be done and what technologies must be achieved. In future investigations of radiation effects on the brain's Ca²⁺ ion activity, essential considerations would include these points:

1. The use of in vivo material - a live animal as a test subject is preferable, with the preparation serving as its own control whenever possible. Sophisticated surgical perfusion and other modern techniques now permit this level of experimental strategy.
(2) Tissue with an intact blood supply or which is kept oxygenated is desirable. It is well known, for example, that transmitter, and presumably other neurohumoral activity in the brain of a dead animal, reaches its peak within 10 minutes or less in terms of intracellular extrusion of material into extracellular fluid (Feldberg & Myers, 1966). Thus, field exposure of dead and anoxic tissue, devoid of a circulatory system carrying vital nutrients and disconnected from the rest of the nervous system, is scientifically questionable since the cellular material is not biologically viable.

(3) Sophisticated laboratory techniques must be thoroughly worked out and standardized so as to reduce variability in observation and data collection. Prior to the publication of findings, the pitfalls should be solved. In any case, it is not legitimate scientifically to discard part of one's data, variable or not, just so that statistical criteria requiring homogeneity of variance are met.

(4) The use of accepted statistical practices which are scientifically valid and not subject to biometric debate is essential in this field. In this context, analytical treatment of data should be able to be independently scrutinized or evaluated by other research workers, a situation which is disappointingly uncommon in this field.

(5) Dealing realistically with the question of radiation dosimetry is another item of scientific priority. An empty geometrical design, formula, or calculation cannot be readily extrapolated to a complex biological system, let alone an entire organism. The practical consequences of this realization are that a competent biologist, who understands the physiology of the test organism or tissue, should participate in or consult on the experiments in this field, which are in only one aspect an engineering-physics problem.
(6) A representative set of actual "raw" data must be provided in graphical or tabular form. In the case of $^{45}$Ca$^{++}$, the real measure of radioactivity in terms of CPM is required, rather than transformed values converted into percentage changes. One of the oldest and most misleading manipulations done by political or business (stock) tacticians, who want to make a fiduciary point in their favor, is to present percentage information rather than absolute numerical values.

(7) The reason that there is great variability in Ca$^{++}$ efflux studies is that in some structures Ca$^{++}$ is retained while in others Ca$^{++}$ unbinds, depending on their own excitation and inhibition mechanisms. Therefore, in one case, there could be a self-cancellation of mutual increase and decrease in ion efflux, and hence no effect. Alternatively, if the brain is moved in a spatial orientation favoring excitation and Ca$^{++}$ ions are unbound, then a resultant efflux would occur, enhancing overall variation in the experimental data. Thus attention to neuroanatomy, i.e., morphological specificity of each vital function, should be a hallmark of CNS-radiation studies.

(8) Control tests with other ions, Na$^+$, K$^+$, Mg$^{++}$, and even Cl$^-$, are essential. Finally, if a specific neural system is affected biologically by ELF or other radiation fields, the role of temperature as the primary cause has not been unequivocally ruled out in any experiment. If there is an inconsistent effect of radiation on a biological test preparation, then the "Cheshire Cat" is probably smiling invisibly from behind the radiation source. And, if there is no effect of radiation whatsoever, the "Cat" is asleep and the tissue is cool.
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INTRODUCTION

Recent advances in microwave technology and other forms of nonionizing radiation have increased our awareness that the human nervous system may be sensitive to electric and/or magnetic field strengths. Of particular interest are field strengths originating from radiofrequency radiation, either amplitude or pulse modulated, originating from microwave carriers.

Recent studies (Adey, 1979, 1981) have suggested the central nervous system may be unusually sensitive to nonionizing radiation. Specifically, earlier studies (Bawin and Adey, 1976) have demonstrated $^{45}\text{Ca}^{++}$ efflux from cerebral tissues generally decreased after exposure to electric fields of 1-75 Hz with gradients of 5-100 v/m. Blackman et al. (1979, 1980) have also reported $^{45}\text{Ca}^{++}$ efflux from brain tissue exposed to variable frequency modulation and field strengths.

The importance of calcium in the central nervous system is well established (Triggle, 1971; Ross and Cardenas, 1979). Calcium has been directly implicated in membrane stabilization, enzyme activation, phosphorylation, and neurotransmitter release, to list just a few processes. Therefore, it is understandable that a central control point for many neurotransmitter functions resides in the control of central calcium metabolism.
Previous reports have chosen to observe $^{45}\text{Ca}^{++}$ efflux from the brain cortical surface following microwave exposure. Data given in these reports neither defines the locus of this calcium (bound, free, etc.) nor gives any indication of its functional significance. In this report, we use a different exposure system to determine directly $^{45}\text{Ca}^{++}$ binding to brain-membrane fractions following in vitro exposure to 2.8-GHz frequency generating a power density of 10 mW/cm$^2$.

**METHODS**

**Preparation of Brain-Membrane Fractions**

Male Sprague-Dawley rats weighing 120-175 g were sacrificed at 0830-0900 by decapitation. The brains were rapidly removed, rinsed in ice-cold saline, and whole brains minus cerebella were homogenized in 10 volumes of sucrose (0.32 M). Myelin, mitochondria, and synaptosomes were prepared by a slight modification of the procedure of Cotman and Matthews (1971). The initial brain homogenate was centrifuged at 2000 x g for 10 min at 4°C. The resulting pellet (nuclear) was discarded and the supernatant centrifuged at 17,000 x g for 20 min. The resulting pellet (crude synaptosomal) was resuspended in 0.32 M sucrose and layered over a sucrose gradient consisting of
0.6, 0.8, 1.0, and 1.2 M sucrose. The gradients were centrifuged at 65,000 x g for 60 min. Gradients were removed and tissue was collected by Pasteur pipette. Myelin was removed at the 0.32-0.6 band, and the 0.6-0.8 band was discarded. Synaptosomes were collected at the 0.8-1.0 and 1.0-1.2 band, while mitochondria were collected as the pellet. Synaptosome fractions were pooled and the myelin, synaptosome, and mitochondria were lysed in 0.5 mM DTE (dithioerythritol)-20 mM TRIS (pH 8.5 @ 25°C) buffer in ice for 60 min. Membrane fractions were washed twice in TRIS-DTE buffer and then resuspended in buffer at a protein concentration of 1 mg/ml.

In Vitro Exposure of Membrane Fractions to MWR

Membranes isolated at the Division of Molecular Pharmacology, University of Texas Health Science Center, were stored on ice and transported to the Radiation Facility, USAF School of Aerospace Medicine, Brooks Air Force Base. Time from actual isolation to exposure was usually less than 60 min and never longer than 90 min. Membrane fractions stored on ice (4°C) were temperature equilibrated at 22°C for 10 min. Fractions were then placed in exposure chambers and radiated for 10 min with a final average power density of 10 mW/cm². Temperature was 22°C inside the chamber. Following exposure, membrane fractions were
placed in a Dubnoff metabolic shaker for 10 min at 22°C for preincubation. Control samples were carried throughout all steps and were placed under and directly behind the horn during exposure. Preliminary experiments indicate no appreciable radiation of control tissue at this exposure position. Preliminary experiments indicated the temperature in membrane-fraction containers (Beckman vials, 10 ml size) rose 2°C.

\[ ^{45} \text{Ca}^{++} \] Binding to Membrane Fractions

Calcium binding to membrane fractions was performed as previously reported (Ross and Cardenas, 1977). Membrane fractions incubated in 20 mM TRIS buffer, pH 7.4, 22°C, with various concentrations of \(^{40}\text{CaCl}_2\) (5-500 μM) were exposed to \(^{45}\text{Ca}^{++}\) for 5 min (0.25 x 10⁶ CPM/assay tube). Reactions were terminated by Millipore filtration, washed three times with 5 ml of ice-cold buffer, and filters were dried and counted by liquid scintillation. The results are expressed as nanomoles \text{Ca}^{++} bound per mg protein.

RESULTS

The effect of microwave exposure on \(^{45}\text{Ca}^{++}\) binding to brain-membrane fractions in vitro was determined for myelin, mitochondria, and synaptosomes. Results of these experiments are presented in Figure 1. Ten-minute exposure to radiation, averaging 10 mW/cm², produced a slight but
insignificant decrease in $^{45}\text{Ca}^{++}$ binding to myelin membranes. Calcium binding to synaptosomal and mitochondrial membranes, however, was significantly reduced compared to control ($P < .01$).

The binding of calcium to synaptosomal membranes was further studied by varying the calcium concentrations from 5-500 μM and measuring the amount of $^{45}\text{Ca}^{++}$ bound to membrane protein. As shown in Figure 2, calcium binds to synaptosomal membranes in a concentration-dependent fashion, which saturates at ~200 μM. Exposure to microwave radiation for 10 min produced a decrease in membrane calcium-binding capacity. This reduced capacity was due principally to a decrease in the number of calcium-binding sites ($B_{\text{max}}$) and, to a lesser extent, a change in affinity ($K_D$) of calcium for the membrane sites.

**DISCUSSION**

Results of these studies demonstrate that microwave exposure in vitro to brain membranes significantly reduces $^{45}\text{Ca}^{++}$ binding capacity to mitochondria and synaptosomal membranes. Further, the loss of binding capacity appears to be due principally to a reduced number of binding sites ($B_{\text{max}}$), rather than a significant change in the $K_D$. Since this effect was measured in vitro, the results may be interpreted in one of two ways: Loss of $^{45}\text{Ca}^{++}$ binding
capacity in vitro may result from an increase in the number of sites occupied by $^{40}$Ca or may result from sites undergoing a membrane transition to a buried or otherwise inaccessible form.

Calcium binding to membranes has been documented (Ross and Cardenas, 1979) and has been reported to occur through cation-acidic lipid interactions. Whether or not the changes in calcium binding seen here reflect a radiation-induced change in membrane constituents or whether local temperature perturbations were responsible remains open to further in-depth research. Unlike previous reports (Adey, 1979, 1981; Blackman et al, 1979, 1980), the research reported here did not explore any "window" phenomena and has not explored lower power densities of the level which would be achieved in the environment. Also, unlike previous research, our studies have focused on a receptor-type binding assay, which is a common methodology in many laboratories and enables us to measure the exact number of sites and affinity constants. Our studies, in part, may provide future direction for functional aspects of calcium transport since the $K_M$ for voltage-dependent $Ca^{++}$ influx into synaptosomes is 0.25-0.5 mM. The upper phase of the binding curve presented in Figure 2 is within this range.
SUMMARY AND CONCLUSIONS

Research presented here has demonstrated a significant effect of microwave radiation in vitro on $^{45}$Ca$^{++}$ binding to differential brain-membrane fractions. Power densities used here were on the order of 10 mW/cm$^2$. Lower, more environmentally relevant densities and variable frequencies must be explored to achieve an overall view of this single observation. Kinetic analysis, however, suggests that both a low- and high-affinity Ca$^{++}$ binding site may be altered by microwave radiation. This may functionally correspond to Ca$^{++}$ influx and Ca$^{++}$-ATPase activation site, respectively.
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FIGURE 1: $^{45}$Calcium binding to brain membranes was measured in vitro following exposure in vitro to microwave radiation. Each point represents the mean ± SEM of four replicate experiments (four individually prepared batches of tissue). Each experiment was performed in triplicate. Significant decreases in $^{45}$calcium-binding capacity in mitochondrial and synaptosomal membranes were obtained ($P < .01$).
Calcium binding to synaptic membranes was determined over a concentration range of 5-500 μM $^{40}\text{CaCl}_2$. Assays were performed as outlined in the METHODS. Each point on the curve represents the mean ± SEM of four replicate experiments (four individually prepared batches of tissue). Each experiment was performed in triplicate. Reduction in $^{45}\text{calcium}$-binding capacity was significant at $P < .01$. Differences in $B_{\text{max}}$ and $K_D$ for calcium were determined by Scatchard analysis.
MICROWAVE ABSORPTION BY NUCLEIC ACIDS

E. W. Prohofsky and L. L. Van Zandt
Department of Physics
Purdue University
W. Lafayette, IN 47907

The basic structure of interaction of any oscillatory system with microwave radiation is strongly dependent on the degree to which the oscillatory system is damped. In the case of a strongly damped oscillation, the absorption is relatively weak and forms a broad band in frequency. For very little damping, narrow lines result which are resonant and can have much larger absorption over a final frequency range. In DNA the primary source of damping appears to be free water in the vicinity of the DNA macromolecule.

Most experimental work on DNA has been done on samples in one of two regimes of water content. Work is done on DNA in solution, and these solutions are usually limited to less than 2% DNA by weight. Much work has also been done of fibres and films in which the water is usually limited to the needed water of hydration, and here it ranges to 10 - 50%. Recently Swicord and Davis have reported on microwave absorption by DNA solution. Two groups have reported Brillouin-scattering observations in fibres and films.

During the last few years, work has been carried out on the ways in which DNA is packed into chromosomes in eucaryotic cells. The double-helical DNA is wrapped around a histone core, forming a nucleosome. The nucleosomes are packed into thick strands of nucleosomes, and these strands are furthered bunched to form chromosomes. Although there is still some
uncertainty among the workers in this field, the estimates are that in
the densest packing the chromatin has approximately 50% water by weight. This amount of water is intermediate between that in solutions and the fibres and films, but closer to the conditions in fibres and films.

I. Calculations on Double-Helical DNA in Solution.

We have carried out calculations on how water affects the acoustic modes of the double helix. The helix was treated as a cylinder imbedded in water. Water at the surface of the cylinder was viscously coupled to the compressional-mode motion of the cylinder. The propagation of this motion through the water was determined by a solution of the Navier-Stokes equations for this geometry. The boundary conditions imposed were such that the motion of the water approached zero an infinite distance from the helix. From knowledge of the water behavior, the reaction force on the helix can be determined and a self-consistent solution for helix coupled to water can be found. In Figure 1 the upper line is the logarithmic decrement ($-\frac{1}{Q}$) for this coupled system. The line crossed the value 1 at $\approx 200$ GHz. The result indicates that this mode is overdamped because of the coupling to the water, and only broad-banded absorption can occur below $\approx 200$ GHz. We have calculated the absorption at microwave frequencies for this case of fully dissolved DNA. The DNA absorbs roughly 40 times the rate of an equivalent mass of water at 8 GHz; this falls off to -20 times water by 12 GHz. These predictions are in excellent agreement with the absorption reported by Swicord and Davis. Because the damping is so large, the absorbed energy is rapidly distributed to the surrounding water. Very rapid complete thermalization of this absorbed energy is expected.
If a 1% solution of DNA the size of chromosome was imbedded in water and was exposed to a milliwatt/cm² radiation field, one would expect a nanodegree excess temperature in the DNA solution.

II. Experimental Observations on DNA in Solution

We have carried out measurements on DNA solutions as well. We attempted to measure increased activation of DNA resulting from absorption.

For purposes of this discussion a DNA molecule is viewed as an extended macroion, with negative (phosphate) charges distributed along its length. These charges attract a cloud of counter ions which are loosely bound to the DNA molecule. In addition to the classical Coulomb attraction, which acts to hold the counter ions in the general proximity of the molecule, some of the positive charges may be actually instantaneously bound to a particular phosphate group. This possibility may be pictured quantum mechanically as a series of shallow potential wells, between which positive charges may tunnel (hop) when stimulated by an externally applied electric field.

It is clear that the abundance of electric charge associated with the DNA molecule can contribute to electrical conduction. Similarly, the loosely bound counter-ion cloud can be expected to have an extremely high polarizability: the ions can be redistributed by an applied electric field without being totally removed from the DNA vicinity, giving the molecule (with its immediate surrounding) a large electric dipole moment, and thus leading to a very large contribution of these molecules to the dielectric constant. These processes are expected to occur in response to dc or low-frequency electric fields. At high frequencies (above 1 MHz) the ionic responses are expected to be too slow to follow the applied electric fields,
so the arguments set forth above will not apply above a certain critical frequency (referred to as the "dispersion" frequency).

A measure of the mobility of these counter ions does not measure directly the microwave absorption of the system. It measures those factors which alter the counter-ion mobility, and these are likely to be the excitation level (effective temperature) of the helix and its immediate vicinity. From a biological point of view, enhanced excitation of the helix is the hazardous condition. Microwave absorption which is rapidly thermalized is not likely to present hazards.

**Microwave Effect on DC Conductivity of DNA Solutions**

The samples consisted of dilute solutions of calf thymus DNA in water. The sample, contained in a thin glass tube, was placed in a waveguide, as shown in Fig. 2, parallel to the microwave electric field. A dc voltage of 4.5 V was applied to the sample by a battery. The electrodes connecting the sample to the rest of the electric circuit were made of platinum to prevent sample contamination and electrode corrosion. The potential drop across the resistor $R$ was fed directly into a lock-in amplifier. Any variation of the conductivity of the DNA sample as a consequence of the presence of microwaves (modulated with a frequency $\omega_M$) would lead to an incremental ac potential across $R$ oscillating with the same frequency $\omega_M$, which would then be selectively picked up by the lock-in detector.

The microwave power was generated by Hewlett-Packard Microwave Sweeper, Model 8620C. The sweeper allowed us to study the response of the sample as a function of frequency in two frequency segments (3.5-7.5 GHz and 7.5-12.0 GHz). As the signal frequency was swept, the lock-in signal was monitored.
I, and stored in the memory of an on-line Cromemco Z2 microcomputer via an analog-to-digital converter. The sweep rate was usually 4 seconds per GHz, although other sweep rates were employed when this was deemed advisable. Normally the sweep was repeated 100 times, the signals from all sweeps were averaged, and the averaged signal was plotted as a function of frequency.

We estimate that the conductivity of DNA solutions is affected to less than 1 part in $10^5$ by the incident microwave power of approximately 1 mW. More details of this work can be found in our Air Force Report on this work. 4

**Microwave Effect on AC Properties**

A much better quantity to monitor under microwave irradiation is the low-frequency dielectric constant. The reason is that even in very dilute solutions, almost the entire value of the dielectric constant originates from the presence of the DNA molecules. For example, the dielectric constant of a 0.01% solution (by weight) in water, using salmon sperm DNA of average length 7400 Å, was measured to be 1700 at frequencies below 100 Hz. This is to be compared with the value of 80 for the dielectric constant of the solvent alone. Thus any variation in the dielectric constant of the DNA solution (or any lack of variation) can be ascribed directly to microwave interaction with the macromolecules.

A special cell, shown in Fig. 3, has been constructed for the dielectric measurements of samples which are simultaneously irradiated by microwaves. The sample is enclosed in a lucite chamber with platinum electrodes. The
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separation between the electrodes is controlled by raising and lowering the upper electrode. This enables us to correct the data for the polarization impedance as suggested by Grant. The microwave radiation is brought to the cell by a waveguide with a tapered section which can be adjusted so that the waveguide height matches the plate separation of the sample holder. For the length of the sample, the platinum electrodes double as the upper and lower walls of the waveguide. Any microwave radiation not absorbed by the sample is then guided to an absorbing termination to avoid unwanted reflections.

In these measurements the cell was filled with 0.01% DNA and was connected to a General Radio 1615-A capacitance bridge while being irradiated with microwaves which are square-wave modulated. The bridge was adjusted to balance during that part of the cycle when the microwaves were off. Any change of impedance of the sample due to microwave interactions with the DNA would then be observed as the bridge became unbalanced at the same frequency as the microwave modulation. The magnitude of the impedance change could be measured by readjusting the bridge to balance when the microwaves are irradiating the sample, and noting the impedance change required.

A sample of the data observed with the capacitance bridge is given in Fig. 4. The lower trace is the output of a detector monitoring the microwave signal. It is high when the microwaves are on and low when they are off. The upper trace is the output from the tuned amplifier and null detector attached to the impedance bridge. The thickness of the trace indicates how well the bridge is balanced. For this data a
change of 0.007% in the conductivity or 1% in the dielectric constant would double the trace thickness. From the figure it is evident that there is no difference in the sample impedance between the parts of the cycle when the microwaves are on and off. Our estimated sensitivity was approximately 0.002% in the conductivity and 0.2% in the capacitance. Similar data was taken for microwave frequencies in the range 8 GHz to 12 GHz. The low-frequency impedance measurements were done from 1 kHz to 10 kHz, and various chopping frequencies for the microwaves were tried, consistently indicating no dependence of the impedance upon the microwave signal.

The results of our measurements are consistent with the calculations of absorption discussed earlier. The large coupling to water for the solution case insures rapid thermalization. The null result is then expected even though absorption occurs.

III. Absorption Calculations in the Absence of Damping

We have performed calculations of the microwave absorption by double-helical DNA. For absorption to occur, one requires some geometrical features which destroy translational invariance and defeat wavevector selection rules. We have made these calculations for finite segments of double helix which can absorb when acoustic waves are resonant in the finite segment. Figure 5 shows the calculated absorption. Only the circles are true absorption levels; as in this case of no damping, the absorption lines are very narrow. The solid lines are an envelope of the absorption peaks for helices which due to somewhat differing lengths or geometrical reasons
may absorb at altered frequencies. Note that the absorption for this case can be $10^4 - 10^5$ times the absorption of water.

IV. Calculations of Damping for Fibres

We have carried out calculations for the coupling of water to DNA appropriate to a more condensed phase of DNA. The geometry had many helices separated by small regions of water. The Navier-Stokes equation for the response of the water was solved for these boundary conditions. The solutions for a compression wave in the helices plus water were found self-consistently. The logarithmic decrement for this arrangement is shown as the lower curve in Fig. 1. Note that the modes are overdamped below $\approx 20$ GHz. No well-defined resonant mode should exist below this frequency. This result is in disagreement with the experimental observation of sharp line modes in DNA fibres by Brillouin scattering between 5 and 25 GHz.$^2,^3$

The reason for the failure of the hydrodynamic predictions is the fact that water molecules cease to behave as water molecules in bulk water in the vicinity of DNA, and this is particularly true for more dense DNA-water mixtures. We are currently using molecular dynamic methods to explore the behavior of water in the vicinity of the double helix. Very definite ordering of the water appears in these calculations. We plan to further evolve this work to the point where one can estimate the absorption and thermalization of microwave energy for DNA in more dense concentrations such as those found in eucaryotic chromatin. More details of our molecular dynamics calculations are in our Air Force Report.$^4$
V. **Comments on Possible Nucleosome Absorption**

Absorption

Nucleosomes consist of two loops of DNA wound on a histone core. Such a circular structure can be a resonant structure for a polyion such as the double helix. A full wavelength acoustic wave on the circle will resonate with an oscillating field of the same frequency. For the nucleosome the circumference is approximately 100 base pairs, and the resonant frequency would then be the same as the lowest resonant half-wavelength mode for a finite segment of 50 base pairs. The absorption for the nucleosome would be four times that shown for 51 base pairs in Fig. 5 if the modes were not damped.

Whether such vibrations are damped in concentrated chromatin structures is an open question, as one could not trust results based on hydrodynamic treatment of the water. The amount of water is similar to the amount in fibres or films, and sharp lines are observed in these materials. The resonant frequencies for a compressional wave in a nucleosome is ≈ 50 GHz. That for a bending mode ≈ 3 GHz. The bending mode is more likely to be damped heavily than the compression mode. More detailed description of the modes in DNA and the no-damping absorption can be found in our Report and in published articles. 7, 8

VI. **Vibrational Frequencies of Specific Features of the Double Helix**

We have carried out calculations of the vibrational response of the free end of a cut double helix. 9 The low-frequency resonant response is shown in Figs. 6 and 7. Resonance behavior does occur at several points in the microwave frequency range. This response is limited to within ≈ 5 base pairs of the cut end of the helix. The specific coordinate considered
is the stretch of the hydrogen bonds which hold the double helix together. The curves shown do not take into account any interaction with surroundings such as water, etc. Considerable damping and broadening can be expected for the case of DNA in solution. Again, the degree of damping for densely packed DNA cannot be estimated at this time but could be very small.

A large degree of excitation of such a mode would likely enhance helix separation originating at a helix terminus. Such excitation could result from absorption.

We believe that the primary significance of this calculation is in the development of the methodology for the study of special features of many types. We also feel it demonstrates that modes associated with special features can have responses at microwave frequencies. Of greater interest from a biological point of view would be special features such as replicating and transcribing forks, separated regions of helix, nicked regions, and regions of excised sections. We have initiated a program of examining the frequency response of a number of such features.
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Figure 1. Damping of helix motion by interaction with water. The upper curve is the logarithmic decrement (1/\(r\)) for a single helix in an infinite amount of water. The lower curve is for many helices separated by regions of water such that the mixture is 50% water by weight. The value 1 indicates the onset of critical damping.
Figure 2. Sample holder to measure conductivity changes.
Figure 3. Sample holder to measure ac properties.
Figure 4. **Upper trace:** The signal from the tuned amplifier and null detector attached to the capacitance bridge.  
**Lower trace:** A signal proportional to the incident microwave power.  
For this data the microwave frequency is 10 GHz, the modulation frequency is 100 Hz, and the frequency of the impedance measurement is 1 kHz. The sample is a 0.01% solution of calf thymus DNA with an average chain length of 800 base pairs (≈3000 Å).
Figure 5. Absorption cross section per base pair versus frequency for the longitudinal acoustic, torsional acoustic, and bending modes for chains having 51 and 451 base pairs, respectively. The absorption cross section for longitudinal acoustic mode is higher than that for water by at least two to three orders of magnitude at microwave frequencies for a chain having 451 base pairs.
Figure 6. The response of base pairs near a terminus of Poly(dG)-Poly(dC). The lowest curve is for a base pair far from the terminus. The next lowest is the fourth base pair from terminus. The next two curves are the second from end and end base pair. The coordinate is the square of enhanced displacement of the hydrogen bond stretch coordinate of the H-bonds that hold the base pair together. 0.03 cm\(^{-1}\) = 0.9 GHz, 0.04 cm\(^{-1}\) = 1.2 GHz.
Figure 7. A continuation of Figure 6 to higher frequencies. 0.08 cm$^{-1}$ = 2.4 GHz, 0.09 cm$^{-1}$ = 2.7 GHz.
I. INTRODUCTION: The object of our studies is to determine fundamental nonthermal mechanisms by which microwave radiation might affect biological systems. Our work focuses on the nonlinear dynamics of biological systems at both the intramolecular and intermolecular levels. On the intramolecular level, we are studying the way in which energy may be either focused and propagated or randomized because of internal nonlinearities, and we are studying the randomizing effect of microwave radiation on coherent internal dynamics of biological molecules. On the intermolecular level, we are studying the molecule-solvent interaction for molecules driven at microwave frequencies, the effect of microwaves on the transport of ions through membranes and ligand migration in proteins, and we are studying the effect of external fields on nonlinear chemical pattern formation (a problem of importance to morphogenesis). Although our approach is to determine microwave effects from an analytical viewpoint, our work is paralleled by an experimental aspect which is the subject of a separate report.

The subsequent sections will elaborate on the following subjects:
Section 2 - a possible $10^{11}$-Hz resonance of the heme plane in hemoglobin and its influence on oxygen binding; Section 3 - the effect of radiation on ionic conductance through biological membranes; Section 4 - the effect of external fields on the critical size of chemical dissipative structures, a subject of importance in morphogenesis; Section 5 - the effect of solvent viscosity on the internal migration of ligands in proteins; Section 6 - the solvent-protein interaction for a microwave-driven protein viewed as a Brownian-motion problem in which inertial effects and solvent structure play an important role;
Influence of $10^{11}$-Hz Radiation on Hemoglobin

Hemoglobin is a molecule whose structure and, to some extent, dynamics are known in considerable detail. Its vital role in transporting oxygen to tissue in biological systems is well known. Gelin and Karplus\(^1\) have pointed out the critical role that the motion of the heme plane plays in the cooperative interaction of its subunits. Our concern is that microwave radiation can affect heme-plane motion with subsequent impact on oxygen binding and delivery\(^2\).

The heme and its environment has been studied in detail by Kondepudi. To compute the resonance frequency of the heme-plane oscillations, we must know all the interactions that affect the heme. The interaction of the atoms of the heme molecule, and the forces required to move the Fe atom into the plane of the heme, can be obtained from the work of Warshel\(^4\). For the interaction of the heme with the protein, the x-ray diffraction data of the mean square displacement was used\(^5\). This data enables us to compute the softness of the globin in the region near the heme. Using this data, and the principles of statistical mechanics, a simple model for the heme-plane oscillations has been developed by Kondepudi. With this model the resonance frequencies of the heme oscillations were computed. It was found that there are two modes that are of interest with frequencies $5.2 \times 10^{11}$ Hz and $5.4 \times 10^{11}$ Hz. Since the computation involves several approximations, only the order of magnitude of these numbers is significant. However, this work has shown the possibility of $10^{11}$-Hz resonance in hemoglobin. If this resonance does exist, an abnormal amount of energy will be transferred from the microwave field to the hemoglobin molecule,
and the normal function of the heme plane may be disrupted and the oxygen
affinity of hemoglobin changed. This could have an effect on the flow of
oxygen to tissues in biological systems.

III. EFFECT OF RADIATION ON IONIC CONDUCTANCE THROUGH BIOLOGICAL MEMBRANES:

SOME PREDICTIONS ON THE NOISE SPECTRUM

a. Scope

The biological (plasma) membrane consists essentially of a phospho-
lipid bilayer in which are embedded different types of constituent protein
molecules (e.g., enzymatic or transport proteins) that subserve different
functional roles. The structure of such membranes is assumed to be given
by the Singer-Nicolson fluid mosaic model, which corresponds to a poly-
peptide-doped smectic-A liquid crystalline bilayer.

Nazarea has considered the effects of radiation on transport
proteins in lipid bilayers. These channel proteins may be artificially doped
into the membrane (gramicidin or alimethicin) or naturally occurring channel
complexes (the Na⁺–K⁺–ATPase system). We present here a simple theore-
tical diagnostics of radiative perturbations of the bilayer and channel
protein system and study its effect on transmembrane conductance noise. We
will write down the normalized ionic conductance noise spectrum and compare
the noise spectra of continuous-wave and pulsed-wave radiation.

An experimental scheme for this problem could consist of two chambers
separated by an arbitrarily shaped ring holder which supports the membrane
bilayer together with the membrane-bound channel proteins of interest. The
membrane in the ring holder separates two solutions (of differing ionic con-
centrations) of ions specific for the membrane-bound channel proteins. The
whole system is then voltage clamped. Using this setup, the conductance noise
spectrum in the absence of any perturbing field can be measured. This zero-
field spectrum is needed for the normalization described in the next sections.
With a suitable radiation source, it should be possible to irradiate the membrane bilayer in the ring holder. For the theoretical discussion given below, we assume that the radiation source is a free-space source propagating transverse to the plane of the bilayer.

b. Theoretical Considerations

Due to the presence of aqueous solvent on both faces of the membrane bilayer, it will be assumed that for small amplitude radiation, the Franck elastic modulus, \( K_1 \), of the bilayer as well as its shear viscosity, \( \eta \), will remain unaffected by the free-space radiation impinging transversely on it.

The assumption is also made that a conformational change in the membrane-bound transport proteins changes the ionic channel properties of these proteins. It is postulated that this change in polypeptide conformation can be brought about by perturbation of the orientational ordering of the phospholipid molecules forming the smectic bilayer in which the polypeptides are embedded. The dynamical parameter that defines this orientational ordering can be identified as the axis of phospholipid rotational averaging in the uniaxial liquid crystal. It is called the D-axis (director axis), \( \hat{n}(r,t) \), and its fluctuations \( \delta \hat{n}(r,t) \) from a reference steady state obeys a diffusion-type equation in accordance with known hydrodynamic theory as applied to smectic liquid crystals\(^9,10\). In this theory, the value of the diffusion constant \( \gamma = (K_1/\eta) \) equals the ratio between the first-order (Franck) elastic modulus of the bilayer and its shear viscosity.

We assume that the fluctuations \( \delta g(r,t) \) in the specific transmembrane conductance have autocorrelation function which is proportional, with parameter \( \lambda \), to the autocorrelation of the phospholipid D-axis fluctuations. We can now begin to sketch how the analytical predictions are arrived at. One can consider two types of free-space radiation sources propagating transversely to the plane of the membrane:
(A) free-space continuous-wave TE or TEM modes
(B) free-space pulsed-wave TE or TEM modes

On the plane of the membrane (membrane thickness is several nanometers), we assume that the electric field \( E(t) \) felt by the membrane depends only on time (the theory is easily extended to space-dependent fields).

Our main assumption is that the perturbing field \( E(t) \) couples only to first order to the fluctuations of the phospholipid D-axis. This leads to the dynamical equation:

\[
\partial_t \delta \hat{n}(r,t) = \gamma \delta^2 \delta \hat{n}(r,t) + \beta \Re E(t) \delta \hat{n}(r,t)
\]  

(3.1)

where \( \beta \) is a field-coupling parameter (\( \beta \) depends on the type of transport proteins present, the type of phospholipid molecules comprising the bilayer membrane, and in general, is source dependent). We note that this study is restricted by the expected breakdown of (3.1) as a phenomenological description at sufficiently high frequencies. This point will be discussed in more detail in the published report.

A detailed analysis based on (3.1) shows that in the presence of the perturbing field, the power spectrum of the transmembrane ionic conductance noise \( G(k, \omega) \), normalized by the conductance noise spectrum, \( G_0(k, \omega) \), for the unperturbed membrane is given by

\[
\frac{G(k, \omega)}{G_0(k, \omega)} = \lambda \left( \frac{\omega^2 + (\gamma k^2)^2}{\gamma k^2} \right) \left[ \frac{\Gamma(k, \omega)}{\omega^2 + (\Gamma(k, \omega))^2} \right]
\]  

(3.2)

in which \( \Gamma(k, \omega) = \gamma k^2 + \beta \Re E(\omega) \), and where \( k \) and \( \omega \) are wave number and frequency respectively, with \( \Re E(\omega) \) signifying the Fourier transform of \( \Re E(t) \). The above result shows that a radiation source will change the properties of the membrane sufficiently for changes to show in the transmembrane conductance noise spectrum.
c. Discussion

The preceding analysis represents a first attempt at setting up a global theory for the dynamics of transmembrane ionic conductance noise spectra in the presence of a radiation field. It is global in the sense that it relies for its predictions on a universal model (the fluid-mosaic model) of biological plasma membranes. In this first attempt, the influence of magnetic fields is neglected.

We can illustrate the above results by comparing the spectra for the case of continuous-wave and pulsed-wave radiation sources.

1. Continuous wave: We take the simplest type of free-space TE- or TEM-mode sources with free-space electric field on the plane of the bilayer of the form

\[ E(t) = E_0 \exp(i\omega t) \]  

(3.3a)

For this case the normalized transmembrane conductance noise spectrum will follow the form (3.2) with

\[ \Gamma(k,\omega) = \gamma k^2 + \pi E_0 \left\{ \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right\} \]  

(3.3b)

2. Pulsed wave: In the case of a pulsed-wave TE or TEM mode with free-space electric field component on the plane of the bilayer of the form (with width \( a_s \))

\[ E(t) = E_0 \exp(i\omega t) \]

\[ \begin{array}{ll}
|t| < a_s & \text{for } |t| < a_s \\
0 & \text{for } |t| > a_s
\end{array} \]  

(3.4a)

Here the ionic conductance noise spectrum will follow (3.2) with

\[ \Gamma(k,\omega) = \gamma k^2 + E_0 \left( \frac{\sin [a_s(\omega - \omega_0)]}{(\omega - \omega_0)} + \frac{\sin [a_s(\omega + \omega_0)]}{(\omega + \omega_0)} \right) \]  

(3.4b)

Given the actual cellular milieu in which biological membranes are found, one can expect that membrane conductance changes as reflected in the conductance noise spectrum, will be modulated by a radiation source. Work is in progress to determine the magnitude of the changes which occur in realistic systems.
IV. EFFECTS OF EXTERNAL FIELDS ON THE CRITICAL SIZE OF CHEMICAL DISSIPATIVE STRUCTURES

Reaction-diffusion systems, when far from equilibrium, can form spatial patterns or spatial dissipative structures. In the initial stages of biological morphogenesis, pattern formation and positional information can be viewed as a consequence of far-from-equilibrium diffusion-reaction system\textsuperscript{11}. Recently, this model has received some support from the experimental side\textsuperscript{12-14}.

Nazarea\textsuperscript{15} has shown that if the size of a diffusion-reaction system is less than a certain critical size, the formation of a dissipative structure is impossible. This critical size is determined by the diffusion coefficients and the chemical kinetics of the system. The implication of this result in the context of morphogenesis is that, during development, a biological system should reach a minimum size before a chemical-concentration pattern (which acts as the basis for positional information) can form.

Kondepudi\textsuperscript{16} and Nazarea\textsuperscript{17} have now studied the way in which a static external field (either gravitational or electric) can change the critical size of chemical dissipative structures. A completely general expression for the minimum value of the critical size for the onset of a chemical dissipative structure has been obtained by Nazarea\textsuperscript{6}. He finds

\[ L_c \geq \left[ \rho_0 \left(2\pi \rho_0 \Gamma_0 \right) \right] E_{11} \]

where \( E_{11} \) is the amplitude of the field, \( \nu_0 \) is the absolute value of the electrophoretic mobility of the fastest drifting reactant in the field, \( \Gamma_0 \) is the length (in consistent units) of the minimal closed curve, \( C_0 \), enclosing the spectrum of the operator \( \Omega(E_{11}) \) on the complex plane,

\[ \Omega(E_{11}) = \left[ \frac{F(q^0)}{k_{D11}^2} + \frac{4\pi}{\varepsilon} N - k_{11} E_{11} M_{11} \right] \]
and \( \rho_0 \) is the maximal value of the resolvent of \( \Omega(E_{11}) \) on \( \mathbf{C}_0 \). In the expression for \( \Omega(E_{11}) \), \( \xi \) is the zero frequency dielectric constant, \( \mathbb{F}(\gamma^0) \) is the Frechet derivative of the purely reactive flux, the \( k \)'s and \( D \)'s are transverse and longitudinal wave numbers and diffusion matrices respectively, \( M_{11} \) is the mobility matrix with elements \( m_{jj} \), and the linear operator \( \mathbf{N} \) has \( jk \)th reference steady state and \( z_k \) the charge valence \( q \) of the \( k \)th reactant.

The important point to be noted is that the critical size increases with the field strength. Work is now underway to obtain explicit numerical values for the ratio \( L_c/E_{11} \) for reaction diffusion systems of interest in biological systems.

V. MOLECULAR MIGRATION THROUGH BIOMOLECULES AND PORE PERMEATION

The problem of determining the effect of microwave radiation on the functioning of biological molecules is a difficult one, especially when we realize that little is known about the internal dynamics of these complex entities and their interaction with the medium in which they are embedded, even in the absence of microwave radiation. However, recent experiments by Beece, Eisenstein, and Fraunfelder have shed some light on this problem. They used flash photolysis to study the binding of CO to protoheme and \( \text{O}_2 \) and CO to myoglobin in many different solvents. They found that the transition rate over barriers interior to the protein depends upon the solvent viscosity even though there is no solvent present inside the protein! For high-solvent viscosities, they found that the rate constant, \( k \), has an experimental dependence of the form

\[
k = \left( \frac{A_1}{\eta} + A_2 \right) e^{-H/k_BT}
\]

rather than a dependence of the form

\[
k = \frac{A_1}{\eta} e^{-H/k_BT}
\]

(5.1) (5.2)
which is the usual form of Kramers' law. (In eqs. 5.1 and 5.2, $A_1$ and $A_2$ are experimental constants, $\eta$ is the solvent viscosity, $H$ is an effective potential barrier height, $K_B$ is Boltzmann's constant, and $T$ is the temperature in degrees Kelvin.) These authors use their results to argue that the barriers internal to the proteins cannot be viewed as static but in fact are dynamic, and furthermore that the internal protein dynamics is strongly affected by changes in the solvent viscosity which communicates information about solvent viscosities to the interior barriers.

The results of the above authors and their interpretation are extremely important for our microwave study. They claim that the internal dynamics of proteins is very sensitive to the properties of the medium in which they are embedded, whereas we view the effect of the medium as a small perturbation on the internal dynamics. Indeed, most mechanical models of large molecules (see the work of Prohofsky$^{19}$), as a first approximation, neglect the medium and attempt to understand the internal dynamics of the molecule as an isolated system. Therefore, we thought it imperative to see if the experimental results of the above authors can be accounted for by a "static" model; i.e., one in which the ligand always sees essentially the same average potential barriers inside the protein, regardless of the solvent the protein is embedded in. We would then account for the observed dependence of internal transition rates on solvent viscosity as a boundary effect.

To solve this problem, Reichl has treated ligand migration as a problem of migration of a Brownian particle (the ligand) in the presence of a multi-barrier potential and a viscosity which is piecewise constant but varies discontinuously (rapidly) in space. The probability density, $P(x,t)$, for finding the Brownian particle at position $x$ at time $t$ is obtained by solving the Smoluchowski equation$^{20}$
\[ \frac{\partial P(x,t)}{\partial t} = \frac{d}{dx} \left( U'(x)P(x,t) \right) + \frac{d^2 P(x,t)}{dx^2} \quad (5.3) \]

where \( U(x) = \frac{dU}{dx} \) and

\[ \phi = \frac{6\pi\eta R}{K_B T} \quad (5.4) \]

(\( \eta \) is the viscosity of the medium in which the Brownian particle is embedded, \( R \) is its radius, \( K_B \) is Boltzmann's constant, \( T \) is the temperature, and \( U(x)V(x)/K_B T \) where \( V(x) \) is the potential field that the Brownian particle moves in.) Reichl has solved the Smoluchowski equation exactly for the potential fields and viscosities shown in Fig. 1. The exact results show that the rate of transition, \( K \), of the Brownian particle over the internal barrier does have viscosity dependence similar to that found experimentally in proteins, namely

\[ k = \frac{A}{\eta_1} + \frac{B}{\eta_2} \quad (5.5) \]

where \( \eta_1(\eta_2) \) is the interior (exterior) viscosity and \( A \) and \( B \) are constants that vary depending on the barrier. Thus, we have shown that our view that

---

**Figure 1.** A multiwell potential with spatially varying viscosities. \( \eta_1(\eta_2) \) is the viscosity of the inner (outer) well.
the solvent has only a small effect on the internal dynamics of proteins is consistent with experimental results. It is useful to point out that the mathematical techniques used here to obtain exact solutions to the Smoluchowski equation for diffusion in multibarrier systems, although originally motivated by the ligand migration problem, may also be of great use for the problems of pore permeation and diffusion in multicell systems.

VI. PROTEIN-SOLVENT INTERACTION

One aspect of the effect of microwave radiation on the behavior of biological molecules concerns the reaction of the surrounding medium on the molecules and the role of the medium in dissipating any energy which may be absorbed by the molecule from an external field. Both translational and rotational motion of a biological molecule can produce shear waves in the surrounding medium. A simple hydrodynamic calculation for a typical protein in water driven at microwave frequencies (-10\(^9\)/sec) shows that shear waves can penetrate a distance -10\(^{-5}\) cm; i.e., a distance roughly equal to the radius of the molecule. The propagation of information about thermal rotational motion of proteins into water has apparently been observed\(^{22}\). What is not clear at present is the effect of microwave-driven motions of a protein on the surrounding medium.

In an effort to understand this problem and to determine how the medium reacts back on the protein, Reichl has obtained the noise spectrum and friction on a Brownian particle undergoing translation and rotation in a fluid with internal rotational degrees of freedom. Until now, all theories of Brownian motion have assumed that the fluid surrounding the Brownian particle is composed of point particles. We have considered a fluid with structure and have obtained corrections to the usual Brownian motion theory due to rotational degrees of freedom of the fluid. For a molecule driven at microwave frequencies, inertial effects become important and tend to color the noise felt by the
molecule. These inertial connections have also been taken into account in our work.

The results of our work\textsuperscript{23,24} are the following: We have obtained explicit expressions for the friction on a translating and rotating Brownian particle in terms of the viscous and rotational transport coefficients of the fluid, the radius of gyration of the fluid particles, and the density of the fluid. We have also obtained explicit expressions for the velocity and angular velocity auto-correlation functions of the fluid and, therefore, the noise correlation functions of the fluid. We find that the correlation function decays as

\[ \langle U(t)U(0) \rangle \sim \frac{1}{t^{3/2}} \]

where \( U(t) \) is the translational velocity and \( t \) is the time, and the angular velocity correlation function decays as

\[ \langle \omega(t)\omega(0) \rangle \sim \frac{1}{t^{5/2}} \]

where \( \omega(t) \) is the angular velocity. The coefficients of these long tails depend on the viscous and rotational transport coefficients of the fluid. We are presently undertaking work to determine the effect of these long memories on the dielectric functions of a fluid, and thereby their effect on the absorption spectrum of the fluid.

VII. SPECTRAL PROPERTIES OF ANHARMONIC-OSCILLATOR SYSTEMS

An important aspect of the effects of microwave radiation on biological systems concerns the way in which radiation interacts with biological molecules. Radiation in the microwave region will primarily affect vibrational and rotational states of molecules. Until now, most models of large molecules have viewed the molecule as a chain of coupled harmonic oscillators. We are studying new effects which arise when the nonlinear character of the coupling is taken into account.
Two interesting effects occur in nonlinear oscillators, which are not found in linear oscillators. At low energies, they can support soliton propagation. Solitary wave motion is a purely nonlinear phenomenon which allows for rapid and efficient transfer of energy from one part of a nonlinear chain to another. It has been conjectured that this mode of energy propagation plays an important role in the functioning of biological molecules. The effects of external fields on soliton propagation is now being studied by Reichl and de Fainchtein.

A second interesting effect that occurs in nonlinear oscillators, but not linear oscillators, is the appearance of chaotic motion at higher energies. As the energy of a nonlinear oscillator is increased, the spectrum can change dramatically, and this affects the way energy is absorbed. To illustrate this behavior, let us consider the so-called Henon-Heiles Hamiltonian

$$H = \frac{1}{2} (p_1^2 + p_2^2) + \frac{1}{2} (x_1^2 + x_2^2) + x_1 x_2^2 - \frac{1}{2} x_1^3$$

Without the last two terms, this would describe two uncoupled harmonic oscillators with natural frequency \(f = \omega_0\). In Figures 2a and 3a we exhibit the Poincare surface of section for this nonlinear oscillator system for two different energies. (For this system the full phase space, composed of two momentum and two position variables, is four dimensional. Since energy is conserved, the system evolves on a three-dimensional energy surface in this phase space. The Poincare surface of section is a two-dimensional slice of the phase space.) For the low-energy case (Fig. 2a), the system behaves in many respects like a harmonic oscillator system. The power spectrum for low-energy oscillation is given in Figure 2b.
We see that the frequency $f=\frac{1}{2}\omega_0$ dominates, although there are other frequencies due to the anharmonicities.

Figure 2a

Figure 2. a. The Poincaré surface of section for the Henon-Heiles Hamiltonian at energy $E=0.08333$.

b. Power spectrum of $x_2(t)$ for energy $E=0.08333$. 
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If we next consider this same system at high energy (Figures 3a and 3b), we see that the phase space has gone chaotic, indicating rapid spread of energy through the system, and the power spectrum has many components and has broadened about the harmonic frequency \( f_\\omega \). Thus, the way in which this system will absorb energy has changed qualitatively.

Because the energy of molecules is distributed according to a Boltzmann distribution, some fraction of them will always be in the chaotic regime. There is some indication that the critical energy for onset of chaotic behavior in the absence of an external field occurs near the inflection point of the inter-particle potential. It is very likely that an external field will destabilize some molecules not in the chaotic regime, thus destroying coherent mechanical functioning of those molecules. The possible destruction of coherence in an external field is presently being studied by Reichl and de Fainchtein.

VIII. ANHARMONIC OSCILLATION OF MOLECULAR SYSTEMS

We study a rectilinear chain of particles with mass \( m_i \) \((i=0,1,\ldots,N)\) connected with nonlinear nearest neighbor potentials \( V(x_i) \) depending only on the relative distances \( x_i = \xi_i = \xi_{i-1} \) of the particles. The most simple case which is already highly complex and, in fact, nonintegrable, consists of only three particles, \( m_0, m_1, m_2 \), with free end-points. The equations of relative motion are

\[
\begin{align*}
\ddot{x}_1 &= \left( \frac{1}{m_0} + \frac{1}{m_1} \right) \frac{\partial V(x_1)}{\partial x_1} - \frac{1}{m_1} \frac{\partial V(x_2)}{\partial x_2} \\
\ddot{x}_2 &= \left( \frac{1}{m_1} + \frac{1}{m_2} \right) \frac{\partial V(x_2)}{\partial x_2} - \frac{1}{m_2} \frac{\partial V(x_3)}{\partial x_3}
\end{align*}
\]
Figure 3. a. The Poincare surface of section for the Henon-Heiles Hamiltonian at energy $E=0.16667$.

b. Power spectrum of $x_2(t)$ for energy $E=0.16667$. 
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For the potential \( V \), Broucke has experimented with several of the well-known potentials, such as the Toda, Morse, and Lenard-Jones potentials:

\[
V(r) = d \left( (r - b) + \frac{1}{a} \left( e^{-a(r-b)} - 1 \right) \right) \quad \text{(Toda)}
\]
\[
V(r) = d \left( 1 - e^{-a(r-b)} \right)^2 \quad \text{(Morse)}
\]
\[
V(r) = d \left( 1 - \frac{m}{(m-n)r^n} + \frac{n}{(m-n)r^m} \right) \quad \text{(Lenard-Jones)}
\]

In the numerical studies, we transform the variables \( (x_1, x_2) \) to the principal modes of oscillation by the relations

\[
2X = x_1 + x_2 ; \quad 2Y = x_1 - x_2
\]

The two principal modes correspond respectively to \( X = 0 \) and \( Y = 0 \). Note that except for a constant factor, the variables \( (X,Y,\dot{X},\dot{Y}) \) form a canonical set, which allow us to use the standard surface of section method. In other words, we numerically integrate several solutions, but instead of plotting the complete solution or trajectory, we only plot the point \( (X,\dot{X}) \) corresponding to the instant \( Y = 0 \). In this diagram \( (X,\dot{X}) \), which is the generalization of the phase plots in one-degree-of-freedom systems), the appearance of smooth curves corresponds to regular quasi-periodic motions, while the irregullarly distributed points correspond to chaotic motions. Chains of islands indicate the presence of resonances.

The advantage of these \( (X,\dot{X}) \) diagrams is the fact that they allow us to compare at once all the solutions with a given energy. In particular, they show exactly where we have transitions from regular to chaotic motions. These regions of initial conditions correspond to the particular vibrations of a biological molecule which will be especially sensitive to exterior radiofrequency radiation. The effect of the radiofrequency radiation may be either to stabilize the vibrations or to cause them to break up.
Another important feature that is visible on the \((X,X)\) graph is the appearance of chains of islands. They correspond to stable motions with frequencies \(p\) times smaller than the normal mode of vibrations (where \(p\) is the number of islands in the chain). They give indications on which subharmonics of the radiofrequency will be most effective in stabilizing the molecule. Our experiments show a prevalence of the case \(p=3\) for all the potentials that were studied. Figure 4 shows an exceptional energy level \((E=0.6)\) in the Morse potential where there are two stable subharmonic frequencies of vibration: \(p=3\) and \(p=7\).

IX. PROPERTIES OF ANHARMONIC OSCILLATORS

Dynamic systems with irregular, nonperiodic, "chaotic" time evolution are frequently encountered in physics, chemistry, and biology. For example, the motion of three masses connected by a force determined from the Morse potential yields irregular motion for moderate to higher energies. From the Boltzmann distribution, a fraction of the molecules at room temperature will have sufficient energy to induce "chaotic" motion. In addition, microwave radiation could stimulate the transition from regular to chaotic motion, which, from a biological viewpoint, could seriously reduce the coherent function of the molecule. Conservative dynamic systems are first considered because they have a well-studied structure. The dynamic equations can be obtained by extremizing the action integral of Maupertius-Euler-Lagrange-Jacobi. The resulting motions are extremal geodesic paths forming a manifold. If the curvature of the manifold is negative, then the motion is characterized by exponential instability which seems to be a necessary indicator for "chaotic" motion\(^{28}\).

The local curvature of this manifold is related to the second variation of the action integral about an extremal closed orbit. A sufficiency condition for local optimality of a weak extremum was obtained by Speyer, which corrects
Figure 4. Poincare surface of section for the Morse potential at energy $C=0.6$. 
and extends earlier work\textsuperscript{29}. With a minimal gap, these conditions seem to be also necessary. Heavy use is made of classical mechanics notions with respect to periodic orbits. One result is that the transition matrix associated with the closed orbit over one period has no eigenvalues on the unit circle except two which must always lie at unity. Since this matrix is symplectic, the eigenvalues are evenly spread inside and outside the unit circle, indicating that neighboring paths must have exponential divergent behavior (possible "chaotic" motion).

The idea of maximizing or minimizing the least action integral at constant energy is used to determine adiabatic barriers or wells. A necessary and sufficient condition for the existence of a classically vibrationally adiabatic barrier or well in collinear systems is the existence of a periodic-orbit dividing surface\textsuperscript{30}. The second variation is used here to determine if the action is locally a minimum (well) or a maximum (barrier). As the energy increases due to microwave sources, more periodic-orbit dividing surfaces should appear, where at least some are attractive, allowing significantly altered final distribution of products. The above results generalize some of the ideas of Part III of this report to higher dimensional systems.

X. CONCLUSION

Over the years, many experiments have been performed on animals in a search for microwave effects on living tissue. These experiments are often done with no a priori idea of where effects may be found. The Microwave Studies Group was formed in an effort to approach the problem from the opposite direction. We are attempting to determine, theoretically, where effects might be expected, based on mathematical studies of various types of nonlinear dynamical systems which govern the functioning biological systems. In this way, we hope to pinpoint areas where important effects may be found and experiments should be done. From the practical point of view, the cost of mathematical
feasibility studies is small compared to the cost of "shot in the dark" experiments.

Even though the Microwave Studies Group has been in existence a short time, we have already begun to locate potential trouble spots and areas where more theoretical work is needed. We have isolated an important $10^{11}$-Hz resonance in hemoglobin, which might cause microwaves to interfere with oxygen delivery to tissue. We have shown that external fields can change the ion conductance through membranes, although further work is needed to pinpoint specific effects in the microwave region. We have developed mathematical techniques for studying ligand migration in proteins and pore permeation. These techniques are now being extended to include microwave effects. We have shown that the critical size for the onset of chemical dissipative structures is increased in a constant electric field. This problem is extremely important for morphogenesis, and further studies on the effects of pulsed microwaves on critical size are being started. We have shown that information about microwave-driven motions of proteins can propagate into the solvent to distances of the order of the size of the protein, and we have shown that the noise felt by a microwave-driven protein is colored by inertial effects and details of the structure of the solvent. More work is needed to determine the effect of microwave-driven motions on the protein environment and mechanisms for energy exchange between protein and solvent. We have shown that anharmonic-oscillator systems, similar to those that comprise biological molecules, admit a transition from coherent ordered motion to chaotic motion as energy is increased. We expect this transition to be accompanied by a change in the absorption spectrum of the molecules. It is now widely thought that coherent motions made possible by nonlinearities in the intramolecular interactions play an important role in the functioning of biological molecules. The role of microwave fields in
destroying these coherent motions and replacing them by chaotic motions is now being studied.
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I. INTRODUCTION: When an electromagnetic field impinges on a medium (such as biological tissue), a field is induced in the medium. If the incident field is time harmonic, then the induced field is also time harmonic; and so for simple geometries, it is a relatively straightforward matter to mathematically calculate the intensity of the induced field in the tissue. On the other hand, if the incident field is a pulse, such as a sinusoidally varying field of finite duration, then the structure of the induced field is quite complicated. Of particular concern is the transient field intensity in the tissue and how this compares with the time-harmonic field intensity.

The research reported herein

1. presents a method for calculating transient field intensity in one-dimensional tissue models and
2. considers several sample problems, comparing transient and time-harmonic field intensity.
II. TECHNICAL APPROACH: In order to determine the structure of induced electromagnetic fields, the problem was modeled mathematically. The assumptions made and the resulting model are given below. In the process of describing the model, the nature of the media and incident fields to be considered will be made clear.

The medium considered in this work is one dimensional and of finite depth $L$. Thus, it is assumed to vary spatially only in the $z$ direction, extending from $z=0$ to $z=L$. The permittivity, $\varepsilon(z)$, and conductivity, $\sigma(z)$, of the medium are piecewise continuous functions as pictured, for example, in Figure 1. By allowing $\varepsilon$ and $\sigma$ to be piecewise continuous, a layered medium can be considered. It is assumed that free space exists outside of the medium so that $\varepsilon(z)=\varepsilon_0$ and $\sigma(z)=0$ for $z<0$ and $z>L$. Finally, it is assumed that the medium is nondispersive in that the permittivity and conductivity are independent of the induced field.

An electromagnetic wave propagating along the $z$-axis normal to the medium has transverse electric field, $E(z,t)$, satisfying

$$E_{zz} - \varepsilon(z) \mu_0 E_{tt} - \sigma(z) \mu_0 E_t = 0, \quad -\infty < z < \infty, \quad -\infty < t < \infty$$  \hspace{1cm} (1)

which follows from Maxwell's equations. Here, $t$ denotes time, $\mu_0$ is the constant magnetic permeability, and subscripts denote partial derivatives. It is assumed that the incident electromagnetic pulse, $E^i$, propagates from left to right and first impinges on the medium at time $t=0$. Thus, the initial condition for equation (1) is

$$E(z,t) = E^i(z-ct) \text{ for } t<0$$  \hspace{1cm} (2)

where $E^i(z-ct)=0$ for $z-ct \geq 0$ and $c$ is the speed of light in free space. The problem considered, then, is that of determining the solution $E(z,t)$ of the system of equations (1) and (2) for $0 \leq z \leq L$, $t>0$ for any given $E^i(z-ct)$, $\varepsilon(z)$, $\sigma(z)$.  
Fig. 1. Example of permittivity and conductivity profiles for a one-dimensional medium.
Although finite differences [1] or integral equation techniques [2] appear to be capable of solving such a problem, it was found that roundoff error and numerical dispersion produced unreliable results for pulses of realistic duration. Therefore a new technique based on scattering operators [3, 4] has been developed. It has been found to produce highly accurate solutions. This technique provides exact analytical representations of the induced fields, with no recourse to low frequency approximations. Details are given in [5, 6, 7].

To numerically implement the scattering operator technique, the HATS (High Accuracy Temporal Solution) computer program was developed. This program allows a user to specify the permittivity and conductivity of the medium as a function of depth and also to specify the incident field. The output is the field at a fixed depth for a certain time interval, or the field at a fixed time throughout the medium.

III. RESULTS: As an example of the results which can be obtained via the HATS program, consider the three-layer medium shown in Figure 2 where it is first assumed that \( \sigma(z) = 0 \). A 1000-MHz incident field of duration 20 ns impinges on the medium from the left at time \( t=0 \). Thus, at some time \( t<0 \) the incident field looks like that shown in Figure 3.

The resulting field inside the medium was generated by the HATS program for the time interval \( t=0 \) to \( t=25 \) ns. Figures 4, 5, and 6 show the internal fields as a function of time at three specific locations (\( z=0.714 \) cm, \( z=1.067 \) cm, \( z=2.100 \) cm) in the medium. The locations \( z=0.714 \) cm and \( z=2.100 \) cm were chosen because they represent in some sense the "worst case" behavior in that the transients at these points had the greatest amplitude relative to steady-state (i.e., time harmonic) amplitude of any points in the medium.
Fig. 2. Permittivity profile for the sample problem.

Fig. 3. Incident field for the sample problem. (20-ns pulse, 1000 MΩ's)
Fig. 4. Internal field (x=0.714 cm) vs. time (ns), zero conductivity.

Fig. 5. Internal field (x=1.06 cm) vs. time (ns), zero conductivity.
Fig. 6. Internal field \((x=3.100\ \text{cm})\) vs. time \((\text{ns})\), zero conductivity.
Figure 5 (z=1.067 cm) represents the "best case" behavior in that the ratio of transient amplitude to steady amplitude was the smallest. It was found that at all points in the medium, transient amplitude was greater than steady-state amplitude.

Figure 7 shows a comparison of transient vs. time-harmonic intensities throughout the medium. In Figure 8, the reflected, induced, and transmitted fields are shown at time t=6 ns. (Depth is scaled by a travel time factor in both of these plots.)

Now consider a medium with permittivity profile given in Figure 2 and conductivity profile given in Figure 9. The fields at z=.714 cm, z=1.067 cm, z=2.100 cm, again fairly accurately give "worst" and "best" behavior and are shown in Figures 10, 11, and 12. Again, transient amplitude was everywhere greater than steady amplitude, although the effect of nonzero conductivity is now seen as reducing the ratio of transient to steady amplitude. Figures 13 and 14 are analogous to Figures 7 and 8.

IV. SUMMARY AND CONCLUSIONS: It has been shown that relatively large amplitude transients can occur in a medium when a pulse signal, such as that from a phased array system, impinges on the medium. These transients have amplitude considerably greater than those produced by a time-harmonic signal. Further, the transients will appear periodically if the incident pulse is repeated at periodic intervals. Therefore, the possibility exists that a mediation of biological events can occur in the presence of pulse electromagnetic radiation even if such mediation does not occur in the presence of a time-harmonic signal. This possibility should be considered when examining safety standards for Air Force personnel.
Fig. 7. Comparison of transient and steady-state intensities in a medium with zero conductivity. Incident field is 1000-MHz pulse.

Fig. 8. Internal, reflected, and transmitted fields for a medium with zero conductivity, time \( t = 6 \) ns. Incident field is 1000-MHz pulse of duration 20 ns, impinging on the medium from the left at time \( t = 0 \).
Fig. 9. Conductivity profile for the sample problem.
Fig. 10. Internal field (δ=0.14 cm) vs. time (ns), nonzero conductivity.

Fig. 11. Internal field (δ=1.067 cm) vs. time (ns), nonzero conductivity.
Fig. 12. Intermal field (n=2.100 cm) vs. time (ns), non-zero conductivity.
Figure 13. Comparison of transient and steady-state intensities in a medium with nonzero conductivity. Incident field is 1000-MHz pulse.

Figure 14. Internal, reflected, and transmitted fields for a medium with nonzero conductivity, time t = 6 ns. Incident field is 1000-MHz pulse of duration 20 ns, impinging on the medium from the left at time t = 0.
While the model used to establish the presence of these transients is a fairly simple one, it is felt that the pattern shown here will extend to more realistic situations. Further work should be directed toward establishing the presence and magnitude of transients for more relevant geometries and, in particular, to determine what focusing effects may occur. Additionally, the frequency dependence of the electrical properties of biological tissue should be taken into account.

The research outlined in this report assumes that the electrical properties of the medium are known. A related but more delicate problem is to determine the permittivity and conductivity of heterogeneous tissue in a noninvasive manner by measuring electromagnetic waves scattered from the tissue. This "inverse problem" for reconstructing a medium from scattered fields has been solved in [3, 4] for the model given by equation (1) above. The implication of this work in the establishment of Air Force safety standards is that through the use of inverse problems it should be possible to non-invasively measure RFR or other damage to biological tissue. For example, reconstructed conductivity and permittivity profiles for healthy and suspected damaged tissue could be compared. Areas of damage would manifest themselves through altered electrical properties. Again, further work is needed to extend the model (1) to a more realistic situation.
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I. INTRODUCTION

While the observation of behavioral and physiological effects of non-ionizing radiation is well documented, no firm understanding of these biological phenomena at a molecular level is presently available. Our experimental efforts are designed to test theoretical models that bear on the interaction of nonionizing radiation with biological molecules, usually taken to be biopolymers. It has been generally assumed that a kind of "cooperative effect" must pool the interaction of polar subunits of a complex species to yield the overall response of the biological unit. At the present time it is not known if the "polar subunit" is a water molecule in close association with membranes or proteins—the polar amino acids, nucleotides, or saccharides, that comprise the biopolymer main chain in many cases, or side groups such as the base pairs of DNA. One can only guess if nonionizing radiation can serve to modify membrane functionality, protein structure, or even base-pair hydrogen bonding. Since our experimental program is designed to operate in concert with theoretical models which of necessity will be greatly simplified relative to actual biological systems, we feel constrained to search for "model systems" that have some of the features of biological systems, but with a much less complex structure. It is essential to search for experimental observables that are compatible with simultaneous irradiation. Optical spectroscopy meets
this need, and we have decided to focus on the use of elastic light scattering and fluorescence techniques for our initial studies. The former technique can be used to determine the size and shape of macromolecules\(^3\) (angle and concentration dependence of scattering), diffusion constants of macromolecules\(^4\) (using suitable photon correlation techniques), or the onset of turbidity at the critical micelle concentration of a surfactant solution. Fluorescence techniques can be used to assess the local environment of a suitable probe molecule (embedded in a membrane or covalently attached to a biopolymer) or, in the case of some macromolecules, the degree of interaction of pendent chromophores.

One critical consideration in this field is dosimetry.\(^5\) Because of the rather long wavelength of the radiation (millimeter to centimeter range), the physical dimensions of the electrodes and cells containing solutions must be carefully considered. Abrupt changes in the dielectric constant at interfaces (e.g., cell-solution boundaries) can cause local heating at the interface and poor penetration of the incident radiation into the bulk solution. When possible, the electrodes will be immersed in the solution of interest to avoid this problem.

II. TECHNICAL APPROACH

(a) Photon-Counting System for Light Scattering and Fluorescence

It is essential to achieve very high precision in measured light-scattering intensity such that small changes can be reliably detected. For this reason we are converting the light detection system of the FICA light-scattering photometer from an analog to a digital system. A schematic representation of this conversion is presented below. The starred items indicate new items that are in the process of being purchased. The \((A-B)/C\) mode on the ORTEC 9320 sampling/control unit has the following meaning: \(A\) = photon count during illumination period, \(B\) = count during dark period (noise), \(C\) = photons collected from source.
average scattered intensity = 
\[(A-B)/C\] with and without field
as function of \(\theta\)

Fig. 1. Schematic representation of photon-counting system.

Thus any long-term drifts in the illumination source are corrected for, as well as any drift in the photomultiplier-tube noise level. The counts collected per period will be averaged and very accurate differences induced by the EM field can be determined.

(b) Cell Design

For light-scattering measurements the most important parameter is the dissymmetry coefficient,

\[Z_\theta = \frac{I(\theta)}{I(180 - \theta)}\]

where \(I(\theta)\) is the intensity of radiation scattered at angle \(\theta\) (see Fig. 1). Within the context of an assumed model, \(Z_\theta\) can be used to compute changes in the molecular dimension of a macromolecule (e.g., \(S^2\), where \(S\) is the end-to-end distance of a Gaussian chain). In addition, \(I(90^0)\) is required to compute the turbidity of a solution if light scattering is used to monitor a phase transition such as micelle formation. A partial octagonal
cell such as represented in (a) below will be satisfactory for determination of $Z_{450}$, or fluorescence/light scattering at $90^\circ$. It also has the advantage of being commercially available in Supersil quartz (Precision Cellr Inc., Hicksville, New York). A round cross-section cell (b) has the advantage of accommodating any angle $\theta$ and convenient cross-section area for the electrodes. Unfortunately commercially available cells of this size are not available, and it is not known at present if cells of suitable optical quality can be fabricated in our glassblowing shop. Either cell (a) or (b) can be used in the SPEX FLUOROLOG for fluorescence measurements. In order to achieve a uniform EM field inside the electrodes with minimum leakage, the following equation must be satisfied:

$$d \leq \lambda/10$$

The impedance ($Z_0$) of the parallel plates is given by

$$Z_0 = 377(d/W)(1/\sqrt{\varepsilon}) = 500$$

where 500 is the impedance of the microwave generator. ($\varepsilon$ is the dielectric constant of the solution, and the definition of symbols $d, W$ is given in Fig. 2 below.) Since the wavelength of 1-5-GHz radiation is in the range 30-36 cm, meeting the requirement that $d < \lambda/10$ is not too difficult.

---

![Diagram](image-url)

**Fig. 2.** Cell and electrode configurations.
Discussion of Physical Observables and Molecular Systems for Future Studies

Macromolecular Systems. Biopolymers are most noted for their highly specific chemical activity which is dictated by a combination of specific reaction sites and molecular geometry. In some cases the molecular geometry is established by crosslinking (typically disulfide bonds) or internal hydrogen bonding. There are two types of synthetic macromolecules that we regard as reasonable models for structural perturbations yet which retain sufficient simplicity for theoretical treatments. These are arylmethacrylates (general structure like I) and arylglutamates (general structure like II).

\[
\begin{align*}
\text{I} & : \quad \text{CH}_3 - \text{C} = \text{O} - \text{NH} - \text{C} - \text{C} - (\text{CH}_2)_2 \\
\text{II} & : \quad \text{R} - (\text{CH}_2)_x \quad \text{O} - (\text{CH}_2)_x \quad \text{R}
\end{align*}
\]

The glutamates are well known to form \(\alpha\)-helices through internal hydrogen bonds in nonacidic media.\(^6\) If the \(R\) groups are planar aromatic, the fluorescence from polymers like I and II shows a low-energy fluorescence feature from the so-called excimer species.\(^7,8\) The formation of an excimer can be represented schematically by the following reaction:

\[
(\text{hv})_{1_{R^*}} + 1_{(R\ldots\ldots R)^*} \rightarrow \text{excimer}
\]

The excimer species, \(1_{(R\ldots\ldots R)^*}\), is held together by a significant van der Waals attraction (typical binding energies are on the order of 3000 cm\(^{-1}\)). It turns out that the tendency for excimer formation is solvent and temperature dependent\(^9,10\) and has been related to the density of the polymer
coil in solution. Thus the structure of a polymer of these two classes may be characterizable from the light scattering and the relative intensity of the monomer and excimer fluorescence. In addition, the temperature and/or solvent dependence of the α-helix to random coil transition of the glutamates can be studied as a function of external EM field. Since this transition is a cooperative effect that involves the breaking of internal hydrogen bonds, it is relevant to possible EM-induced DNA damage.

We note that polymers of type I and type II can be dissolved in non-aqueous solvents and their molecular dimensions perturbed by the addition of other nonaqueous solvents. Thus one avoids the strong H₂O absorption of millimeter radiation that plagues aqueous-solution studies. On the other hand, the polarity of these systems is such that if a small amount of water (a few percent) is introduced, it will most likely be adsorbed on the polymer coil. Consequently it is possible that the effect of the EM field on the water hydration can be detected if this hydration has any discernible effect on coil dimensions.

Our proposed experiments may be summarized as follows: light scattering and fluorescence spectra will be obtained for the target macromolecules I and II in which R is a common aromatic fluorophore (naphthalene, pyrene, or anthracene are suitable). The dependence of R₇ (radius of gyration) and the excimer to monomer fluorescence ratio (usually denoted Lₓ/Lₓ in the literature) will be determined as a function of solvent composition and temperature. Our objective is to determine the overall sensitivity of R₇ and Lₓ/Lₓ to these "thermodynamic" parameters for several macromolecular systems. Then the sensitivity of those same two spectroscopic observables to an external EM field with an energy density of 10 mW/cm² (or lower) and a frequency in the 1-5-GHz range will be determined. If changes are detected, then the time response can be measured by pulsing the field. As was mentioned in the earlier sections, extensive use of signal averaging is anticipated because small fractional changes in
$R_0$ or $I_D/I_N$ are likely and one must be prepared for meaningful "null" results.

Membrane Systems. Natural and artificial membranes composed of various fractions of phospholipids and the cholesterol have been studied by fluorescence techniques for a number of years. The sensitivity of some fluorescent dye probes to membrane potential has been touted as an excellent probe of excitable membranes,\textsuperscript{12} while other studies have determined membrane microviscosity\textsuperscript{13} or the exposure of membrane-bound proteins to the aqueous phase.\textsuperscript{14} None of these fluorescent characterizations is unambiguous, but certain general observations have been realized that allow the following interpretations: (1) increasing the cholesterol content of a membrane increases the microviscosity, but not necessarily the gel to liquid crystal transition temperature, (2) increasing the microviscosity tends to expose more of a membrane-bound protein to bulk solvent. The study of microviscosity proceeds by means of fluorescence depolarization (which can also be interpreted in terms of the anisotropy of the rotational rates of the fluorophore probe) using the Perrin equation

$$ \frac{r_0}{r} = 1 + C(r)\left(\frac{T\tau}{\eta}\right) $$

where \( r_0 \) and \( r \) are the anisotropy ratios for the fluorophore in a rigid medium and the fluid medium respectively, \( C(r) \) is a factor that is obtained from a calibration procedure (roughly equal to \( k/V \), where \( k \) is the Boltzmann constant and \( V \) is the molecular volume of the fluorophore), \( T \) the temperature, \( \eta \) the microviscosity, and \( \tau \) the lifetime of the fluorophore at temperature \( T \) and in the particular medium. The anisotropy ratio is given by

$$ \tau = \frac{(I_\| - I_\perp)}{(I_\| + 2I_\perp)} $$

where \( I_\| \) and \( I_\perp \) are the intensities of fluorescence parallel and perpendicular to the excitation polarization respectively (often an experimental correction for scattering depolarization is required).
Quenching of a fluorophore in a heterogeneous environment has been analyzed by the expression\textsuperscript{15}

$$F_0/(F_0 - F(Q)) = \frac{f_i K_{q1}(Q)}{1 + K_{q1}(Q))^1}$$

in which $F_0$ and $F(Q)$ are the fluorescence intensity in the absence and presence of quencher respectively. In eqn. (4) $f_i$ is the fraction of fluorophores in the $i$th environment with a quenching rate constant $K_{q1}$.

Quite often the physical nature of a quencher can be varied, with a concomitant shift in its position with respect to the membrane-aqueous interface. An example of a quencher series of this type is the quaternary salts of 4-picoline of the type

$$\text{III}$$

represented by III in which $x$ can vary from 0 to 15.\textsuperscript{14} The specific membrane location of the different members of III leads to different degrees of protein-bound fluorophore (tryptophane) quenching, which suggests the extent of protein exposure to the aqueous phase.

The above experiments suggest monitoring the fluorescence properties of membranes with and without an external EM radiation field. Experimentally one need only construct a modified fluorescence cell, along the lines of Fig. 3a. Since membranes are an ordered collection of partially polar molecules, they could well execute a collective response to radiation of this type. Thus one might observe an enhanced fluorescence depolarization, implying a diminished microviscosity. Possibly a change in the fluorescence quenching of a protein fluorophore can be related to a shift of the protein in the membrane. Obviously such experiments must be carried out under carefully thermostated conditions to avoid any "trivial" heating effects. As before, one must anticipate small effects and design experiments to include extensive signal averaging of field-on and field-off intensities.
III. RESULTS/PROGRESS

Experimental apparatus is just being assembled. Any preliminary results that are available at the time of the meeting will be presented for discussion.

IV. SUMMARY AND CONCLUSIONS

The objective of these experiments is to provide a close relation between physical observables and theoretical models. Fundamental mechanisms of EM coupling to complex molecules in fluid or ordered states are to be elucidated. When these mechanisms are understood, then it may be possible to understand thresholds of potential EM-field biological damage without having to rely on the extrapolation from test animals to humans. In addition, one may hope for schemes of prevention or cure without necessitating total avoidance of EM fields.
V. REFERENCES

1. A good case in point is the program of the Second Annual Meeting of the Bioelectromagnetics Society (San Antonio, Texas, September 14-18, 1980) in which over 150 pages were presented in this general field.

2. See the panel discussion reported by D.L. Jaggard and J.L. Lords, Proc. IEEE 68, 114 (1980) or the review of Eastern European work by D.I. McRae, ibid, p. 84.


5. See, for example, the discussion by A.W. Guy, Ann. New York Acad. Sci. 1973, 539.


VI. PUBLICATIONS AND PRESENTATIONS RESULTING FROM AF-FUNDED EFFORTS

None.
I. Introduction

A number of investigators have reported sharp, distinct resonances in the absorption of millimeter wave radio-frequency radiation by various biochemicals and biological preparations [Webb and Booth, 1969, 1971; Stamm et al., 1974; Dardanoni et al., 1976; Lee and Webb, 1977]. Others have reported that exposure to millimeter wave irradiation produces biological effects that exhibit a sharp frequency dependence [Devyatkov et al., 1974; Stamm et al., 1975; Berteaud et al., 1975; Dardanoni et al., 1976, 1979; Grundler et al., 1977; Grundler and Keilmann, 1978]. Reported in this literature are sharp millimeter wave frequency-dependent lethal and mutagenic effects on microorganisms, major effects on metabolic control of growth of cells, effects on oncogenic versus viability properties of cells, protective effects on X-irradiated and cytotoxic-drug-treated animals, etc. It has been suggested that these differences might provide the basis for frequency-specific health hazards and possibilities for new forms of cancer therapy. There also is a great deal of interest in the interaction of millimeter waves with biological media, in order to understand the possible mechanisms of biological effects of RFR.
II. Highlights of Our Previous Work — Absorption Spectra of Biological Samples

In order to confirm and pinpoint the resonance frequencies, a solid-state computer-controlled system has been used to make swept-frequency measurements of absorption of biological specimens from 26.5 to 90 GHz [Gandhi et al., 1980; Hagmann and Gandhi, 1981]. A block diagram of the system is shown in Fig. 1. Three similar circuits were used to cover the Kα, U, and E bands (26.5-40.0, 40.0-60.0, and 60.0-90.0 GHz, respectively). As the output frequency of the IMPATT oscillators was stepped during each sweep, measurements of the incident, reflected, and transmitted powers were made and stored on magnetic tape. Amplitude and frequency stability of the system were measured at periodic intervals. The extreme variations observed in amplitude were ±0.06 dB (±1.4 percent) in one-hour and ±0.16 dB (±3.8 percent) in 15-hour tests. The frequency shift was typically from 1 to 6 ppm per minute. The dwell time at each of the frequencies was varied from 10 ms to 10 s. A dwell time of 50 ms or larger was found to give identical results, the shorter dwell times being inadequate for the electronic circuits involved in the setup. A dwell time of 50 ms was therefore used for all subsequent measurements. A preselected frequency span was swept by 100 step frequencies. A total of 5 sweeps was typically taken for each of the samples, filling the entire cross section of the waveguide in order to obtain the reflectance and absorbance parameters; the entire procedure taking a time period of less than one minute. In order to allow the measurement of minor differences (as low as 0.1 dB), relative measurements were made by direct comparison of insertion loss and reflectance.
of the biological specimens with the aqueous background media in which they were either suspended or dissolved. A wide range of samples was used, including solutions of DNA and RNA and suspensions of BHK-21/C13 cells, Candida albicans, C. krusei, and Escherichia coli. Sharp spectra reported by other workers were not observed. The strong absorbance of water (13-36 dB/mm) caused the absorbance of all aqueous preparations that we examined to have a waterlike dependence on frequency. Reduction of incident power level (to below 1.0 μW), elimination of modulation, and control of temperature to assure cell viability were not found to significantly alter the water-dominated absorbance.

Extensive tests on yeast C. krusei have been conducted using an exceedingly small sampling interval (6 MHz) in a narrow frequency range (41.2-41.794 GHz) in which frequency-specific bioeffects have been reported [Grundler et al., 1977; Grundler and Keilmann, 1978]. Although the frequency interval of 6 MHz should have been adequate to resolve the reported biological spectra, no significant differences were seen in experiments comparing yeast and its nutrient broth for a variety of cell concentrations (up to $2 \times 10^8$/ml), dwell times (50 ms and 5 s), and incident power levels (2, 10, and 60 μW). Similar experiments have been carried out on BHK-21/C13 cells, using a 35-MHz sampling interval in a frequency range (66-76 GHz) in which strong microwave absorption has been reported [Webb and Booth, 1971]. No significant differences were seen, once again, when the cells were compared with their medium. The details of these and many other spectral measurements are given in our paper in Bioelectromagnetics, Vol. 1, pp. 285-298 (1980).

We have reached the conclusion that interpretations of others
[Webb and Booth, 1969, 1971; Lee and Webb, 1977; Stamm et al., 1974; Dardanoni et al., 1976] concerning spectral resonances of suspensions of cells and solutions of biologically important materials are in error. Such errors might have resulted from the use of unsophisticated microwave methodology. For example, Stamm et al. [1974] attributed imbalance in a microwave bridge circuit to differential absorption, when it is more probable that the imbalance was due to phase rather than amplitude differences. Webb et al. [Webb and Booth, 1969, 1971; Lee and Webb, 1977] reported spectra in which the peaks have a fairly uniform spacing, suggesting that they might have resulted from interference in the measurement system [Hershberger, 1978].

**Action Spectra**

It should be recognized that even though the absorption of millimeter wave RFR in aqueous biological preparations is dominated by the very high absorbance of water, it may nevertheless be possible to see frequency-specific biological effects. It was consequently decided to study the action spectra of protein synthesis of BHK-21/C13 mammalian cells as a result of irradiation at 0.1-GHz intervals in the 38.0-48.0 and 65.0-75.0 GHz bands [Partlow et al., 1981; Stensaas et al., 1981; Bush et al., 1981]. The selection of these specific frequency regions was influenced by the previously reported frequency-specific biological effects by Berteaud et al. (69.5-75.5 GHz) and Devyatkov et al. (38.96-51.72 GHz). A block diagram of the irradiation system is shown in Fig. 2. Two similar circuits were used to cover the frequency regions 38.0-48.0 GHz and 65.0-75.0 GHz in U- and E-bands, respectively. OKI klystrons 40V12 (37-42 GHz), 45V12 (42-48 GHz), and 70V11 A (65.0-75.0 GHz)
were used as power sources because of their superior spectral purity as compared, say, to the IMPATTs used in the setup of Fig. 1. Following a 30-minute warm-up period, power fluctuations were less than a few percent. Frequency shifts considerably less than ±0.025 GHz were observed even after several hours of operation. Monolayer cultures of BHK-21/C13 cells were grown on microwave-transparent polystyrene coverslips, placed directly on the open ends of the U- and E-band waveguides of dimensions 4.8 × 2.4 and 3.1 × 1.55 millimeters, respectively, and irradiated (N = 4) for time durations of 15 minutes at each of the frequencies. The polystyrene coverslip (25-mm diameter; treated for tissue culture) was attached by paraffin to a petri dish with a hole in the bottom in order to allow cooling by pumped culture medium. The temperature of the medium was maintained to within 0.1°C over the entire duration of the microwave exposure. A template was used to mark the under surface of each coverslip so that it could be precisely positioned on the waveguide. The markings were later used to identify the portion of the cell monolayer which had been irradiated. Irradiation was carried out in a walk-in incubator for average power densities of 177 and 292 mW/cm² at U- and E-bands, respectively. Incorporation of ³H-methionine into protein was quantified by measurement of optical densities of autoradiographs in contiguous rectangular regions of width 0.1 mm obtained by a microprocessor-controlled stepping motor. Since microwave power incident on the cells varies along the long dimension of the waveguide aperture as cosine² from zero at each of the edges to twice the average power density at the center of the waveguide, it was argued
that this technique should reveal biological effects which might only be manifested in narrow amplitude domains or "power windows." The results for each of the irradiated frequencies were compared to those for the control cultures sham irradiated as described above, except that no microwave power was supplied from the klystrons.

Observations of protein synthesis in monolayer cultures with 202 closely spaced frequencies in the 38.0-48.0 and 65.0-75.0-GHz bands failed to reveal changes associated with microwave exposure [Bush et al., 1981]. A limited number of experiments to study the incorporation of $^3$H-uridine into RNA for irradiation durations of 1 hour also yielded negative results [Partlow et al., 1981].

III. Technical Approach

The thrusts of the current Air-Force-funded project are as follows:

1. Mutagenic effects of millimeter wave irradiation.
2. Permittivity measurements for biological tissues.
3. Low-wave-number Raman and Brillouin spectroscopy with and without microwave irradiation.

In the following we will briefly describe the technical approaches for each of the above tasks.

Mutagenic Effects

The ongoing research is to examine the change in mutation rates of genes of prokaryotic (bacteria and/or bacterio-phage) and eukaryotic (saccharomyces species) organisms by irradiation at closely spaced
frequencies in the 42.0-48.0 and 65.0-75.0-GHz bands to look for frequency-specific biological effects [see e.g., Berdea et al., 1975; Grundler et al., 1977; Grundler and Keilmann, 1978; Devyatkov et al., 1974]. Toward this end a broadband temperature-controlled irradiation system has been set up (Riasi et al., to be published). A schematic diagram of this system is shown in Fig. 3. Simultaneous testing at frequencies in the U- and E-bands is possible with the present system. A waveguide switch is used in both circuits to allow accurate measurement of incident powers with thermistors. Near-perfect (larger than 99 percent) coupling of microwave power to the samples allows direct use of the powers so measured as power absorbed by the samples. The sample holders shown in Fig. 4 are rectangular cross-section glass tubes that are mounted to block the opening of the waveguide cut along a plane perpendicular to its narrow wall. Fairly low reflection of the incident microwave power is obtained because of the tapered design of the load provided by the absorbing biological media flowing through these sample holders. Complete absorption of the coupled power is ensured by using a sample thickness of several skin depths and coating the exposed edges of the glass tubing with silver paint to prevent leakage of the microwave energy. A diagram of the thermally insulated housing is given in Fig. 5. The copper base plate of the housing has a temperature set with a proportional temperature controller. Irradiation and control waveguides are fastened to the base plate to minimize their temperature differences. A series of stainless steel tubes connected to the sample flow circuits are also fastened to the base plate to minimize the temperature differences of the samples. The housing has an aluminum cover and contains Styrofoam insulation to reduce transfer of heat from the base.
plate. Copper-constantan thermocouples are used to monitor fluid temperatures at the input and output of each sample holder. A Nichrome heater is fastened to the outside of the glass of each control sample holder to compensate for the observed temperature differences caused by deposition of microwave energy. Compensatory electrical heating is provided in order to control the temperature differences between irradiated and sham-irradiated samples to within ±0.02°C over the course of 30 minutes of exposure periods.

In order to determine the distribution of microwave energy deposition within the sample holders, we have carried out measurements of local heating within an increased-scaled model of the sample holder made for use at X-band. For these experiments, a phantom composition with appropriately scaled dielectric constant and conductivity [Cheung and Koopman, 1976] was used. Figure 6 shows the temperature profile along the central axis of the scaled sample holder. The decrease in energy deposition is approximately exponential as would be expected from theory. In a circulating sample, of course, the various cells would be exposed to the varying SARs in travel through the tube.

The first set of experiments just completed has been on the induction of Lambda phage in lysogenic strains of Escherichia coli. These experiments have been under the direction of Dr. Douglas W. Hill of the Department of Cellular, Viral, and Molecular Biology, University of Utah. Strains of wild-type Lambda phage (papa) and E. coli (TC 600) were obtained from Dr. Costas Georgopoulos. A large number of isolates of lysogens were prepared and characterized with respect to effects of
temperature, mitomycin C, and ultraviolet light on frequency of induction. The specific one chosen (y-3) for use showed sensitivity to induction by mitomycin C and ultraviolet but typical wild-type insensitivity to induction at temperatures as high as 39°C.

The experimental design and the conditions of the experiments were as follows. Eighteen-hour log phase cultures of the test lysogen (y-3) were prepared, the organisms harvested by centrifugation and resuspended in fresh growth medium. Immediately prior to use, the organisms were diluted to appropriate cell concentrations, and circulating exposure systems inoculated with measured volumes of these suspensions. Following careful temperature equilibration of both control and experimental test suspensions, they were exposed to microwave irradiation at fixed powers and at the frequencies indicated in Fig. 7 for both the U- and E-bands. The two cell suspensions were removed from the exposure systems, quantitatively diluted and assayed for Lambda phage, employing the appropriate indicator strain of E. coli. Following overnight incubation at 37°C, the plaques were counted and the resulting data converted arithmetically into differences in frequency of induction of irradiated cells and control cells maintained at isothermal conditions.

The data collected from numerous individual experiments are summarized graphically in Fig. 7, a and b. The data are plotted as differences in percentage of induction of irradiated and sham-irradiated, control cells versus frequencies in both the U- and E-bands.

In all of the experiments undertaken so far, the results are consistent with the interpretation that no significant effects at the indicated frequencies or power levels have been observed. It is to be
emphasized that these data were collected under very carefully con-
trolled conditions of temperature control, both measurement and continu-
ous recording. At no time during the 30-minute exposure were differ-
ences in temperatures at the exit ports allowed to exceed ±0.02°C. Thus
at the same temperatures, control and irradiated cells of lysogenic E.
coli exhibited no differences in frequencies of induction when exposed
to millimeter microwaves.

The same experimental design and procedures are currently in use
with temperature sensitive (ts) mutants of Lambda phage. These mutants
show characteristics of extreme sensitivity to heat induction. It is
anticipated that the study of these classes of lysogens, utilizing the
described equipment, will allow experimental verification of the hypothe-
sis that the frequency-specific effects that have been reported in the
past have been artifactual due to induced thermal effects.

Precision Measurements of the Complex
Permittivities of Biological Tissues

Knowledge of the complex permittivities of the biological tissues
is needed at millimeter wavelengths for proper dosimetry and to assess
the possibility of any frequency-specific biological effects. We have
been studying ways of alleviating the problems with the conventional
techniques [Szwarnowski and Sheppard, 1977; Van Loon and Finsy, 1975],
namely the need to fabricate precise and fairly thin sample holders
which are not readily amenable to biological tissues such as skin, fat,
muscle, bone, etc. We have arrived at two approaches that we are cur-
rently evaluating for feasibility. These are described in the follow-
ing:
A. Measurement of the complex reflection coefficient of an open-ended waveguide radiating into a biological preparation.

The schematic of the proposed arrangement is shown in Fig. 8. The method utilizes an open-ended waveguide radiating into the biological sample through an intermediate layer of air or a biocompatible moderate-ε medium. A similar arrangement has previously been used for gaseous plasma diagnostics, albeit at somewhat lower frequencies. Even though both open-ended rectangular and circular waveguides could be used for the proposed method, the results obtained with the circular waveguide may be easier to interpret because of a lower self-reflection [Bailey and Swift, 1968; Croswell et al., 1968] for such open-ended waveguides. On the other hand, because of the compatibility with the rest of the circuit, the rectangular waveguide may be more advantageous. It is therefore planned to evaluate both systems for possible use for millimeter wave permittivity measurements. Referring to Fig. 8, an intermediate layer of air or a biocompatible moderate-ε medium is to be used to reduce the reflectivity from the sample, thereby making it possible to detect small differences between different biological tissues. The complex reflection coefficient (magnitude and phase) would be measured by using the four-probe method described previously by Caldecott [1973]. A four-probe reflectometer is capable of measuring not only the complex reflection coefficient, but also incident power level and frequency. If successful, this method could also be used for measurements on the superficial tissues of intact animals.
B. "Infinite" sample method for the measurement of the complex permittivity.

This method uses a thick "semi-infinite" tissue sample which forms the termination of a waveguide system, alleviating thereby the need to fabricate sample holders of submillimeter thicknesses, especially for the 60-90-GHz band. The method is particularly useful for high-loss materials, since a reasonable length of the waveguide section (few centimeters) would be adequate to simulate an infinite sample. An intermediate section of the waveguide filled with a moderate-ε bicompatible medium would be used as an impedance transformer to reduce the magnitude of the reflectivity from the sample. The previously described four-probe [Caldecott, 1973] reflectometer system may then be used to determine the magnitude and phase of the reflection coefficient. While disadvantageous, because of the requirement to grind the tissue in order to fill the waveguide section, this method is easy to quantify theoretically. This may result in an accurate determination of the needed permittivities. Also, the method could be used to cross-check the values obtained from method A.

Laser Raman and Brillouin Spectroscopy of Biological Systems

An important area of research in the RFR bioeffects is to determine the mechanisms of interaction between electromagnetic fields and biological media. A promising line of investigation suggested toward this objective is the low-wave-number Raman and Brillouin spectral
studies of the biological media. Laser Brillouin spectroscopy [Jacobson and Shen, 1979; Wang et al., 1979] has the advantage of being able to emit (launch) or absorb acoustic phonons in a medium at frequencies on the order of 0.1 to 1.0 cm⁻¹ (3 to 30 GHz). For higher frequency optical phonons (1.0-10.0 cm⁻¹), Raman spectroscopy is more appropriate. The dimensions of the biological membranes and molecules are on the order of several tens to thousands of angstroms and comparable to wavelength of acoustic waves at microwave/millimeter frequencies in the media. It is entirely conceivable, therefore, that Brillouin and Raman spectral studies will provide a new and useful means of studying these media, particularly as regards the mechanisms of interaction at microwave frequencies. Fröhlich [1978] has alluded to the possibility of specific frequencies of a biological system related to the excitability of acoustic/optical phonons in cells. Dimensionally related phonons have also previously been observed in solids and liquids.

Artificial liposomes are a definable model membrane system that is planned for the first experiments for low-wave-number Brillouin and Raman spectroscopy. More complex biological media such as solutions of DNA and RNA, *Candida albicans*, *C. krusei*, *E. coli*, fibroblasts, suspension of BHK21/C13 cells, etc., would subsequently be used to identify any microwave phonon activity. If these experiments are successful, future experiments would then focus on simultaneous irradiation of the biological media by microwaves at the identified frequencies.
IV. Summary and Conclusions

In summary, the experiments to reveal sharp millimeter wave absorption spectra of biological media have not been successful. The absorbance is dominated by that of water (on the order of 13-36 dB/mm), which is an essential ingredient because of the aqueous nature of the preparations. There is a need to obtain the absolute complex permittivities of the biological tissues for proper dosimetry and to assess the possibility of any frequency-specific biological effects. Experiments have been initiated to obtain the complex permittivities of these tissues in the 26.5-90.0-GHz band.

The action spectra of biological systems have yielded negative results in the systems that we have studied, namely the uptake of $^3$H-methionine into protein of BHK-21/C13 mammalian cells at 202 frequencies and induction of Lambda phage in wild-type E. coli (TC 600) at closely spaced frequencies in the frequency bands 42.0-48.0 and 65.0-75.0 GHz where sharp frequency-specific effects had previously been reported. It is recognized that these studies conducted by biochemical assays are slow and will not give effects that may occur only during irradiation. An entirely new line of investigation has therefore been started to look for mechanisms of frequency-specific effects of irradiation. This is to study the low-wave-number Raman/Brillouin spectra of biological preparations in order to pinpoint the frequencies of microwave phonon activity in these materials. Upon identification of these frequencies, the materials will be irradiated with microwaves in order to look for interaction of electromagnetic fields with these media.
Fig. 1. Block diagram of the measurement system.
Fig. 2. Microwave setup for irradiation of monolayer cultures of BHK-21/C13 cells grown on polystyrene cover slips.
1. Klystron (OKI 70V11A)
2. Precision attenuator (FXR, type M164A)
3 and 7. 10-dB directional coupler (Narda)
4. Frequency meter (Hitachi model S2270)
5 and 6. Diode
8. Waveguide switch (Hughes)
9. Thermistor mount (Hughes model 44895H)

11. Waveguide switch (Hughes)
12. Thermistor mount (Hughes model 44892H)
13 and 17. 10-dB directional coupler (Narda)
14 and 16. Diode
15. Frequency meter (Hitachi model F2210)
18. Precision attenuator (Hitachi model F1513)
19. Klystron (OKI model 45V12 or OKI model 40V12)

Fig. 3. Schematic of a broadband U-band/E-band irradiation system.
Fig. 4. Sample holders for control and irradiation channels.
UV meter (Keithley Instruments 150A microvolt ammeter)

To peristaltic pump (LKB Broma 2116 multichannel)

1. Multichannel switch
2 and 16. Sample holder mounted on irradiation waveguide
3, 5, 18, 19, 20, and 21. Rubber tubing (I.D. = 1.3 mm)
4 and 17. Sample holder mounted on control waveguide
7. Metallic tubing mounted on metallic blocks with heat sink paste
8-15. Position of thermocouples
22 and 23. Nichrome wire

Fig. 5. Diagram of the insulating housing.
Fig. 6. Variation of heating along the sample holder.
Fig. 7. Effects of microwave irradiation on induction of Lambda phage. Difference in the frequency of induction between irradiated and controls as a percentage of the control samples.
Fig. 8. An arrangement for permittivity measurements at millimeter wavelengths.
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I. INTRODUCTION: Over the past three years, we have been studying the effect of pulse-modulated radiofrequency radiation (RFR) on the disposition of pre-loaded $^{45}$Ca$^{2+}$ in the rat brain. The work of Bawin, Adey, and co-workers and Blackman and co-workers on RFR effects on neuronal calcium has been fully reviewed in this symposium (vide supra). These previous investigations had made use of either extremely low frequency (ELF) signals or radiofrequency radiation signals amplitude-modulated at frequencies around 16 Hz. Since few emitters utilize such amplitude-modulated signals, we have studied effects of RFR pulse-modulated at ELF on $^{45}$Ca$^{2+}$ movement in mammalian brain. Pulse-modulation is a characteristic of radar signals, and the majority of occupational exposures in the Air Force are to this type of radiation.

II. TECHNICAL APPROACH:

Animals

Male Sprague-Dawley rats (150-225g) were used throughout. The animals were maintained in a vivarium and provided commercial chow and water ad libitum. On the morning of the experiment, they were transported to the exposure facility in plastic cages lined with fresh litter.

Microwave exposures

In vitro exposures. Six individual tissue samples were exposed at one time in a Plexiglas and Styrofoam shaking water bath at 37°C. This water bath was placed 1 m beneath a standard gain horn. Radiation was produced by a MCL Model 15022 microwave generator for the 1-GHz exposures and a Cober Model 1831 generator for the 2.45-GHz exposures. Incident power densities at the sample positions were measured with a Narda Microwave Corp. Broad Band Isotropic RF Monitor (Model 8316B) and Probe (Model 8323).

In vivo exposures. The rats were placed in Plexiglas and Styrofoam holders. The top, bottom, and end pieces are of Plexiglas, cemented together. The sides are of Styrofoam and are removable. The animal is gently squeezed between the two Styrofoam sides so that it is forced to remain with the long axis parallel to the long axis of the holder. Animals were exposed singly in a climate-controlled anechoic chamber. The exposure position was 4.5 m in front of the horn antenna. Radiation was produced by the L-band unit of a Cober Peak Pulse Simulator Transmitter System (Model 2852) operating at 2.06 GHz. Pulse width...
was held constant at 10 ms for all exposures. The specific absorption rate (SAR) was obtained in rat phantoms made of muscle equivalent substance by the calorimetric technique of Allen and Hurt (1). The SAR at this frequency measured by the technique was 0.245 W/kg per mW/cm².

III. RESULTS: No significant differences were found when tissue loaded in vitro (Table 1), in vivo (Table 2), or loaded and exposed in vivo (Table 3) were exposed to pulse-modulated RFR. Varying the power density failed to define a "power window," and no differences were detected when the carrier frequency was changed. The power densities employed, viz. 0.5, 1, 2, and 15 mW/cm² were used to define a "power window" for "Ca²⁺" perturbation (4).

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>No. of Animals</th>
<th>Average Pwr Density (mW/cm²)</th>
<th>P.W.ᵃ</th>
<th>PRFᵇ</th>
<th>Calcium Efflux Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>23</td>
<td>0.5</td>
<td>20</td>
<td>16</td>
<td>37.3 ± 4.8</td>
</tr>
<tr>
<td>II</td>
<td>24</td>
<td>1.0</td>
<td>20</td>
<td>16</td>
<td>34.4 ± 6.0</td>
</tr>
<tr>
<td>III</td>
<td>24</td>
<td>2.0</td>
<td>20</td>
<td>16</td>
<td>36.7 ± 4.6</td>
</tr>
<tr>
<td>IV</td>
<td>24</td>
<td>15.0</td>
<td>20</td>
<td>16</td>
<td>40.3 ± 5.0</td>
</tr>
<tr>
<td>V</td>
<td>24</td>
<td>1.0</td>
<td>20</td>
<td>16</td>
<td>39.0 ± 4.7</td>
</tr>
<tr>
<td>VI</td>
<td>24</td>
<td>1.0</td>
<td>10</td>
<td>32</td>
<td>39.4 ± 6.8</td>
</tr>
<tr>
<td>VII</td>
<td>24</td>
<td>2.0</td>
<td>10</td>
<td>32</td>
<td>45.2 ± 7.0</td>
</tr>
</tbody>
</table>

ᵃP.W. is pulse width. ᵇPRF is pulse repetition frequency.
TABLE 2. BRAIN TISSUE IN VIVO LOADED, PULSE-MODULATED RFR EXPOSED IN VITRO

<table>
<thead>
<tr>
<th>Radiation Conditions</th>
<th>45Ca²⁺ Efflux Ratio* ± S.D. (N)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Freq Mod Freq Average P.D.</td>
<td>Irradiated</td>
<td>Sham</td>
</tr>
<tr>
<td>1 GHz 16 Hz 1 mW/cm²</td>
<td>5.70 ± 1.57 (46)</td>
<td>6.15 ± 1.25 (53)</td>
</tr>
<tr>
<td>1 GHz 16 Hz 10 mW/cm²</td>
<td>4.98 ± 1.44 (22)</td>
<td>5.04 ± 1.06 (22)</td>
</tr>
<tr>
<td>2.45 GHz 16 Hz 1 mW/cm²</td>
<td>6.42 ± 1.63 (22)</td>
<td>5.70 ± 1.33 (22)</td>
</tr>
</tbody>
</table>

TABLE 3. IN VIVO LOADED, IN VIVO EXPOSED

<table>
<thead>
<tr>
<th>Power Density (mW/cm²)</th>
<th>Modulations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CW</td>
</tr>
<tr>
<td>0.5</td>
<td>0.737 ± 0.169</td>
</tr>
<tr>
<td>1.0</td>
<td>0.647 ± 0.129</td>
</tr>
<tr>
<td>5.0</td>
<td>0.755 ± 0.181</td>
</tr>
<tr>
<td>10.0</td>
<td>0.683 ± 0.170</td>
</tr>
</tbody>
</table>

Sham
- - - - - - - - - - - - - .659 ± .156 - - - - - - - - - - - - -

Note: N for each combination of power density and modulation was 12, total N = 204.

When these data were subjected to a one-way analysis of variance, there were no significant differences among the 17 combinations. (df = 16, 187; F = 0.8636)
IV. SUMMARY AND CONCLUSIONS: In summary, our data dose indicate an effect of pulse-modulated microwave radiation on net efflux of $^{40}$Ca$^{2+}$ in the rat brain exposed both in vivo and in vitro. The radiation parameters used should have revealed efflux effects that might occur in "windows" for both modulation frequency and incident power density.

Other studies that have shown RFR-induced alterations in calcium efflux have used amplitude-modulated signals (5). The difference between amplitude-modulated and pulse-modulated signals and how they might be recovered by tissue components has been recently discussed (6). Essentially, pulse modulation implies rather abrupt on and off signals in which the percent of time the energy is on is equal to the duty factor (duty factor = number of pulses per second X pulse width in seconds). In amplitude modulation, the signal magnitude spectrum consists of a carrier component with a side band component on each side separated at a distance equal to the modulation frequency.

We conclude that pulse-modulated RFR fields do not affect net calcium efflux in cerebral tissue under the conditions tested, in contrast to the effects induced by amplitude-modulated energy.

V. REFERENCES:


I. INTRODUCTION

Epidemiologically significant numbers of Air Force and civilian people are currently being exposed to radiofrequency radiation at intensities which are above background levels. While these exposures do not appear to lead to dramatic overt disease processes, Chinese and Eastern Bloc epidemiological studies point to a variety of medical effects. In order to evaluate reports of biomedical effects and in order to design proper laboratory and epidemiological studies, knowledge of how RFR interacts with tissue structures and systems is imperative. Study of these basic interactions has been and remains our goal, and, to this date, we have emphasized: (a) special dosimetric models, (b) coupled RFR-field and heat-conduction models, (c) reaction-diffusion system models, (d) pulsed-RFR phenomena, and (e) fundamental molecular interactions.

II. TECHNICAL APPROACH

We have used mathematical models and computer approaches in our attempts to delineate how RFR interacts with tissue structures. However, while our approach has been analytical, it has in every instance been tied to experimental results in several ways. Specifically, all equations used as inputs in our mathematical models and computer calculations have been tested by experiment. Also, all of our numerical results (outputs) have been obtained in order to evaluate or explain already available experimental data, or have been produced in anticipation of experiments to be performed.

Our work with special dosimetric models is motivated by the realization that RFR does not generally deposit energy in tissue in a manner which is constant in space and time. Rather, RFR deposits energy in a manner which varies temporally and spatially, and these variations may impact biological functioning as will be described. Interested in cranial structures, we have worked extensively with a multilayered spherical model of the human or animal head (1). Maxwell's equations were solved in this spherical structure, assuming a planar incident wave and using series expansions of vector wave functions. To calculate internal fields in nonsymmetric structures, we have explored use of an integral equation approach with an integrand constructed using a tensor Green's function. This approach decomposes the scattering body into an array of three-dimensional cubes within which the field and material properties are considered constant. Because of this local constant field assumption,
Calculation accuracy is limited to those cases where field wavelength is long relative to cube dimensions (2).

The basic driving force behind any radiofrequency radiation effect must ultimately be the electromagnetic field itself. In a real tissue, the work done by an electromagnetic field does not all appear as heat, rather chemical-process changes must also occur to some extent through direct field effects on chemical reaction rates (3). However, it is of interest to calculate Joule heating due to impressed fields, since temporally and spatially varying thermal fields can influence a distributed chemical reaction system in addition to any direct effects which may occur. Thus, working with the multi-layered sphere model of the head, the electromagnetic field calculated by that model has been used as a Joule heating source term in the heat-conduction equation. Specifically, using eigenfunction expansions, we have solved the equation:

\[
\frac{\partial u}{\partial t} = \frac{1}{\rho c} \nabla \cdot (K \nabla u) - \frac{b u}{\rho c} + \frac{\nabla \cdot (\varepsilon \times E)}{\rho_c}
\]

In this equation \( u \) is the calculated thermal perturbation given in degrees centigrade. The coefficients \( \rho, c, K, \) and \( b \) are assumed constant in each concentric spherical shell of the model and are, respectively, the density, specific heat, thermal conductivity, and blood-flow-cooling terms.

The structure of living cells and tissues is built through chemical reactions. In cells and tissues one finds temporal and spatial order directly linked to time and space patterns in chemical reactions. Viewing cells and tissue as distributed chemical systems, or reaction-diffusion systems, we have studied mathematical models of such systems to explore direct and thermal effects of RFR. Specifically, we have worked with a simple single compartment reaction-diffusion system whose equations are:

\[
\dot{x} = h (x_e - x) - k(T)x
\]

\[
\dot{T} = \ell (T_e - T) + (\Delta H) k(T)x + \dot{\alpha}x + S
\]

In these equations, \( x \) is the concentration of reactant within the compartment, while \( x_e \) is the concentration (assumed constant) outside. Similarly \( T \) is the temperature inside the compartment, while \( T_e \) is the constant external temperature. The constants \( h \) and \( \ell \) refer to reactant and thermal diffusion properties across the compartment boundary. The term \( k(T) \) is the reaction-rate term, and both simple Arrhenius and simple enzyme-kinetic-rate equations have been employed. The term \( S \) represents Joule heating by action on the solvent, \( \dot{\alpha}x \) represents heating through specific RFR absorption by the reactant.
and \((\Delta H)k(T)x\) represents heat production or consumption by the chemical reaction itself.

The above described work on electromagnetic and thermal field structures and on reaction-diffusion systems uses only the steady-state solutions to Maxwell's equations of electromagnetism. All research in RFR known to us uses the steady-state picture even when short pulses of radiation are applied to the organisms. Suspecting that there could be relaxation or transient phenomena that would be of interest, we have challenged the steady-state view by reviewing Ref. (4) and calculating transient solutions to Maxwell's equations. This effort has produced intriguing results as will be reported below.

Finally, with a view to understanding the basic interaction of electromagnetic fields with molecules themselves, we have used the theory of stochastic differential equations (5) to study simple molecules imbedded in solvent. Specifically, we have studied the random and field-driven motion of a linear dipolar molecule in solution by using the equations:

\[
\begin{align*}
\ddot{x}_1 &= -\gamma \dot{x}_1 + \ell (x_1 - x_2) + \mathcal{F}(t) + q_1 E \sin \omega t + \mathcal{W}_1(t) \\
\ddot{x}_2 &= -\gamma \dot{x}_2 - \ell (x_2 - x_1) + \mathcal{F}(t) + q_2 E \cos \omega t + \mathcal{W}_2(t)
\end{align*}
\]

In these equations, \(m\) is the mass of each of the two atoms in the dipolar molecule, \(x_1\) and \(x_2\) are the centers of the two atoms, and \(q_1\) and \(q_2\) are the charges carried. The coefficient \(\ell\) provides a linear bond characteristic, and \(\gamma\) is a viscous damping term. The symbols \(\mathcal{F}(t)\) and \(\mathcal{W}(t)\) represent white noise processes which are random solvent forces on the molecule. The sinusoidal terms are of course field effect terms in the long-wavelength approximation.

III. RESULTS/PROGRESS

The multilayered spherical model of the head is complete for the continuous-wave case (3). Addition of a spherical shell to represent the skull bones resulted in increased deposition of energy within the model brain substance at radiation wavelengths less than the head diameter indicating the role of internal reflections. Greatest energy deposition is in the model center which would approximately correspond to third ventricle and hypothalamic regions of an actual brain.

The electromagnetic fields calculated by the multilayered sphere model were used as the source term in the heat-conduction equation, equation 1 above. Because of thermal diffusion, the passage of time tends to spread the energy absorbed from the electromagnetic field; however, thermal gradients remain even after long time exposures. The blood flow term in equation 1 demonstrated that this has an important effect on thermal distributions. The thermal model without blood-flow term was tested in spherical models of heads and in cadaver heads, and correlation was observed between predicted and observed temperatures.
In the living monkey head, blood flow was observed both to apparently cool and warm the brain relative to cadaver temperatures (7). These effects could obtain from divergent and convergent flow patterns respectively. The prediction and measurement of thermal gradients in the head induced by RFR is of great interest, for thermal gradients are known to naturally exist in the brain, and the superposition of perturbations could have subtle effects on function particularly in the hypothalamus (8).

Our reaction-diffusion system is a first step toward understanding how energy or thermal deposition could affect a distributed chemical reaction system. Working with the simple set of equations given above (equation 2), we have found these systems capable of exhibiting low frequency modulation resonance effects as well as amplitude resonance effects (9). Thus, a biologically meaningful system has been found to exhibit responses very similar to those reported for cation efflux from irradiated tissue (10).

Our research has shown that it is not sufficient for one to be aware only of the continuous-wave response of material media. Important transients occur due to geometrically determined reflections and due to material dispersion properties. Of greatest interest perhaps is the finding of precursor waves (4,11). The so-called first precursor is associated with frequencies in the X-ray spectrum if the classical calculation is to be trusted (11).

Lastly, a major goal of our work has been to understand in some detail how individual molecules are perturbed by RFR. Solving equation 3 without RFR, it is found that the bond energy (BE) of the molecule is equal to the kinetic energy of the center of mass (KECM) of the molecule, and that both of these are equal to \( \frac{K}{2} T \) where \( K = 12.07 \) Boltzmann's constant and \( T \) is absolute temperature. That is:

\[
BE = KECM
\]

for all temperatures \( T \) in the absence of RFR. Examining electrically neutral molecules (i.e., \( \rho_1 + \rho_2 = 0 \)), it is found that:

\[
BE > KECM
\]

whenever the molecule is in the presence of RFR. Thus it has been found that RFR places a dipole into a state which is otherwise never encountered in the course of changing thermal environments. Since the molecule is assumed to be a linear structure, all excess bond energy is at the field frequency \( f \). The ratio of the excess bond energy to the no-field bond energy at \( f \) is the ratio:

\[
\left(12.1 + 12.1^2 E\right) E
\_
\frac{8}{8} = K T
\]
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Thus, excess energy at f increases as the square of the E field and can be quite large if the medium provides little damping (small). Lastly, in the absence of an electromagnetic field, bond stretches, s, have a Gaussian statistical distribution:

\[ \frac{1}{\sqrt{4\pi kT}} \exp\left(\frac{-s^2}{kT}\right) \]

In the presence of RFR the bond stretch distribution is changed to (12):

\[ \frac{1}{\sqrt{4\pi kT}} \int_0^\infty \exp\left[-\left(s - Pe\cos \theta\right)^2/kT\right] \, ds \]

which is a non-Gaussian distribution with a tendency toward more extreme bond stretching and compression (i.e., a thicker tailed distribution). Therefore, once again we see that the dipole is placed into a physical state by RFR which is not duplicated by normal thermal conditions.

IV. SUMMARY AND CONCLUSIONS.

Basic conclusions from our work to date are as follows:

A. Unnatural thermal and other energy gradients induced by RFR may have an effect on tissue function through an impact on metabolic activities subserved by reaction-diffusion biochemical systems.

B. Transient phenomena, including high frequency generation, require further evaluation with regard to bioeffects of pulsed RFK.

C. Irradiated molecules are not in a physical state duplicated by normal thermal conditions at any temperature.

Follow-on efforts include more intense theoretical and experimental study of reaction-diffusion systems, a quantum mechanical evaluation of RFR transient phenomena, and statistical physical studies on complex molecules to include nonlinear effects.
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EFFECT OF RFR ON ENZYME SYSTEMS

Johnathan L. Kiel, Captain, BSC (VC), USAF
Radiation Sciences Division
USAF School of Aerospace Medicine
Brooks AFB, Texas 78235

I. INTRODUCTION: In evaluating bioeffects resulting from radiofrequency radiation (RFR) exposure, it is important to distinguish between the direct biological effects of such radiation and secondary effects that result from the manipulation of laboratory animals or other biosystems used to detect such effects. The immune system, for example, is especially sensitive to endogenous glucocorticosteroid release as a consequence of manipulative stress on an animal. Therefore, primary effects on this system may be masked or counteracted by secondary or physiological effects.

To avoid the observation of such physiological responses manifested by the immune system, an isolated fundamental biochemical component of the system may be examined. Mixtures of oxidases and peroxidases can duplicate the functions of such a component of immune cells. Previous investigations have indicated that oxidative enzymes are important in the cytotoxic function of macrophages and natural killer cells (Johnston, 1978; Schleupner and Glasgow, 1978; Nathan et al, 1979; Tracey, 1979). The direct cytotoxic effect of macrophages on tumor cells in vitro has been mimicked with glucose oxidase immobilized on starch particles (Nathan et al, 1979), indicating that hydrogen peroxide production is a significant macrophage function and that this function can be duplicated by an artificial system.

Lymphocyte function is also intimately involved with oxidative and peroxidative activity. Peripheral lymphocytes, which are predominantly T cells, contain a cytotoxic peroxidase (Paul, 1979). Stimulation of thymocytes with a T-cell mitogen, Concanavalin A, has been observed to generate chemiluminescence resulting from peroxide-generating and peroxide-utilizing oxidative metabolism (Wrogemann et al, 1978). Furthermore, immunization of mice with either soluble or particulate antigen causes an increase in peroxidative activity in the spleen which precedes the generation of specific antibody (Strauss et al, 1977).

The importance of nonphosphorylating oxidative metabolism even extends to the cooperativity of cellular components of the immune system. If either isolated macrophages or T lymphocytes are first treated with periodate or neuraminidase and galactose oxidase, and recombined with the other cell type, the T cells undergo a strong proliferative response (Greiner and Rosenthal, 1975). All these observations suggest a central role of oxidative-peroxidative metabolism in the cellular compartment of the immune system which extends beyond activities of granulocytes (McRipley and Sbarra, 1967; Bujak and Root, 1974; Klebanoff et al, 1977; DeChatelet et al, 1978).

The limited number of previous studies in the nonthermal effects of RFR on oxidative enzyme systems have yielded mixed results. For instance, the exposure of suspensions of the membrane-bound enzyme cytochrome oxidase to sinusoidally
modulated 2450-MHz microwave radiation at an SAR of 26 mW/g did not significantly affect its activity during exposure (Allis and Fromme, 1979). The cytochrome oxidase was coupled to a soluble indicator protein system so that spectrophotometric changes could be followed. In contrast, Eley, Mayer, and Pethig (1973) have provided evidence for electron transfer enzymes of mitochondria functioning as organic semiconductors, which can be influenced by a microwave frequency of 9 GHz (Eley and Pethig, 1970; Eley, Mayer, and Pethig, 1972). Studies of horseradish peroxidase in solution have shown that at 25°C an SAR greater than 125 W/cm² for 20 minutes or above 60 W/cm² for periods greater than 20 minutes, at a frequency of 2450 MHz, is required to produce irreversible damage to the enzyme (Henderson et al., 1975). Szmigielki (1975) examined the effect of RFR on the superoxide-generating system of rabbit granulocytes in vitro. At 3 GHz with an incident power density of 2 or 5 mW/cm² (the SAR was not given), a significant increase in nitro blue tetrazolium reduction (evidence of NAD(P)H oxidase activity) over controls was observed with exposure times of 30 minutes, but a significant decrease in activity was observed after 60 minutes of exposure. Therefore, oxidative and peroxidatic enzymes may vary in their responses to RFR, depending upon their microenvironments and the frequency of RFR.

The complex assemblage of polar molecules of oxidative enzymes in mitochondria or in membranes of leukocytes suggests that a highly structured model system would more closely resemble the in vivo state than aqueous solutions or suspensions of membrane-bound enzymes. This concept is further supported by the requirement for microtubular assembly to yield an active NAD(P)H oxidase in leukocytes (Nakagawara and Minakami, 1979). The immobilized proteins of such compact highly organized structures should have restricted molecular rotation, preventing the dramatic changes in permittivity seen in aqueous protein solutions which result in absorption of energy and heating at low to intermediate frequencies (Schwan, 1977). However, the presence of some bound water and ions should generate small dispersions of permittivity (Grant et al., 1978).

To mimic these biological systems, I designed a model system with which I attempted to meet the following criteria:

1. The assaying components would not perturb the electromagnetic field.
2. Enzyme activity would be assayed in the RFR field to reveal reversible changes in activity.
3. The system would not thermalize readily because of changes in permittivity and friction from molecular rotation.
4. The system would demonstrate hysteresis, or resistance to change, because of diffusion limitations. This property would allow the system short-term memory of nonuniform activity experienced in the presence of RFR.
5. The system would be an electron transport chain that would absorb energy based on its geometric properties and macroscopic orientation. The fixed molecules in the system would be aligned in the field based on the orientation of the whole system.

Peroxidases, or heme proteins in general, contained within crosslinked protein gels are best suited for such a model system. Peroxidase not only...
mediates the flow of electrons from electron-donating substrate to electron-accepting substrate, but the protein molecules can also interact with each other to equalize their oxidation states. Therefore, when electron-donating and electron-accepting substrates are added to the gels, a flow of "free" electrons through the redox enzymes should occur. The direction of flow should be influenced by the electric field induced in the gel by exposure to RFR. Therefore, the gel should absorb the most energy during the reduction-oxidation reaction when alternate changes in the protein dipole moments occur.

II. TECHNICAL APPROACH:

a. Preparation of crosslinked protein gel. The enzyme to be crosslinked was prepared by dissolving 10 mg horseradish peroxidase, Type II (170 purpur-gallin units/mg) and 600 mg of bovine serum albumin in 8 ml of solution containing 5600, 1400, or 0 units of glucose oxidase (from Aspergillus niger). The solution also contained 0.1 M pH 6.9 phosphate buffer with 0.15 M NaCl. Polymerization was initiated and allowed to proceed at room temperature by adding 110 microliters of 25% glutaraldehyde to the protein solution. The gels used for chemiluminescent assays contained 10 mg luminol (5-amino-2, 3-dihydrophthala-lazine-1, 4-dione) and no glucose oxidase. The gels were prepared in the form of 4.0-cm X 4.0-cm X 0.5-cm blocks contained within Styrofoam molds, each with a thin transparent polyethylene window in the bottom of the chamber. This inner frame was placed in an outer box of Styrofoam that contained a rubber injection port in its top. The outer dimensions of the box were 6 cm X 6 cm X 4 cm. The boxes used in the chemiluminescent assays were painted black with acrylic paint.

b. Measurement of Oxidase-Peroxidase Activity. Initially two techniques were attempted to measure oxidative and peroxidative activity during exposure. The first technique attempted was a colorimetric technique using either p-phenylenediamine hydrochloride (15 mg/ml) in 5.5 mM D-glucose solution, containing 0.1 M pH 7.4 sodium phosphate buffer and 0.15 M NaCl or 0.2 mg/ml 3,4-dihydroxyphenylalanine (L-DOPA) in 0.1 M D-glucose with 0.1 M pH 6.9 sodium phosphate buffer and 0.15 M NaCl. Two milliliters of substrate were injected into each box and onto the surface of each gel. The reaction proceeded for 30 minutes. Then the substrate was poured off and replaced with 0.01 M NaN₃ to stop the p-phenylenediamine reaction or 0.1 M NaN₃ to stop the L-DOPA reaction. The L-DOPA polymerizes to insoluble melanin and the p-phenylenediamine forms an insoluble chromophore. Activity was measured by removing the gels from the frame and scanning them through the plastic window at the bottom of the gel. A Quick Quant Scanning densitometer (Helena Laboratories) was used at a gain setting of 1 to scan the gels in two perpendicular dimensions. The densities were expressed on an arbitrary scale of 0 to 9.

The chemiluminescent gels were covered with filter paper to disperse substrate evenly over the surfaces. One milliliter of 3% H₂O₂ in pH 6.9 0.1 M sodium phosphate buffer with 0.15 M NaCl was used to activate each gel. A 5-cm by 5-cm piece of Tri-X panchromatic film (Kodak) was placed emulsion side up beneath the transparent window within each box. After 30 minutes of exposure, the reaction was stopped with an injection of 1 M NaN₃ into the box, and the film was removed for processing. Control strips of film from Kodak were processed with each group of negatives to assure uniformity in processing. The densities of the films were determined by examining them with a photographic densitometer. An 8 by 8 matrix of densities composed of 0.25-cm² areas was constructed for each film.
c. Irradiation and Dosimetry. Gels were exposed in pairs, one box on either side of the center conducting plate in a Narda Model 8801 TEM transmission cell. The cell was placed up on end with the transmitter side on top. The boxes were placed near the center of each side of the plate by mounting each one on a block of Styrofoam. The power was supplied by an MCL transmitter.

Controls consisted of placing activated gels in the same position in the chamber as test gels but without power. Experimental gels were exposed at an incident power level of 10 mW/cm² at 400 MHz (CW). The surface of each gel was parallel to the E vector of the RFR field. For the purpose of determining SAR, temperature changes in the gel were monitored by Vitek hyperthermia probes previously molded into the gels. Exposures and controls were done at a chamber temperature of 24 ± 0.6°C, with the gel temperature varying only by ± 0.2°C.

III. RESULTS/PROGRESS: Table 1 is the map of SAR distribution in a 4-cm square gel at 10 mW/cm². Notice that the center strip of gel has a higher SAR than the side strips. With such a distribution of energy, one would expect a corresponding distribution of activities in the gel if there were an effect of RFR. The mean density of the p-phenylenediamine gels was 5.07 ± 1.28 (± 25% of the mean) for 6 gels with power and 4.65 ± 1.44 (± 31% of the mean) without power for 6 gels. With such variations, there was no apparent significant difference in the means. However, the gels showed topographical differences in activity which were attributed to the tilting of the gels in the Narda chamber. Furthermore, the gels continued to darken after removal from the chamber. The oxidation of substrate was not stopped by NaNO₃. The L-DOPA gels showed less variation in the mean density and no significant effect of the RFR. The mean density with power for 6 gels ± the standard deviation was 4.6 ± 0.46 (± 10%), and without power for 6 gels was 4.75 ± 0.61 (± 13%). These gels were carefully leveled to prevent the effect observed with the p-phenylenediamine gels. The higher concentration of NaNO₃ also failed to completely stop the auto-oxidation of L-DOPA.

Another problem with colorimetric gels was that substrate, and subsequently the product, was only found in the upper 1 mm of the gel within 30 minutes. A diffusion test with methylene blue showed that it required 2 hours at room temperature to diffuse through a 0.5-cm gel.

The chemiluminescent assay proved more successful as evidenced by uniform bubble production throughout the depth of the gel within 30 minutes. The bubbles are of nitrogen gas from the oxidized luminol. Table 2 shows the mean densities ± the standard deviation of photographs (chemilumigrams) of chemiluminescent gels (see Figure 1). To date, only 6 chemilumigrams have been produced (gel nos. 1-5 and 11). Even though, as demonstrated in Table 2, there appears to be no significant difference between the mean densities of gels exposed to RFR and shams, there is a tendency for exposed gels to demonstrate a departure from the normal distribution of densities about the mean. This distribution suggests a nonrandom localized compensatory rise and fall of activities within the gel. The change in distribution, as illustrated by Figure 2, a and b, does not correspond well with the SAR distribution. This observation leaves open the question of whether the change in distribution of activity is a genuine effect or an artifact.

IV. SUMMARY AND CONCLUSIONS: Enzyme systems in gel or solid state are probably better models of the in vivo condition than enzyme systems free in solution because of the order and control required in the metabolic pathways of cells.
This statement should be especially applicable to particulate or membrane-associated enzymes of leukocytes and mitochondria.

The wide distribution of peroxidase in mammalian tissues (Neufeld et al., 1958) implies that they are significant in the normal physiological functions of man and animals. Therefore, anything that affects the activities of mammalian peroxidases may adversely affect the health of the organisms that contain them.

Although the localized effect of RFR that is observed appears temporary, the change in activity, if maintained long enough, may affect subsequent slower and irreversible processes to which peroxidative activity is linked. Horseradish peroxidase is an adequate prototype for the chemiluminescent technique, since peroxidases all appear to have the same mechanism of action (Odajima and Yamazaki, 1970).

The observed effect may have resulted from compensatory changes in activity if substrate \( \text{H}_2\text{O}_2 \) is drawn from less active areas to more active areas. The local drop in concentration would cause a further decrease in activity. Also, randomness of crosslinked protein chains may have tended to obscure demarcation between active areas and inactive areas because of less than optimal alignment with the E-field vector. Alignment could perhaps be optimized by polymerization in the RFR field. Finally, there may be an effect on the pathway of degradation of the activated phthalic acid product of luminol, shifting some of the molecules from a nonluminescent to a luminescent pathway or vice versa.

To determine the validity of the observed effect, many more chemilumigrams must be produced and mapped. The corresponding map points of gels must be averaged to eliminate random variations in control or exposed gels. The resulting map of mean densities of controls can then be compared point by point to the map of mean densities of exposed gels. Furthermore, pulsed waves of various frequencies and peak powers should be examined to determine if the nonthermal effect, if any, can be maximized.

The general technique of luminescent solid-state enzymology may be applied in the future to other enzymes and even cells. The NADH-dependent bacterial luciferase system could be used to examine a large number of dehydrogenases through coupled reactions (Stanley, 1978) in RFR fields. The photoprotein aequorin from the jelly fish Aequorea could be used as an indicator of facilitated diffusion or transport of calcium into gel by Ca"-Na" ATPase (Blinks et al., 1978). Therefore, the ATPase activity could be readily measured by bioluminescence during RFR exposure. The effect of RFR on the electron transport system could be monitored in bioluminescent bacteria entrapped in crosslinked protein gel. Finally, the nonphosphorylating oxidative metabolism of activated leukocytes could be measured by the luminescence of cells (Trush et al., 1978) immobilized in or on protein gel.
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Table 1. SAR Map of Crosslinked Protein Gel (W/kg/mW/cm²)

<table>
<thead>
<tr>
<th></th>
<th>Left</th>
<th>Center</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center</td>
<td>.071</td>
<td>.12</td>
<td>.071</td>
</tr>
<tr>
<td>Conducting</td>
<td>.075</td>
<td>.12</td>
<td>.075</td>
</tr>
<tr>
<td>Plate</td>
<td>.079</td>
<td>.13</td>
<td>.079</td>
</tr>
</tbody>
</table>

4 cm

Avg = .091 W/kg/mW/cm² ± .024 for 10 mW/cm² exposure

SAR = 0.91 W/kg
Table 2. DENSITIES OF CHEMILUMINIGRAMS EXPOSED AT 400 MHz (10 mW/cm²)

<table>
<thead>
<tr>
<th>GEL NO.</th>
<th>POWER</th>
<th>MEAN DENSITY ± S.D.*</th>
<th>MAP POINTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+</td>
<td>22.07 ± 7.36 (±33.3%)</td>
<td>56</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>23.50 ± 9.36 (±39.8%)</td>
<td>63</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>29.24 ± 6.40 (±21.9%)</td>
<td>62</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>29.26 ± 6.09 (±20.8%)</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>+</td>
<td>33.81 ± 10.80 (±32.0%)</td>
<td>58</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>38.80 ± 5.44 (±14.0%)</td>
<td>64</td>
</tr>
</tbody>
</table>

*This value is the mean density of the map points of each gel ± the standard deviation.
Figure 1. Positive prints of chemilumigrams of peroxidase-bovine serum albumin gels: (a) gel sham-exposed for 30 minutes; (b) gel exposed to RFR at 10 mW/cm² and 400 MHz (CW).
Figure 2. Density maps of chemilumigrams of peroxidase-bovine serum albumin gels. (a), sham gel; (b), experimental gel exposed to 10 mW/cm² at 400 MHz (CW). X, obscured areas that were not read.
I. INTRODUCTION: The last decade has seen a burgeoning volume of literature in the area of radiofrequency radiation (RFR) bioeffects. More than 6,000 reports have been published, with the majority appearing after 1974. This period has also encompassed a major change in the quality of research done and the detail with which experimental methods are reported. For example, many researchers now report measured values or at least estimates of the specific absorption rate (SAR) as a basis for comparing their results to others.

This tremendous growth in the available data base has made traditional methods of literature review and compilation unwieldy. In addition, there are both older works and modern reports that do not adequately address experimental details, statistical treatment of data, or other factors, which make these reports difficult to interpret. RFR research is a complex, interdisciplinary field and requires a knowledge of both the engineering and biological aspects of experimental design. Thus, a reader new to the field or naive in one or more of the disciplines involved may be misled or confused by vague or apparently contradictory reports.

Finally, the traditional literature retrieval sources are necessarily limited in the scope of disciplines covered. For example, those dealing with medical publications will not retrieve literature published in the electronics trade journals.

The effort reported here is an attempt to compile an interpreted and critiqued data base in a form suitable for both publication and computerized retrieval. The emphasis is on critical review of the selected literature, rather than a simple compilation.

II. TECHNICAL APPROACH: Compilations and critiques of the RFR literature are performed under AF Contract F33615-80-C-0608 to SRI International, Menlo Park, Calif. The Air Force monitor is Mr. James Merritt, and SRI personnel include Dr. Lou Heynick, the late Dr. John Krebs, and Dr. Peter Polson (now at NASA's Ames Research Center).

The contractor's tasks include selection of the literature to be reviewed, analysis of the experimental design and results, and an assessment of implications of the findings. The author's abstract is included if available; otherwise, a reviewer's summary is provided. The contractor places each paper in a category, such as epidemiology, modelling, or neurophysiology, and may further break these areas into subcategories. A list of key words and parameters is extracted to be used in the computerized retrieval system.
All analyses are delivered in computer-readable format such that the analyses may be maintained in computer storage as well as published in bound form. In the latter case, the contractor also includes a summary analysis, or "state-of-the-art," in each large category.

The USAF School of Aerospace Medicine has built a network of mainframe and minicomputers to provide a flexible, distributed data automation capability. Although still changing, this system already provides a choice between machines ranging from small word processors to an IBM mainframe; and software options from simple editors to complex database management systems are provided.

Figure 1 illustrates the organization of the network and the types of hardware/software functions available. This system provides the opportunity to combine acquired data, terminal input, computation, and plots or graphs into a report. The RFR literature data base will reside on the VAX 11/780, thus providing its input to such a report-writing scheme.

III. PROGRESS: The literature collection, review, and critique by SRI International has passed its one-year milestone. Approximately 150 reports have been reviewed, representing 20 categories of RFR bioeffects research. These reviews have been delivered to USAFSAM/RZP in optically readable (OCR-B) format. The contractor is also preparing a summary report on each of the major categories. The latter will be included in the published reports of this work, but will not reside in the computer data base.

Ms. Beverly Johnson (OAO Corporation) and I have designed and written the computer routines to make this data base functional on the VAX 11/780. The software is in FORTRAN IV running under the VAX/VMS (Digital Equipment Corporation) operating system.

In addition to the internal search, compilation, and reporting routines, the software includes an English-language user interface. The latter is designed to ease the use of the data base by naive computer users. The only prior knowledge required is the ability to log onto the computer and run a program. At that point the user's terminal displays a menu of options to conduct searches by authors, keywords (subject(s), study type, etc.), or other parameters (power density, SAR, year, etc.). The program then assembles sets of citations that match the search parameters. Each set is assigned a number, and the number of citations found is reported. As in other retrieval systems, combinations of keywords can be logically "and"ed or "or"ed to either expand or contract the number of matches.

The reporting options then enable a flexible printout ranging from a single citation (authors, title, and reference) to a full printout of a set of literature. The latter would include the citations, followed by an abstract, the reviewer's comments, and the list of search parameters and keywords.

New entries are easily appended by using standard editors and file manipulation schemes. These processes are not available through the retrieval program, thus preventing accidental compromise of the data base.

The project is now in a stage of limited user access to allow debugging and improvements to the user interface routines. I expect the system to be on-line by September 1981.
Figure 1. The USAFSAM Computer Network showing the major resources available to all users.
IV. SUMMARY AND CONCLUSIONS: We have established a minimal RFR literature data base in both written report and computer retrievable format. No other existing data base provides this breadth of coverage as well as critical review of the literature, to my knowledge.

We expect this system to be an immediate aid in diverse requirements under our Air Force mission: response to outside inquiries, EIS preparation, safety standard recommendations, preparation of research reports, and the identification and design of new research goals. Additionally, we expect this system to assist new investigators in their orientation to this complex, multidisciplinary research area. Future goals include user orientation and expansion/update of the literature covered in the data base.

V. REFERENCES: The literature reviews and critiques will be published as SAM Technical Reports, available through the National Technical Information Service or by request to Mr. James Merritt, USAFSAM/RZP, Brooks AFB, TX 78235.

The computer routines will be documented in standard format and filed in the Data Sciences Division, USAFSAM.

VI. PUBLICATIONS AND PRESENTATIONS RESULTING FROM AF-FUNDED EFFORTS: SAM-TR(s) – Pending.
MEASUREMENT OF RFR IN THE AIR FORCE WORKPLACE

William D. Hurt
Stewart J. Allen
Radiation Physics Branch
Radiation Sciences Division
USAF School of Aerospace Medicine

I. INTRODUCTION: The U.S. Air Force recognizes the requirement to quantify radiofrequency radiation (RFR) exposures in the military work places. A new program was initiated in 1978 to measure the RFR levels over a broad range of average power densities, including measurements of the peak field intensities. A vehicle was modified and equipped with special instrumentation, and pilot studies were conducted on different types of RFR emitters at several locations throughout the United States. This paper presents a summary of test results from the RFR survey of (1) a fixed site having three standard radars, (2) a phased-array surveillance radar, and (3) preliminary measurements of the RFR emission on an aircraft flight line from some of the systems on a B-52 aircraft. The measurements were made by personnel from the Air Force Communications Command, 1839 EIG, Keesler AFB, Miss.

II. TECHNICAL APPROACH: It was determined that the RFR measurement system should be able to measure the real-time average power densities and peak electric-field intensities over a broad dynamic range - covering frequencies from 0.1 to 10 GHz, average power densities from nW/cm² to 10 mW/cm², and peak electric-field intensities up to several thousand volts per meter. The planned application required that the measurement system be mobile and have sufficient on-board electrical power for the RFR measuring equipment. The vehicle was equipped with a shielded (screened) enclosure to eliminate direct electromagnetic interference (EMI) with the test instrumentation. Many standard commercial equipment items, such as chart recorders and desk-top computers, can be seriously disrupted by intense electromagnetic pulses that penetrate the electronic packages. Adequate EMI shielding is especially important when measurements are to be made in proximity to pulsed radars.

A typical configuration of test equipment is shown in Figure 1. This example was assembled to measure a 450-MHz phased-array surveillance system. At each test location for the radar, the dipole test antenna was placed on a tripod and elevated approximately 2 m above the ground. The antenna and tripod were moved horizontally, while orientation was adjusted, until the signal being received was maximized on the field intensity meter (tuned to the radar operating frequency). Usually this occurs within a horizontal distance of about two wavelengths. This procedure establishes a worst-case condition due to reflected signals being added to the primary incident signal.

The test antenna was oriented in three orthogonal planes, and a measurement of the radiated signal was made for each antenna orientation. Peak (rms) and average power density levels less than 0.001 μW/cm² (1 nW/cm²) were not recorded.
The electric (E) field measurements needed to derive the peak power densities were made with a field intensity meter. The average power density was measured with a power meter and power sensor. The data were processed by a desk-top computer and printed by a thermal line printer. All data were stored on magnetic tape. The analog-to-digital converter provided the interface between the power meter and computer, and sampled the power meter output 100 times per second.

The average power density was obtained by summing the three individual measurements obtained with the test antenna in the three orthogonal orientations. Samples were taken for a 12-second period in each of the three orthogonal planes, at each test location. The resultant electric field is the square root of the sum of the squares of the three orthogonal measurements. Measuring with the dipole antenna in three orthogonal planes is essentially the same as measuring with an isotropic antenna.

The total system was verified before and after the field measurements. This ensured the current operation and accuracy of all test equipment and accessories. Both the field intensity meter and the power meter had internal reference calibrators.

Specific equipment items were changed from survey to survey to accommodate the characteristics of each radar surveyed. For example, horn antennae were used for some system surveys; and in such cases, both vertical and horizontal measurements were made. However, the basic approach was the same: the receiving antennae and instrumentation were selected to measure the peak (rms) electric-field intensity and the real-time averaged power density from each RFR emitter.

III. RESULTS: Fixed Site With Three Emitters. Radiation measurements were made at 44 locations, at distances of about 75 m to about 20 km to quantify potential RFR exposure levels from a typical fixed radar site having three emitters. The three emitters (radar systems) were an L-band search radar, an S-band height-finder radar, and a C-band height-finder radar.

The L-band radar operated at ~1300 MHz with a normal peak power of ~5 MW. It was pulsed at ~240 pulses per second with a 6-microsecond pulse width. The system was located on a 15-m tower, and the directed beam scanned 360° in azimuth at five revolutions per minute.

The S-band radar operated at a frequency of ~2700 MHz with a normal peak power of ~3 MW. It was pulsed at ~330 pulses per second with a pulse width of 2 microseconds. This height-finder radar could be directed to any azimuth on command and scanned a -2° to +32° elevation sector in a 3-second time period using a nodding motion. For these radiation surveys, the radar beam was directed to the exact azimuth of each test location and held there with its normal elevation scan mode in operation. The vertical beam width was less than 1° and the horizontal beam width was ~3°.

The C-band radar operated at a frequency of ~5600 MHz with a normal peak power of ~2 MW. It was pulsed at ~330 pulses per second with a pulse width of 2 milliseconds.
width of ~4 microseconds. This height-finder radar could also be directed to any azimuth on command and scanned a -2° to +32° elevation sector in 3 seconds, using a nodding motion. The vertical beam width was less than 1°, and the horizontal beam width was ~2°.

Measurements on all three radars were made at each of the 44 test locations. Actual measurement periods for each antenna position ranged from 6 to 12 seconds, using a sampling rate of about 50-100 per second. More than 65,000 data points were recorded during the RFR survey at this site.

Measurement results from 13 of the 44 locations were selected for presentation in this paper. These results are summarized in Table I. The data on both height finders represent a worst case by a factor of at least 100 since the measurements were made with the height finders specifically directed to each test location. In fact, the maximum time needed to obtain aircraft height data in any azimuth setting is only 30 seconds. Also, in normal operation, the total use of such height finders in a 24-hour period is less than 2 minutes per degree of azimuth. That is, the radar would not be expected to point at any particular azimuth setting for more than 2 minutes in any 24-hour period.

The last column in Table I is the numerical sum of the averaged power densities from each system, thus the worst-case exposure level possible. Note that the real-time peak to average power density ratios range from ~5000:1 to >100,000:1.

Phased Array Surveillance Radar. The phased-array surveillance radar is a relatively large, fixed-base, solid-state, electronically steered radar system. Its primary purpose is to detect, track, and provide early warning of ballistic missiles launched from vehicles at sea. It maintains a long-range wide-area coverage. Also, it tracks objects orbiting the earth. It has multiple-frequency capability over a range of 420 to 450 MHz. Peak power is 580 kW, the maximum duty cycle is 25 percent, and it covers a scan sector of 240°. To carry out its tasks, the pencil beam (~2.2° beam width) formed by the antenna is scanned continuously, forming a solid surveillance net at a minimum elevation angle of 3° and covering the complete 240° (in azimuth) scan sector. The great versatility of the electronically steered beam allows the radar to point or change beam directions at a very rapid rate (within tens of microseconds) to maintain total coverage of the scanned volume.

During this series of radiation measurements, the radar was operated at one frequency (435 MHz) and all of the system power was directed to the surveillance fence at an elevation angle of 3°. This created the maximum exposure levels possible at ground level.

Radiofrequency radiation measurements were made at numerous locations around this radar at distances from 0.1 to 20 km. Representative data are presented in Table II. Unlike the more conventional radar previously discussed, this radar produces exposure levels with real-time peak to average power density ratios from about 30:1 to 200:1.
Aircraft Radar. Flight-line areas where aircraft are parked for equipment calibration and routine maintenance require careful study to assess potential RFR exposures. Aircraft such as the U.S. Air Force B-52 bomber have many systems that emit RFR. These include bomb/navigation radar, fire-control radar, communications systems, and electronic counter-measure equipment (ECM). These systems are periodically energized to check normal operations, perform system calibration and adjustment, and/or to correct minor problems. Such operations can expose personnel to a wide range of RFR field levels for varying periods of time. As a part of the integral program to assess potential RFR exposures in the U.S. Air Force workplaces, a series of systems have been surveyed. Initial tests included three types of aircraft and more than ten types of RFR emitters. Many of the emitters have multiple modes of operation. For example, a relatively standard search radar may have numerous specialized tracking modes in addition to its normal function, and ECM equipment can operate at many different frequencies and pulse modulations. Some of the aircraft systems have complex scanning patterns, adding yet another complication to determining potential or likely RFR exposures. The actual RFR field levels from these systems are strongly dependent on the mode of operation of the system and the height above the ground that the measurement or exposure takes place. Table III includes only a few representative RFR field levels recorded during a 2-week survey of aircraft systems. The information selected for presentation represents some of the worst-case RFR exposures that personnel may encounter under typical flight-line operations.

IV. SUMMARY AND CONCLUSIONS: RFR exposures in the military workplace are common. This paper summarizes the types and levels of exposure likely in the vicinity of fixed radars and on aircraft flight lines.

Fixed-base radar systems generally operate 24 hours per day, 7 days per week. Thus, persons near such systems are continuously exposed to some level of RFR fields. Generally the systems are located on high towers and propagate narrow beams in a scanning motion that restricts personnel exposure to the main beam. Because of the continuous and repetitive nature of these radar operations, the actual exposure levels, both average and peak, can be quantified quite accurately with the type of instrumentation systems described in this paper. The data presented in Table I are typical of many standard military radars and the radars used for commercial air traffic control around the world. Many persons live and work near such systems.

The RFR levels recorded in Table I for the L-band search radar are typical of the continuous exposures received by people within the distances given, since this type of system continues to scan 360° in azimuth. Note that the average power densities are less than 1 μW/cm², and the peak power density levels are only tens of mW/cm².

The height-finder radars frequently change azimuth in an unscheduled manner, so personnel exposures are relatively short (0.5 to 2 minutes). But when such exposures occur, the average power densities as seen in Table I are tens of μW/cm², and the peak power densities are often in the hundreds of mW/cm². Also, it is possible to be exposed by the search and height-finder radars simultaneously. In comparison, the potential radiation exposures from the phased-array radar are considerably lower, especially the peak RFR levels.
RFR exposures around aircraft systems on the flight line are much more difficult to quantify. The number and types of systems, their operational complexity, and the fact that each may be energized at irregular and generally unknown intervals make it nearly impossible to quantify actual exposures. The data presented in Table III illustrate that relatively high RFR exposure levels are certainly possible. In general, safety procedures are adequate to prevent undue radiation exposure, but accidental exposures are much more common in flight-line operations than elsewhere.

A new state-of-the-art mobile shielded laboratory (MSL) is being developed under an AFCC contract as a second-generation system for use in quantifying the RFR exposure levels in the Air Force workplaces. The MSL should be ready to begin RFR measurements in the fall of 1981. RFR levels will be recorded for each of the major emitters on each type of aircraft so that isodose contours can be established to control and document personnel exposures. The same approach is being considered for maintenance shops and fixed-radar installations.
RADIOFREQUENCY RADIATION MEASUREMENT SYSTEM

- EMPIRE DEVICES DM-205-T3
- NARDA MODEL 3000-10 SIGNAL SPLITTER
- E-FIELD MEASUREMENT
  - SINGER FIELD INTENSITY METER NM-37/57
  - TEKTRONIX OSCILLOSCOPE 422
- VIDEO
- H.P. FOUR-CHANNEL A/D CONVERTER 59313A
- MAGNETIC TAPE STORAGE
  - HP COMPUTER 9825A
- AVERAGE POWER MEASUREMENT
  - EMPIRE DEVICES MODEL AT-106-S1 STEP ATTENUATOR
  - HP POWER METER 436A
  - HP POWER SENSOR 8484A
  - HP 8866B THERMAL LINE PRINTER
  - HP X-Y PLOTTER 9872A
<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>L-BAND SEARCH RADAR</th>
<th>S-BAND HEIGHT FINDER</th>
<th>C-BAND HEIGHT FINDER</th>
<th>All 3 Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peak (V/m)</td>
<td>Peak Pow. Density</td>
<td>Peak (V/m)</td>
<td>Peak Pow. Density</td>
</tr>
<tr>
<td></td>
<td>E-Field (V/m)</td>
<td>Power (mJ/cm²)</td>
<td>E-Field (V/m)</td>
<td>Power (mJ/cm²)</td>
</tr>
<tr>
<td></td>
<td>Time Avg. Power</td>
<td>Density (mJ/cm²)</td>
<td>Time Avg. Power</td>
<td>Density (mJ/cm²)</td>
</tr>
<tr>
<td>75</td>
<td>135</td>
<td>4.86 0.85</td>
<td>428</td>
<td>48.6 1.4</td>
</tr>
<tr>
<td>130</td>
<td>184</td>
<td>9.0 0.52</td>
<td>403</td>
<td>43.1 1.7</td>
</tr>
<tr>
<td>210</td>
<td>69</td>
<td>1.26 0.11</td>
<td>582</td>
<td>89.9 4.1</td>
</tr>
<tr>
<td>280</td>
<td>80</td>
<td>1.71 0.1</td>
<td>239</td>
<td>15.2 0.8</td>
</tr>
<tr>
<td>390</td>
<td>73</td>
<td>1.43 0.015</td>
<td>816</td>
<td>177. 7.2</td>
</tr>
<tr>
<td>460</td>
<td>202</td>
<td>10.8 0.1</td>
<td>1180</td>
<td>369 17.2</td>
</tr>
<tr>
<td>500</td>
<td>181</td>
<td>8.73 0.12</td>
<td>1110</td>
<td>327 10.6</td>
</tr>
<tr>
<td>800</td>
<td>246</td>
<td>16.1 0.13</td>
<td>854</td>
<td>194 6.9</td>
</tr>
<tr>
<td>900</td>
<td>104</td>
<td>2.9 0.03</td>
<td>767</td>
<td>156 5.0</td>
</tr>
<tr>
<td>3000</td>
<td>16</td>
<td>0.07</td>
<td>52</td>
<td>0.73 0.02</td>
</tr>
<tr>
<td>4000</td>
<td>33</td>
<td>0.29 0.002</td>
<td>106</td>
<td>3.0 0.07</td>
</tr>
<tr>
<td>11000</td>
<td>26</td>
<td>0.18 0.001</td>
<td>94</td>
<td>2.33 0.05</td>
</tr>
<tr>
<td>12000</td>
<td>51</td>
<td>0.7 0.005</td>
<td>8</td>
<td>0.02</td>
</tr>
</tbody>
</table>
TABLE II
RADIOFREQUENCY RADIATION MEASUREMENTS
PHASED-ARRAY SURVEILLANCE RADAR

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>Peak E-Field (V/m)</th>
<th>Peak Power Density (μW/cm²)</th>
<th>Average Power Density (μW/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>120</td>
<td>3820</td>
<td>126</td>
</tr>
<tr>
<td>300</td>
<td>17.9</td>
<td>85</td>
<td>1.55</td>
</tr>
<tr>
<td>1000</td>
<td>21.7</td>
<td>125</td>
<td>2.52</td>
</tr>
<tr>
<td>1800</td>
<td>20.0</td>
<td>106</td>
<td>0.96</td>
</tr>
<tr>
<td>2200</td>
<td>8.48</td>
<td>19</td>
<td>0.13</td>
</tr>
<tr>
<td>2600</td>
<td>2.11</td>
<td>1.2</td>
<td>0.04</td>
</tr>
<tr>
<td>3600</td>
<td>2.77</td>
<td>2.0</td>
<td>0.01</td>
</tr>
<tr>
<td>14500</td>
<td>0.55</td>
<td>0.08</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>15700</td>
<td>0.37</td>
<td>0.04</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>21000</td>
<td>0.13</td>
<td>0.005</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>System #</td>
<td>Distance (m)</td>
<td>Peak (rms) E-Field (V/m)</td>
<td>Peak Power Density (mW/cm²)</td>
</tr>
<tr>
<td>----------</td>
<td>--------------</td>
<td>--------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>6170</td>
<td>10,100</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1620</td>
<td>10,100</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>4620</td>
<td>5,660</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>1380</td>
<td>5,660</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>6600</td>
<td>11,600</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>3890</td>
<td>11,600</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>390</td>
<td>40</td>
</tr>
</tbody>
</table>
EFFECT OF RFR ON THE RODENT FETUS

Kenneth A. Hardy, M.S.
Radiation Sciences Division
USAF School of Aerospace Medicine
Brooks AFB, Texas 78235

I. INTRODUCTION: The increasing roles and numbers of female personnel in the Air Force have made it incumbent that current Air Force occupational safety standards be reviewed further to assure the safety of this vital segment of the Air Force work force. Current safety standards for radiofrequency radiation (RFR) are based on the biologic consequences of exposure to such environments. A few reports have recently appeared in the literature describing effects on the rodent fetus exposed to RFR in utero. Reported effects include tail and extremity abnormalities (a), exencephaly (b), craniochisis (c), and changes in brain chemistry (d). The Radiation Sciences Division of USAFSAM has launched an investigation into the teratogenic effects of RFR in an effort to gather further data in this area. This report describes the current effort to investigate the effect of low-level RFR at 2450 MHz on the development of the rat fetus in utero.

II. TECHNICAL APPROACH:

a. Exposure System: The exposure system used is a circular waveguide system designed and procured from the University of Washington. The basic system has been described in the literature by Guy et al (a). It was designed for the chronic exposure of rodents at 2450 MHz. The USAFSAM system consists of 20 waveguides, 10 RF powered and 10 shams. The waveguides are 20 cm in diameter and 95 cm in length. The transmitter is an Applied Microwaves Model PG5KB pulse-signal source. The pulse width is variable from 0.3 to 50 usec. The pulse repetition rate is variable from 10 to 25,000 pps. The operating parameters in this study are as follows:

Pulse width: 10 usec
Pulse repetition rate: 830 pps

The exposure system includes a microprocessor control unit to produce modulated RF outputs, if required. The RF exposures in this study were done without modulation.

b. Dosimetry: The power absorbed by the animal is determined by differential power measurements. The waveguide input power and the orthogonal reflected- and transmitted-power components are measured. The power absorbed is the difference between the waveguide input and the sum of the reflected and transmitted powers. Since there is some power absorption in the waveguide itself, the power absorption must be measured both with the animal absent and the animal present. The difference between the two power absorption values is assumed to be the power absorbed by the animal.
Hewlett Packard Model 432B power meters were used in these measurements. Measurements were conducted on all the waveguides. System uniformity was about \( \pm 10\% \). The empty waveguides were found to absorb about 20\% of the input power. Addition of the animal cage, water bottle, and feeder increased this value to about 30\%. Introduction of phantoms or animals increased the total power absorption roughly from 70\% to 90\% of the input power. Power absorption in the animal was found to be a function of weight (or size) and orientation in the cage.

Figure 1 shows the results of the differential power measurements obtained with rat cadavers as a function of weight. Each data point is the average of measurements made over 14 different orientations within the exposure cage. The ordinate is the fraction of the waveguide input power absorbed by the animal. The bars represent the standard deviations of the measurements. The average fraction of the waveguide input power absorbed by the animal appears to vary approximately linearly with weight over the weight range of interest.

Measurements were also made using RF muscle-equivalent-material phantoms molded into the shape of rats. The results are shown in Figure 2. The muscle-equivalent material was found to be somewhat less absorptive (~5\% to 10\%) than the rat cadavers, but the phantom data tends to corroborate the rat cadaver data in the conclusion of linearity of power absorption versus weight.

Once the average fraction of the waveguide input power absorbed by the animal is established, the specific absorption rate (SAR) can then be computed from the measured waveguide input power and weight of the animal.

To corroborate the SAR values predicted from the differential power measurement data, we undertook a series of calorimetric measurements with rat cadavers and RF muscle-equivalent-material phantoms, using a twin-well calorimeter system (f). The results are shown in Table I. This data effectively confirms the predictions of the differential power data.

In the initial experimental phase of this study an SAR of 0.4 W/kg was chosen to be the exposure level. Figure 3 illustrates the waveguide input power required versus weight to maintain the SAR value of 0.4 W/kg. The average weight of the group of 20 animals is the value used in the determination. The animals are weighed every third or fourth day, and the input power adjusted accordingly.

The power input to the waveguide that most closely represents the average of the overall system is continuously monitored and is used as the reference for the entire system when power adjustments are required. Since the RF power is split between two sections of 5 waveguides via a two-way power splitter, another waveguide input on the other side of the power splitter is also monitored to assure power delivery to both sections. In addition, the power output of the transmitter is continuously monitored by HP Model 432B power monitors. The transmitter power monitor is also connected to a strip-chart recorder for power output constancy and exposure timing purposes.

c. Biological Procedures: The rats used are Sprague-Dawley females obtained from Hilltop Labs. The animals are impregnated at the source and shipped to Brooks AFB the same day. Upon arrival (day 1) the animals are weighed and placed in Flexiglas exposure cages, which are then inserted into the
circular waveguides. The exposure is started immediately after insertion and is continuous, with the exception of about one hour of down time every third or fourth day for weighing, cage cleaning, and instrument checks. The waveguide input power is adjusted accordingly upon reweighing.

In the present series of experiments, the animals are not allowed to come to term. The females are removed from the waveguides and euthanized via halothane or similar gas anesthetic. The uterus is removed and the implantation sites counted. The uterus is placed in warm physiologic saline where the individual sites are opened and all fetuses examined for viability, gross external malformations, and weight. The fetuses are then placed into 3 groups. Fetuses in group 1 are fixed immediately in Bouins fluid for 48 hours, rinsed, and placed in 70% ethyl alcohol. After fixation the fetuses are measured; those with gross abnormalities are photographed and then sectioned at 6 μm, stained with hematoxylin and eosin, and examined by light microscopy. Group 2 contains fetuses with overt skeletal anomalies. If none are present, a random sample of apparently normal fetuses is selected. These fetuses are cleaved and stained with alizarin red by the method of Dawson (g). In group 3 the brain of each fetus is removed for determination of DNA, RNA, protein, and norepinephrine.

III. RESULTS/PROGRESS: To date, two 16-day experimental exposure series have been completed. No gross visual or histological abnormalities have been observed thus far. There also appears to be no significant differences in numbers of offspring between the RF-exposed and sham-exposed groups. Data are still undergoing analysis, and the results are not yet available.

In the next phase of this study, the animals will be allowed to come to term. The pups will be observed for abnormalities and fetal death. Any dead term fetuses will be weighed and examined (gross and histological). The surviving pups will be kept under observation until they reach maturity at approximately 60 days. Experimental runs at higher SAR values are also anticipated.

IV. SUMMARY AND CONCLUSIONS: Reports have appeared in the literature implying potential teratogenic effects from radiofrequency radiation. O'Connor, in an article in IEEE (h), has reviewed this data and concludes that most of these studies involved exposure to radiation at power levels that resulted in frank hyperthermia in the dams. The question remains as to whether chronic, low-level ("nonthermal") RFR exposures, such as those found in USAF operational environments, can produce teratogenic effects. In view of the increasing numbers of female personnel in the Air Force operational scene, the requirement exists to examine the adequacy of current RFR standards. In response to this need, teratogenic studies in rats are currently underway in the Radiation Sciences Division at USAFSAM.

To date, two 16-day exposure series on pregnant female rats have been completed using 2450-MHz RFR at an SAR of 0.4 W/kg. No gross visual or histological abnormalities have been observed thus far. Likewise, no significant population effects between irradiates and shams have been detected. Data are still undergoing analysis, and the results are not yet available. Further experiments at higher SAR values and offspring follow-up studies are anticipated.
V. REFERENCES:


<table>
<thead>
<tr>
<th>PHANTOM</th>
<th>MASS</th>
<th>EXPOSURE TIME</th>
<th>CALORIMETRIC SAR</th>
<th>DIFFERENTIAL POWER SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TISSUE-EQUIV. MATERIAL #1</td>
<td>300 g</td>
<td>10 min</td>
<td>13.6 W/kg</td>
<td>15.7 W/kg</td>
</tr>
<tr>
<td>TISSUE-EQUIV. MATERIAL #2</td>
<td>300 g</td>
<td>6 min</td>
<td>17.9 W/kg</td>
<td>15.7 W/kg</td>
</tr>
<tr>
<td>TISSUE-EQUIV. MATERIAL #3</td>
<td>300 g</td>
<td>6 min</td>
<td>16.3 W/kg</td>
<td>15.7 W/kg</td>
</tr>
<tr>
<td>AV</td>
<td>15.9 W/kg (+ 2.2 W/kg S.D.)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CADAVER #1</td>
<td>335 g</td>
<td>6 min</td>
<td>15.9 W/kg</td>
<td>15.5 W/kg</td>
</tr>
<tr>
<td>CADAVER #2</td>
<td>320 g</td>
<td>6 min</td>
<td>16.3 W/kg</td>
<td>16.3 W/kg</td>
</tr>
<tr>
<td>CADAVER #3</td>
<td>348 g</td>
<td>10 min</td>
<td>14.2 W/kg</td>
<td>15.1 W/kg</td>
</tr>
<tr>
<td>CADAVER #4</td>
<td>278 g</td>
<td>6 min</td>
<td>18.8 W/kg</td>
<td>18.3 W/kg</td>
</tr>
</tbody>
</table>

TABLE 1
CALORIMETRIC DETERMINATIONS OF SAR ON THE RZ LL CIRCULAR WAVEGUIDE FACILITY AT 2450 MHz COMPARED TO SARs PREDICTED BY DIFFERENTIAL POWER DATA
FIG. 1. AVERAGE FRACTION OF TOTAL WAVEGUIDE
INPUT POWER ABSORBED BY RAT AS A
FUNCTION OF WEIGHT; OBTAINED WITH RAT
CADAVERS EXPOSED IN THE SAM/BZ CIRCULAR WAVEGUIDE SYSTEM AT 2445 MHz

FRACTION INPUT POWER ABSORBED = 0.433 + 0.267(WEIGHT IN KG)
The average fraction of total waveguide input power absorbed as a function of weight; measured in tissue-equivalent phantoms exposed in the SAM/RZ circular waveguide system at 2445 MHz is shown in the graph. The formula for the fraction of input power absorbed is given by:

\[ \text{Fraction of Input Power Absorbed} = 0.362 + 0.350(\text{Weight in Kg}) \]
FIG. 3. WAVEGUIDE INPUT POWER VERSUS RAT WEIGHT NEEDED TO MAINTAIN SAR OF 0.4 W/KG BASED ON DIFFERENTIAL POWER ABSORPTION DATA
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