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**Abstract**: This is the first technical report from the Archons project, which is performing research in the science and engineering of "distributed computers". By this we mean a computer having highly decentralized (e.g., consensus) resource management at every level of abstraction from the executive down. This fiscal year-end report provides a snapshot of several incomplete, ongoing investigations supported by the Rome Air Development Center; (over)
decentralized synchronization; the requirements for simulation of decentralized resource management algorithms; and the facilities to be provided by a decentralized executive. Other areas we are investigating, but which are not discussed herein, include: decentralized control in general; decentralized computer architecture; and the implications of highly decentralized control on hardware/software implementation tradeoffs.

We begin with a summary of our views on decentralized resource management and control, and the implications of physical communications on control (especially at the executive level). Then we briefly survey several other distributed system projects. This brings the Archons project into closer focus, as their orientations and objectives are considerably different from ours.

Synchronization (the induction of a common, consistent ordering on events) is the essence of decentralized control. New concepts and techniques are required to achieve synchronization in distributed computers without reliance on any decentralized entity such as a semaphore, monitor, sequencer, or bus arbiter.
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Abstract

This is the first Technical Report from the Archons project, which is performing research in the science and engineering of what we term "distributed computers". By this we mean a computer having highly decentralized (e.g., consensus) resource management at every level of abstraction from the executive down.

This fiscal year-end report provides a snapshot of several incomplete, ongoing investigations supported by the Rome Air Development Center: decentralized synchronization; the requirements for simulation of decentralized resource management algorithms; and the facilities to be provided by a decentralized executive. Other areas we are investigating, but which are not discussed herein, include: decentralized control in general; distributed computer architecture; and the implications of highly decentralized control on hardware/software implementation tradeoffs.

We begin with a summary of our views on decentralized resource management and control, and the implications of physical communications on control (especially at the executive level). Then we briefly survey several other distributed system projects. This brings the Archons project into closer focus, as their orientations and objectives are considerably different from ours.

Synchronization (the induction of a common, consistent ordering on events) is the essence of decentralized control. New concepts and techniques are required to achieve synchronization in distributed computers without reliance on any centralized entity such as a semaphore, monitor, sequencer, or bus arbiter.

Studying decentralized synchronization and other resource management algorithms requires a facility on which to execute and measure them. Until our own distributed computer testbed hardware is constructed, we will conduct simulations on the PDP-10 and Cm*. We are now beginning to define the requirements for this facility.

We are interested in the possible roles which decentralized control might play, and how it can best influence the services and attributes of executives. Our initial application environment is real-time control. The empirical aspects of this effort are provided through the design of ArchOS, the initial "default" operating system for the Archons testbed machine.
1. Introduction

This fiscal year-end report is a snapshot of incomplete, on-going research sponsored by RADC in the field of distributed computer systems: decentralized synchronization, distributed executive user interface, and decentralized algorithm simulation facilities.

The Archons Project is aimed at producing a large-scale distributed computer system testbed which can be used for research and evaluation of distributed computer systems. In the context of this testbed, we intend to address the major issues of distributed computers, such as decentralized control, reliability, and hardware/software relationships. We have chosen the area of real time control as our initial applications area of distributed computer systems for several reasons: first, it is a particularly stressing environment in terms of response time, throughput, and reliability; second, the field is underdeveloped as compared to other areas of computer usage (e.g. general-purpose systems); third, there is a clear appreciation on the part of users for greater understanding and use of these systems.

There are many areas in the field of distributed computer systems which we do not touch on in this report—for example, distributed computer systems architecture, programming languages that support distributed computation, bus allocation, and so forth. This is not due to lack of interest or oversight, but rather due to the fact that our research effort is just beginning, and distributed computing is such a large and unexplored field that we cannot address all problems at once.

Chapter 2 is an overview of the total Archons Project. It describes the fundamental research issues which face distributed computer systems, and possible approaches to these issues. The background of the Archons project is briefly reviewed. An alternative model of distributed computer systems, with layering different from that of the International Standards Organization (ISO) Open Systems Interconnect (OSI) is sketched. The implications of this structure on the Archons system architecture are considerable. First, the Archons model is less strictly hierarchical—the model’s orientation is process-to-process, with processes communicating at several layers of the system. Second, the Archons model is more appropriate for a tightly-integrated hardware/software implementation. Finally, several other projects in the area of distributed computer systems/local networks are described.

Chapter 3 reports the status of our review of decentralized synchronization. Synchronization can be defined as the induction of a consistent ordering on events, and is the fundamental mechanism which underlies all resource management. At the process and communication level, events occur at
random times, communication is probabilistic, and processes execute concurrently. It is the synchronization mechanism that provides structure and orders process interaction. It thus gives rise to a stable and consistent system behavior. In this section the concepts and principles of various synchronization techniques are developed. They are then used to analyze well-known synchronization techniques.

Synchronization techniques may be broadly classed into two groups, according to major purpose. The first type of synchronization is access synchronization. Here, the major synchronization requirement is access to some shared data object. The second type of synchronization is coordinating synchronization. Coordinating synchronization guarantees the correct ordering (i.e. precedence) of processes.

Metasynchronization is the specification of the logical relations which the synchronization must guarantee. Metasynchronization is important for two main reasons. First, as a means of specifying synchronization, it is the touchstone to which correct system operation must be related. Second, if the specification is simple and succinct, then system reconfiguration might be guided by it. Of course, reconfiguration must not violate (at least in the long run) the metasynchronization relations if graceful degradation is to be accomplished. Access to the metasynchronization specification must be properly controlled (i.e. synchronized) in order that reconfiguration results in a consistent system.

Chapter 4 documents the current status of the simulation environment requirements study which we performed. In order to gain a better understanding of decentralized algorithms such as synchronization, it is necessary to actually observe their behavior. Two different ways of observing the synchronization behavior of systems are instrumentation of an existing system and simulation. The instrumentation approach is hampered by the difficulty of implementing different algorithms on an actual system, suitably instrumenting the system, and finally interpreting the results. Simulation, on the other hand, lends itself well to the broad-brush experiments we wish to perform initially. As greater fidelity is desired, we will move to an emulation on the Cm* multiprocessor system. Finally, the experience gained in the simulation and emulation will be used to design the simulation and instrumentation facilities of the Archons testbed.

Chapter 5 deals with the implications of decentralized resource management upon the user's (programmer's) view of a distributed computer system. Two essentially different views are possible; they greatly impact both the implementation and performance of the system. The first view is that a programmer basically sees a standard sequential machine with no possibility of concurrent operation. The second view is that the programmer is aware that the machine which executes his programs is a distributed multi-computer system, and it supports concurrent operation at all levels.
Introduction

The first view has the advantage that it is no different than the view a contemporary FORTRAN programmer possesses; thus new users may easily move over to such a system. It also preserves the existing software investment. The disadvantage, though, is severe. Analyzing the programmer's intent and converting it into a concurrent form suitable for execution on the actual computer system is difficult and will not yield maximum concurrency. It is also difficult to take advantage of redundancy in the system in order to yield a more robust, fault tolerant application. The full capabilities of the system would not be utilized. The advantages and disadvantages of the first view are reversed in the second view. Initially, a computer system such as Archons might be more difficult to use, but the potential payoff is substantial.

ArchOS is an operating system for Archons which implements the second view. In a sense, it is the default set of executive software mechanisms for Archons. It is not the only operating system which might be implemented on Archons, but will provide an example of one way that a distributed computer can be utilized by an operating system. ArchOS is valuable in that experience in actually implementing an operating system will provide feedback necessary to judge the usefulness and practicality of distributed computer concepts. In passing, we note that the operating system is a computer system's only user; applications programs use the operating system.
2. Project Background

In this project we are performing research on the architectures and operating systems of what we term "distributed computer" systems. We define a distributed computer system as a collection of processor/memory pairs, having extensively decentralized system-wide control at the executive levels and below. We are interested in determining the implications of decentralized resource management (particularly at the executive levels) on the architecture of both the processor and the interconnect structure. There are rational arguments, and even some evidence, for the hypothesis that decentralizing various types of system control offers significant potential benefits (e.g., improved robustness and modularity).

2.1 Distributed Computer Systems

Due to the historical centralized uniprocessor evolution of software in general (and operating systems in particular), the more decentralized alternatives for control are only recently beginning to be perceived in any sort of conceptual fashion. The term "decentralized control" is being used with increasing frequency, but unfortunately there tends to be little common understanding of what the term means, and thus is used to represent a number of very different (and occasionally centralized) concepts. Thus, our initial step was to identify the factors which contribute to the degree of control decentralized thereby illuminating the whole spectrum and delineating the region in which we are interested. Our definition of decentralized control is based on a conceptual model [21] which (while not intended to provide quantitative evaluations) provides a framework for determining the degree of decentralization of control of given entities. In our view, decentralization is based largely on the rejection of two fundamental (but usually transparent) premises which underlie almost all traditional operating system concepts and mechanisms.

The first of these premises is the existence of a unique, special entity (e.g., monitor, sequencer, bus arbiter) which enforces the state consistency of an activity. We replace this with the idea of multilateral control, where a number of entities participate in jointly managing the resources associated with an activity (a similar view is expressed in [27]). The degree of an activity's decentralization is determined by the number and inter-relationships of the lower level entities which enforce its consistency. Our model proposes that the degree of decentralization is directly related to the fashion in which controllers participate (both individually and in conjunction with other controllers) in the management of resources. For example, autocracy, functional partitioning, and democracy are increasingly decentralized forms of control [21], and in each case the number and manner in which controllers manage resources differ.
Background

The second premise which we discard concerns the (usually implicit) dependencies of most control concepts and mechanisms (particularly at the executive levels) on physical communication characteristics. Communication in computer systems involves two conceptually distinct aspects: the production, and the manifestation of signals—the relationship between these we term *observability*. Cases of poor signal observability include not just erroneous bits, but more importantly, semantic inaccuracies caused by signals having variable, unknown delays and inconsistent sequencing at different destinations. When the physical communication mechanism is shared primary memory, signal observability is normally very good—the performance and even correctness of nearly all conventional centralized executive control techniques rely on that. But in multicomputers where primary memory is physically partitioned and communication is by I/O (e.g., buses), signal observability is typically much worse. Protocols at several levels in a system can help alleviate parts of the problem (e.g., packet switching errors which result in lost, duplicate, or missequenced packets), but exacerbate other parts (e.g., delays). Thus, executive control techniques originally intended for shared primary memory may be inappropriate or counterproductive if naively reimplemented in systems with reduced signal observability. The quantitative observability differences between memory and I/O communication (as conceptually uninteresting as they may seem) will generally necessitate qualitative differences in control, particularly at the executive level—just as different memory technology speeds lead to different management approaches for primary and secondary memories. Concepts and mechanisms which are specifically intended to function correctly and efficiently despite inaccurate and incomplete information must employ algorithms which make “best effort” resource management decisions. We believe that the use of “best effort” type algorithms is an essential feature of the operating system of a true distributed computer system.

In order to create a practical distributed computer system, thoughtful (and, not coincidentally, unconventional) hardware/software tradeoffs are needed. Furthermore, in order to optimize overall cost-effectiveness it is necessary, when making hardware/software tradeoffs, to recognize that decentralized executive control is a system rather than a software matter [22]. A major portion of our research is concerned with the implications of decentralized control at the executive levels and below on the design and implementation of processors and interconnection mechanisms specifically for distributed computers. It is clear that, because all other facilities are built on them, physical and logical communication play a key role in decentralized control. Dynamic port/link creation and deletion, message addressing/routing, type checking and protection, priorities, and buffer management are examples of traditionally expensive software functions which can be effectively supported by hardware mechanisms without necessarily restricting policy decisions. Decentralization also emphasizes the importance of creatively implementing higher level functionality, including
synchronization, atomic operations, fault detection and recovery, and process management. System control appears to be an exceptionally promising opportunity for VLSI technology.

2.2 Project Overview

While this project is intellectually novel, another important aspect which sets it apart from others is the design and implementation of innovative new hardware on a large scale. A second-generation (HXDP [19] was the first) laboratory testbed is being created to permit experimentation with not only the design but also the hardware/software implementation of decentralized control mechanisms and facilities from the lowest levels (e.g., physical communication protocols) to the operating system user interface. While our primary interest is research, this testbed will also be valuable to industry and government laboratories as a distributed system development vehicle. It will consist of a logical and physical framework with which a wide variety of distributed computer systems can be designed, implemented, configured, programmed, exercised, and measured. The foundation of the system is the Archons "control and communication subsystem" -- a logical and physical framework containing both standard and experimenter-provided software and hardware primitives which can be flexibly interconnected for carrying out the broadest possible range of decentralized control policies at levels from the executive down to the processor interconnection.

Where the requirements of an application environment should be considered, our choice is real-time control (with special emphasis on high performance aerospace and military systems of the future [35], [13]). One of the primary motivations for this choice is that this environment has (and recognizes) a great need for the potential benefits of distributed computer systems; furthermore, the range of real-time control needs is so wide that it encompasses the limited capabilities afforded by the current state of the decentralized control art, as well as the most ambitious aspirations for the future.

The distributed computer testbed is oriented towards multicomputer systems in which the constituent "application subsystems" have disjoint primary memories, and communicate via explicit I/O. Archons interconnects as many as 256 application subsystems, which may be heterogeneous, general- or special-purpose (e.g., signal processing, sensor/actuator data multiplexing, etc.), and contain any number of processors each. To accommodate such a broad span of application subsystems with a minimum of cost and effort, descriptions their I/O interfaces are written in the ISPS language [4] and compiled into code which programs the Archons interface to match. Our laboratory application subsystems have not yet been selected, but will likely be some readily available machines (e.g., PERQ's, VAX's) together with one or more new ones designed by the project expressly to study the relationships between decentralized executive control and application processor architecture.
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Each application subsystem is connected to Archons through a "control and communication unit" in which resides much or all of the system-wide executive. This makes the system more independent of application subsystem hardware and software, allows the incorporation of special hardware to facilitate decentralized control, and provides concurrent execution of application and executive. However, an application subsystem must have certain features if its resources are to be managed entirely externally. The application subsystems of our own design will have these features, but no currently available products do, so those require that a portion of the system executive reside inside them. Furthermore, there are other circumstances under which an application subsystem may include a private executive—for example: when it has resources which must not (for reasons such as security) be managed globally; or when preserving some existing application subsystem run-time utility software outweighs the reduced benefits of local control. Every control and communication unit is itself a highly capable machine with a multiplicity of functionally dedicated processors in a data-flow architecture.

2.2.1 Archons System Structure

The Archons structure is layered, but according to a philosophy (beyond the scope of this paper) we feel is more suited to decentralized control (especially at the executive levels) than are others, notably the ISO Open Systems Reference Model [50]. While our model is outside the scope of this document, one difference is that levels need not be strictly hierarchical, or even totally ordered: the abstractions at one level may not involve all (or even any) of those at some particular level below it; at times, one level may employ another, while at other times that relationship may be reversed (e.g., the interprocess communication and synchronization levels). Another departure is that messages may be initiated at any level and may terminate at any other level -- this allows a more natural representation of important behavior such as that of our acknowledgement mechanisms.

The design of Archons is proceeding "outside in", but even so the lowest levels bear the closest resemblance to conventional technology and thus more is currently known about them. Their facilities include but are not limited to the following.

Layer 1 is for the physical path, which is a set of autonomous buses, each connecting any (but usually all) control and communication units. Up to 16 buses may be implemented, for both reliability and bandwidth reasons. The global bus topology provides good modularity, low latency, and system-wide visibility of communication to assist in achieving decentralized control [1]. The buses are bit-serial and as long as 1 KM in length to accommodate moderate physical distribution. Every bus has a data rate of at least 10 Mbs or more, depending on the state of bus technology.
**Background**

Layer 2 encompasses bus control (i.e., allocation and communication). Each bus is half duplex, and any pairs may be used in full duplex mode. Bus allocation is done in the time domain by a special machine whose hardware and software are programmable to efficiently implement a wide variety of different algorithms [31] [44], including our own which is designed for optimal dynamic priority responsiveness. The communication protocols at this level are also totally programmable, and the facilities are oriented towards a state-exchange model of balanced, n-party protocols. The valid sequences of messages allowed for various types of bus transactions are defined within one processor of each Control and Communication Unit. The intended recipient(s) of a message may be determined by destination, source, or message names, which are software defined and independent of physical bindings--thus, the names may correspond to logical entities (e.g., processes, ports, links), services, or even global or local conditions which must be met (type checking, protection, guards, etc. are special cases). Unintended entities (and thus Control and Communication Units) may eavesdrop on messages to improve Archons’ view of the system state--at this level, that ability helps detect and recover from communication (e.g., protocol) errors. Message fields may be arbitrarily located, and of any length--this information is hidden from the rest of the control and communication unit by a format handling processor which uses it to create a standardized description of the message organization.

Level 3, the Transport level, is for implementing communication among the executive kernel instantiations. It transforms the pool of autonomous buses into one virtual, higher speed, more reliable bus on which messages are sent according to priorities and precedence constraints. An atomic broadcast (i.e., all intended recipients correctly receive the message or none do) is provided, subject to certain restrictions. As a mode, or on a per-message basis, buses may be selected or excluded for transmission or reception of messages or message types. Archons provides a system-wide interprocess communication facility (among others), as opposed to an application subsystem physical communication subnetwork--therefore, every message is normally transmitted on a bus, regardless of whether the source and destination(s) happen to be bound to the same application subsystem at that time. This supports dynamic reconfiguration for modularity and robustness, albeit at the cost of higher bus bandwidth. If this cost is considered too high for particular circumstances, messages among physically co-located entities may be looped back inside a control and communication unit. It is also at this level that arbitrary size messages are subdivided into packets of dynamically determined optimal length, and reassembled when received by the destination(s).

The fourth (the IPC) level is devoted to communication among logical entities such as processes, ports, links, etc., as determined by the experimenter. Its mechanisms are not yet completely defined--
they attempt to efficiently support all proposed models of interprocess communication, and facilitate the invention of new ones specifically for decentralized control situations.

The layers from the fifth up deal with synchronization, atomic operations, and other more general forms of decentralized resource management. Their nature is the subject of much of our research, and as such are not clearly defined at this point.
2.3 Comparisons With Other Systems

As stated earlier, a number of very different systems are being called distributed computing systems. In many cases, it is not possible to distinguish between systems previously known as networks, and those called distributed computers on the basis of a system's physical attributes. In an attempt to remedy this problem we have defined distributed computer systems to be those systems that have decentralized control at the executive level and below. Executives which are significantly decentralized according to our perspective are not presently within the state of the art. For this reason it is not realistically feasible for most multicomputers to have a distributed, conceptually singular operating system in the same sense that a uniprocessor or multiprocessor can—i.e., one which integrates the processors into a computer by managing all the executive level resources in the best interests of the whole system. Instead, most are constrained to being what we define as a network, i.e. a system in which there is a separate operating system for each processor which manages a local partition of the system's resources in its own best interests. In many applications (e.g., real time control), having only local and no global executive control greatly reduces the extent to which certain important attributes (such as robustness and modularity) can be achieved on a system-wide basis.

Our definitions are such that it is not possible to classify a given architecture as being either a network or a distributed computer without considering the nature of its operating system. It is the purpose of this section to help distinguish our system from other current efforts in the general area. The primary factor which sets our research apart from that of others is our interest in pursuing decentralized control from the executive level down. For this reason, the emphasis in the following comparisons is on the degree of executive level decentralization.
2.3.1 Distributed Computer System -- DCS

2.3.1.1 System Goals and Objectives

DCS [14] was designed as a system to provide highly reliable user services from a network of up to thirty minicomputers. It was intended that DCS perform a dedicated task (which was originally text processing) without the use of any central controlling processor. Furthermore, it was desired that (for extensibility reasons) it be simple to add processors to the system, and that (for reliability and performance reasons) it be easy for processes to migrate from one processor to another.

2.3.1.2 Physical Attributes

DCS is a ring-structured loosely-coupled collection of processor memory pairs, with a physical distribution of a few square miles. In DCS, there are seven homogeneous minicomputers, five of which interface to a pair of unidirectional rings through simple buffer and shift-register interfaces. Communications is accomplished by processors putting messages on a ring when an empty slot is detected and removing the message when it has made a complete cycle around the ring. When a processor removes its own message from the bus it is compared with the original message to determine if an error has occurred in the transmission of the message.

2.3.1.3 Operating System Structure

The operating system for DCS consists of replicated kernels which reside on each node in the system. The DCS operating system is structured in a layered fashion similar to Dijkstra's T.H.E. operating system.

2.3.1.4 Interprocess Communication

Messages in DCS are addressed to processes, as opposed to physical processors (to allow process mobility). Broadcasts of messages are permitted to classes of processes, as well as individual processes. While communication between processes is carried out independent of the physical location of the destination process(es), messages destined for processes co-residing on a processor are not actually placed on the ring.

2.3.1.5 Decentralized Resource Management

Resource management at the executive level is accomplished through a bidding scheme based on a simple economic model. Processes which require resources broadcast a "request for quote" (RFQ). Upon receipt of an RFQ, those nodes that have the desired resource and are willing to supply it, return a bid (which consists of an estimate of the node's cost to supply the resource). Finally, the
node desiring the resource waits for a period of time and then selects (based on some criteria) one of the bids it receives. In this fashion a "contract" is made which must then be okayed by a centralized process known as the notary before the transaction may be carried out.

While the only resource that is managed through bidding in DCS is memory, bidding schemes can be used to manage other resources multilaterally [39]. In a bidding scheme such as the one implemented on DCS, it should be noted that the degree of multilateral resource management in DCS is low. This is due to the fact that the decision to send an RFQ and the decision to bid on an RFQ are made on a local basis -- a node permits others to engage in multilateral resource management only when it sends an RFQ, and a node need not necessarily bid on an RFQ if it chooses not to. Furthermore, the node requesting a service decides locally which of the bids it will choose, it is not the case that the requesting node need choose the "lowest" bid each time; it may choose one bid over a group of others based on some local information about the bidding nodes.

In DCS the only time multilateral management occurs is when the nodes bid to manage the system's memory. While the bidding scheme is more decentralized than a centralized entity managing the resources, bidding is clearly not a very decentralized form of resource management.
2.3.2 Arachne (nee' Roscoe)

2.3.2.1 System Goals and Objectives

The Roscoe system [40] was designed as a general purpose computing facility in which objects are shared in a distributed, non-hierarchical fashion.

2.3.2.2 Physical Attributes

The hardware for Roscoe consists of a connected network of five LSI-11's which interface to one or more nearest neighbors by way of parallel line units. All communication between nodes is in the form of messages which are transferred around the network in a store and forward fashion. Routing in the Roscoe system is performed by fixed routing tables at each node.

2.3.2.3 Operating System Structure

A kernel resides on each node which is responsible for providing low level functions. The entities defined in Roscoe are files, programs, core images, processes, links, and messages. The kernels' primary responsibility is to provide support for the message passing and the link mechanism. However, the kernel also has mechanisms to create and destroy processes, maintain clocks and interval timers, and establish interrupt handlers for devices.

In Roscoe only the most rudimentary functions are implemented in the kernel, all other (higher level) functions are implemented by ordinary processes. Roscoe provides the user with a set of processes known the utility processes. Among the utility processes are terminal drivers, file managers, and resource managers. Each utility process is localized, e.g., file management processes exist only at nodes that have mass storage. Furthermore, Roscoe combines the use of kernel service calls and utility processes to provide the user with a limited number of higher level functions. These functions are called library routines and provide useful, higher level functions for directory manipulation, file or terminal I/O, and other functions of this nature.

2.3.2.4 Interprocess Communication

To the user, the Roscoe system appears as a single machine in which all processes communicate by way of a uniform interprocess communication mechanism (regardless of whether the destinations are physically local or remote). In Roscoe the kernels are designed to support both message passing and communications link management. The link mechanism used in Roscoe is very similar to that of the CRAY-1 Demos operating system [5].
2.3.2.5 Decentralized Resource Management

The original resource management scheme proposed for Roscoe consisted of a simple mechanism for managing the system’s processes, processor cycles, and memory. When a new process is spawned, the resource management process at that node makes a decision as to whether or not the new process will be run locally. If it is decided that the process is not to be run locally, a request to run the new process is passed to the next node in a virtual ring. Each node that receives a request makes a local decision as to whether it will accept the process or pass on the request. The request to run the new process returns to the initiator around the virtual ring if no node accepts the request. In such a case, the node which initiated the request must decide whether it should run the new process locally, resubmit the request to run the new process remotely, or kill the new process.

Recently there has been a proposal for a new resource management scheme to be implemented on Roscoe [9]. This scheme is considerably more complex than the original one, and consists of two separate activities. The first activity consists of calculating the load of a processor at a given point in time. The second activity is the cooperation of processors in balancing their loads. The method by which processors cooperate is through pairing with nearest neighbors and transferring tasks from the more heavily loaded processor to the lighter loaded processor. This pairing process occurs repeatedly throughout the system, and processors remain paired only long enough to transfer task descriptors.

Decentralized resource management (in varying degrees) occurs in either of the two resource management schemes proposed. However, in the simple case there is only a small degree of decentralization due to the fact that the management decisions (e.g., to accept or reject a request) are made by each node individually, based on local considerations and there is only one manager for the resources at any given point in time. It is possible for all managers to be involved in the management of a given resource (as in the case where a request to run a process successively passes to each node in the virtual ring). However, the degree of equality of authority each node has and the degree of interaction between nodes is clearly quite limited.

The proposed (more complex) resource management scheme is somewhat more decentralized than the simple case, as managers cooperate in successive pairs to manage their collective resources. However, only a small portion of the system’s controllers take part in any resource management decision, and again there is a large difference in the equality of the management authority possessed by each of the nodes. Therefore, the degree of resource management decentralization (at the executive level) is moderately low.
2.3.3 MicroNet

2.3.3.1 System Goals and Objectives

MicroNet [47] was designed to support multiple, general-purpose users, each running parallel programs, on a network of from two up to ten thousand processing nodes. It was intended that MicroNet tolerate the loss of nodes, allow for a wide variety of interconnect topologies, and adapt to dynamic variations in loading. The designers of MicroNet explicitly reject the concept of master/slave relationships or star configurations as being too centralized to achieve their goals of reliability and extensibility.

2.3.3.2 Physical Attributes

In MicroNet, a node consists of an LSI-11 with memory and a Z-80 based communications front end which connects the node to the front ends of two other nodes. It is intended that a total of sixteen nodes will be connected in a regular grid configuration. The front ends can be used to implement a store and forward network of arbitrary topology, using word-parallel buses.

2.3.3.3 Operating System Structure

In the MicroNet operating system (i.e., MicrOS), a kernel resides on each node and provides support for communication and a command language interpreter (i.e., the CLI). A CLI is provided at each node to permit the user to set up, spawn, and interconnect processes. There exists a global name space which contains unique names for every addressable entity in the system. All entities in the system appear uniformly as processes, which have the same capabilities as does the user. This means that processes use the same interface as is provided to the user by way of the CLI.

2.3.3.4 Interprocess Communication

Interprocess communication is carried out in a uniform (to the user) fashion, regardless of the location of the destination processes. The kernel provides support for the interprocess communication mechanism.

2.3.3.5 Decentralized Resource Management

In MicroNet, global resource management is carried out by means of a hierarchy of unilateral decisions. The designers of MicroNet recognized that it is not practical (or desirable) to have a centralized table that maintains a record of the state of the system resources. Thus, they decided to distribute the state information about the system in a hierarchical fashion such that as one progresses up the control hierarchy, the scope of the control information increases while the detail of the
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information decreases. The hierarchy is structured in a fashion such that each manager is responsible for either a group of lower level managers, or a group of application processing nodes. This means that the actual, user visible resources exist only at the leaves of the control hierarchy. To avoid the problems presented by having a single manager at the top of the control hierarchy, it was proposed (and subsequently abandoned in favor of a single manager with a hot standby) that the topmost control level consist of an oligarchy of controllers. The control hierarchy is constructed without regard to the physical topology of the network, but an effort is made to ensure a high degree of connectivity between controllers at each level and their resources.

For the most part, MicroNet contains few examples of decentralized resource management. At the lower levels in the control hierarchy, each resource is managed by only one controller. This is true at all levels in the system up to the highest level of the control hierarchy where the oligarchy of controllers was to manage the resources below them. Thus, executive level resource management in MicroNet is not fully centralized in that there is no centralized entity which controls all of the system's resources, but it is also not very decentralized as there exists no instances of multilateral resource management.
2.3.4 MuNet

2.3.4.1 System Goals and Objectives

MuNet [16] was designed to be a program-transparently scaleable architecture, with the intention of combining a potentially large number of processors into a single, general purpose machine. It was desired that processors be added to increase performance incrementally without adding to the communication load (as is the case in bus-structured systems).

2.3.4.2 Physical Attributes

In order to accomplish the desired goal of scaleability, processors in MuNet connect only to a small number of other processors in the system. MuNet has admittedly very simplistic hardware, as the goal of MuNet is the development of software methodologies for and the organization of such networks. MuNet currently has “several” (sic) LSI-11’s connected, in an arbitrary configuration, to a maximum of four other processors by bit serial lines.

2.3.4.3 Operating System Structure

In MuNet each node has a kernel which is used to support the user interface known as the virtual interface to MuNet (i.e., the VIM). The VIM provides a virtual machine to the user, through which user programs can invoke internal MuNet functions. The VIM defines two entities-- objects and events. Objects are defined as files (containing data or algorithms) and events are defined the same as conventional processes. Additionally, process/processor binding is carried out by MuNet in a user transparent fashion.

2.3.4.4 Interprocess Communication

All interprocess communication (and object sharing) is accomplished by way of reference trees [15].

2.3.4.5 Decentralized Resource Management

In MuNet load balancing is the only instance of multilateral resource management. Events are migrated to balance processing load, while objects are migrated to balance memory load. The kernel at each node in MuNet maintains an “event list”, which is a list of the events (i.e., processes) a particular processor is to execute. Each node also sends information concerning the size of its event list to its neighbors, in addition to gathering such information from its neighbors. Thus, when a node’s event list exceeds a given value, it ships some of its events to a neighboring, less loaded node. The choice of a node to ship events to is based on the length of each of the neighbors’ event list.
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There is a low degree of decentralized resource management in MuNet due to the fact that management decisions are made on a very localized basis with no more than a small number of controllers participating in the decision making process. However, insomuch as there is some degree of cooperation between neighboring nodes for the purpose of load balancing, it can be said that some form of decentralized resource management occurs at the executive level in the MuNet system.
2.3.5 Cm*

2.3.5.1 System Goals and Objectives

The Cm* multiprocessor [42] was designed and built to perform research on multiprocessor systems that have close cooperation between a large number of small processors. It was also intended that Cm* serve as a testbed for multiprocessor hardware and software experimentation.

2.3.5.2 Physical Attributes

The Cm* hardware consists of a two level hierarchy of buses connecting five clusters of ten computer memory pairs (which are known as computer modules or Cm's). Each Cm is made up of an LSI-11, a local memory, and a local switch (the Slocal) which is interposed between the two. Up to fourteen Cm's can be connected by an intracluster bus to a switching node (known as a Kmap), thereby forming a cluster. The Kmaps are used to effect connections between clusters by interfacing to (at most) two intercluster buses. Both the intracluster and intercluster buses are word parallel. The Kmaps not only perform the basic communications functions, but they also provide support for some low level operating system functions.

2.3.5.3 Logical Attributes

The logical structure of Cm* can be altered by changing portions of the system software and firmware. It is possible for Cm* to be either a shared main memory multiprocessor, a network, or a distributed computer system depending on the Kmap microcode and the operating system executive. The current Kmap microcode is such that Cm* is a shared main memory multiprocessor (all processors share a virtual memory space). Nonlocal memory references are intercepted by the Slocals and sent to the cluster's Kmap, which then routes the access request to the appropriate cluster, and the Kmap for the destination cluster directs the request to the proper Cm. Thus, memory access is uniform across the entire virtual memory space, however access times are non-uniform (and vary by an order of magnitude).
2.3.5.4 Medusa

One of the operating systems experiments being performed on Cm* is the design and implementation of the Medusa operating system [33].

Goals and Objectives

The main objective of Medusa was to perform experiments in operating systems structure for multiprocessors. It was explicitly desired that the Medusa operating system fully exploit the potentials of the Cm* hardware. To accomplish this it was decided that operating system level resource management decisions should be made independantly, as opposed to by centralized entities.

Operating System Structure

Each Cm has a replicated kernel that provides simple functions such as devices handlers and simple process multiplexing. The Medusa operating system consists of the replicated kernels and a collection of relatively autonomous utilities, each of which provides a single, dedicated function. Among the utilities provided to the user by Medusa are memory management, file system management, and task force management utilites. All utilities in Medusa are software structures known as task forces. Task forces consist of a collection of concurrent activites that execute single tasks. Activities are roughly analogous to processes in other systems, however activities in Medusa are statically assigned to processors.

Interprocess Communication

Interprocess communication in Medusa is accomplished by sending and receiving messages through simple pipe mechanisms [37]. The Kmaps provide low level support for the message passing mechanism.

Decentralized Resource Management

In Cm* under the Medusa operating system there is little decentralized resource management at the executive level. This is due to the fact that each resource management activity is carried out by an activity of a task force, and each activity serves a different request. Furthermore, activities within a task force only interact with one another in the activity of locking to provide mutually exclusive access to shared data structures.
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2.3.5.5 StarOS

The second of the two operating system projects for Cm is the StarOS operating system project [24].

Goals and Objectives

The main objective of StarOS was to develop an operating system that would support large collections of concurrently executing, cooperating processes (i.e., task forces). It was furthermore desired that StarOS provide facilities to develop and experiment with task forces.

Operating System Structure

All but the most primitive functions in the StarOS operating system are implemented as task forces. Only a few, lower level functions are not task forces, but are implemented by the Kmaps. Each task force in StarOS contains a complete complement of the operating system utilities. That is to say, each operating system utility is an individual task force activity. Furthermore, each cluster has a complete task force (and thus a complete operating system). Additionally, task forces and utilities are statically assigned to Cm's.

Interprocess Communication

In StarOS, interprocess communication is performed through mailbox objects which are defined by the system and supported by the Kmaps.

Decentralized Resource Management

In StarOS there is little decentralized resource management at the executive level. This is seen in the fact that each cluster has a task force which consists of managers for the cluster's resources. Each resource in a cluster is managed by a utility within the task force that resides at that cluster. The only interaction between task forces (and therefore clusters) occurs when a request for a resource in another cluster is made. In this case, the local resource manager forwards the request to the manager in the cluster with the desired resource, and it is that manager which then makes a local resource management decision.
3. Synchronization Techniques in Distributed Computer Systems

3.1 Introduction

The system behavior of a distributed computer system is characterized by the interactions of concurrent processes. At the process and physical communication levels, events occur at random times, communication is probabilistic, and processes execute concurrently. It is the synchronization mechanism that provides structure and order to interactions, and thus gives rise to a stable and consistent system behavior. In this report we present the concepts and principles of synchronization, and then use them to review some well known synchronization techniques. In the next stage of our research, we will investigate various decentralized algorithms in order to design better synchronization mechanisms.

3.2 The Functional Classification of Synchronization Techniques

Synchronization techniques well suited for regulating access to shared resources will be classified as "access synchronization" techniques. Synchronization techniques well suited for maintaining specified temporal orders between cooperating processes will be specified as "coordinating" synchronization techniques. Finally, techniques used to change the logical relations, which are maintained by the synchronization techniques, are classified as "meta-synchronization" techniques.

3.2.1 Access Synchronization

One important aspect of a modern computer system is resource sharing among various processes. For example, in a general purpose multi-programming environment, although programs are usually independent at the user level, they still interact owing to the sharing of resources at the system level. Due to the independence at the user process level, requests for the common resources are independently generated and can conflict with each other. An access synchronization mechanism is therefore needed to order those independently generated requests so as to maintain the consistency of the shared resources. A generic case of access synchronization in a distributed computer system

---

2 Since one synchronization mechanism may accomplish more than one function, the classification is according to its main function.
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environment is the access of a distributed data base, and we will use this case as an example to illustrate various distributed access synchronization techniques.

Access synchronization is, in fact, a mapping from a randomly generated temporal order of requests into an organized temporal order of accessing so as to maintain the consistency of the shared resources. When there are several temporal orders which can satisfy the consistency requirement, the synchronization mechanism is free to randomly choose one. For example, consider the case of producers and consumers sharing a bounded buffer. When the buffer is empty, the synchronizer is free to randomly choose one of the producers. When the buffer is full, the synchronizer is free to choose one of the consumers. Otherwise, the synchronizer is free to choose one of the producers or one of the consumers. As we can see the temporal accessing order is the means to achieve the ends of the consistency requirement.

The parameters of such a mapping are:

1. the type of request, such as read or write;
2. the sharing policy, such as priority;
3. the state of a shared resource, such as the shared buffer being empty or full;
4. in a distributed computer system, there is also the logical dependence between distributed resources. When members of a set of distributed resources are update dependent, we call such a set as an "update set". For example, distributed and replicated files form a update set, because when one member of this set of files is modified, the others have to be modified accordingly. The logical dependence between distributed and shared resources is at the heart of distributed access synchronization.

A serialization mechanism is required to order the requests one by one. In a shared primary memory computer system, special hardware supported indivisible operations such as test-and-set are usually employed. In a distributed system environment, various serialization mechanisms such as circulating tokens [28] have been proposed. One important point is that only the mapping process needs to be serialized, not the resulting accessing order. Failure to separate these two will result in loss of concurrency. We will illustrate this point via the examples of monitors [17] vs serializers [3] in shared memory systems and circulating tokens [28] vs eventcounts and sequencers [36] in a distributed computer system environment.
3.2.2 coordinating Synchronization

One of the central tasks of a distributed computer system is to maintain close cooperation between distributed processes. Certain processes have to execute together, while the execution of some processes have to precede others. That is, we want to maintain the specified precedence relations (temporal orders) among distributed processes. For example, we may want a set of distributed radar and signal processing systems to work cooperatively and concurrently. When they reach a consensus that some unidentified flying objects are approaching, they will simultaneously activate a set of geographically distributed processes which represent the appropriate response. Techniques used to maintain such a specified system temporal order are defined as coordinating synchronization techniques.

In order to formalize the concept of cooperation, we introduce the notion of logical simultaneity. A set of processes is said to be initiated in logical simultaneity if and only if they are activated by the same initiating event. A set of procedures is said to be terminated in logical simultaneity if and only if they are terminated by the same terminating event. A set of procedures is said to be executed in logical simultaneity if and only if they are initiated in logical simultaneity and terminated in logical simultaneity. Note that logical simultaneity and the physical time simultaneity do not imply each other. For example, two events occurring simultaneously in physical time may be just due to coincidence and does not reflect any cooperation at all. On the other hand two distributed processes activated by the same event will not start their executions at the same exact physical time due to randomized communication delays in receiving the remote activating event and due to drift in the distributed clocks. Once the logical simultaneity is guaranteed, the physical time simultaneity can, however, always be approached. For example, if we want some distributed processes to be initiated by the same remote event A and we want them to start the execution in physical time as close as possible, we can simply defer the event A's initiation effect by, say, X time units. That is, if event A occurs at, say, 11:00, messages will be sent to inform all the relevant processes to start execution as soon as their local clocks indicate 11:X. Suppose the probability that all relevant processes successfully receive the message by 11:X is, say, 0.99. Under these conditions, these processes will start execution, with probability 0.99, as close as the accuracy of synchronization among distributed clocks.

One consequence of the definition of logical simultaneity is that it can be represented by precedence relations between distributed processes. For example, instead of qualitatively stating that the monitoring and the tracking processes work concurrently, we can specify that the initiation of these processes is preceded by the event X and their termination is preceded by the event
Y. Therefore, we can formally specify the cooperation among distributed processes by only the precedence relationship.

In order to maintain the precedence relations among distributed processes, we have to send relevant events to relevant parties and define the response to received events. The important parameters of coordinating synchronization are therefore:

1. on the sender’s side, a list of receivers of a given event;
2. on the sender’s side, an exception handling routine when the expected response from the receivers does not occur;
3. on the receiver’s side, a list of authorized senders for each type of event in order to guard against unauthorized sending, and a routine to help the operating system to find out why unauthorized sending happens;
4. on the receiver’s side, a set of procedures to operate on the received events.
5. An inter-process communication protocol to handle the communications between the event senders and event receivers.

3.2.3 Meta-synchronization

Access synchronization and coordinating synchronization techniques are used to ensure the logical relation among shared resources and processes. However, we may want to dynamically change the existing logical relations without stopping the system. This could be the result of some system element failure, so we have no other way but to alter the logical relations in order to adapt to the remaining hardware; or this could be the result of system expansion, and we want to add new processing elements but it is too expensive to stop the system as a whole. In any event, techniques to ensure a smooth transition from old relations to new relations among concurrent processes and among distributed data bases are vital. Since these techniques address the question of how to modify the logical constraints which are maintained by synchronization mechanisms, we call them “meta-synchronization” techniques. For example, the time-varying logical relations which are maintained by synchronization mechanisms can be illustrated by the problem of time-varying precedence relations which are maintained by a coordinating synchronization mechanism.

From a theoretical point of view, the coordinating synchronization mechanism provides a state exchange mechanism between distributed processes. For example, when we say that sending process A produces a event, it is equivalent to saying that process A enters a special communicating state. When the receiving process receives the event and sets variables which represent the effect of
the event, the effect is that the state vector of $A$ at the communication state is mapped onto those state variables of the receiving process. Since the precedence relation represents the cooperation among distributed processes, and since the coordinating synchronization mechanism maintains the precedence relations by means of supporting the state exchanges among distributed processes, we conclude that the mappings of states among distributed processes completely specify the cooperating behavior of distributed processes.

In the previous section, we have implicitly assumed that the precedence relations between distributed processes are somehow completely and correctly specified under all circumstance, so we can use coordinating synchronization mechanisms to carry them out. In practice, defining static precedence relations can be relatively simple, such as in many signal processing applications. It can also be extremely complex in some advanced real time application, where system elements are subject to destruction and system reconfiguration is needed, or when autonomy of system elements is required. In either case, the precedence relations are time-varying and depend on dynamic system events. The value of a state exchange view is that it allows us to develop a formal meta-synchronization mechanism based on the exchanged states (mappings of states) among distributed processes.

### 3.3 Desirable Attributes of Synchronization Mechanisms

In order to compare various synchronization mechanisms, we have to identify a set of desirable attributes. However, the objective parameters and weights associated with them depend on one’s application environment. Our basic assumptions about the application environment are as follows: 1) our model is a distributed computer system without shared memory; 2) the computer system must be able to maintain its main functionality despite the failure of individual system element; 3) the major difficulty in the system development will be software development; 4) the system is used in some demanding real time applications. The important system attributes are, therefore, reliability, modularity, performance and practicability.

#### 3.3.1 Reliability

One of the primary motivations for building a distributed computer system is reliability. Synchronization mechanisms, as a key element in maintaining the system behavior, are therefore required to be able to deal with the disruptive effect of a system element failure. We would like the access synchronization mechanism to be capable of maintaining the consistency of distributed data bases and the co-ordinating synchronization mechanism to be capable of maintaining the
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precedence relations among co-operating processes. Furthermore, we would like the meta-
synchronization mechanism to provide the necessary state information for such operations.

In any complex system, there will always be a chance that a fault occurs and it is neither tolerable
nor recoverable. Under this circumstance, we would like the damage to be confined.

3.3.2 Modularity

In many modern computer systems, the cost of software has far exceeded the cost of hardware. One major tool used to combat the software complexity is modularity. A piece of software is nodular if its properties are context independent. That is, the functional behavior of an object can be understood, specified, and implemented without reference to the context.

The requirement of context independence logically leads to the requirement that the synchronization mechanism is an integral part of the definition of a resource module. Only the specification of the abstract resource and the allowable operations should be visible at the user level. Resources presented to the user must be properly synchronized at the implementation level, and "no synchronization code need be included in programs accessing the resource" [6]. This is because if every user writes his own piece of synchronization code, one can never verify anything about the property of the shared resource independent of its context.

3.3.3 Practicability

A given synchronization method will be practical if it is easy to use at the user level. At the user level, the user should be required only to specify the logical dependence between distributed resources and the precedence relations between distributed processes. For example, users should be allowed to generate accesses to replicated files without worrying about synchronization details.

Therefore we measure the practicability by the complexity faced by a user. Consider the classical example of critical regions. The pure software solutions are rated low in practicability, because users have to program the procedures to interact in a complicated way to obtain the mutual exclusion. Semaphores simplify the job by providing simple and clearly defined P and V primitives. The monitor further improves practicability by reducing the user's task of using a shared resource into calling appropriate monitor procedures.
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3.3.4 Performance

The performance of a given synchronization mechanism is measured by its expressive power and the amount of system resources it consumes.

The two main parameters of expressive power are concurrency and priority. For example, we can maintain the consistency requirement of shared resources by passing a single token around all the potential users. The user currently holding the token can access the shared resources. Such a method, however, neither supports concurrent access, nor supports any priority policy other than round-robin.

Synchronization procedures, as any computational procedures in a distributed computer system, require computational resources, storage resources, and communication resources. Under the assumption that VLSI technology can provide inexpensive local computation and storage, we are not too concerned about the amount of local computations and local memory a given synchronization method consumes. The major concern will, rather, be the system level response and throughput.

However, the system level response and throughput are affected by many factors other than the synchronization techniques employed. A reasonable approach to deal with the performance problem, we believe, is to measure the non-local and system wide impact generated by a given synchronization method. Since interprocess communication is a well known overhead which seriously affects the performance of multi-processor/computer system [Chu80], we will use the communication load generated by synchronization methods as the indicator of system resource consumption.

3.4 Access Synchronization Techniques

As computer systems evolved from uniprogramming to multi-programming systems with shared primary memory, and further evolved to distributed computer systems without shared primary memory, many underlying system characteristics changed. This requires corresponding changes in the construction of synchronization techniques. We will, therefore, briefly review some familiar techniques of shared primary memory computer system from an evolutionary perspective so as to reveal the underlying concepts of synchronization mechanisms. We will then discuss some pertinent issues of access synchronization in the environment of distributed computer systems without shared memory. Finally, we will give an overview for some representative distributed access synchronization techniques.
3.4.1 Access Synchronization in Shared Memory Computer System

In the early uniprogramming systems, there was only one active process. The access synchronization problem was non-existent. The development of multi-programming systems in the 1960's made the synchronization problem much more complicated. Since more than one process may compete for some shared common resources, the so-called "critical section" problem arises.

In the early days pure software solutions [Shaw] were proposed to solve the critical region problem. The inherent difficulties associated with this approach stem from the implicit assumption that the access synchronization should be solved by directly exchanging user state information. However, there is no direct mapping from user state to the state of shared resources, unless users are cooperating in a very special order to achieve mutual exclusion. Designing such a run time interaction order has proved to be a very difficult task.

One of the well known solutions to the access synchronization problem was Dijkstra's semaphore [12]. The importance of the semaphore is that it correctly addresses the basic issues of access synchronization --- the serialization of conflicting access requests and the representation of the state information of the shared resource. In the construction of a synchronization primitive, the key element is usually a hardware supported non-divisible operation (e.g. test-and-set) on a shared variable. This not only serializes the concurrent accesses but also communicates the state of the shared resources in one step. Compared with pure software solutions, the semaphore takes the serialization task away from the users, encapsulates the implementation details, and presents a higher level instruction pair, P and V to the user. This is a significant step toward the modularization of synchronization mechanisms.

A further development of the encapsulating concept in synchronization mechanisms was the monitor concept developed in the 1970's. Extending Dahl's class module [11], Brinch Hansen and C. A. R. Hoare developed the monitor module which encapsulates the serialization mechanism, the shared state variable, the critical region, the scheduling queue and all the operations on the shared data structure [17]. For example, a monitor module for a disk file defines procedures for open, close, read, write and defines entry procedures to ensure that users use the monitor one at a time. The monitor encapsulates the implementation detail of the resources, frees the user from synchronization details, and disciplines him to use well defined operation procedures. This usually leads to better modularity and structure in the construction of operating systems.

However, there are still some problems with the monitor. For examples, there is potential deadlock in nested monitor calls [30], and the inconvenience of explicit signalling instead of automatic
signalling in certain applications. However, a properly constructed monitor can avoid deadlock in almost all cases, and an explicit signal, although requiring users to do more work, is much more efficient than automatic signalling [6]. The major problem is that a monitor does not separate the mapping process from the resulting order. Since users have to use monitors one at a time, true concurrent operations on the shared resources are not possible if the resource is encapsulated by the monitor. This is not a real problem in uniprocessor systems, but in multiprocessor systems, where true concurrency is possible, it is an important problem.

The serializer [3] was a proposed solution to the above problems. In the serializer construction, the mapping and the resulting access are separated. Processes have to enter the serializer one by one as in the monitor; the difference is that if conditions permit the entering process to access the shared resources, the process will access the resources and will leave the mapping mechanism. A new process can then enter the mapping mechanism. Therefore, more than one process can concurrently access shared resources within the serializer, whereas by definition, processes in a monitor are mutually exclusive. In addition, the serializer uses automatic signalling rather than explicit signalling.

3.4.2 Concepts and Issues in Distributed Access Synchronization

3.4.2.1 The Simultaneity Assumption in Atomic Transaction

One generally accepted assumption is that all the actions of an atomic transaction have to be done simultaneously with respect to other transactions. That is, atomic transactions are considered as disjoint sets of inseparable actions. This assumption underlies many distributed access synchronization techniques such as eventcounts and sequencers. This is certainly a reasonable assumption in many situations, and our discussion in the following sections will be consistent with it. Nevertheless, we also want to point out that there are important application areas in which this assumption is unfounded and the design of the access synchronization mechanism should be different.

Situations in which this assumption is unfounded often arise from some special property of the data base, such as the property of unordered operations. It is defined as the following: If there are operations op1, op2, ... opn on the data base B, the result is identical for any permutation of N operations. Noted examples are the checking accounts and inventory accounts. Financial transactions are strict atomic transactions, because money moved out from one account has to move into a receiving account or nothing is done and the accounts are still balanced. But the actions of this type of atomic transaction do not need to be done simultaneously with respect to other transactions.
Synchronization

Accounts are updated as the checks come in from the mail. Financial transactions have been done in a distributed and decentralized way via an unreliable communication channel (post offices) successfully for a long time without locking up the corresponding accounts in other banks during the updating of its local accounts.

3.4.2.2 Transaction Ordering, Update Set and Distributed Access Synchronization

In order to guarantee the consistency of an update set and to guarantee the consistency of the results of accessing, all the operations of a transaction must access the same version over the entire update set. For example, an update set consists of three files and is in version one. A writer should be guaranteed to update all three files of version one and the entire update set becomes version two. A reader should also be guaranteed to read all three files of the same version one, although he will not affect the consistency of the update set.

This can be achieved by means of mutual exclusion among users. A typical example is the method of circulating tokens [28]. The consistency requirements can also be achieved by parallel access methods. The idea is to order all the transaction requests to an update set into a deterministic sequence in which the next request number can be determined by the previous request numbers. Since the synchronization mechanism in each member of the update set knows the next access request number, all it has to do is regulate the access to proceed as defined in the deterministic sequence. In this way, all the operations of a transaction will always bind to a single version of the update set, although the accessing of the update set is done in parallel. For example, if the transaction request sequence is the natural numbers and the update set is initialized as version one, the synchronization mechanism in each member of update set will only allow transaction one to access version one. After the accessing, version one becomes version two and it is ready for transaction two. Although each member of the update set is accessed in parallel and the change over of version numbers is done asynchronously among members of the update set, transaction X will always operate on version X. A typical example is eventcounts and sequencers [36].

It is worthwhile to point out that the transaction request sequence must be a deterministic sequence defined as above. An arbitrary total ordering is neither necessary nor sufficient for distributed access synchronization. To show it is not necessary, we first demonstrate that no transaction ordering is necessary. Assume that there is an unique naming mechanism such as the process name plus a local transaction request count, so that all the transaction requests will be uniquely named. To achieve the effect of mutual exclusion, all we have to do is randomly pick one of those uniquely named requests by means of communication protocols. For example, users can
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directly send their uniquely named requests to all the members of the update set. These requests will first be put into local queues of the members of the update set. The synchronization mechanism of the members of the update set will exchange the information about their local queues. Once they find out that there are some requests across all the queues, they can randomly pick one (such as by the use of pseudo-random number generators with identical seeds). It is true that any arbitrary total ordering plus a communication protocol to find out who is at the head of the request queue according to the arbitrary total ordering can also provide the mutual exclusion effect. The point is that an arbitrary total ordering is not a necessary building block in constructing a distributed synchronization mechanism. So far as guaranteeing the consistency requirement is concerned, randomly picking one in the request queue is just as good as picking the head of the request queue defined by the arbitrary total ordering.

An arbitrary total ordering, unlike a deterministic sequence, is also insufficient to guide the parallel accessing of an update set. The primary reason is that a member synchronization mechanism can not determine the next element in the arbitrary total ordering from previous elements. To illustrate the point, we use a "ticket machine" for all the update sets in the system. The "ticket machine" will label all the transaction requests as a sequence of natural numbers. Although the transaction request number sequence for any update set is a monotonically increasing integer series (total ordering), the the interval between any two consecutive requests for any update set will depend on the users' run time choice among different update sets. Such an interval is, in general, unpredictable for the update set synchronization mechanism. For example, transaction one and three may go to, say, update set A, while transaction two and four may go to update set B. Now assume that update set B has just been created and it is in version one. When a member of update set B receives transaction four, it will have a difficult time deciding whether to accept transaction four. If it decides to wait to see whether there are lower number transactions, it may wait forever. If it decides not to wait and to accept transaction four, then it is possible that transaction three will arrive later. Some members of the update set will be modified by transaction three while this place will be modified by transaction four and the update set results in an inconsistent state. When the interval between transaction requests is unknown, one can never be sure whether accepting a transaction will result in a consistent state or not.

\[ \text{3A typical example is Lamport's logical clocks which will be discussed in the following section.} \]
3.4.3 Overview of Distributed Access Synchronization Techniques

3.4.3.1 Logical Clocks

The logical clock system [26] is a set of counters synchronized with respect to observable events. Each process has a local counter which is incremented by one with respect to each internal event. The value of a counter is called logical time, and each message sent is stamped by the logical time. Upon receiving a message, the time stamp of the message is compared with the local logical time and the counter is set to an integer value which is greater than or equal to the old original internal value and greater than the time value stamped on the message. The logical time plus priority, which artificially assign a precedence to time stamps with the same value, defines an arbitrary total ordering. Such an arbitrary total ordering, unlike a deterministic sequence, is neither necessary nor sufficient for distributed access synchronization.

As any arbitrary total ordering, it can, however, provide the effect of mutual exclusion if additional communication protocol is used to find out the earliest request defined by the total ordering and let it proceed first. Under the assumption that some type of interlock communication protocol is used to guarantee messages are received in the same order as they are sent, the communication protocol for a single resource or update set is as follows: 1) when a process requests a resource, it will send its request to all other processes and put its own request in its local request queue; 2) all the processes receiving the request will acknowledge the sender and put the request in their local queues; 3) if a process has received messages from all other processes and its own request is the earliest compared with time stamps of all received messages (including requests), then its request is the earliest and it can use the resource; 3) when it finishes, it will remove its request from its local queue and send a message to inform all other processes that it is done; 5) upon receipt of the message, all other processes will remove the request from their queues.

The same algorithm can be easily extended to the multiple update set case. The only change is to add a parameter to the request to identify which update set that it is requesting. When a process receives at least one message from all other processes and still finds its own request for an update set is the earliest in logical time, it can be sure that its request for that update set is the earliest. Because if there is any other process making a request earlier, then under the assumption that messages are received in the same order as they are sent, this request should already be received and its own request cannot be the earliest. Since a logical counter is merely an integer variable, a more modular way without much additional cost is to use one set of clocks for each update set and perform the basic algorithm independently for each update set.
Since counters are maintained by users, and since a user may need as many counters as the update sets he accesses (or his counter is shared by all the update sets), single user failure may affect multiple transaction orders. Since every correct access requires the correct co-operation of all the processes, the failure of any process may cause multiple failures in the system.

Since the state of the shared resource depends on activities of all the processes in the system, it does not meet the context independent requirement of modularity. Since all the synchronization tasks are carried out by the user processes, it does not meet the practicability requirement. So far as the performance issues are concerned, the logical clock system is a mutual exclusion method with respect to each update set. Therefore it is low in concurrency. The logical clocks system has no special provision for priority expression, but it favors slow clocks. This is because transactions with smaller value time stamps will be ahead of the access queues. Finally, it has an very high interprocess communication load compared with most known schemes.

3.4.3.2 Physical Clocks

Lamport has proposed the use of a set of distributed and synchronized real time clocks as a distributed synchronization mechanism [26]. In the same paper, an algorithm to synchronize distributed physical clocks is also given.

Time stamping plus priority, which assigns an artificial precedence to time stamps with the same value, define a total ordering of transaction requests for any update set. Since events occur at random times, the interval between any two consecutive requests is unpredictable. Therefore, it is neither necessary nor sufficient for distributed access synchronization. As any arbitrary total ordering, it can provide the effect of mutual exclusion if additional communication protocol is introduced to find out which one is the earliest request defined by the total ordering, and allow the earliest request to proceed first. For example, the communication protocol for logical clocks can be used. The most unique feature of physical clocks system is that the system implements a first request first serve policy. The reliability, modularity, practicability and performance is similar to to the logical clocks.

3.4.3.3 Circulating Tokens

A simple way to obtain mutual exclusion among users is to pass a token, which represent the right to access, around all the potential users of the shared resource. The one who currently has the token can access the shared resource. When he finishes, he passes the token to the next user. The method of establishing a token and a communication(virtual) ring for each update set was first proposed by Le Lann [28].
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Since a user can access multiple resources, virtual rings intersect. The failure of a single user may affect more than one ring. Since there is no protection at the database, when a user fails during the updating phase, the database will become inconsistent and may not be recoverable. That is, this method does not have special provision to support fault tolerance or fault recovery. However, the connectivity of the communication ring and the uniqueness of the token on each ring can be made secure by embedding a high-level communication protocol into each user [28].

Since the knowledge of logical dependence between distributed resources is embedded in the users access codes rather than encapsulated by the synchronization mechanism, this method does not meet the context independent requirement of modularity. For example, an update set consists of ten distributed and replicated files. A new user is added to the system, if he somehow, by mistake, only updates nine of them, then the update set will be in an inconsistent state. Since we can not verify the property about the update set without making assumptions about the users, the context independent requirement not meet. To make it context independent, a update routine, which either updates all ten of them or updates nothing, should be included as part of the synchronization mechanism, and all the updating must be done via this routine.

Compared with the logical or physical clocks system, this method is easier to use at the user level. This method is fair to all the users, because it is a round-robin algorithm. It does not support other priority policies. The circulating tokens provide the synchronization by mutual exclusion among users, therefore, it is low in concurrency. The communication load generated by this method has characteristics which is the same as a bus polling scheme for it is a round-robin polling method, that is, it depends on the ratio of active users to the population of the ring. If the accessing pattern is bursty, users may uselessly pass tokens most of the time. However, it generates less communication load than that of logical clocks system.

3.4.3.4 Sequencers

LeLann proposed the use of a circulating sequencer in [28, 29] as distributed synchronization mechanism. Since he uses only one sequencer which does not bind to any update set, the resulting order is an arbitrary total ordering which, by itself, is neither sufficient nor necessary for distributed access synchronization. In order to obtain the effect of mutual exclusion, he uses a two phase commit communication protocol at the update set. [29]

Another way to use a sequencer is to assign each sequencer to an update set. Since each update set now has its own sequencer, the resulting transaction order is the natural number series. The synchronization processes in each member resource will regulate the access order accordingly. For
example, assume that when the update set is created, it is labeled as version one. All members of version one will accept access of transaction one only; after it is accessed by transaction one, it becomes version two and will only accept transaction two only. Although resources are managed individually, transactions will be always done as soon as possible and the update set will be always consistent. This is because each transaction will only access a single version which equals to its transaction number.

The reliability, modularity and practicability of this method are similar to that of circulating tokens. But it has higher concurrency. A special problem associated with this method is that each local member of the update set may need a large buffer to hold those outstanding requests. For example, assume that the update set is version three, but somehow access requests of transaction four, five and six arrive first. They have to be held in the buffer and wait for transaction three to arrive and proceed first.

3.4.3.5 Eventcounts and Sequencers

Reed and Kanodia developed eventcounts and sequencers as basic mechanisms for communicating the state of shared resources and for serializing the conflicting concurrent requests [36]. Four primitive operations are as follows: 1) Ticket(<sequencer>) provides a monotonically increasing integer to serially order concurrent requests; 2) Advance(<Event>) increments the event variable by one; 3) Read(<Event>) gives the current value of the Event variable; 4) Await(<Event>, <Value>) blocks the calling process until the Event variable is greater than or equal to the <value> specified. Eventcounts and sequencers, unlike the semaphores, do the serialization and access control separately. This separation provides the user with more detailed control over the ordering of concurrent activities.

In distributed computer systems, the importance of this method is that these four primitives represent distributed mechanisms by which we can encode the information of the logical relations among distributed data bases and processes. For example, we have a set of update-dependent files, file1, file2, and file3, distributed across three computers. When a user needs to access these files he will first get a ticket from a sequencer associated with the set of files. He then "watches" the messages from the eventcounts associated with each file. If any eventcount has a number equal to his ticket number, he accesses the corresponding file. When he finishes with that file, the eventcount associated with that file will be incremented by one. Although a user will be served as soon as one of the files is ready, the update set will always be consistent, because he is guaranteed access to a single version (equal to his ticket number) of these three distributed files.
This method has better fault confinement properties than circulating tokens/sequencers. This is because a user interacts with the resource only when he needs it. A user can fail without affecting others who just share the resources with him, if he is not currently accessing any common resources. They are, however, similar in other reliability aspects. For example, if a user fails during the updating phase, the data bases may not be recoverable. This is because the data bases are not encapsulated and protected. Therefore, this is still a primitive method in the sense that it does not have special provision to support fault detection, tolerance and recovery.

So far as the context independence requirement of modularity is concerned, this method is similar to the semaphores in the shared primary memory system. It provides powerful primitives to the users who now need only have a ticket and then wait for the message. However, it is not an elaborate method like monitors in a shared primary memory computer system. It does not encapsulate the internal inter-dependence among distributed resources. The operations on shared resources are also not disciplined.

Eventcounts and sequencers provide better concurrency than that of circulating tokens. Eventcounts and sequencers also tends to produce less communication traffic than does circulating tokens/sequencers, if the access pattern is bursty. This is because there is communication only when someone is using the shared resources. The use of eventcounts also eliminates the need for buffers at the resource management process. This is because each user will hold his request until his turn comes. Eventcounts and sequencers do not have special provision to support access policies such as priority, but process in a fair first-come-first-serve fashion.

This method is the easiest to use at the user level, and is not difficult to support at the operating system level. In summary, we find this method is the best among those in our review, and yet it is, like semaphores in a shared primary memory computer system, relatively primitive.

3.5 Conclusion

When we examine distributed access synchronization techniques, it seems as if the development pattern of the multi-programming era is being repeated in the context of distributed computer system. The logical clocks method corresponds to the pure software solution in the sense that synchronization is obtained by means of directly exchanging user state information. Eventcounts and sequencers correspond to semaphores in the sense that synchronization primitives are used to provide the basic serialization and to represent shared resource state information.
None of the mechanisms currently proposed completely encapsulate the resource, free the user from synchronization details, discipline the users to use only the allowed operations, and support various reliability measures. The next phase of this research will be directed at development of such a mechanism.
4. ICON - Archons Simulation Facility

4.1 Introduction

Icon is a facility for designing and testing decentralized algorithms. It is a tool to be used in the implementation of Archons. Since Archons embodies completely decentralized control at all levels, we need a convenient facility for experimenting with different solutions to problems in a decentralized framework. This includes the areas of synchronization, resource management, scheduling of processors and processes, as well as the creation and deletion of processes. Icon addresses itself to the implementation of algorithms in the above areas.

The philosophy behind Icon is to provide a rational back-drop for decisions regarding the mechanisms which should be implemented in Archons. Archons is the kernel of an operating system (in the same sense as Hydra), which will provide various mechanisms as primitives. These mechanisms can be used to implement any policies desired by the user. One reasonable way of designing mechanisms is to try various algorithms to get a precise idea of the kernel facilities which will be needed to support algorithms of this nature. This philosophy requires the existence of a facility for conveniently experimenting with different decentralized algorithms.

Icon can be viewed as a simulation of Archons. If we look at simulation as a hierarchy, in which the lowest levels are closely bound to the system characteristics (such as registers, buffers, protocols, delays) and the higher levels look only at the abstracted view of the system, then Icon fits into the highest level simulation of Archons. Icon is a functional simulation of Archons, which means that it provides the same functionality as Archons, but abstracts away the implementation details.

4.2 Scope of Icon

The primary contribution of Icon is to provide a convenient facility for testing decentralized algorithms. In a broader sense, however, it has many other contributions to make to Archons. It is the starting point for the implementation of Archons, as it will be using several of the concepts which will be used in Archons. This will be discussed in detail in a later section.
4.2.1 Primary Application Area

The primary application area of Icon is decentralized algorithm design. Consider some of the following problems for which Icon could be used.

1. **Decentralized Synchronization**: Several different processes need atomic actions, i.e., either all of them do a particular action or none of them do. For example, either all missiles are fired or none are. These processes do not have a global view of the system state. Any synchronization they can perform is by explicit message passing. What algorithms would be appropriate?

2. **Decentralized Creation, Deletion and Scheduling of Processes**: When a new process has to be created, deleted or scheduled, how do the many executive instantiations cooperate to decide which one of them will actually perform the task? How would load-sharing be done in this system?

Experimentation in the area of decentralized or probabilistic algorithm design would consist of determining whether the algorithm works or not, and then measuring its performance.

To summarise the scope of Icon:

- Initially, it will provide an environment for testing out algorithms for decentralized resource management. The experience derived from this will help in building a first order implementation of Archons.

- At all stages of the development of Archons, the Icon facility will be available to conveniently and efficiently try out any new algorithms or ideas in decentralized decision-making.

4.2.2 Other Contributions

Icon can be viewed as the first step in the implementation of Archons. It embodies many of the concepts of Archons on a much smaller scale. Even though its primary aim is to experiment with decentralized algorithms, it will contribute not only in terms of the ideas for the kernel primitives, but also in the implementation approach and ideas for Archons.

Archons is a research test-bed, which has completely decentralized control. The aim of the system is two-fold. Firstly, it will serve as an example of an actual system which has been built using decentralized control at all levels. Secondly, it will be a research facility for experimenting with algorithms and techniques for the decentralized management of resources.

Icon is directly related to Archons in two ways. Firstly, it will be emulating the environment of Archons. Secondly, it is a mini test-bed in its own right. It will allow some experience in the design of
an effective experimenter interface and allow us to explore the facilities needed for experimentation in the area of decentralized decision-making. It should also be possible to develop the system incrementally. By this we mean that we should be able to develop very rudimentary facilities, which allow for the testing of more complex algorithms and development tools. These tools can then be implemented in the system. This creates a better, more hospitable environment in which more complex tasks can be carried out.

In order to better appreciate the issues involved, it may be a good idea to quickly run through the key features of Archons. The details are given in other portions of this report. The aim of this project is to conduct research in the area of "Distributed Computer Systems."

These systems are characterised by multilateral resource management; where several controllers manage each resource on a democratic, equality basis, and most resources are multilaterally managed. Distributed systems have a large number of controllers. The memory is completely partitioned and all communication is by means of messages only. There is no unique, globally available system state.

The result of this is that such systems are characterised by incomplete information and poor signal observability. They have high latency and low synchronization; there is only a certain probability that information will be available when needed, and in the required order. Management for this environment requires completely different algorithms and techniques.

The Archons system has an interconnection mechanism consisting of very powerful Communication and Control Units. These units run most of the executive and are connected together by several buses. Each CCU will also be connected to its own user processor. The message subsystem will consist of buses and their allocation and protocols at the lower levels, and the executive primitives to handle communications at a higher level. The operating system ArchOS being built on Archons will be process oriented, where all system and user programs will be structured as a large number of communicating sequential processes executing in parallel. We will need to experiment with the structuring of processes in a distributed environment.

Several features of Icon resemble Archons and this adds to the utility of Icon as a first step in the

These levels are logical, not implementation dependent. E.g., each level could be implemented in hardware or software.
implementation of Archons. Firstly, Icon emulates the environment of Archons, so that it is effective as a simulation facility for decentralized algorithms. Secondly, like Archons it is also a test-bed, and will allow experimentation in the design of an effective user interface, as well as tools for useful experimentation. Thirdly, the system will have to be modular and expandable so that new features can be added easily, both in terms of measurement facilities as well as experimentation at different levels of the Archons system. Fourthly, Icon is also process oriented and can provide some insight into the advantages and disadvantages of this approach.

The advantages which accrue from this approach are:

1. **Ease of development**: It is easier to handle smaller problems at a time, and slowly build up to getting better algorithms and techniques for solving problems.

2. **Modularity**: Since we will be extending the system incrementally, we will be forced to adopt a modular approach to system design. It will be easier to ensure modularity, which is one of the high priority goals of the project.

3. **Hospitable User Interface**: We will be working on the user (experimenter) interface we develop for further experimentation. We will be aware of the problems of the environment we provide. This will enable us to provide a more hospitable environment. If this is not the case, the user environment frequently suffers.

### 4.3 General Requirements for Icon

Since Icon will be used primarily for trying out algorithms in decentralized management for Archons, it must incorporate the following features:

1. **Environment of Archons**: Icon should be able to abstract the environment that Archons provides at the level at which experimentation is to be carried out. For example, if the user wishes to try out synchronization algorithms, he should feel that he has a large number of processes, which execute only local code, and communicate by means of messages, available to him. This would be characteristic of the Archons environment at that level.

2. **Ease of Experimentation**: The experimenter should be able to get the information he needs, change parameters in various experiments, and have a friendly environment.

   a. **Data Collection**: The user should be able to measure parameters of interest, and collect the data that he requires. For example, it should be possible for him to determine the delays in sending messages, or the percentage of messages which are lost.

   b. **Changing System Parameters**: The user should be able to test algorithms under varying system conditions, such as under different load conditions, or by assigning bus priorities. It should be possible to change system parameters also, such as the distribution pattern of time delays in the message passing mechanism.
c. A Well Defined User Interface: This will be the window through which the experimenter can monitor, control and change the system for his experiment. It is important that the interface is convenient to use.

3. Expandability and Adaptability: The system should be able to incorporate new features without any great difficulty. It should be possible to adapt Icon suitably for small deviations in experiments for which it was not designed. For example, if we wish to experiment at a different level of Archons, we should be able to do so by just changing some of the primitives which are available, or by including a few more modules in the system.

4.4 Analysis of Requirements

This section contains a discussion of the impact of the requirements for Icon as dictated by its application. It describes the features which Icon should have if it is to fulfil its goal.

4.4.1 Environment

Before we can attempt to describe the environment of Icon, we must have a fair idea of the environment of Archons. We can then abstract the detailed structure and provide a first order approximation at the level of interest.

4.4.1.1 Archons

The environment of Archons, as visible to the lowest level of the executive kernel, consists of a message passing mechanism, to which the user processors are connected.

The message passing mechanism consists of powerful Communication and Control Units, which are connected together by means of several buses. Message sending over these buses is cheap. The buses can be allocated according to several different policies; e.g., send the message on any available bus, or reserve certain buses for high priority system messages only.

Messages can take one of several alternative paths. This results in different messages taking different amounts of time, and arriving out of the sequence in which they were sent. The time taken by a particular message depends on the state of the system at that time.

Each Communication and Control Unit is connected to a user processor. Each of these processors has its own private memory, which it does not directly share with any other processor. All communication is entirely message based. There are no central tables or shared memory in the system, so that it is not possible for each processor to have the same consistent view of the system.
Let us now look at Archons as visible to the higher levels of the kernel, and to the applications programmer. The system now looks like a set of communicating processes. Each process runs its own code, on its own data, both being local to the process. It does not share any code, data or other information with any other process. All communication is by explicit message passing, and sharing is indirect by sending copies.

The processes can use primitives like send or receive for their message passing. The actual message passing mechanism is abstracted away, and not visible at this level. However, the effect of the message passing mechanism can be felt: e.g., messages may be randomly delayed or lost.

In addition to the basic message passing primitives, the processes will have access to other primitives, depending on the level at which the system is viewed. For example, at the lowest executive level only send and receive may be available; but at higher levels, CreateProcess, DeleteProcess and various synchronization primitives may also be available.

4.4.1.2 Icon

The immediate concern for Icon is to be able to abstract the environment of the lowest level of the executive kernel, so that synchronization and resource management algorithms can be tried out. It would be desirable to be able to abstract higher executive levels at very low incremental cost, so that other algorithms can also be tried out.

In achieving the characteristics of the message passing mechanism of Archons, it is not essential to have an explicit representation for details like the time spent in the CCU queue, or the number of times a message had to be retransmitted. When we are studying the design of management algorithms, the characteristics of the message passing mechanism are needed at a higher level of abstraction.

The Icon message passing system need only be a facility which can take a message from the sender process and deliver it to the receiver process, after having injected a random time delay. It should also randomly prevent some messages from reaching their destination. This time delay will be able to account for various attributes of the message passing environment, such as delayed messages, messages taking different routes and arriving out of sequence, and lost messages.

The message passing facility of Icon makes the primitives send and receive available to the user. The characteristics of this send or receive will be very close to that of a message sent on the Archons system.
Icon will also provide a large number of processes, which abstract the user processors seen by the lowest kernel level. This enables the easy extension of the system for use at higher levels of abstraction. These processes will execute their own private code and have private data. They have access to the message passing system by using the primitives send and receive. These processes will be running the code supplied by the user.

4.4.2 Ease of Implementation

The environment of Icon should help the user in trying out different algorithms.

4.4.2.1 A Powerful User Interface

The user should be able to start and stop the experiments. To start, he will need to create processes and provide the code which these processes can execute. He requires the system to provide him with a create primitive.

He should have access to the local data of all system and user processes, so that he can determine the state of the system and monitor the experiments. He should be able to access various statistical modules, so that he can change parameters such as load factor or delay. This means that the statistical packages should provide him with primitives for altering the system parameters.

4.4.2.2 Data Collection

As any experiment proceeds, the system processes should record various statistical data. This should then be available to the user.

4.4.2.3 Statistical Functions

Statistical functions like random delay generation should be implemented by separate processes. The user should have access to primitives by which he can alter these functions and their parameters.

4.4.3 Expandability and Adaptability

It should be possible to try out algorithms at different levels of the system executive. This is made possible by giving Icon a very general structure of communicating processes. The only difference from one level to the next would be in terms of the primitives available at that level. In order to incorporate these primitives, more processes can be created at the lowest system level of Icon. These processes, like the message passing system, will implement these primitives. This structure also helps in finding the set of primitives which may be necessary and sufficient at a particular level of the system.
If there is a need to introduce more statistical functions, this can be done by creating processes to achieve that functionality at the system level.

The power of Icon is in the fact that it consists of a large number of processes at all levels, each implementing a specific function. This makes it very modular and consequently adaptable over a wide range of algorithms, by simply adding more processes. It should be possible to use Icon at different stages of the development of Archons, because primitives can be added and changed very easily.

4.5 Specific Requirements for Icon

From the preceding discussion, it is clear that the only major requirement in the implementation environment of Icon is the availability of a language which allows the easy implementation of a large number of concurrent processes. It should be possible to have either real concurrent processes or to conveniently simulate this concurrency. There should also be a facility for creating new processes.

4.6 System Structure

The structure of Icon is very uniform. It consists of a large number of processes. These processes can be logically divided into three categories:

- **System Processes**: These processes implement the primitives which are used by the user processes and the experimenter process. They also provide the structure of the user processes.

- **User Processes**: User processes run the actual code of the algorithms we wish to experiment with.

- **Experimenter Process**: This is a highly privileged process which provides the interface to the outside world.

The different classes of processes can be pictured as forming concentric layers. The system processes form the core of the system, on which the user processes reside. The experimenter process forms the outermost ring, and is in contact with the outside world.

The detailed functionality of these processes is discussed in the following sections.
4.6.1 System Processes

User Primitives: The user processes assume that they have access to a message passing mechanism. The system processes implement the primitives send and receive used by the user processes.

On a send command, the message passing process first accepts the message which is to be sent, and notes the time. It generates a random delay to represent message transition time. At the end of this time interval, it puts the message in the queue for the receiver process.

On getting the receive command, the message leaves the queue and is accessible to the user process.

Experimenter Primitives: The create primitive is used by the experimenter for creating a user process. The purpose of create is to make the new process known to the system. The name of the process is entered in the system tables, and a queue is created for it, in which messages for that process will reside.

The experimenter is also provided with various statistical primitives. Each statistical function is implemented by a different process. Each of these processes will provide primitives with which the experimenter can modify the parameters of the system.

Structure for User Processes: One of the system processes will define a template for a user process. This will provide the very basic structure of the process. Each user process will have a notion only of private code, private data, and the primitives of send and receive, which give it access to a message passing system for communication purposes. Each process will be associated with a system maintained queue, in which messages for that process are stored.

When the experimenter creates a user process, he will have a process of this class created for him. He can supply the code which each process must use.

4.6.2 User Processes

As already explained, each user process is characterised by:

- Private code
- Private data
• A system queue in which messages for it are kept
• Access to a message passing system by using the primitives send and receive
• The ability to be created by the system on a command from the experimenter
• The basic structure of the process is provided by the system
• The experimenter provides the precise code or the algorithm which has to be executed
• It can be started and stopped by the experimenter.

4.6.3 Experimenter Process

The experimenter process is a highly privileged process. It has access to all the primitives provided by the system processes. It can monitor an experiment by reading the tables kept in the local data of the system processes. It can start, stop and monitor an experiment. It can create as many user processes as it needs, and provide them with the particular code that it wishes to experiment with.

The different classes of functions performed by the experimenter are:
• Starting and stopping an experiment
• Creating processes and providing them the relevant code
• Monitoring the experiment by reading the local data of the system processes
• Changing system parameters and running experiments under different conditions

4.7 User Functional View

The user has a system available to him which is capable of concurrently running a large number of processes. These processes have only local data, and no shared data. They communicate with each other by passing messages.

The user processes form a class in the programming languages sense. They have a template which is specified by the system processes. The user provides the code for these processes, by supplying the algorithm which he wants executed. He can create as many such processes as he likes by using the create command.

The user has access to several statistical packages, so that he can change various parameters in the system. Since the user is himself a privileged process, he can, at any stage, ask for the state of the
system, including the private data of the rest of the system processes. The user has to start, stop and monitor his experiments. He has access to any information in the system that he may desire.

The user will be able to experiment with different levels of Archons, because it is easy to emulate the other higher levels by adding the appropriate primitives for that level.

4.8 Implementation Environment: Cm* versus Simula

We need to decide whether Icon should be implemented in a multiprocessor environment like Cm*, or in a system simulation language like Simula. (Note: Simulation as used here is not in the sense of modeling or other performance evaluation type of simulation. It is a functional simulation of a system. It provides a similar environment to a user, so that he can test out some ideas.)

The two environments can be compared on the following scales:

1. **Real concurrency versus simulated concurrency**: Eventually, all our algorithms must run in a truly concurrent environment. If we simulate concurrency, it is possible that we may not account for some problems which are inherent in a truly concurrent environment. Depending on the level of abstraction we are trying to emulate, it may be impossible for some emulation tasks to give any meaningful results on a uniprocessor. However, if the emulation is at a sufficiently high level, then the use of concurrent processes in Simula can still give meaningful results.

2. **Software Tools**: Any task done on Cm* will have a much longer development time than on the PDP-10, because of a lack of good software tools.

In this project, we decided that the initial experimentation would be done in Simula, as the task becomes considerably easier. Besides, the purpose of Icon is to try out decentralized algorithms, as opposed to obtaining exact timing information, and so the only concept needed is that of concurrent processes, which Simula provides. Information such as the time taken for messages and bus protocols is not needed here and so Simula should be able to provide a functional simulation at this level of abstraction.

The strategy at this point is to develop Icon and to try out some algorithms and ideas on it. After that, we can move over to Cm*. The considerations in moving over from Simula to Cm* are the following.

1. We do not wish to spend too much effort on Simula, because we will be working on Cm* finally. It will be unnecessary to implement the entire system twice.

2. There are fewer development tools on Cm* and it takes a longer time to try out new ideas.
in that environment. It would be beneficial to work in a friendlier environment, while we are still in the process of defining the operating system more clearly.

During the initial stages of the development of Archons, we are more unsure of the functionality of the system. At this stage, we are more likely to want frequent changes in the system environment. We would like to work with Simula in the beginning, as it will be easier to try out new ideas and make frequent changes. As soon as we have some definite ideas that we want to implement, we will move over to Cm*. Of course, these lines are not very exact. The system on Cm* will not be fixed for all time to come, but it is hoped that the Cm* implementation will start when the system design is somewhat more stable.
5. ArchOS: An Operating System for Archons

5.1 Introduction

ArchOS is an operating system being designed for the Archons distributed computer system. The reader is assumed to be familiar with the highest level system architecture of Archons and with the motivations and objectives for its design.

The design of ArchOS is intimately entwined with the design of Archons. Archons is intended to provide a collection of powerful mechanisms to support the policies established by ArchOS. The goals and objectives of the ArchOS research effort are discussed in the following section. That section also explains the ways in which the ArchOS and Archons design tasks interact.

ArchOS is an experimental operating system. It is intended to be the vehicle for research in the areas of decentralized control at the operating system level and hardware/software tradeoffs in operating system implementation. Equally important, ArchOS will be an experiment in the design of the user visible machine of a distributed computer system. This report is concerned with this latter aspect of the ArchOS research effort.

An operating system user visible machine actually consists of two distinct but related abstract machines: the operator's abstract machine (OAM), and the program's abstract machine (PAM). The OAM is essentially defined by the command and control language provided by the operating system for loading and executing programs, monitoring, measuring, and manipulating running programs, and so on. The PAM is the abstract, conceptual machine seen by an application program as it executes. The ArchOS research effort is concerned with the design of both the OAMs and the PAMs of distributed computer systems. This report concentrates on the ArchOS PAM design.

In designing the program's abstract machine that is to be supported by an operating system, two distinct but related design activities are involved. First it is necessary to develop and define the concepts embodied in the abstract machine. Then those concepts must be reflected in a set of facilities which are available to the program and make it possible to solve problems using the abstract machine. This report presents some of the initial results of the investigation of the major issues involved in the development of the concepts for the ArchOS PAM. Each design decision is explained in light of the spectrum of choices available on each issue, and is compared with the decisions made in a number of extant operating systems. The development of the ArchOS PAM concepts and the design of the ArchOS facilities reflecting these concepts is still in progress. The complete results of this design effort will be reported at a later time.
5.2 Goals and Objectives

The ArchOS research effort is concerned with all aspects of the design of operating systems for distributed computer systems. However, the primary goals and objectives of the project are fourfold:

1. Experiment with decentralized resource management and system control techniques at the operating system level.

2. Investigate the impact of operating system design on computing system architecture. In particular, investigate the ways in which a highly decentralized operating system and the design of the user visible machine affect the choice of mechanisms and features provided by the hardware.

3. Investigate the impact of computing system architecture on operating system design. In particular, investigate the ways in which a distributed computer architecture, having lower system wide signal observability than traditional central shared memory machines, affects the design of the operating system, both at the abstract machine level and in the implementation of the operating system itself.

4. Experiment with the design of user visible machines which provide convenient environments for employing decentralized resource management and control techniques at the application level.

The first objective listed above is in many ways the primary raison d'être of ArchOS. The entire ArchOS project is founded on the hypothesis that various types of decentralized control offer significant potential benefits, such as improved robustness and modularity and perhaps even improved performance, under certain conditions [23]. The design and implementation of ArchOS will be viewed as an experiment in building a highly decentralized operating system. It is expected that portions of ArchOS will be implemented and reimplemented in a variety of different ways. This will provide some feel for the spectrum of decentralized control techniques which are appropriate for implementing operating system facilities. It will also provide a basis for the comparison of these techniques, both among themselves and with respect to more traditional, centralized solutions to control problems.

The second objective listed above deals with one of the ways in which the ArchOS and Archons design activities strongly interact. It deals with the impact of ArchOS design decisions on the choice and design of the mechanisms provided by Archons. The ArchOS design impacts that of Archons at two levels. First, Archons must provide mechanisms to support the decentralized control algorithms used in the implementation of ArchOS. It is expected that the success of many decentralized control techniques will hinge on novel hardware/software tradeoffs in the design of special mechanisms to support those techniques. Since ArchOS implementation will be the subject of active
ArchOS experimentation, the Archons mechanisms will have to be flexible enough and complete enough to support the wide variety of different decentralized control algorithms applied to each system control problem.

The second way in which the ArchOS design impacts that of Archons is that Archons must provide mechanisms to support the implementation of both the OAM and the PAM portions of the ArchOS user visible machine. As an aid to maintaining the defined semantics of the ArchOS user visible machine when it is implemented on Archons, it is necessary to have a close correspondence between the conceptual machine and the underlying computing system architecture [20]. Thus, the mechanisms provided by Archons must embody the same or very nearly the same concepts found in the ArchOS user visible machine. Since the ArchOS user visible machine is itself highly experimental, the Archons mechanisms must be flexible enough and complete enough to accommodate the evolving concepts and facilities.

One other aspect of this second objective, to investigate the impact of operating system design on computing system architecture, deals with the way in which ArchOS controls the Application Processors (APs) of the distributed computer system. ArchOS is being designed to run on the Control and Communication Units (CCUs) of Archons, which are separate processors from the APs. In other words, ArchOS will attempt, as much as possible, to exert external control over the APs. ArchOS will be an experiment to determine the degree to which it is possible for an external operating system to control an AP. The goal will be to determine the architectural characteristics of an AP which make it amenable to external control. It will then be possible to design and build processors which possess those characteristics and hence can more readily be incorporated in distributed computer system architectures.

The third objective of the ArchOS research effort, to investigate the impact of computing system architecture on operating system design, deals with another way in which the ArchOS and Archons design activities strongly interact. It deals with the impact of the Archons architecture and mechanisms on the design of ArchOS, both at the level of the user visible machine and in its implementation. In the implementation of ArchOS, the Archons distributed computer architecture with its lower system wide signal observability and its special mechanisms to support decentralized control techniques has a profound effect. It is expected that the provision of certain support mechanisms will make it possible to use various decentralized control techniques which would otherwise have been impractical. On the other hand, lower signal observability between the distributed components of Archons, as well as the components of ArchOS, will result in a fragmented, inaccurate, and incomplete view of the system state [23]. In this respect the ArchOS research effort
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will concern itself with the impact of poor signal observability on the design and implementation of "best effort" system control techniques.

The Archons distributed computing system architecture is designed for improved robustness, modularity, and performance. One of the purposes of the ArchOS research effort will be to investigate the ways in which this architecture and its associated advantages can be reflected in the design of the ArchOS user visible machine. In particular, it is expected that the program's abstract machine design will be strongly affected by the parallel execution of the operating system and the application programs on their respective processors. This fundamental parallelism will change the relative economics of many program level operations. The ArchOS user visible machine should reflect these changes and encourage the user to experiment with new programming and structuring techniques which are commensurate with the new programming economics.

At the same time, the lower signal observability inherent in the Archons architecture will also affect the design of the user visible machine. It is expected that this will primarily manifest itself in the form of restrictions on the possible semantics of proposed interprocess communication mechanisms. The ArchOS research project will be concerned with evaluating the significance and extent of these effects.

One other way in which ArchOS will be the vehicle for investigating the impact of computing system architecture on operating system design is in the area of external control of application processors. Existing application processors were not designed to be controlled externally. Their architectures and control mechanisms will have a strong effect upon the division of labor between the AP resident portions of ArchOS and the CCU resident portions. One goal of the ArchOS implementation will be to minimize the amount of AP resident operating system code, and the amount of work performed by that code. By supporting a variety of extant processors as APs it will be possible to evaluate and compare the various architectures and control mechanisms as to their effect on external control techniques in operating systems.

Finally, the fourth objective of the ArchOS research effort is to experiment with the design of user visible machines which support decentralized resource management and control techniques at the application level. In this regard, the fundamental question to be investigated is whether the potential benefits of distributed computer systems can in fact be made available and realized at the application level. The ArchOS user visible machine should encourage application programmers to employ decentralized control techniques, rather than penalize them for doing so. The true test of the Archons project hypothesis regarding the potential benefits of decentralized control will be in the
evaluation of the robustness, modularity, and performance of highly decentralized applications running on Archons.

5.3 ArchOS PAM Concepts: Issues and Design Decisions

There are many goals and objectives for the ArchOS research effort, as outlined in the preceding section. However, the guiding purpose of the project is, of course, to build an operating system for the Archons distributed computer system. To this end, the design of ArchOS is being developed, as much as possible, in a top down fashion. The design will proceed in two main stages. First, the ArchOS user visible machine will be designed. Then the internal structure and implementation scheme of ArchOS itself will be developed.

The first stage, the design of the ArchOS user visible machine, itself consists of two main subtasks. The first task is to design the program's abstract machine. Then the operator's abstract machine can be designed to allow the user to manipulate, monitor, and measure programs in terms of the concepts and facilities of the PAM. This section deals with the design of the ArchOS PAM. The design of the OAM is still in progress and will be reported at a later time.

The design of the program's abstract machine consists of two phases. First it is necessary to develop and define the concepts which are to be embodied in the abstract machine. This section presents some preliminary results of this initial part of the ArchOS PAM design. The second phase is to actually embody the concepts in the design of the facilities provided to the programs which are to run on the abstract machine. This part of the ArchOS PAM design is still in progress and will be reported at a later time.

ArchOS is an experimental operating system, and as such will be continually undergoing design and implementation changes. This could have an adverse effect on the top down design methodology outlined above, since often the changes will require reiteration through substantial portions of the design loop. However, most of this experimenting will only begin following an initial design and implementation of ArchOS. Thus, the top down design methodology is quite appropriate for developing the initial version of ArchOS. But bear in mind that this will only be an initial version, to be experimented with, modified, and reimplemented as much as desired.

This section discusses some of the initial results of the investigation of the major issues involved in the development of the concepts in the ArchOS program's abstract machine. The issues are dealt with in essentially top down order, moving from the very general toward the more specific. For each
issue, the spectrum of available choices is presented and illustrated by means of examples from existing operating systems. Each ArchOS design decision is then explained in light of the available choices by weighing the advantages and disadvantages of each.

5.3.1 Nature of the Program's Abstract Machine

The first and highest level issue in the design of the ArchOS program's abstract machine concerns the general nature of that machine. What does ArchOS look like, in general terms, to the application programmer at the time of coding an application to run on it? Is the application program restricted to being only a sequential program, or is there some degree of parallelism in the ArchOS machine which can be exploited in the program? Furthermore, does the application programmer see the ArchOS abstract machine as providing, and hence being defined by, a particular application programming language, or is the ArchOS architecture a conceptual, language independent framework within which the programmer is free to code his application in whatever source language he may find convenient?

5.3.1.1 Spectrum of Choices

This issue of the nature of the program's abstract machine primarily involves two distinct questions:

1. How dependent or independent of particular source languages should the ArchOS PAM definition be?

2. What should be the degree and the grain size of the parallelism that can be expressed in an application program?

These two questions, as they are stated above, are orthogonal and can be dealt with separately. But care must be taken to maintain this independence. It would not be acceptable, for example, to answer the first question by choosing a particular language system, since that would determine the answer to the second question at the same time. Such specific design decisions must be postponed until both of the above questions have been examined and there is a clear picture of the available alternatives.

The first question to be addressed is the degree of language dependence/independence of the ArchOS PAM definition. There can be seen to be three alternative positions, two extremes and one somewhere in between:

1. The ArchOS PAM definition is completely language dependent. The ArchOS machine can only be programmed in a single language, and the definition of that language completely defines the ArchOS PAM concepts and facilities.

2. The ArchOS PAM definition is completely language independent. The concepts and
facilities of the ArchOS PAM define a conceptual, language independent framework within which it is possible to code applications in whatever source language is desired.

3. The ArchOS PAM is somewhat language independent but its concepts and facilities are oriented toward the support of a particular language or class of languages.

The first position, that of complete language dependence, is conceptually equivalent to building a high order language machine. In this case, ArchOS could be regarded as the run time portion of the chosen application implementation language system. For example, one might consider implementing an Ada machine [46]. The concepts and facilities of the Ada programming language, such as task, rendezvous, and so on, would then define the conceptual machine seen by the programmer when coding an application to run on ArchOS. Since the Ada language definition includes a fairly complete description of the run time environment for Ada programs, few, if any, additional operating system facilities would have to be provided. The Ada abstract machine definition is complete in itself. As an alternative to Ada, a totally sequential programming language such as Pascal [18] could be selected, if it was desired that the nature of the program's abstract machine be sequential.

The following is a list of some of the advantages of complete language dependence:

1. The concepts and facilities of the program's abstract machine blend smoothly into the application programming language, since they were designed as part of that language.

2. The application programmer need only learn the concepts and facilities provided by the chosen implementation language to have a complete picture of the program's abstract machine.

3. The consistency, adequacy, and completeness of the PAM is assured if the chosen application language system was carefully designed.

4. The PAM concepts and facilities have already been designed, so that part of the operating system design task can be skipped.

Some of the disadvantages of complete language dependence are the following:

1. The application programmer is largely restricted to using one programming language, although it may be possible to implement other languages using the chosen PAM definition language.

2. Existing software, designed to run on the application processors that are being used, but not written in the same source language as that selected for the PAM definition language, cannot be easily incorporated in new programs without completely rewriting it.

3. The ability to experiment with the design of the user visible machine, to develop a convenient environment for employing decentralized resource management and control techniques at the application level, is severely limited, if not completely eliminated.
The second position on this issue of the language dependence/independence of the ArchOS PAM definition is that of complete language independence. This is the usual goal which most general purpose operating systems strive for in the design of their PAMs. In this case, the operating system PAM defines the runtime environment and provides a general, language independent model for application programs. The various application programming languages are then used to describe the (usually sequential) programs or parts of programs which are to execute within that operating system PAM environment. Each language provides its own interface, through language extensions, subroutine libraries, or otherwise, to the facilities provided by the operating system PAM. As an example, Unix [38] is an operating system that supports a variety of languages, though in all cases a program is regarded as a sequential Unix process, with the operating system facilities provided through the subroutine call mechanism.

Some of the advantages of complete language independence are the following:

1. The application programmer has a choice of source languages in which to code his application.

2. There is a potential for mixing various source languages, as appropriate, within a single program, since in all cases the PAM is identical.

3. Existing code in various source languages can be incorporated in new programs with relative ease, often saving a great deal of labor and allowing code sharing.

4. It is not necessary to count on the existence of a particular source language processor for any application processor which may be selected for the computer system. It should be possible to extend any supplied programming language to provide an interface to the operating system PAM facilities.

5. It is possible to experiment with the design of the program’s abstract machine since such experimentation does not modify the semantics of a fixed application programming language.

Some of the disadvantages of complete language independence are the following:

1. It may not be possible in practice to achieve complete language independence in its strictest sense. Many languages, such as Lisp [32], provide and require their own abstract machine definition, regardless of the underlying operating system PAM.

2. The operating system PAM concepts may conflict with the concepts supported by a particular programming language, requiring parts of the programming language to be replaced.

3. It may be difficult to smoothly incorporate the PAM concepts and facilities into existing languages which were not designed with them in mind. For example, strong type checking may be required, but not supported by the application programming language.
4. The application programmer must understand the PAM, as supported by the operating system, as well as the application programming language, before being able to design and code a program.

The third position on the issue of language dependence/independence is somewhat of a compromise. In this case the ArchOS PAM definition is somewhat language independent but the concepts and facilities are oriented toward the support of a particular language or class of languages. This position is the one which most general purpose operating systems achieve in practice. The PAM is designed, as much as possible, independently of programming language considerations. But a particular application programming language, or set of languages, is kept in mind as the most likely one(s) to be supported, and hence must be accommodated in the design.

Some of the advantages of this compromise position are as follows:

1. Most of the advantages listed for the position of complete language independence also hold here, although this position is somewhat more restrictive.

2. There is a good possibility of smoothly incorporating the PAM concepts and facilities at least into those languages that were kept in mind.

Some of the disadvantages of this position are the following:

1. Most of the disadvantages listed for the position of complete language independence also hold here, although with this compromise position the disadvantages are somewhat less severe.

2. The choice of appropriate application implementation languages may be somewhat limited, which also reduces the portability of previously existing code.

The second question to be addressed regarding the nature of the program's abstract machine deals with the degree and the grain size of the parallelism that can be expressed in an application program. Note that varying degrees of parallel processing may be going on "behind the scenes", but this issue only talks about the parallelism that is explicitly seen and expressed in an application program. Once again there are three main alternative positions:

1. The ArchOS PAM is completely sequential, allowing no parallelism. An application program is restricted to being a strictly sequential program.

2. The ArchOS PAM allows parallelism on a procedure grain size. An application program can be written as a set of asynchronously executing, cooperating processes.

3. The ArchOS PAM allows parallelism on a statement grain size. An application program can express a fine grain of parallelism, such as requesting the parallel execution of arbitrary statements.
The first position listed above, that of no parallelism, is the typical abstract machine view provided by most common programming languages such as Fortran, Algol '60, and Pascal. In this case, no facilities are provided through either the application programming language or the operating system for expressing, requesting, and controlling the parallel execution of parts of an application program.

The advantages of a sequential PAM are the following:

1. This is the traditional view of programming. Hence, no retraining of application programmers is needed, and no extensions or modifications are needed for most application programming languages, since no new, foreign concepts of parallel execution have been introduced.

2. A sequential PAM is the simplest type to program, and the programs can be more easily verified.

3. This is the simplest PAM for an operating system to implement and support.

Some of the disadvantages of a sequential PAM are the following:

1. It is incapable of supporting application programs for handling real time monitoring and control environments. In such environments, events occur asynchronously with respect to program execution.

2. Control is centralized in the single, sequential application program, and there is no way to experiment with more decentralized solutions to resource management and control problems.

3. It is impossible for the application programmer to use parallelism to achieve improved performance.

The second position on this issue of the degree of parallelism visible in the PAM is that parallelism is available on a procedure grain size. Such asynchronously executing procedures are usually called processes, though other terms such as tasks and activities are also common. Many operating systems, particularly those for real time control systems and for multiprocessor systems, support parallelism at this level. Some examples of "process oriented" operating systems are Unix [38], Hydra [49], HXDP Executive [7], StarOS [25], Medusa [34], and Thoth [10].

Some of the advantages of a process oriented PAM are the following:

1. It allows the handling of asynchronous events, as required in a real time monitoring and control environment.

2. It allows experimentation with decentralized resource management and control techniques using multiple processes in an application program.
3. Improved performance through the parallel execution of components of a program is possible, assuming that the parallelism is real (as it is in multiple processor machines), as opposed to simulated (as it is in uniprocessors).

4. Process orientation reflects the hardware organization and architecture of a distributed computer system, such as Archons.

Some of the disadvantages of a process oriented PAM are the following:

1. It is more difficult to design a program as a set of cooperating processes than to simply write a sequential program. Of course, in many cases, the entire program could be written as a single process, if the programmer was unconcerned about the potential advantages of multiple processes.

2. It is difficult to verify the correctness of programs unless the possible interactions between processes are carefully restricted.

3. Few existing languages directly support the concept of program structuring using processes. Facilities for expressing, requesting, and controlling the parallel execution of processes must somehow be added into the application programming languages, or otherwise made available through those languages.

The third position on the degree of parallelism issue is that an application program can express a fine grain of parallelism, such as requesting the parallel execution of arbitrary statements. An example of such fine grain parallelism might be the solution of large numerical problems involving vector and matrix operations, where all components of a vector or array can be computed in parallel.

Some advantages of fine grain parallelism are the following:

1. It allows the maximum possible amount of parallelism in a program to be exploited.

2. It includes process structuring as a special case, where procedure invocations are the statements which are executed in parallel. Hence, all of the advantages listed for process oriented PAMs also apply here.

Some of the disadvantages of fine grain parallelism are the following:

1. There are many similar disadvantages to those listed for process oriented PAMs.

2. Special parallel processors are required as the application processors in order to support such a fine grain of parallelism and make it economical.

3. The application programming language must support such a fine grain of parallelism directly, since procedure calls or other techniques would be uneconomical.
5.3.1.2 Resolution

The two main questions concerning the general nature of the program's abstract machine have been discussed at length in the preceding section. It is now necessary to make particular design decisions, selected from the spectrum of choices available on each issue.

On the question of how dependent or independent of particular source languages should the ArchOS PAM definition be, the compromise position is chosen. The ArchOS PAM definition will be as language independent as possible, though a couple of languages will be borne in mind during its design. The aim will be to design the concepts and facilities of the PAM so that they define a conceptual, language independent framework within which all applications will be coded. However, when design decisions which may affect the degree of language independence have to be made, they will be resolved by considering the chief languages which are to be supported by ArchOS. A final decision on what these languages will be has yet to be made. However, it is currently expected that ArchOS will support Bliss during its initial development and implementation on the Cm* multiprocessor, and it will support Ada when reimplemented on the Archons distributed computer system.

The compromise position on this issue of language dependence/independence was chosen for the following reasons:

1. One of the goals and objectives of ArchOS is to experiment with the design of the user visible machine, to develop a convenient environment for employing decentralized resource management and control techniques at the application level. Since this is not permitted under the position of complete language dependence, that option must be rejected.

2. Complete language independence may not even be achievable in practice, and since portability of existing software is not as large a consideration in an experimental system such as ArchOS, it is not worth the extra effort needed to try to assure language independence.

On the question of what should be the degree and the grain size of the parallelism that can be expressed in an application program, the position of process or procedure grain size is chosen. It will be possible to write application programs as sets of asynchronously executing, cooperating processes.

A process oriented PAM was chosen for the following reasons:

1. ArchOS is intended to support experimentation with decentralized resource management and control techniques at the application level, and the primary application area is
expected to be that of real time monitoring and control. Since a sequential programming environment is inappropriate for this type of experimentation and application area, the choice of a completely sequential PAM must be rejected.

2. The Archons project is not intended to involve research in the area of fine grain parallelism. The Archons distributed computer architecture is designed to support the process level of parallelism. It is not expected that the application processors will all be special parallel processors capable of supporting fine grain parallelism. Hence, the choice of a PAM supporting fine grain parallelism must be rejected.

5.3.2 Nature of Program Structuring

Having decided that the ArchOS PAM will support application programs structured as sets of asynchronously executing, cooperating processes, many issues are raised regarding the nature of those processes and the way they are combined into programs. The first issue to be addressed is the nature of program structuring. How are processes to be combined to form programs? Are the component processes and their interconnections defined statically, or can new processes and new interconnections be added within a program as it executes?

5.3.2.1 Spectrum of Choices

There are two, conceptually distinct aspects of a process structured program which must be considered: the component processes which make up the program, and the process interconnection structure which defines the highest level structure of the program. The process interconnection structure is essentially the network or directed graph defined by the communication and synchronization relationships which hold between the processes. At issue here is whether the structure of a program is determined statically or dynamically. There can be seen to be four alternative positions:

1. The set of processes in a program is statically defined, and the interconnection structure is also static.

2. The set of processes can vary dynamically, but the interconnection structure is statically defined.

3. The set of processes is statically defined, but the interconnection structure can vary dynamically.

4. The set of processes can vary dynamically, and the interconnection structure is also dynamic.

The first position, that of a completely static program structure, conceptually involves the definition and linking of the component processes of a program prior to execution. Once a program is
executing, it is incapable of modifying its own structure. The HXDP executive [7], and Medusa [34] are examples of systems in which application programs are statically structured as sets of processes.

Some of the advantages of completely static program structuring are the following:

1. Facilities for dynamic process creation, destruction, and interconnection are not needed, simplifying the PAM definition and implementation.

2. Programming in the large (interconnecting modules) and programming in the small (defining the modules) are separate tasks, simplifying the design and implementation of application programs.

3. Program verification is easier since the program structure is fixed.

4. Many applications, particularly in real time control, have a relatively simple, fixed form [8], and hence can be readily accommodated by a statically defined program structure.

Some of the disadvantages of completely static program structuring are the following:

1. A program is incapable of reacting to failed processes either by destroying processes that are malfunctioning or replacing those that have been destroyed. This limits the degree of robustness that a program can achieve.

2. A program is incapable of reacting to failed processes by adjusting the interconnection structure to allow remaining processes to handle the tasks formerly managed by the failed processes. This limits the graceful degradation capability of a program, the ability to continue operating, though with reduced performance, following a failure.

3. A program is incapable of dynamically adjusting the number of processes to react to varying workloads. Either the maximum workload must be planned for by providing many more processes than is normally needed, or the program must accept far less than optimal performance under a heavy workload.

The second position on this issue of program structuring is dynamic processes with a static interconnection structure. In this case the process interconnection structure is specified prior to execution and essentially defines a static template for the program. The individual processes within the template structure can be destroyed and replaced at will, without changing the essential structure of the program. The MMBC Executive [2] is an example of a system which supports this form of program structuring.

Some of the advantages of dynamic processes with static interconnection are the following:

1. Most of the same advantages as for completely static program structuring are also enjoyed here. However, process creation and destruction facilities must now be provided, making the PAM definition and implementation somewhat more difficult.
2. A program is able to react to the failure of processes by destroying processes that are malfunctioning or replacing those that have been destroyed. This improves the degree of robustness that a program can achieve.

Some of the disadvantages of dynamic processes with static interconnection are the following:

1. The graceful degradation capability of a program is limited by its inability to adjust the process interconnection structure to allow remaining processes to handle the tasks formerly managed by processes that have since failed.

2. The ability of a program to dynamically adjust to varying workloads by varying the number of processes is limited, since the static interconnection structure determines a fixed maximum number of processes.

The third position on the issue of program structuring is a static set of processes with a dynamic interconnection structure. Such a situation is seldom seen in practice, though there are instances where this form of program structuring can be advantageous. With this type of program structuring, the set of processes is fixed prior to execution. As an example, each process may correspond to a particular hardware device and perform the function of handling that device. The interconnection structure of those processes can then be varied at will to help balance the work load, adjust to failed devices, and so on.

Some of the advantages of static processes with dynamic interconnection are the following:

1. A program can exhibit graceful degradation by adjusting the interconnection structure to allow remaining processes to handle the tasks formerly managed by processes that have since failed.

2. A program can balance the workload among processes by adjusting the interconnection structure to allow idle processes to handle some of the tasks originally intended to be handled by overburdened processes.

Some of the disadvantages of static processes with dynamic interconnection are the following:

1. A program is incapable of reacting to the failure of processes either by destroying processes that are malfunctioning or replacing those that have been destroyed. This limits the degree of robustness that a program can achieve.

2. A program is incapable of dynamically adjusting the number of processes to react to varying workloads since the number of processes is fixed prior to execution.

3. Programming in the large and programming in the small are combined to some extent since the process interconnection structure is dynamically specified at run time, through the program code. This makes the design and implementation of application programs somewhat more difficult.
4. Program verification is somewhat more difficult since the program structure can vary throughout execution.

The fourth position on the issue of program structuring is dynamic processes with a dynamic interconnection structure. In this case the entire program structure, the number of processes and their interconnection, is determined at run time and can vary considerably during execution and from one execution to the next. Thoth [10], Roscoe [41], and Trix [45] are examples of systems in which application programs are dynamically structured as sets of processes.

Some of the advantages of totally dynamic program structuring are the following:

1. The same advantages as those listed for static processes with dynamic interconnection also hold here.

2. A program is able to react to the failure of processes by destroying processes that are malfunctioning or replacing those that have been destroyed. This improves the degree of robustness that a program can achieve.

3. A program is capable of dynamically adjusting the number of processes to react to varying workloads.

Some of the disadvantages of totally dynamic program structuring are the following:

1. Programming in the large and programming in the small are combined to some extent, making the design and implementation of application programs somewhat more difficult.

2. Program verification is somewhat more difficult since the program structure can vary considerably throughout execution.

5.3.2.2 Resolution

On this question of the nature of program structuring, the fourth position discussed above is chosen. The set of component processes of a program can vary dynamically, and the process interconnection structure is also dynamic. The ArchOS PAM will provide facilities for dynamically creating and destroying processes and modifying the interconnections among processes.

Totally dynamic program structuring was chosen for the following reasons:

1. One of the goals of the ArchOS research effort is to investigate the ways in which the Archons distributed computer system architecture and its associated advantages of improved robustness, modularity, and performance can be reflected in the design of the ArchOS user visible machine. Totally dynamic program structuring offers the best opportunity for developing highly robust and flexible, high performance application programs.
2. Another goal of ArchOS is to support decentralized resource management and control techniques at the application level. Very little is currently known about the program structuring requirements for such techniques, and so it is best to provide the most flexible facilities possible. This will provide the maximum freedom when experimenting with new decentralized control algorithms.

3. With totally dynamic program structuring, the various forms of static structuring can be built on top of ArchOS, if they should be found desirable in certain situations. Of course, there is a cost associated with supporting static structuring in this manner, since it is done at the beginning of execution rather than during compilation or linking. But the flexibility of totally dynamic program structuring again facilitates experimentation with these various options.

5.3.3 Further Issues in the Design of the ArchOS PAM Concepts

Having decided that the ArchOS program’s abstract machine will support totally dynamic structuring of application programs as sets of asynchronously executing, cooperating processes, many new issues come to mind. What is the nature of a process? In particular, how autonomous are processes? What is the nature of the code and the storage space of a process? And what is the nature of process procreation?

Processes must interact through communication and synchronization. Many issues regarding the nature of interprocess communication and synchronization have yet to be addressed. In addition, there must be some means of controlling process procreation and structuring, as well as interprocess interactions.

All of these issues have yet to be dealt with in developing the concepts of the ArchOS PAM. This work is still in progress and will be reported at a later time.

5.4 Future Work and Research Directions

The ArchOS decentralized operating system research effort is still in its very early stages. This report has described in detail the ultimate goals and objectives of the project and its intimate relationship with the Archons distributed computer system design effort. It has also provided a glimpse of the ArchOS top down design methodology. Each of the major issues to be addressed is attacked by first surveying the spectrum of possible design choices and evaluating each of them. Only then is a design decision made, bearing in mind the advantages and disadvantages of each of the options.

Current plans are to proceed with the design and implementation of ArchOS in approximately the following manner:
1. Complete the investigation of the issues and the design of the PAM concepts.

2. Design the PAM facilities which embody and reflect those concepts.

3. Design the operator's abstract machine (OAM), which is the other component of the ArchOS user visible machine.

4. Design and experiment with an initial implementation of ArchOS on the Cm* multiprocessor system.

5. Design and experiment with the implementation of ArchOS on the Archons distributed computer system testbed hardware.

It is expected that the design of the ArchOS user visible machine will be completed by early next summer. The initial implementation on Cm* should follow one year later. The final implementation on Archons will begin as soon as the hardware becomes functional, probably one year after the Cm* implementation.
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I. Decentralized Resource Management and Control

The cost of processor resources focused the attention of early system software designers on uniprocessors, where they developed the current foundations of traditional operating systems. As processor hardware became less costly, multiple processors were connected to shared primary memory (forming "multiprocessors"), because most of the uniprocessor software concepts and structures could be successfully retained with minimal modification and augmentation. One consequence of this historical evolution is that many of the premises on which these traditional operating system concepts were strongly based are now very often so taken for granted that they have become transparent—they are either not recognized explicitly, or believed to be universally valid. Instances of more or less decentralized resource management have occurred in various aspects of computer system designs, but it appears that almost invariably they have arisen in an ad hoc fashion—particular approaches have been used accidentally or out of convenience or necessity, rather than through consideration of fundamental principles. A systematic method of selecting among management alternatives, based on the issues, will be necessary to meet some of the challenges posed by contemporary application and architectural trends.

Therefore, we begin with a conceptual model [Jensen 1980] to illuminate the spectrum of resource management and control decentralization from minimal (i.e., centralized) to maximal, and to delineate the region of interest to us. It was created to meet four objectives:

* contribute to an improved understanding of the fundamental nature of "decentralization," particularly with respect to control;
* assist in the formulation of a common frame of reference and terminology for discussing control decentralization;
* clarify the perception of relative differences and similarities among specific instances of control;
* facilitate the synthesis of control policies and mechanisms which are as decentralized as desired.

The model was not intended to provide predictions or quantitative evaluations, nor to ascribe attributes (e.g., "better," "more robust") to different points in the management and control spectrum. These endeavors are important but difficult to accomplish without first meeting the model's objectives.
The primitive object in this model is a resource, which is an instance of an abstract data type. Resources exist at different levels of abstraction--in computer systems these levels tend to range from the application user interface at the top, to the physical interconnection hardware at the bottom. (A type is implementation-independent, so hardware may appear at any level and is not per se a level of abstraction [Jensen 1980a].) A resource is encapsulated by one or more managers (also typed objects) which abstract it and thus themselves become resources at higher levels. This abstraction, which we call management, consists of the decision and action activities involved in manipulating, maintaining (e.g., detecting and recovering from faults), and regulating access to (e.g., sharing) the resource.

An activity at a particular level of abstraction is decentralized to a degree determined by the number and relationships of the entities which perform it. Those relationships are a function of the first two factors. We define the "control" of that activity to be the enforcement of a consistent view of its state on the entities participating in it. ("Consistency" is the invariance of predicates defined on the state [Eswaran 1976].) This enforcement is comprised of activities carried out by entities at a lower level--thus, the extent of their resource management decentralization governs the control decentralization of the higher level activity. An activity (however centralized or decentralized) whose consistency is enforced by a unique lower level entity (e.g., monitor, sequencer, bus arbiter) has totally centralized control (a similar view is expressed in [Le Lann 1979]). When there multiple such entities (e.g., logical clocks [Lamport 1978]), control is decentralized to some extent depending on how they interact. The third alternative is that enforcement does not take place--this generally implies that it is not possible to guarantee activity consistency, although the system or application may allow it to be achieved with some (perhaps very high) probability. The possibility of provable consistency without reliance on one or more underlying enforcement entities is the subject of speculation, but to our knowledge is not yet established.

Management Decentralization Factors

In this model, decentralization is based on the notion of multilateral resource management, which is a function of five major factors. The first three deal with activities on individual resources: 1) the extent to which all the responsible managers must contribute to an activity before it is complete; 2) the parity of the managers involved in an activity; and 3) the number of managers associated with an activity. The remaining pair of factors have to do with system-wide management: 4) the average percentage of the other managers (at a given level) which each cooperates; and 5) the number of resources in any intersection of managerial scope.

Individual Resource Management
The management decentralization of the activities on a single resource is determined by the number of managers involved, and by the relationships among them.

The most common form of management is autocracy, where a single entity unilaterally makes and carries out all decisions on every resource (at a particular level of abstraction). However, multiple entities may participate in the management of the same resource—examples of diverse ways they may do so include:

- successive, where all activities are performed for a period of time by one manager, and then by another, in some serial sequence;
- partitioned, where each manager performs a different activity, whether consecutively or concurrently;
- democratic, where all managers perform each activity by negotiation and consensus among equals.

Many of the various multilateral management forms exhibit different degrees of decentralization. This model distinguishes them on that basis according to two factors: consentaneity and equipollence.

In the sense intended here, "consentaneity" is the extent to which a particular activity for a resource is carried out by all its managers together, with or without any real concurrency. Activities may each differ in this regard. The most centralized case is where only one manager performs a particular instance of the activity on the resource, as exemplified by autocracy. The most decentralized case is where every manager responsible for the activity is involved in every instance of it, as with democracy.

"Equipollence" is the degree of equality with which authority and responsibility are distributed across the multiple managers associated with a particular activity. It may be different for each of the various management activities. Equipollence can be visualized as the inverse of the relative dispersion of capability. The maximally centralized case, typified by autocracy and partitioning, is where one manager has all responsibility and authority for the activity and no other manager has any. Succession and democracy are instances of the maximally decentralized case of equipollence, where every manager is equally capable of participating in the activity.

When the first two factors are evaluated together, autocracy, having minimum consentaneity and minimum equipollence, is the maximally centralized case. The maximally decentralized case, maximum consentaneity and maximum equipollence, is exemplified by democracy. Succession is an intermediate case where equipollence is high but consentaneity is low.
The third factor which contributes to the degree of an activity's decentralization is the number of managers it has. The most centralized case is where only one manager is involved in the activity, such as when management is autocratic or partitioned. In principle, decentralization can be increased without limit in this respect by adding managers. Neither consentaneity nor equipollence are affected by the number of participants—however, the most centralized case of the third factor is an exception because when there is only one manager, consentaneity and equipollence are both necessarily minimum.

While the minimally and maximally decentralized cases of management can readily be identified, most instances are more difficult to order solely according to their factors. This is because (at least at the present time) there appears to be nothing intrinsically more decentralized about greater consentaneity than about greater equipollence—the relative significance of each factor depends on the motivations and requirements of a particular system analysis or synthesis effort. In our current view, when the number of managers is greater than one, it is less consequential than the first two factors.

These three factors are defined for individual activities, but they can also represent the management decentralization for a resource, on the basis of some system- or application-dependent activity weighting such as "importance" or frequency of execution. (However, one must resist any temptation to quantify the model beyond its intent and suitability.)

**System-Wide Resource Management**

Very often resources are managed not just as separate entities but also collectively in accordance with more global objectives and constraints (i.e., as a system). The three factors above do not account for the extent to which this latter aspect of management is decentralized, even by combining the per-resource results. The precept of multilateral resource management can be applied here as well to derive two factors that determine the degree of system-wide decentralization.

The first of these factors (the fourth in our model) is the aggregate (e.g., mean) percentage of all other managers at the same level in the system with which each manager functions multilaterally. The maximally centralized case is where no manager engages in multilateral activities on any resource—the resources are partitioned into disjoint subsets, each of which is governed independently of the others by one manager. The maximally decentralized case is where every manager operates multilaterally with every other in the handling of at least one resource.

The second system-wide factor (number five in the model) is the number of resources involved in
each instance of multilateral management. The maximally centralized case is where no resources are multilaterally managed, and the maximally decentralized case is where all are. (If no managers act multilaterally, then obviously no resources are multilaterally managed, and vice versa.)

Together, the fourth and fifth factors provide a measure of global management decentralization. The maximally centralized case is that no resources are subject to multilateral management; the maximally decentralized case is where every manager participates in the management of every resource. Beyond that, ordering of cases depends on the relative importance ascribed to each of the two factors (as with the first three factors).

These five factors account for the management and control decentralization at any particular level of abstraction, and in general a computer system will exhibit a different degree of decentralization at each level. For example, a computer network could have:

- rather decentralized management at the user interface level, provided by a "network operating system";
- rather centralized management at the executive level, because the host operating systems are autonomous;
- rather decentralized management at the communication subnet level, as a consequence of both the hardware and the routing algorithm designs.

Our research is focused on computers having highly decentralized control, particularly at the system-wide executive levels and down—we term such a machine a "distributed computer".

The Implications of Communication on Management and Control

Multilateral resource management clearly necessitates that the participants share some information. Some of this information may be static—e.g., an a priori model of other managers' known or expected strategies, tactics, and even algorithms. Other information may be dynamic, including models of observed behavior and estimates of current state of the other managers. Static information can be easily shared through separate copies, but dynamic information sharing requires communication among the managers.

Communication involves two conceptually distinct aspects: the production, and the manifestation, of signals—the relationship between them we term signal observability. Poor observability includes the usual memory bit errors and packet switching errors (such as lost and duplicate packets)—these are almost always readily correctable, but at the cost of delays. In fact, time is the most important aspect of signal observability—we group its effects into two categories: latency and synchronization.
Latency in the signal observability sense is the extent to which a manager can see a signal in time for it to be useful. More specifically, it is the set of probabilities for each manager that it can observe each signal in any particular set of signals any necessary amount of time before some other set of signals occur (e.g., in time to respond or affect which signal is sent next). Some of the probabilities may be conditional on certain aspects of the system state. The best case is that every manager can observe every signal within any arbitrarily small amount of time after it is sent; in other cases, some managers may not be able to observe any signal in the set until after all have been sent. When a probability is so low that the signal is of no value, observability is "incomplete".

Synchronization of signals is the extent to which all managers can place them in the same sequence, despite complications such as variable and unknown delays [Le Lann 1977]. More exactly, the probability for each manager in any particular set of managers that it can induce any particular ordering (according to origination time, priorities, atomicity of operations, etc.) on any particular set of signals. As with latency, some of the probabilities may be conditional. Depending on the circumstances, synchronization of signals may be either weak or strong: the former means that the managers are all able to agree on some ordering, but it may not correspond to the desired criterion; the latter means that the managers are all able to establish a common sequence corresponding to the chosen criterion--e.g., that in which the signals were sent with respect to each manager's own (independent) time reference. The best case is that every manager can determine whatever ordering is wanted on all signals; the worst case is that no managers can reach accord on any ordering of any signals. Between these lie cases where only partial or probabilistic signal synchronization can be achieved.

Typically, each level of abstraction has different signals, and communication at one level is carried out by the next level down. Signal observability at the lowest system-wide level, interprocessor communication, is particularly important because higher level communication, management, and control depend on it. Tacit assumptions about these dependencies underlie many executive level management mechanisms and policies.

When the physical communication mechanism is shared primary memory (as in uniprocessors and multiprocessors), signal observability is normally very good. The performance, and even correctness, of nearly all conventional centralized executive control techniques rely on that. For example, consistency of any activity is typically enforced by a single synchronizing entity (such as a monitor), based on the premise that there is a high degree of signal observability (e.g., consistency of signal order) between the synchronized entities (e.g., a producer in a critical section) and the synchronizer. A distributed computer could be implemented with multiprocessor hardware by (physically or
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logically partitioning part of the primary memory, and using the shared portion (in a decentralized fashion) only as a communication medium.

But in multicomputers where primary memory is physically partitioned and interprocessor communication is by explicit I/O (e.g., buses), signal observability is usually much worse—communication protocols can help alleviate the "syntactic" part of the problem, but exacerbate rather than remedy the more critical delay parts. It may be neither cost-effective nor technologically realistic to assume that higher levels can virtualize the physical interconnection to have any desired degree of signal observability. Depending on the individual system and application, it may be possible to extend certain centralized control schemes to less favorable signal observability conditions. However, techniques originally intended for shared primary memory can be inappropriate and even counterproductive if naively re-implemented in systems with disjoint primary memories. Quantitative signal observability differences between memory and I/O interprocessor communication, as uninteresting as they may seem, generally necessitate a conceptually significant qualitative difference in management and control (just as different memory technology speeds lead to different management approaches for primary and secondary memories). New control concepts and mechanisms which are explicitly intended to function correctly and efficiently despite incomplete and inaccurate information must differ radically from current approaches by employing algorithms which make "best effort" resource management decisions. (Such generalization of signal observability premises may prove to be beneficial in centralized management environments as well.)

Movement away from centralization in multiprocessor and multicomputer executives has been rather limited—notably absent are instances of decentralized control, and reflection of limited signal observability in the management algorithms. Examples of what is currently taking place include: a) hierarchies of unilateral management (e.g., MicrOS [Wittie 1980]); b) partitioning of resources and activities (e.g., StarOS [Jones 1979], Medusa [Ousterhout 1980]); c) round-robin unilateral process binding decisions, and successive pairwise load balancing between neighbors (e.g., Arachne ree Roscoe [Solomon 1979], [Bryant 1981]); and d) unilateral bidding decisions in DCS [Farber 1972]). Portions of executives also have been the subject of varied decentralization efforts, particularly the management of messages and message repositories for interprocess communication (e.g., [Boebert 1981]), and process/processor binding (e.g., [Casey 1977].) Some of the most relevant steps toward decentralized control in our sense have taken place at application levels above the executive: in artificial intelligence, especially decentralized problem solving ([Lesser 1979], [Smith 1979]); and in distributed data bases, including data sharing systems (e.g., the circulating sequencer [Le Lann 1981]) and concurrency control in multiple-copy data bases (e.g., concensus algorithms [Thomas...
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1978]). At the physical communication levels below the executive (where the management functions are simpler and less general, and the resources less abstract and less dynamic) there have been notable contributions as well: dynamic routing in packet-switching communication subnetworks [Schwartz 1980]; and state exchange communication protocols [Fletcher 1979]. Some useful notions may be derived from fields other than computer science and engineering, such as stochastic [De Groot 1970] and fuzzy [Gupta 1977] decision making.

Nonetheless, executives which are significantly decentralized according to our criteria are still not possible within the current state of the art. This dramatically impacts multicomputers by preventing most of them from having a singular operating system in the same sense that a uniprocessor or multiprocessor can—that is, one which integrates the processors into a computer by attempting to manage all the executive level resources in the best interests of the whole system. Instead, they are constrained to being networks—for each processor there is a separate operating system which manages a local partition of the system’s resources for its own good. In many applications (e.g., resource-sharing networks), such an arrangement may be adequate or even necessary (for technical or nontechnical reasons). But in many others (e.g., real-time control), having only local but no global executive resource management greatly reduces the potential extent to which certain important attributes, such as robustness and modularity, can be provided on a system-wide basis. Helping to alleviate this situation is one of the motivations for our research.
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