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Evaluating the Relative Effectiveness of Different Structuring and Weighting Techniques for Multi-Attribute Value Assessment

**Three experiments were conducted to evaluate the relative effectiveness of different structuring and weighting techniques for Multi-Attribute Value Assessment (MAVA). In particular, the first experiment evaluated the relative effectiveness of two techniques for structuring the MAVA hierarchy; the second experiment evaluated the relative effectiveness of five techniques for obtaining an individual's weights on attributes in the hierarchy; and the third experiment evaluated the relative effectiveness of two weighting techniques.**
in conjunction with two discussion techniques, for obtaining group weights on attributes in the hierarchy. In all three experiments, the participants were second lieutenants in the U.S. Marine Corps who had completed their training at The Basic School. The external criterion was the MAVA model for the ATTACK Mission Performance Standard (MPS) in the Marine Corps Combat Readiness Evaluation System (MCCRES).

The thesis guiding all three experiments was that the effectiveness of different structuring and weighting techniques depends on task characteristics; this was confirmed for weighting techniques, but not structuring techniques. This report provides a detailed technical description of the three experiments. In addition, some brief comments regarding the potential use of MAVA techniques as diagnostic tools for identifying the relative strengths and weaknesses of training programs are provided for the more operationally-oriented reader.
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SUMMARY

There is a paucity of systematic research that evaluates the relative effectiveness of different multi-attribute value and utility assessment techniques for tasks representative of actual decision problems and for which an external criterion exists. This paucity exists because such tasks are rare. Yet, such research is required if decision analysts are to learn which multi-attribute value and utility assessment techniques are most effective for actual decision problems. Decisions and Designs, Inc. (DDI) was given a unique opportunity to perform such research as a result of previous success in developing a Multi-Attribute Value Assessment (MAVA) model to measure combat readiness; the model and its supporting materials is called the Marine Corps Combat Readiness Evaluation System (MCCRES). This report describes the technical work performed by DDI analysts. Some brief comments regarding the potential use of MAVA techniques as diagnostic tools for identifying the relative strengths and weaknesses of training programs are also provided for the more operationally-oriented reader.

Three experiments were conducted to evaluate the relative effectiveness of different structuring and weighting techniques for MAVA. The first experiment evaluated the relative effectiveness of two techniques for structuring the MAVA hierarchy; the second experiment evaluated the relative effectiveness of five techniques for obtaining an individual's weights on attributes in the hierarchy, and the third experiment evaluated the relative effectiveness of two weighting techniques, in conjunction with two discussion techniques, for obtaining group weights on attributes in the hierarchy. The guiding thesis throughout all three experiments was that the relative effectiveness of different techniques depends on task characteristics.
The participants in all three experiments were second lieutenants in the Marine Corps, who had just completed the Infantry Officers Course and, consequently, their formal training at The Basic School. The external criterion was the MAVA model for the ATTACK Mission Performance Standard (MPS) in MCCRES. It is believed that this represents the first setting representative of an actual decision-making problem where an existing external criterion has been available for evaluating the effectiveness of both structuring and weighting techniques.

Top-Down and Bottom-Up structuring approaches were evaluated in the first experiment. There were three classes of dependent variables: the relative effectiveness of the two approaches in identifying bottom-level nodes in the ATTACK MPS; the shape of the hierarchies generated by the approaches; and the participants' and analysts' subjective ratings of the quality of the group's hierarchy and discussion. The first hypothesis was that the Top-Down approach would be more effective than the Bottom-Up approach because it was more congruent with the formal characteristics of the task. The results did not support this hypothesis; there was no difference in the relative effectiveness of the two structuring approaches. The second hypothesis was that the Top-Down approach would result in fewer top-level nodes, a deeper hierarchy, more terminal nodes, a smaller average node width and a larger ratio of nonterminal to terminal nodes than the Bottom-Up approach. The results supported the last two points, and found that the mean depth of the single deepest branch was larger for the Top-Down approach. Third, no hypotheses were made regarding the subjective ratings. Although there were no significant differences in either the participants' or the analysts' subjective ratings of the two approaches, the participants were generally more satisfied than the analysts with the group's hierarchy and discussion.
Experiment 2 evaluated the relative effectiveness of five different techniques for obtaining an individual's weights on attributes in four tasks in the ATTACK MPS. The five weighting techniques were (1) Edward's (1977) ratio estimation technique for riskless choice (called SMART for Simple Multi-Attribute Rating Technique); (2) a paired comparison technique that forces participants to explicitly make the comparisons implicit in Edward's technique; (3) Hammond et al.'s (1975) statistical decomposition technique (uses multiple regression analysis) called "policy-capturing"; (4) Keeney and Raiffa's (1976) lottery technique for risky choice; and (5) a simple, subjective rating technique, that of dividing up 100 points among the attributes. The four tasks varied along two dimensions: the number of attributes (either 5 or 9) and the peakness of the distribution of actual task weights (either peaked or flat). It was hypothesized that the smaller the number of attributes, the more effective the weighting techniques because of fewer information processing requirements. It was further hypothesized that the relative effectiveness of different weighting techniques would depend on the distribution of task weights because different techniques systematically affect the standard deviation (spread) of individual participants' weights. Both hypotheses were confirmed.

The third experiment evaluated the relative effectiveness of two weighting techniques, in conjunction with two discussion techniques, for obtaining a group's weights on the attributes in the four tasks used in Experiment 2. SMART and policy-capturing were the weighting techniques; the Nominal Group Technique (NGT) and a leader-directed technique were the discussion techniques. It was hypothesized that the standard deviations of a group's weights was a mediating variable of their relative effectiveness. This hypothesis was not confirmed, which was surprising for two reasons. First, a replication study again found that the standard deviations were a mediating
variable of the relative effectiveness of individual participants' weights. SMART led to a much larger standard deviation of individual participants' weights than did policy-capturing and, as in Experiment 2, greater accuracy when the distribution of task weights was peaked and lower accuracy when the distribution was flat. Second, all of the hypotheses were confirmed for the standard deviations of the group weights. The leader-directed discussion technique led to a larger standard deviation of the group weights than did the NGT, and SMART led to a larger standard deviation than policy capturing. Yet, the predicted discussion by distribution, weighting by distribution, and discussion by weighting by distribution interactions were not significant for the accuracy of the group weights. The only significant findings for group accuracy were a main effect for the number of attributes and a number by distribution interaction. Accuracy was significantly higher for the five than for the nine attribute task. When the task had five attributes, accuracy was higher for the task with a peaked distribution; when the task had nine attributes, accuracy was higher for the task with a flat distribution.

In summary, the thesis guiding the research reported herein was that the task characteristics would affect the relative effectiveness of different structuring and weighting techniques. This thesis was strongly confirmed for weighting techniques, but not for structuring techniques. Future research should expand the investigation to substantive and formal task characteristics not considered in the present experiments. Specific recommendations for future research are presented separately in the discussion section for each of the three experiments.

The final section of the report discusses the potential use of MAVA techniques as diagnostic tools for identifying the relative strengths and weaknesses of Marine Corps training programs,
or more generally, any training program for which an external criterion exists. Experiment 1, for example, illustrated how multi-attribute structuring techniques could be used as an effective diagnostic tool. Although the performance of second lieutenants participating in the first session of the experiment met Marine Corps standards, they did not identify as many requirements as our evaluator and their instructor thought they should have for the Consolidation task in the ATTACK MPS. The curriculum for teaching the ATTACK within the Infantry Officers Course was changed to place more emphasis on the Consolidation phase as a result of this finding. Other curriculum changes also occurred as a result of subsequent sessions, clearly demonstrating that Marine Corps training personnel found the multi-attribute structuring techniques to be effective diagnostic tools.
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EVALUATING THE RELATIVE EFFECTIVENESS OF
DIFFERENT STRUCTURING AND WEIGHTING TECHNIQUES
FOR MULTI-ATTRIBUTE VALUE ASSESSMENT

1.0 INTRODUCTION

There is a paucity of systematic research evaluating the relative effectiveness of different multi-attribute value and utility assessment techniques for tasks representative of actual decision problems and for which an external criterion exists. This paucity exists because, quite simply, such tasks are rare. Yet, such research is extremely important, for multi-attribute value and utility assessment techniques are routinely used in actual settings. Decisions and Designs, Inc. (DDI), for example, has applied such techniques for the last ten years to problems faced by a number of different agencies within the Departments of Defense, State, Transportation, Commerce, and Energy. Research with tasks representative of actual decision problems and for which an external criterion exists is required if decision researchers and analysts are to learn what multi-attribute value and utility assessment techniques are most effective for actual decision problems.

DDI had a unique opportunity to perform such research as a result of previous success in developing a Multi-Attribute Value Assessment (MAVA) model for measuring combat readiness. In 1976-1977, the Defense Advanced Research Projects Agency (DARPA) funded an exploratory effort by DDI to assist the U.S. Marine Corps in developing a sound methodological foundation for evaluating the readiness of combat units. DDI chose Multi-Attribute Value Assessment (MAVA) as the methodological foundation for this exploratory effort. Value assessment was
selected instead of utility assessment because the five participating Marine Corps officers did not want to explicitly deal with uncertainty; consequently, there was no need to assess utility functions to represent their risk preference. The MAVA model developed by the working group was successfully field-tested by the Marine Corps in August of 1977. The model and supporting materials are now the standard combat readiness method for the Marine Corps. The method is called MCCRES, for Marine Corps Combat Readiness Evaluation System.

DDI has continued to work with Marine Corps personnel tasked with improving combat readiness. The research reported herein was conducted with the assistance of personnel in the Operations Division of the Plans, Policies, and Operations Department at Marine Corps Headquarters and with personnel teaching the Infantry Officers Course at the Basic School. Using the MAVA model within MCCRES as an external criterion, and working with Marine Corps second lieutenants who had just completed the Infantry Officers Course at The Basic School, three experiments were performed to evaluate the relative effectiveness of different structuring and weighting techniques for MAVA. It is believed that this is the first setting representative of an actual decision-making problem where an existing external criterion has been available to evaluate the effectiveness of both structuring and weighting techniques.

The first experiment evaluated the relative effectiveness of two techniques for structuring the MAVA hierarchy; the second experiment evaluated the relative effectiveness of five techniques for obtaining an individual's weights on attributes in the hierarchy; and the third experiment evaluated the relative effectiveness of two discussion techniques, for obtaining group weights on attributes in the hierarchy. The guiding thesis throughout all three experiments was that the
relative effectiveness of different decision-analytic techniques depends on task characteristics. This theoretical perspective is a Brunswikian one (for a general presentation, see Brunswik, 1955; Hammond, 1966), which at its most general level argues that organismic behavior and subsequent performance is significantly, and at times solely determined by environmental characteristics. Hammond (1981) and his colleagues (e.g., see Hammond et al., 1975; Hammond and Wascoe, 1980) have adapted this perspective to the study of human judgment and decision making by studying how judgment is affected by different formal and substantive characteristics of the judgment task. Although Hammond and his colleagues have never studied how task characteristics affect the judgmental accuracy achieved with different MAVA techniques, the focus of the three experiments reported herein and their theoretical perspective, has guided the present research effort.

This report provides a detailed technical description of each of the three experiments. The concluding section presents some brief comments for the more operationally-oriented reader regarding the potential use of MAVA techniques for identifying the relative strengths and weakness of training programs.
2.0 EXPERIMENT 1: STRUCTURING THE
MULTI-ATTRIBUTE HIERARCHY

2.1 Introduction

Structuring the Multi-Attribute Value Assessment (MAVA) problem is the most important phase of MAVA because the outcome is dependent on it. For example, Von Winterfeldt and Edwards (1975) did a simulation study identifying the ease with which dominated alternatives can be selected through the improper structuring of the problem. Yet, we know "... next to nothing about eliciting the structure of problems from decision makers." (Fischhoff, 1977, p. 10). Research has not been done on structuring the multi-attribute problem in settings with an accepted external criterion.

Few structuring techniques have been proposed by decision analysts. The following two multi-attribute structuring techniques are, however, good candidates for experimentation because they are used by practicing decision analysts: a hierarchical (or Top-Down) approach (Raiffa, 1969; Keeney and Raiffa, 1976) and DDI's attribute-listing (or Bottom-Up) approach. The Top-Down approach to structuring the problem proceeds exactly like the multi-attribute hierarchy looks on paper; the upper-level nodes are listed first and then each node, in turn, is subdivided into its component attributes until the process identifies the lowest-level attributes. In contrast, the Bottom-Up approach to structuring the problem proceeds by first having participants list all of the possible characteristics (i.e., lower-level nodes) of the hierarchy without any concern for the hierarchical nature of the problem; attributes are subsequently clustered together to form the multi-level branches moving up the hierarchy.
2.2 Method

The Top-Down and Bottom-Up structuring techniques were evaluated experimentally. The twenty USMC second lieutenants participating during each session were divided into four groups of five participants each. One trained DDI analyst led each group. The analyst used one of the two structuring techniques to help the group develop a multi attribute hierarchy for the ATTACK Mission Performance Standard (MPS) in MCCRES (Figure 2-1). Two of the analysts used the Top-Down technique; two used the Bottom-Up technique. Approximately three hours (from 9:00 a.m. to noon) were spent developing the hierarchy. The group then spent approximately one more hour examining the correct ATTACK MPS and identifying which bottom-level nodes in that MPS were in their structure. (Appendix A contains the analysts' instructions for each structuring technique.)

Seven sessions were conducted during the study. In all, six analysts participated; two of the analysts used the Top-Down technique for three groups and the Bottom-Up technique for three groups. The other four analysts used each technique twice. All participating second lieutenants had just completed their training in the Infantry Officers Course at the Basic School.

There were three types of dependent variables. The first type was the relative effectiveness of the two structuring techniques in identifying bottom-level nodes in MCCRES. It was hypothesized that the Top-Down approach would be more effective than the Bottom-Up approach because it was more congruent with the formal task characteristics of the problem under consideration. The ATTACK MPS is a very systematic, almost analytical decomposition problem; a number of distinct tasks must be performed, and each task has distinct performance
Figure 2-1
PICTORIAL REPRESENTATION OF THE MAV HIERARCHY FOR THE ATTACK MPS IN MCCRES
requirements. The Top-Down approach is a much more systematic structuring approach than the Bottom-Up approach; the former explicitly decomposes a problem from its most general to most specific components, while the latter does not. Instead, the Bottom-Up approach focuses on the differences between the alternatives available to the decision maker in describing the specific bottom-level attributes. Since there were no well-defined alternatives available for MCCRES structuring, it was hypothesized that the relative effectiveness of the Bottom-Up approach would be reduced for the ATTACK MPS. In summary, the Top-Down approach better matches the formal task requirements of the ATTACK MPS and, therefore, was hypothesized to be more effective than the Bottom-Up approach in identifying bottom-level nodes.

The measures of relative effectiveness were determined by the number of correctly identified requirements (i.e., terminal nodes) in the ATTACK MPS, in the opinion of the participating second lieutenants and an independent rater. The lieutenant colonel in the Operations Division of the Plans, Policies, and Operations Department at Marine Corps Headquarters, who participated in writing the MCCRES volume for infantry units, was the independent rater. He evaluated the MAVA hierarchy developed by each group within six weeks after the session with the participating second lieutenants. When performing this task, he was, of course, not aware of which technique was used to generate each group hierarchy.

The second type of dependent variable was the shape (or configuration) of the MAVA hierarchies generated by each technique. It was hypothesized that the Top-Down approach would result in hierarchies that looked considerably different than the ones generated by the Bottom-Up approach. In particular, it was hypothesized that the Top-Down approach would result in
(1) fewer top-level nodes, (2) a deeper hierarchy, (3) more terminal nodes, (4) a smaller average node width, and (5) a larger ratio of non-terminal to terminal nodes than the Bottom-Up approach. These hypotheses were based on the experience of DDI analysts who have used both structuring techniques. They represent hypothesized differences in the implications on human information processing of using each structuring technique. In particular, DDI analysts hypothesized that the Top-Down approach generally would result in an in-depth decomposition of the major aspects of the problem under consideration. In contrast, it was hypothesized that the Bottom-Up approach generally would result in a less detailed, but broader decomposition of the problem. These differences are represented in Figure 2-2.

The third type of dependent variable was the subjective ratings of both the analyst and the participating second lieutenants as to the quality of the group's MAVA structure and characteristics of their discussion. In particular, the analysts answered questions regarding the following seven topics listed below, using a seven-point Likert scale ranging from very low (#1) to very high (#7):

1. Satisfaction with the group's structure.
2. Quality of the group's discussion.
3. Extent to which the group's discussion involved the repetition of ideas and suggestions.
4. Frequency with which each person was able to speak.
5. Frequency with which voices were raised during the group's discussion.
Figure 2-2
PICTORIAL REPRESENTATION OF HYPOTHESES REGARDING THE SHAPE OF THE HIERARCHY FOR DIFFERENT STRUCTURING TECHNIQUES
6. Extent to which the group's discussion was directed by, or centered around, one group member.

7. Extent to which the analysts were able to implement the specified structuring approach.

USMC group members only answered the first six questions. As far as it is known, no study has investigated differences in the opinions of analysts and group members as to the quality of the analysis and discussion. Yet, the success or failure of decision-analytic efforts on applied problems primarily depends on the satisfaction and subsequent support of the participants because external criteria for measuring accuracy, seldom exist outside a laboratory setting. We had no basis for hypothesizing any differences between the two techniques' mean scores for the first six subjective ratings; however, we did hypothesize that analysts would be better able to implement the Top-Down approach because it matches the formal task characteristic of the ATTACK MPS better than the Bottom-Up approach.

2.3 Results

T-tests were performed to determine whether the two approaches led to significant differences in the mean number of correctly identified MCCRES requirements (i.e., terminal nodes in the ATTACK MPS). A p < .05 level of significance was used for a two-tailed test. According to the assessments made by both the independent rater and the participants, there were no differences in the mean number of requirements correctly identified by the Top-Down and Bottom-Up approaches. According to the independent rater, for example, $\bar{x}_{TD} = 30.36$, $\bar{x}_{BU} = 27.79$, $t = 1.17$, df = 26, p > .10.
According to the assessments of the independent rater alone, the participating second lieutenants met performance standards for all nine tasks. The groups identified, on an average, 44% of the requirements in the ATTACK MPS. On the average, these assessments accounted for 48% of the possible cumulative utility for this criterion. Performance was significantly better for the first six tasks in the ATTACK MPS, which are the tasks in this MPS for which USMC second lieutenants receive more training. On the average, participants identified 57% of the requirements and 62% of the possible cumulative utility for these six tasks. Furthermore, they almost always identified the most important requirement for each of these tasks, obtaining 94% of the cumulative utility for them in the ATTACK MPS.

Two-tailed t-tests were performed to test the hypothesized differences in the shape of the hierarchies generated by the two approaches. The results of these tests are presented in turn.

1. There was no difference in the mean number of top-level nodes (or branches): \( \bar{x}_{\text{TD}} = 4.79, \bar{x}_{\text{BU}} = 4.43, t = .42, df = 26, p > .10. \)

2. The mean depth of the single deepest branch was significantly larger for the Top-Down approach (\( \bar{x}_{\text{TD}} = 4.71, \bar{x}_{\text{BU}} = 4.07 \)): \( t = 2.34, df = 26, p < .05. \) There was, however, no significant difference in the mean depth across all terminal nodes: (\( \bar{x}_{\text{TD}} = 3.27, \bar{x}_{\text{BU}} = 3.0 \)); \( t = 1.46, df = 26, p > .10. \)

3. There was no significant difference in the mean number of terminal nodes: \( \bar{x}_{\text{TD}} = 67.42, \bar{x}_{\text{BU}} = 60.29, t = 1.06, df = 26, p > .10. \)
4. The average node width was measured by equation [1]:

\[
\text{Average Node Width} = \frac{\text{Total # Nodes}}{\text{Total Nodes} - \# \text{ Terminal Nodes} + 1}
\] [1]

The +1 was placed in the denominator because the top-level node was not included in the total number of nodes. The average node width for the Top-Down approach was significantly smaller than for the Bottom-Up approach ($\bar{x}_{TD} = 3.68, \bar{x}_{BU} = 4.65$); $t = 2.4$, $df = 26$, $p < .05$.

5. The ratio of nonterminal to terminal nodes was measured by equation [2]:

\[
\frac{\# \text{Nonterminal Nodes}}{\# \text{Terminal Nodes}} = \frac{(\text{Total # Nodes} - \# \text{ Terminal Nodes}) - 1}{\# \text{ Terminal Nodes} - 2}
\] [2]

As can be seen in Figure 2-3, this measure has a range between 0.0 and 1.0, with 0.0 representing a hierarchy with only one level of decomposition and 1.0 representing a hierarchy where each node is divided into only two lower-level nodes, the smallest degree of decomposition. Although this measure is related to the average node width, examples 2 and 3 in Figure 2-3 illustrate that two hierarchies can have the same average node width, but have different ratios of nonterminal to terminal nodes. In the present study, as hypothesized, the ratio of nonterminal to terminal nodes was significantly larger for the Top-Down approach ($\bar{x}_{TD} = .37, \bar{x}_{BU} = .28$); $t = 2.39$, $df = 26$, $p < .05$.  

12
Figure 2-3

AN EXAMPLE OF HIERARCHIES WITH DIFFERENT RATIOS OF NONTERMINAL TO TERMINAL NODES
In summary, significant differences were found in the mean shape of the hierarchies generated by the two structuring techniques; the study, however, did not confirm all the hypotheses.

There were no significant differences in either the participants' or the analysts' subjective ratings for the two techniques. The only subjective measure that approached significance was the analysts' rating for implementability (\( \bar{x}_{TD} = 5.50, \bar{x}_{BU} = 4.65; t = 1.87, df = 18 \) because assessment did not commence until the third session, \( .05 < p < .10 \) for a two-tailed test). The direction of this difference corresponds to an assessment that the Top-Down approach was easier to implement than the Bottom-Up approach.

There were, however, significant differences between the subjective ratings of participants and analysts. The unit of analysis for the participants' ratings was the mean score for each five-person group. Two-tailed t-tests were performed between the mean group ratings and the analysts' ratings for each subjective measure. As can be seen in Table 2-1, participants were significantly more satisfied than the analysts with the group's hierarchy and discussion. Although participants thought there was significantly greater participation than did analysts, they also thought there was greater repetition of ideas and more occasions during which voices were raised. This finding might suggest a response bias. The only rating where there were no significant differences between participants and analysts was on the extent to which the discussion was directed by one person.
### Table 2-1

**PARTICIPANTS AND ANALYSTS MEAN RATINGS FOR SUBJECTIVE MEASURES**

<table>
<thead>
<tr>
<th>SUBJECTIVE MEASURES</th>
<th>PARTICIPANTS' MEAN RATINGS</th>
<th>ANALYSTS MEAN RATINGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Satisfaction with structure</td>
<td>5.84</td>
<td>4.87**</td>
</tr>
<tr>
<td>2. Quality of discussion</td>
<td>5.80</td>
<td>5.13**</td>
</tr>
<tr>
<td>3. Repetition of ideas</td>
<td>4.22</td>
<td>2.83***</td>
</tr>
<tr>
<td>4. Extent of participation</td>
<td>5.96</td>
<td>5.38*</td>
</tr>
<tr>
<td>5. Extent to which voices raised</td>
<td>2.68</td>
<td>1.71*</td>
</tr>
<tr>
<td>6. Discussion directed by one person</td>
<td>3.01</td>
<td>2.73</td>
</tr>
</tbody>
</table>

* * p < .05, df = 46, 2-tailed test
** p < .01, df = 46, 2-tailed test
*** p < .001, df = 46, 2-tailed test
2.4 Discussion

The study reported herein is believed to be the first empirical effort to evaluate the relative effectiveness of different techniques for structuring the MAVA hierarchy. It was hypothesized that the Top-Down approach would lead to a more accurate group hierarchy than the Bottom-Up approach. This hypothesis rested on the assumption that the Top-Down approach was more congruent with the formal task characteristics of the ATTACK MPS than was the Bottom-Up approach. The ATTACK MPS is a very systematic, almost analytical decomposition problem; a number of distinct tasks must be performed in a sequential fashion, and each task has distinct performance requirements. Since the Top-Down approach is more analytically structured than the Bottom-Up approach, it is more congruent with the task characteristics of the ATTACK MPS. Consequently, it was hypothesized that it would be better able to generate MAVA hierarchies containing the terminal nodes (requirements) in the ATTACK MPS. The experiment did not support this hypothesis.

On the basis of these results, there is no support for the proposition that the relative effectiveness of different structuring techniques depends on the congruence between technique and task characteristics. A post hoc analysis, however, suggests an alternative explanation for these results that is consistent with the proposition; the experiment did support, to some extent, the hypothesis that the shape of the MAVA hierarchy would be dependent on the structuring technique. As hypothesized, the Top-Down approach resulted in hierarchies with a smaller average node width and a larger ratio of nonterminal to terminal nodes than those generated by the Bottom-Up approach. A post hoc analysis found the average node width of the MAVA hierarchy in the ATTACK MPS to be 7.5; this is closer
to the node width obtained with the Bottom-Up approach ($\bar{x}_{BU} = 4.65$) than with the Top-Down approach ($\bar{x}_{TD} = 3.68$). Furthermore, the ratio of nonterminal to terminal nodes in the ATTACK MPS was .125, which is significantly closer to the figure for the Bottom-Up approach ($\bar{x}_{BU} = .28$) than the figure for the Top-Down approach ($\bar{x}_{TD} = .37$). It is, therefore, admissible to argue that the reason there were no significant differences in the relative effectiveness of the two approaches was because the two approaches were congruent, but in different ways. The Top-Down approach was more congruent with the analytical decomposition format of evaluation systems like the one represented in the ATTACK MPS; in contrast, the Bottom-Up approach was more consistent with the shape of the MAVA hierarchy in the ATTACK MPS.

This alternative explanation is post hoc and obviously, should be taken with caution. It can be tested in future research, for example, by selecting a task with both an analytical decomposition format and a MAVA hierarchy with a small average node width and a large ratio of nonterminal to terminal nodes. In this way, the proposition that the relative effectiveness of different structuring techniques depends on task characteristics provides a framework for guiding future structuring research. Failure to find significant differences in the relative effectiveness of different structuring techniques over variation in the task characteristics thought to elicit these differences, would quickly and cost-efficiently confirm the results reported herein.

Future research also should investigate the participants' general level of accuracy in identifying the (bottom-level) attributes in the hierarchy; as far as it is known, the present study is the first one to do so. Three recently conducted
studies had suggested that accuracy might be quite poor. In studying fault trees, which have a structural representation very similar to multi-attributed hierarchies, Fischhoff, Slovic, and Lichtenstein (1978) found that expert and non-expert participants were insensitive to omissions in the tree's structure, and that this insensitivity was not easily susceptible to modification. In a study of act (or option) generation, Pitz, Sachs, and Heerboth (1980) observed that, on the average, individual participants did not seem to generate a very complete set of acts, averaging less than a third of the acts the experimenters thought were "worth considering." In addition, Gettys, Manning, and Casey (1981) found that, for the most part, individual participants were unable to generate high utility acts, obtaining only between 20% to 30% (depending on the problem and analysis) of the cumulative utility for them.

In comparison to these results, the groups participating in the present experiment performed quite well. According to the assessments of the independent rater, the groups identified, on the average, 44% of the requirements in the ATTACK MPS. In general, these assessments accounted for 48% of the possible cumulative utility for this criterion. Although standards were met for all nine tasks, performance was significantly better for the six tasks for which the participants had received more training. Participants identified (on an average) 57% of the requirements and 62% of the possible cumulative utility for these six tasks. Furthermore, they almost always identified the most important requirement for each of these tasks, obtaining 94% of the cumulative utility for them in the ATTACK MPS.

The present study differed from the three, referenced above, in four significant ways. First, there was a widely accepted and widely used external criterion for accuracy in
the present study. The criterion in the other three studies was developed by the researchers. Second, the present study evaluated participants' accuracy in identifying bottom-level attributes in a multi-attributed hierarchy. It may be that individuals are better at identifying evaluation criteria than generating options, although research on identifying attributes in fault trees (Fischhoff et al. (1978)) suggests that this may not be so. Third, the present study used participants trained in the substantive material employed in developing the hierarchy; only Fischhoff et al. did so. Participants in the present study performed considerably better than did Fischhoff et al.'s, although procedural differences in the two studies make the comparison difficult. Fourth, participants in the present study worked in groups and were led by a trained decision analyst; participants worked individually in the other studies. Research reviewed by Delbecq, Van de Van, and Gustafson (1975) on brainstorming and other group techniques suggests that group interaction facilitates performance by aggregating different aspects of the problem focused on by different individuals. These four differences should be kept in mind when designing future research in order to achieve a better understanding of which factors facilitate and inhibit participants' accuracy when structuring the multi-attribute problem.
3.0 EXPERIMENT 2: OBTAINING AN INDIVIDUAL'S WEIGHTS FOR MULTIPLE ATTRIBUTES

3.1 Introduction

John and Edwards (1978) reviewed studies comparing the relative effectiveness of the two general approaches for obtaining an individual's weights on multiple attributes: "direct subjective estimation and indirect holistic estimation" (p. i). The direct subjective estimation techniques included ranking, fractionation, subjective-estimative methods, and paired comparisons. Indirect holistic techniques included unbiased and biased regression analysis, the ANOVA and fractional ANOVA paradigms, and the indifference techniques of pricing out and trading off to the most important dimension. John and Edwards (1978, p. 48) concluded:

For many of the laboratory and field settings studied, subjects gave responses to direct subjective assessments of importance weights that were both consistent (high convergent validity) and accurate (high criterion validity). Few discrepancies were observed in studies comparing direct subjective estimates of importance to statistical indices of importance derived indirectly from holistic evaluations.

More recent studies by John and Edwards (1978b), John, Edwards, and Collins (1980), and Stillwell, Barron, and Edwards (1980) support this conclusion, although decomposition procedures did do somewhat better than the one holistic procedure used in the last study.
It was hypothesized that this conclusion was premature because the relative effectiveness of different weighting techniques has not been studied over systematic variation in task characteristics. Research comparing the relative effectiveness of equal with differential weights has demonstrated that task properties are important predictors of performance. Einhorn and Hogarth (1975) and Wainer (1976), for example, have shown that deviations from optimal weighting do not make a practical difference in the overall correlations between predictions and actual scores when one knows the signs of the predictor variables and either there is (a) low task predictability (e.g., R .5), (b) a small sample size (e.g., n 50), and a large number of predictors (e.g., k 8), or (c) a moderate-to-high positive correlation between the predictors (e.g., r .5). Regarding this last point, Newman (1977), McClelland (1978), and Stillwell, Seaver, and Edwards (1981) have demonstrated that the correlation between predictors is typically negative in decision problems where one must select one of a restricted number of alternatives; under this condition, differences in weights do make a difference in accuracy. In conclusion, the research clearly demonstrates that task properties determine the relative effectiveness of equal and differential weights.

It was believed that this finding would generalize to different multi-attribute weighting techniques. In particular, it was hypothesized that the number of task attributes and the peakness of the distribution of "true" task weights were two task characteristics that would affect the relative effectiveness of different weighting techniques. Fischer (1977), for example, found a high correlation between Raiffa and Keeney's (1976) riskless and risky decomposition techniques. Von Winterfeldt and Edwards (1975), however, found a substantially
lower correlation between riskless and risky decomposition techniques. Fischer (1979) hypothesized that this discrepancy was due to the number of attributes used in the two studies; Fischer (1977) used three, while Von Winterfeldt and Edwards (1975) used fourteen. A study by Cook and Stewart (1975) provides tentative support for Fischer's hypothesis because they found that the correlations between the predicted values generated by seven different subjective weighting techniques and participants' actual values decreased as the number of attributes increased in the task; although not tested, the implication is that accuracy would have decreased too. Taken together, these findings suggest that all weighting techniques will be more effective the smaller the number of attributes, because less information processing is required.

It was also hypothesized that the relative effectiveness of different weighting techniques would depend on the distribution of task weights. Some weighting techniques (e.g., paired comparisons) tend to generate a peaked distribution of weights because they force individuals to rigorously compare the worth of one attribute relative to another, thereby spreading their weights. Other weighting techniques (e.g., a lottery technique) do not force individuals to make such a rigorous trade-off; consequently, they tend to result in a flatter distribution of weights. If the distribution of "true" weights is peaked (assuming that all participants know the task equally well) the techniques that tend to spread out individuals' weights should be more accurate than techniques that do not. Conversely, if the distribution of "true" weights is flat, techniques that do not tend to spread out individuals' weights should be more accurate than those that do. In summary, it was hypothesized that the relative effectiveness of different weighting techniques would depend on a technique by distribution interaction.
3.2 Method

Experiment 2 evaluated the relative effectiveness of five different techniques for obtaining an individual's weights on attributes in four tasks in the ATTACK MPS. The five weighting techniques were (1) Edward's (1977) ratio estimation technique for riskless choice (called SMART for Simple Multi-Attribute Rating Technique); (2) a paired comparison technique that forces participants to explicitly make the comparisons implicit in Edward's technique; (3) Hammond et al.'s (1975) statistical decomposition technique (uses Multiple Regression Analysis), called "policy-capturing"; (4) Keeney and Raiffa's (1976) lottery technique for risky choice; and (5) a simple, subjective rating technique, that of dividing up 100 points among the attributes. (Appendix B contains the instructions for each weighting technique for the flat five-attribute task.)

The five techniques cited above were selected for two reasons. First, as Hammond, McClelland, and Mumpower (1980) pointed out, they represent distinctly different theoretical perspectives on how an individual's weights should be obtained for multiple attributes. Consequently, their evaluation has significant theoretical and practical value, for the techniques tend to be uniquely used by different decision researchers and practitioners. Second, the techniques vary on the extent to which they force individuals to rigorously compare the worth of one attribute relative to another. Consequently, they provide the means for testing the hypothesized technique by distribution interaction.

Weights were obtained for the following four tasks in the ATTACK MPS: Command Displacement (CD), Preliminary Operations (PO), Maneuver Forward (MF), and Consolidation (C). CD and PO
have five attributes; MF and C have nine attributes. In MCCRES, CD and MF have a peaked distribution of weights. The ratios of the most important to the least important attribute are 10.75 and 12.00, respectively, while the standard deviation of the weights is 13.79 and 8.97, respectively, on a 100-point scale. In contrast, PO and C have a relatively flat distribution of weights; the ratios of the most important to the least important attribute are 3.63 and 3.60, respectively, while the standard deviation of the weights is 7.82 and 4.89, respectively.

Systematic variation in the formal characteristics of the weighting task is a major advance over previous research in this area. Different weighting techniques have not been evaluated using an external criterion over variation in either the number of attributes or the peakness of the true weights. The research of Fischer (1977, 1979) and Von Winterfeldt and Edwards (1975) suggests that all weighting techniques will be more effective with a smaller number of attributes because of lower information processing requirements.

It was hypothesized that the relative effectiveness of the weighting techniques would depend on the actual distribution of task weights. Specifically, it was hypothesized that, regardless of task weights, SMART and paired comparisons would generate similar weights, which would have peaked distributions because the ratio, paired comparisons within both techniques, force individuals to compare rigorously the worth of one attribute relative to another, thereby spreading their weights. This should result in more accurate weights when the true distribution of weights is peaked than when it is flat.

In contrast, there is no rigorous ratio, paired comparison process for the lottery technique, policy-capturing, or dividing up 100 points. Consequently, it was hypothesized that these
techniques would result in a much flatter distribution of weights than generated by SMART and paired comparison techniques, regardless of actual task weights. As a result, the lottery technique, policy-capturing, and dividing up 100 points should lead to more accurate weights when the true distribution of weights is flat than when it is peaked.

In summary, the following results were predicted:

1. A main effect for the number of attributes: the smaller the number of attributes, the better the performance.

2. A technique by distribution interaction regarding the relative effectiveness of different weighting techniques. SMART and paired comparisons would result in greater accuracy when the distribution of actual weights was peaked than when it was flat; the lottery technique, policy capturing, and dividing up 100 points would be more accurate for the flat not peaked distributions of weights.

Because of the hypothesized technique by distribution interaction, there is no basis for hypothesizing a main effect for weighting techniques or for the distribution factor.

Experiment 2 was conducted during the afternoon of the first session. This was done so that the results of Experiment 2 could be used to help select the weighting techniques for Experiment 3. For example, if there were a main effect for weighting techniques, the two best techniques would have been selected for Experiment 3. As a result of the time constraints, a one-between-subjects and two-within-subjects factorial
design (see Weiner, 1971, pp. 712-717) was used to test the above-stated hypotheses. In particular, all participating second lieutenants used all five weighting techniques for two tasks. Two of the groups had CD and MF; both tasks have peaked distributions, but CD has five attributes and MF has nine attributes. The other two groups had PO and C; these tasks have flat distributions, but PO has five attributes and C has nine attributes. The presentation of weighting techniques was counterbalanced across the four tasks to control for order effects.

Since each participant used all five weighting techniques for each task, it was possible to implement a sixth technique based on the other five. Specifically, each participant was shown the relative weights generated by each technique for each task. The weights for each technique were normalized to sum to 100, thereby making the weights comparable. After examining the weights for each technique, each participant specified a final set of weights. The sixth weighting technique, therefore, was a synthesis of the results of the other five.

There were three dependent variables in Experiment 2. The first one was the standard deviation of the weights generated by each technique for each task. It was hypothesized that different weighting techniques would affect the extent to which an individual's weights were spread-out. The relative effectiveness of these techniques would, in turn, depend on the spread of the actual weights for the task. Thus, the standard deviation in an individual's weights was hypothesized to be a mediating variable of relative effectiveness.

The second dependent variable was the match between the weights generated for an individual by each of the weighting
techniques and the actual weights for the task. This "match" was operationalized through Pearson product-moment correlation coefficients. Specifically, the weights generated for an individual by each of the six weighting techniques were applied to the profiles used in implementing the policy-capturing technique for each task. In the terms of a linear equation, the profiles contain the values of the independent variables. For each profile, the weights were applied to the values of the independent variables to obtain a value on the dependent variable: combat readiness for that task. In this way, a set of predicted values was generated for each technique for each person; similarly, a set of "true" values was generated based on the actual weights. The values for each technique are correlated with the "true" values for the task to generate the major dependent variable, the relative effectiveness of each technique in generating an individual's MAVA weights. The result is the knowledge component (G) in the lens model equation (see Hammond et al., 1975).

There are other approaches for operationalizing the match between an individual's and the task's weights. One approach (John and Edwards, 1978b) is to use actual cases, not hypothetical profiles, and to correlate the predictions generated by the weights for each weighting technique with the actual scores for those cases, not the scores predicted by the task weights. This is the achievement measure ($r_a$) in the lens model equation. This approach could not be implemented in the present study, however, because performance data were generally not available for individual USMC battalions. Discussions with USMC personnel suggested, however, that this approach would have been inappropriate even if data were available because of the likelihood of large positive correlations between the attributes. Since differential weights do not
result in significantly different predictions when the attributes have a high positive correlation, it would not have been possible to determine the relative effectiveness of different weighting techniques in generating the "true" task weights, the external criterion in Experiment 2.

A second approach to operationalizing the relative effectiveness of different weighting techniques is to determine if the weights generated by different techniques result in different rank-orders for non-dominated alternatives. Since there were no alternatives in the present study, this approach could not be used to operationalize effectiveness. Even if there were alternatives, this approach would have been inappropriate for the present problem. As Stillwell, Seaver, and Edwards (1981, p. 63) have noted, this approach is only appropriate for "decision problems" where the goal is to select the best alternative. It is inappropriate for "prediction problems," as in the present study, where the goal is to accurately evaluate all alternatives.

A third approach for operationalizing relative effectiveness would have been to correlate the weights directly, either in terms of a product moment correlation or a rank order correlation. The former measure is inferior to the one used in the study because the small number of attributes being correlated would result in an unacceptably large confidence level around the correlation. The latter measure is inappropriate for the present study because rank order correlations do not reflect the spread in weights, which is the hypothesized mediating variable of relative effectiveness in the present study.
The third dependent variable was the set of subjective measures analyzing how confident the participants were in the quality of their judgments in using each technique, and about how easy each technique was to use. These subjective measures are important because MAVA is routinely used when no external criterion exists, often under severe time constraints. Consequently, confidence and difficulty are important criteria for selecting weighting techniques outside laboratory conditions. It was hypothesized that participants would have the most confidence in SMART because (1) participants generate directly observable relative weights, in contrast to calculated weights in the paired comparison and policy-capturing techniques; (2) SMART appears more rigorous than dividing up 100 points; and (3) its weights are easier to understand than the probability counterparts generated by the lottery technique. It was hypothesized that dividing up 100 points would be the easiest technique, and the lottery the most difficult one.

Confidence and difficulty ratings were made on separate seven-point Likert scales. A value of one meant that participants were not confident in the quality of their judgments and found the task very difficult; a value of seven meant that they were very confident in the quality of the judgments and found the task very easy.

3.3 Results

The standard deviation of each individual's weights for each technique were inputs to a 2 (number of attributes) by 2 (types of distribution) by 6 (weighting techniques) analysis of variance (ANOVA). The type of distribution was a between subjects factor, since each participant was given either both peaked tasks or both flat tasks. The number of attributes and the weighting techniques were within subjects factors.
Table 3-1 shows the ANOVA results for the standard deviations. As hypothesized, there was a significant main effect for weighting technique. The mean standard deviations for the weights generated by SMART (\( \bar{X} = 11.82 \)) and paired comparisons (\( \bar{X} = 13.11 \)) were larger than those for policy-capturing (\( \bar{X} = 7.74 \)), the lottery technique (8.88), dividing-up 100 points (\( \bar{X} = 9.0 \)), and the final weights (\( \bar{X} = 9.23 \)). There was no technique by distribution interaction; the standard deviation of the weights generated by the different techniques was not dependent on the peakness of the actual distribution of weights.

There was also a main effect for the number of attributes, with the mean standard deviation for five attributes (\( \bar{X} = 11.41 \)) being significantly larger than for nine attributes (\( \bar{X} = 8.51 \)). In addition, there was a significant number by distribution interaction. For five attributes, the mean standard deviation was greater for a peaked distribution (\( \bar{X}_p = 12.85, \bar{X}_f = 9.98 \)); for nine attributes, it was larger for a flat distribution (\( \bar{X}_p = 7.78, \bar{X}_f = 9.25 \)). Examination of these mean scores suggests that the standard deviation of the weights for the peaked distribution was dependent on the number of attributes, while that for the flat distribution was not.

The second dependent variable was the accuracy of the different weighting techniques. The Pearson product-moment coefficients correlating the predicted scores of each individual's weighting technique with the true scores for the appropriate task were converted to Fischer Z scores. The \( r_z \) scores were inputs to a 2 (number of attributes) by 2 (types of distribution) by 6 (weighting techniques) analysis of variance (ANOVA). Again, the type of distribution was the between subjects factor; the number of attributes and the weighting techniques were within subject factors.
Notation

\[ A = \text{Number of Attributes} \]
\[ B = \text{Type of Distribution} \]
\[ C = \text{Weighting Technique} \]

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>28.97</td>
<td>28.97</td>
<td>.60</td>
</tr>
<tr>
<td>Subjects within groups</td>
<td>18</td>
<td>869.86</td>
<td>48.33</td>
<td></td>
</tr>
<tr>
<td><strong>Within subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>505.68</td>
<td>505.68</td>
<td>12.17**</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>281.95</td>
<td>281.95</td>
<td>6.79*</td>
</tr>
<tr>
<td>A x subjects within groups</td>
<td>18</td>
<td>747.68</td>
<td>41.54</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>837.86</td>
<td>167.57</td>
<td>22.34***</td>
</tr>
<tr>
<td>BC</td>
<td>5</td>
<td>70.27</td>
<td>14.05</td>
<td>1.87</td>
</tr>
<tr>
<td>C x subjects within groups</td>
<td>90</td>
<td>674.64</td>
<td>7.50</td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>5</td>
<td>49.37</td>
<td>9.87</td>
<td>.73</td>
</tr>
<tr>
<td>ABC</td>
<td>5</td>
<td>48.59</td>
<td>9.72</td>
<td>.72</td>
</tr>
<tr>
<td>AC x subjects within groups</td>
<td>90</td>
<td>1209.06</td>
<td>13.43</td>
<td></td>
</tr>
</tbody>
</table>

* = p < .05
** = p < .01
*** = p < .001

Table 3-1

EXPERIMENT 2: ANOVA RESULTS FOR STANDARD DEVIATIONS
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The results for the accuracy dependent variable strongly support the study's hypotheses (Table 3-2). The only significant results were a main effect for the number of attributes, and a weighting by distribution interaction. There were no main effects for weighting techniques or for the type of distribution of weights.

Figure 3-1 provides a pictorial representation of the main effect for the number of attributes. The performance for all weighting techniques was significantly higher for five attributes ($z_r = 1.64$) than for nine attributes ($z_r = 1.09$). This finding is consistent with a human information processing explanation; individuals can use all weighting techniques more effectively the smaller the number of attributes under consideration.

Figure 3-2 is a pictorial representation of the technique by distribution interaction. As hypothesized, SMART (S) and paired comparison (PC) were more effective for peaked than flat distributions of task weights. As hypothesized, the lottery technique and policy-capturing were more effective for flat than peaked distributions. The hypothesis for dividing up 100 points was, however, not confirmed; dividing up 100 points was more effective for peaked, not flat distributions.

The final set of weights, which was the sixth weighting technique, was more effective for peaked, not flat distributions. Figure 3-2 suggests that, when generating their final weights, participants relied on the weights generated by SMART, paired comparisons, and dividing up 100 points, not on those generated by policy-capturing or the lottery technique. This is consistent with the hypothesis that participants would have the most
Notation

A = Number of Attributes
B = Type of Distribution
C = Weighting Technique

<table>
<thead>
<tr>
<th>Source of Variation</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>.07</td>
<td>.07</td>
<td>.08</td>
</tr>
<tr>
<td>Subjects within groups</td>
<td>18</td>
<td>14.34</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>Within subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1</td>
<td>19.59</td>
<td>19.59</td>
<td>23.99**</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>1.32</td>
<td>1.32</td>
<td>1.62</td>
</tr>
<tr>
<td>A x subjects within</td>
<td>18</td>
<td>14.70</td>
<td>.82</td>
<td></td>
</tr>
<tr>
<td>groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>5</td>
<td>.53</td>
<td>.11</td>
<td>1.21</td>
</tr>
<tr>
<td>BC</td>
<td>5</td>
<td>1.86</td>
<td>.37</td>
<td>4.24*</td>
</tr>
<tr>
<td>C x subjects within</td>
<td>90</td>
<td>7.89</td>
<td>.09</td>
<td></td>
</tr>
<tr>
<td>groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AC</td>
<td>5</td>
<td>.54</td>
<td>.11</td>
<td>1.42</td>
</tr>
<tr>
<td>ABC</td>
<td>5</td>
<td>.60</td>
<td>.12</td>
<td>1.56</td>
</tr>
<tr>
<td>AC x subjects within</td>
<td>90</td>
<td>6.89</td>
<td>.08</td>
<td></td>
</tr>
<tr>
<td>groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* = p < .05
** = p < .001

Table 3-2

EXPERIMENT 2: ANOVA RESULTS FOR ACCURACY
Figure 3-1

EXPERIMENT 2: PICTORIAL REPRESENTATION OF THE MAIN EFFECT FOR THE NUMBER OF ATTRIBUTES
Figure 3-2

EXPERIMENT 2: PICTORIAL REPRESENTATION OF THE TECHNIQUE BY DISTRIBUTION INTERACTION

$S = \text{SMART} \quad 100 = \text{DIVIDE UP 100 POINTS}$

$PC = \text{PAIRED COMPARISON} \quad F = \text{FINAL}$

$PCG = \text{POLICY CAPTURING} \quad E = \text{EQUAL WEIGHTS}$

$L = \text{LOTTERY}$
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confidence in the SMART technique and find dividing up 100 points easiest to do.

The participants' confidence ratings were inputs to a 2 (number of attributes) by 2 (types of distribution) by 5 (weighting techniques) ANOVA. The only significant effect was a main effect for weighting technique, $F(4, 72) = 7.62$, $MSe = 2.87$, $p < .001$. Participants' had the most confidence in Dividing-Up 100 Points ($\bar{x} = 5.60$); next was SMART ($\bar{x} = 5.43$); then policy-capturing ($\bar{x} = 5.15$), followed by paired comparisons ($\bar{x} = 4.64$); and finally, the lottery technique ($\bar{x} = 3.76$).

The participants' difficulty ratings also were inputs to a 2 by 2 by 5 ANOVA. There were two significant effects. There was a main effect for the number of attributes $F(1,18) = 7.37$, $MSe = 1.80$, $p < .025$, with the five attribute tasks being easier ($\bar{x} = 5.17$) then the nine attribute tasks ($\bar{x} = 4.66$). There was a main effect for weighting techniques $F(4,72) = 6.59$, $MSe = 3.37$, $p < .001$, with dividing-up 100 points being easiest ($\bar{x} = 5.83$); then SMART ($\bar{x} = 5.39$); next was paired comparisons ($\bar{x} = 4.78$); followed by policy-capturing ($\bar{x} = 4.71$); and finally, the lottery technique being the most difficult ($\bar{x} = 3.86$).

3.4 Discussion

The hypotheses guiding this study were confirmed. First, the number of attributes in the task affected performance. All weighting techniques were more effective the smaller the number of attributes in the task. Second, the relative effectiveness of different techniques for obtaining an individual's MAVA weights depended on the distribution of actual task weights. Furthermore, there was a direct relationship between the ANOVA results for the standard deviation of the weights
and their subsequent relative effectiveness. SMART and paired comparisons led to a greater standard deviation in the weights than did the other techniques; as hypothesized, these techniques were more effective when the task had a peaked, not a flat distribution of true weights. In contrast, policy-capturing and the lottery technique led to relative small standard deviations in the weights; both techniques were more effective when the distribution of task weights was flat, not peaked.

A perfect relationship did not exist between the standard deviation of the weights and their relative effectiveness. In this regard, two points are worth noting. First, as hypothesized, dividing-up 100 points had a mean standard deviation very close to that for policy-capturing. Yet, dividing-up 100 points was more accurate when the task weights were peaked, not flat. Second, the mean standard deviation of the correct weights for the two peaked tasks was 11.38; it was 6.36 for the two flat tasks. Although the policy capturing and lottery techniques did have the lowest mean standard deviations and, in turn, the most accurate weights for the flat tasks, the relationship did not hold for the peaked tasks. SMART had a mean standard deviation of 11.82, which was closer to the correct deviation for the two peaked tasks than any other technique. Yet, what we have referred to as the "final weights" technique was more accurate ($z_r = 1.50$) than SMART ($z_r = 1.42$) for the two peaked tasks. In summary, having the correct degree of spread in the weights does not imply that the weights will be assigned to the correct attributes. But in cases like the present one, where the participants can be assumed to have a good idea of the correct weights, there is definitely a relationship between the standard deviation of the weights and their accuracy, depending on the distribution of the task's actual weights.
It is important to note that all six weighting techniques led to essentially equivalent, high levels of accuracy across the four tasks. Unless one knows whether the true distribution of weights is peaked or flat, a situation which appears extremely unlikely outside the laboratory, the presumed accuracy of different weighting techniques does not seem to be a viable criterion for selecting a technique. In fact, for the four tasks used in this study, the weighting techniques were not significantly better than equal weights ($Z = 1.30$). As can be seen in Figure 3-2, arbitrary selection of equal weights would have resulted in the best performance for the two flat tasks and the worst performance for the two peaked tasks. These results suggest that other criteria, such as the participants' confidence in the weights obtained with the weighting technique, their confidence in the process used to generate them, the ease of using the technique, or the analyst's familiarity and confidence in the technique may be better criteria than the technique's presumed accuracy when the true distribution of weights is not known. From this perspective, SMART and dividing-up 100 points were the two best weighting techniques in the study; participants had the most confidence in the quality of the judgments generated by them, and found them easiest to use. Interestingly enough, participants had the most difficulty and the least confidence in the judgments generated by the lottery technique; yet, it was the most accurate weighting technique when the distribution of actual weights was flat.

The present study indicates that the relative effectiveness of different techniques for obtaining an individual's weights on multiple attributes depends on task characteristics. Future research studying the effectiveness of different weighting techniques must, therefore, pay serious attention to the substantive and formal characteristics of the task. The
results of the present study, for example, may be limited to the content area of the four tasks and their formal characteristics, such as binary attributes, no correlations between the attributes, the number of attributes, and the distribution of actual task weights. Future research should systematically evaluate the generality of the technique by distribution interaction reported herein for different substantive and formal task characteristics, such as attributes with ordinal scales, negative correlations between the attributes, elements of risky decision making, and a broader range of both the number of attributes and the distribution of task weights.
4.0 EXPERIMENT 3: OBTAINING A GROUP'S WEIGHTS FOR MULTIPLE ATTRIBUTES

4.1 Introduction

Increasingly, MAVA is being used with groups of decision makers. This requires that MAVA weighting techniques be used in conjunction with some form of discussion technique to obtain the group's weights on the attributes. On the basis of Experiment 2, which demonstrated that different techniques affect the standard deviation of an individual's weights and, in turn, their accuracy (depending on the distribution of true weights), it was hypothesized that different discussion techniques would also affect the accuracy of group weights because they should affect their standard deviation. In particular, it was hypothesized that discussion techniques that emphasized consensus formation would result in a smaller standard deviation of group weights than discussion techniques that emphasized the weights of a few group members. If true, it would be expected that discussion techniques that emphasized consensus formation would result in more accurate group weights when the true distribution of weights is flat; and discussion techniques that focused primarily on the position of a few group members would result in more accurate group weights when the true distribution of weights is peaked.

There has been no group research on the relative effectiveness of different weighting techniques, in conjunction with different discussion techniques, over systematic variation in formal task properties. In fact, there has been very little group research studying the relative effectiveness of different weighting techniques when used in conjunction with different
discussion techniques. The research conducted by Eils and John (1980) and by Rohrbaugh (1979, 1981) suggests, however, that weighting techniques do not differ in their relative effectiveness on the basis of group discussion techniques.

Eils and John (1980) evaluated the accuracy of group judgment on the basis of two factors: (1) whether or not a decomposition procedure was used; and (2) whether or not a formal group communication strategy was used. SMART was the decomposition procedure. The formal communication strategy was that proposed by Hall and Watson (1971); it attempts to break the strain toward convergence and instead, requires resolution of conflict by consensus. Eils and John (1980, p. 283) found that the "... use of the SMART decision technology significantly improved the quality of collective decisions, as did, to a lesser extent, the communication strategy." The relative effectiveness of SMART, however, was not significantly dependent on the communication strategy for two of the four criterion measures.

Rohrbaugh (1979, 1981) evaluated the relative effectiveness of the group weights and functions generated through policy-capturing procedures, depending on the type of group discussion technique. Two discussion techniques were used in each study. Social judgment analysis (e.g., see Hammond, et al., 1975) and the Delphi Technique (e.g., see Linstone and Turoff, 1975) were evaluated in the first study; social judgment analysis and the Nominal Group Technique (e.g., see Delbecq, Van de Van, and Gustafson, 1975) were evaluated in the second study.

In the social judgment analysis condition, participants were shown a pictorial representation of their weights and functions and were permitted to interact in any manner they
wished until reaching a consensus position. This condition appears to be similar to the formal decomposition and formal communication strategy conditions in the study by Eils and Johns (1980). In the Delphi condition, participants did not interact directly. Rather, they revised their estimates of the weights and functions on the basis of feedback regarding statistical parameters, such as the range and median values for the weights. The Delphi group's final weights and functions were the median values of the members' individual estimates.

The Nominal Group Technique (NGT) condition in the second experiment was similar to the social judgment analysis condition, except that in the NGT condition (1) group members described the reasons for their weights and functions in a round-robin fashion prior to any group discussion; and (2) the group's weights and functions were obtained through a secret balloting procedure that continued until consensus was reached. Both studies found no differences in the quality of the group decisions.

The studies by Eils and John (1980) and by Rohrbaugh (1979, 1980) suggest that the relative accuracy of the group weights, generated by different weighting techniques (SMART and policy-capturing, respectively), is not affected by the type of discussion technique. This conclusion is considered premature for a number of reasons. First, all three studies used actual data sets to generate the predicted values that were correlated with the true scores. These data sets had positive correlations between the attributes and relatively low overall predictability in terms of their multiple correlation coefficients. Such characteristics make it difficult to determine the relative effectiveness of different weighting and discussion techniques in generating the true weights, which is the external criterion in Experiment 3.
Second, none of the discussion techniques was conducted under the direction of a group leader. Instead, the techniques just varied the type of interaction between group members. Yet, when working with actual decision-making groups, MAVA procedures are always implemented under the direction of trained analysts. Analysts, like any group leader, can affect the group's weights by unintentionally controlling the extent to which different group members participate in the group discussion. Furthermore, they can readily implement group discussion techniques that either emphasize or de-emphasize the relative value of the attributes. For example, analysts at DDI often use weighting and discussion techniques that emphasize ratio-paired comparisons between attributes. On the basis of the results of Experiment 2, the relative accuracy of the group weights generated by such techniques should depend on the formal characteristics of the task.

Third, all the discussion techniques used by Eils and John (1980) and by Rohrbaugh (1979, 1981) were oriented toward consensus formation. In all cases, participants received feedback that would permit them to compare their weights (and functions) with those of other group members. Such comparison increases the probability that each group member will have an equal say in the group's weights, thereby facilitating a consensus position that is based on compromising extreme differences in weights. Such a process should result in a flatter distribution of weights than generated by discussion procedures which do not permit group members to compare their weights. When using MAUA with actual decision-making groups, time constraints often force analysts to obtain group weights without having individual group members first specify their own position. Under such conditions, one or two group members can control the discussion and have their weights adopted by the group with minimal, if any, compromise by other group
members. The result might be a more peaked distribution of weights than that generated by any of the discussion procedures used by Eils and Johns (1980) and by Rohrbaugh (1979, 1981), all of which emphasize compromise and consensus formation.

Assuming that all group members are equally likely to know the correct weights, the following hypotheses were proposed on the basis of the results for Experiment 2. First, the relative effectiveness of different discussion techniques used in obtaining group weights will depend upon the peakness of the true distribution of weights. Discussion techniques that emphasize consensus formation will be most effective when the true distribution of weights is peaked, not flat. Second, this effect will be compounded further by the type of weighting technique used by the analyst to obtain group weights. Weighting techniques, like SMART, which emphasize ratio-paired comparisons between attributes, will be most effective with discussion techniques that do not emphasize consensus formation when the true distribution weights is peaked. In contrast, weighting techniques, like policy-capturing, will be most effective with discussion techniques that emphasize consensus formation when the true distribution of weights is flat. All of these hypotheses are based on the assumption that the standard deviation of the group weights is a viable media'ing variable of relative effectiveness.

4.2 Method

Experiment 3 evaluated the relative effectiveness of two weighting techniques (in conjunction with two discussion techniques) for obtaining group weights for the same four tasks used in Experiment 2. The two weighting techniques were SMART and policy capturing. The two discussion techniques were the
Nominal Group Technique (NGT), which emphasizes consensus formation, and a leader-directed technique that does not emphasize consensus formation. The four tasks varied two formal characteristics: the number of attributes and the peakness of the distribution of true weights. Since the weighting techniques and tasks are described in Experiment 2, only the discussion techniques are described here. (Appendix C contains the analysts' instructions for each weighting technique.)

In brief, the NGT condition emphasized three aspects that differed from the leader-directed condition. First, participants in the NGT were given an opportunity to tell group members their weights (which are written on the board), and the reasons for them, in a round-robin manner that did not permit discussion until all group members had finished their presentation. In contrast, participants in the leader-directed technique were not given an opportunity to tell group members their weights; their data sheets for the weighting technique were collected before the beginning of the group's discussion and the analysts were told not to focus on individual members weights. Second, the NGT emphasized discussion among group members and not with the analyst; the analyst's primary role was to help group members implement consensus formation guidelines. In contrast, analysts took an extremely active role in focusing the group's discussion in the leader-directed technique; the discussion was primarily between group members and the analyst, and not among group members. Third, the group weights in the NGT were determined arithmetically by taking the geometric means of a second set of weights that were generated individually by each group member after the group discussion. In contrast, group weights in the leader-directed technique were obtained during the discussion.
There were two dependent variables in Experiment 3. The first one was the standard deviation of the weights generated by each combination of weighting and discussion techniques for each of the four tasks. It was hypothesized that different techniques would affect the extent to which group weights were spread-out. In particular, it was hypothesized that the leader-directed technique would result in group weights with a larger standard deviation than those generated by the Nominal Group Technique. A further hypothesis was that SMART would result in group weights with a larger standard deviation than those generated by policy capturing. The relative effectiveness of these techniques would, in turn, depend on the spread of the actual weights for the task. Thus, the standard deviation of a group's weights was hypothesized to be a mediating variable of relative effectiveness, the second dependent variable in the study.

Two other hypotheses were made about the standard deviations of the group weights. First, it was hypothesized that the mean standard deviation would be larger for tasks with five rather than nine attributes. This hypothesis was based on the results obtained in Experiment 2, where this main effect was found for individual participants' weights. Second, it was hypothesized that the standard deviation of the group weights would be larger for tasks with peaked rather than flat distributions. Although this hypothesis was not supported in Experiment 2, it still appears appropriate if one assumes that the participants have a good idea of the relative importance of the attributes for all four tasks and, therefore, generally know the spread of the weights.

The relative effectiveness of the weights generated by different combinations of weighting and discussion techniques was measured by the match between the group weights generated
by each weighting-discussion technique combination and the true weights for the task. As in Experiment 2, this "match" was operationalized through Pearson product-moment correlations. In this experiment, the correlations were between the predicted, combat readiness values (for the task profiles) generated by the group weights obtained for each weighting-discussion technique combination, and the true "combat readiness" values generated by the actual weights for the task.

The following four hypotheses were proposed regarding the relative effectiveness of different weighting and discussion techniques:

1. On the basis of the results for Experiment 2, it was hypothesized that both weighting techniques and both discussion techniques would be more effective for tasks with five attributes than tasks with nine attributes.

2. A weighting technique by distribution interaction - SMART will result in more accurate group weights for peaked, not flat distributions; policy-capturing will result in more accurate group weights for flat, not peaked distributions.

3. A discussion technique by distribution interaction - NGT will result in more accurate weights for flat, not peaked distributions; the leader-directed techniques will result in more accurate weights for peaked, not flat distributions.

4. A weighting by discussion by distribution interaction - SMART will result in the most accurate group weights when used with the leader-directed discussion technique for the peaked distribution; it will result in the least accurate group weights when used with the leader-directed discussion technique for the flat distribution. In contrast, it was
predicted that policy capturing would result in the most accurate group weights with the NGT discussion technique for the flat distributions, and the least accurate group weights with NGT for the peaked distribution.

Experiment 3 was implemented during the second half of the last five sessions with the participating USMC second lieutenants. The participants remained in the four, five-person groups to which they had been assigned for the structuring study (Experiment 1) that morning. Each group received four of the sixteen conditions of the experiment: 2 (discussion techniques) by 2 (weighting techniques) by 2 (number of attributes) by 2 (type of distribution). The four conditions for each group involved a single discussion technique, either the NGT or the leader-directed technique, to obtain the group weights for all four tasks. Each group used SMART for two tasks and policy-capturing for two tasks. For three replications of the experiment, groups were assigned to blocks so that the interaction between distribution and weighting technique was confounded with block differences. For the remaining two replications, blocks were constructed which confounded the three-way interaction between number, distribution, and weighting technique. Between- and within-group tests were combined for those effects, with two estimates of size.

Prior to implementing the group discussion technique, weights were obtained for each group member. This permitted two additional analyses. First, it was possible to perform a replication study of Experiment 2 for SMART and policy capturing, but now the sample size was increased; almost all groups had five members. On the basis of the results for Experiment 2, it was hypothesized that (1) both weighting techniques would result in more accurate weights for the five attribute, than the nine attribute tasks; and (2) that SMART would be more
effective than policy capturing for peaked distributions; and (3) that policy capturing would be more effective than SMART for flat distributions.

Second, two analyses of variance were performed on the residuals of the correlation between the standard deviations, and the accuracy ($z_{r}$) of the group weights before and after discussion, respectively. These analyses permitted DDI to supplement the analysis of variance performed on the post discussion group weights by evaluating how the discussion techniques affected the group weights. No analysis was performed on the prediscussion group weights (determined arithmetically by taking the geometric mean of the participants' weights for the attributes, and normalizing them to sum to 100) because that analysis duplicated the analysis performed for individual participants. The only difference procedurally would have been that individuals were randomly clustered into groups of five, thereby greatly reducing the sample size for the analysis.

4.3 Results

The first analysis presented herein is for the standard deviations and performance measures for the individuals' weights. Specifically, the standard deviation of each individual's weights, and the $z$ scores for the correlations between the predicted values of each individual's weights with the true scores for the appropriate task, were inputs to separate 2 (number of attributes) by 2 (types of distribution) by 2 (weighting techniques) analysis of variance (ANOVA) designs. Since participants were in different groups with different analysts leading them, the variance due to group effects was partitioned into a between-group factor. The number of attributes, the peakness of the distribution, and the weighting technique were all within-group factors. Combined tests were
performed for those effects whose variance was determined by both between-group and within-group factors.

Table 4-1 presents the ANOVA results for the standard deviations of the individuals' weights. There were a number of statistically significant effects, but the main effects for the weighting technique, and the number of attributes accounted for most of the variance. In particular, the mean standard deviation for SMART ($\bar{\sigma} = 12.42$) was significantly larger than that for policy capturing ($\bar{\sigma} = 7.08$); and the mean standard deviation for the five attribute tasks ($\bar{\sigma} = 11.30$) was significantly larger than that for the nine attribute tasks ($\bar{\sigma} = 8.20$), as obtained in Experiment 2. In addition, the mean standard deviation for tasks with peaked distributions ($\bar{\sigma} = 10.44$) was significantly larger than that for tasks with flat distributions ($\bar{\sigma} = 9.06$), as hypothesized. The significant interaction between the weighting technique and the number of attributes, which was not hypothesized, indicates that the difference in the standard deviations between SMART and policy capturing was larger for the five attributes than for the nine attribute tasks. The significant interaction between the peakness of the distribution and the number of attributes, which also was obtained in Experiment 2, reflects the fact that the difference in the standard deviations between the peaked and flat tasks was larger for the five than for the nine attribute tasks. Although statistically significant, both interactions accounted for only 1.5% of the variance in the ANOVA.

Table 4-2 presents the ANOVA results for accuracy ($z_r$). These results replicate those found in Experiment 2. There was a main effect for the number of attributes; participants' weights were more accurate for the five attribute tasks ($z_r = 1.47$) than the nine attribute task ($z_r = 1.04$). And there was
### Table 4-1

ANOVA for Standard Deviations of Individual Participants' Weights

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between Subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groups</td>
<td>95</td>
<td>2159.321</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Replications</td>
<td>3</td>
<td>165.921</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>21.04945</td>
<td>71.17349</td>
<td>73.69806</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>73.69806</td>
<td>73.69806</td>
<td>4.40*</td>
</tr>
<tr>
<td>Subjects with Group</td>
<td>92</td>
<td>1993.4</td>
<td>21.66739</td>
<td></td>
</tr>
<tr>
<td><strong>Within Subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (A)</td>
<td>1</td>
<td>927.4645</td>
<td>927.4645</td>
<td>73.09***</td>
</tr>
<tr>
<td>Distribution (B)</td>
<td>1</td>
<td>181.6926</td>
<td>181.6926</td>
<td>14.32***</td>
</tr>
<tr>
<td>Weighting Tech. (C)</td>
<td>1</td>
<td>2740.5957</td>
<td>2740.5957</td>
<td>215.99***</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>55.815</td>
<td>55.815</td>
<td>4.40*</td>
</tr>
<tr>
<td>AC</td>
<td>1</td>
<td>65.175</td>
<td>65.175</td>
<td>5.14**</td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>2.79727</td>
<td>2.79727</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>9.36821</td>
<td>9.36821</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>281</td>
<td>3565.4768</td>
<td>12.6885</td>
<td></td>
</tr>
</tbody>
</table>

**COMBINED TESTS OF BC AND ABC**

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>1</td>
<td>28.0503</td>
<td>1.75</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>33.1268</td>
<td>2.07</td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>373</td>
<td>16.0046</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* = p < .05  
** = p < .025  
*** = p < .001
<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between Subjects</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groups</td>
<td>3</td>
<td>1.67813</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Replications</td>
<td>1</td>
<td>.23436</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>1.42776</td>
<td>1.42776</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>.01601</td>
<td>.01601</td>
<td></td>
</tr>
<tr>
<td>Subjects with Group</td>
<td>92</td>
<td>17.74152</td>
<td>.19284</td>
<td></td>
</tr>
<tr>
<td><strong>Within Subjects</strong></td>
<td>288</td>
<td>75.96645</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (A)</td>
<td>1</td>
<td>17.13660</td>
<td>17.13660</td>
<td>93.31***</td>
</tr>
<tr>
<td>Distribution (B)</td>
<td>1</td>
<td>.09375</td>
<td>.09375</td>
<td>.51</td>
</tr>
<tr>
<td>Weighting Tech. (C)</td>
<td>1</td>
<td>.42667</td>
<td>.42667</td>
<td>2.32</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>5.07840</td>
<td>5.07840</td>
<td>27.65***</td>
</tr>
<tr>
<td>AC</td>
<td>1</td>
<td>.89707</td>
<td>.89707</td>
<td>4.88*</td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>.66317</td>
<td>.66317</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>.06623</td>
<td>.06623</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>281</td>
<td>51.60456</td>
<td>.18365</td>
<td></td>
</tr>
</tbody>
</table>

**COMBINED TESTS OF BC AND ABC**

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>1</td>
<td>1.03614</td>
<td>5.51**</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>.04173</td>
<td>.22</td>
</tr>
<tr>
<td>Error</td>
<td>373</td>
<td>.18813</td>
<td></td>
</tr>
</tbody>
</table>

* = p < .05
** = p < .025
*** = p < .001

Table 4-2
ANOVA FOR ACCURACY (Zr) OF INDIVIDUAL PARTICIPANTS' WEIGHTS
a significant weighting technique by distribution interaction. When the distribution was peaked, SMART was more accurate ($z_r = 1.28$) than policy capturing ($z_r = 1.21$); when the distribution was flat, policy capturing ($z_r = 1.38$) was more accurate than SMART ($z_r = 1.16$).

Experiment 3 also obtained two significant findings not obtained in Experiment 2. First, there was a significant interaction between the number of attributes and the peakness of the distribution. For five attributes, performance was better for the task with the peaked ($z_r = 1.57$) than the flat ($z_r = 1.37$) distribution; for nine attributes, performance was better for the task with the flat ($z_r = 1.17$), than the peaked ($z_r = .92$) distribution. Second, there was an interaction between the type of weighting technique and the number of attributes. SMART ($z_r = 1.49$) was slightly more effective than policy capturing ($z_r = 1.46$) for the five attribute tasks, but policy capturing ($z_r = 1.13$) was more effective than SMART ($z_r = .96$) for the nine attribute tasks.

Table 4-3 presents the ANOVA results for the standard deviations of the group weights obtained after discussion. Discussion was a between-group factor because each group used either the leader-directed technique or the NGT for all tasks; the number of attributes, the peakness of the distribution, and the weighting technique were within-group factors. All four hypotheses were confirmed in the study. First, the leader-directed technique ($\bar{x} = 11.46$) resulted in a larger mean standard deviation of the group weights than did the NGT ($\bar{x} = 7.83$). Second, SMART ($\bar{x} = 11.62$) resulted in a larger mean standard deviation than policy capturing ($\bar{x} = 7.85$). Third, the mean standard deviation of the group weights for the five attribute tasks ($\bar{x} = 11.03$) was larger than that for
### Source Table

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Groups</td>
<td>19</td>
<td>684.066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blocks</td>
<td>7</td>
<td>481.929</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion Type (A)</td>
<td>1</td>
<td>263.429</td>
<td>263.429</td>
<td>15.64***</td>
</tr>
<tr>
<td>CD (from #5,6)</td>
<td>1</td>
<td>57.072</td>
<td>57.072</td>
<td></td>
</tr>
<tr>
<td>ACD (from #5,6)</td>
<td>1</td>
<td>49.939</td>
<td>49.939</td>
<td></td>
</tr>
<tr>
<td>BCD (from #7,8)</td>
<td>1</td>
<td>0.188</td>
<td>0.188</td>
<td></td>
</tr>
<tr>
<td>ABCD (from #7,8)</td>
<td>1</td>
<td>46.489</td>
<td>46.489</td>
<td></td>
</tr>
<tr>
<td>Replications</td>
<td>2</td>
<td>64.812</td>
<td>32.406</td>
<td></td>
</tr>
<tr>
<td>Groups w/Block</td>
<td>12</td>
<td>202.137</td>
<td>16.845</td>
<td></td>
</tr>
<tr>
<td>Within Groups</td>
<td>60</td>
<td>1455.069</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (B)</td>
<td>1</td>
<td>155.264</td>
<td>155.264</td>
<td>11.34**</td>
</tr>
<tr>
<td>Distribution (C)</td>
<td>1</td>
<td>118.950</td>
<td>118.950</td>
<td>8.69*</td>
</tr>
<tr>
<td>Weighting Tech. (D)</td>
<td>1</td>
<td>313.592</td>
<td>313.592</td>
<td>22.90***</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>10.232</td>
<td>10.232</td>
<td>.75</td>
</tr>
<tr>
<td>AC</td>
<td>1</td>
<td>9.119</td>
<td>9.119</td>
<td>.67</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>5.666</td>
<td>5.666</td>
<td>.41</td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>165.514</td>
<td>165.514</td>
<td>12.05**</td>
</tr>
<tr>
<td>BD</td>
<td>1</td>
<td>0.280</td>
<td>0.280</td>
<td>.02</td>
</tr>
<tr>
<td>CD (from #7,8)</td>
<td>1</td>
<td>7.990</td>
<td>7.990</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1.313</td>
<td>1.313</td>
<td>.10</td>
</tr>
<tr>
<td>ABD</td>
<td>1</td>
<td>3.482</td>
<td>3.482</td>
<td>.25</td>
</tr>
<tr>
<td>ACD (from #7,8)</td>
<td>1</td>
<td>4.097</td>
<td>4.097</td>
<td></td>
</tr>
<tr>
<td>BCD (from #5,6)</td>
<td>1</td>
<td>29.704</td>
<td>29.704</td>
<td></td>
</tr>
<tr>
<td>ABCD (from #5,6)</td>
<td>1</td>
<td>0.049</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>46</td>
<td>629.817</td>
<td>13.692</td>
<td></td>
</tr>
</tbody>
</table>

### Combined Tests

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td>1</td>
<td>29.997</td>
<td>1.99</td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>24.651</td>
<td>1.63</td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>16.386</td>
<td>1.08</td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>20.871</td>
<td>1.38</td>
</tr>
<tr>
<td>Error</td>
<td>58</td>
<td>15.1057</td>
<td></td>
</tr>
</tbody>
</table>

* = p < .01  
** = p < .005  
*** = p < .001

Table 4-3

ANOVA FOR STANDARD DEVIATIONS OF GROUPS' WEIGHTS
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the nine attribute tasks ($\bar{x} = 8.25$). Fourth, the mean standard deviation was significantly larger for tasks with peaked ($\bar{x} = 10.86$) than flat ($\bar{x} = 8.42$) distributions. In addition, a significant number by distribution interaction was obtained, although it was not hypothesized. When the tasks had five attributes, the mean standard deviation was larger for the task with the peaked ($\bar{x} = 13.69$), not flat ($\bar{x} = 8.37$) distribution; when the tasks had nine attributes, the mean standard deviation was larger for the task with the flat ($\bar{x} = 8.47$), not peaked ($\bar{x} = 8.03$) distribution.

Table 4-4 presents the ANOVA results for the accuracy ($z_r$) of the group weights after discussion. In contrast to the results obtained for the standard deviations, only one of the four hypotheses was confirmed for group accuracy. The hypothesized main effect for the number of attributes was obtained; group accuracy was significantly larger for the five ($\bar{z}_r = 1.71$) than nine ($\bar{z}_r = 1.14$) attribute tasks. The results did not confirm the hypothesized weighting technique by distribution, discussion technique by distribution, and weighting by discussion by distribution interactions. A significant number by distribution interaction was, however, obtained. When the tasks had five attributes, accuracy was better for the task with the peaked ($\bar{z}_r = 1.87$) not flat ($\bar{z}_r = 1.56$) distribution; when the task had nine attributes, accuracy was better for the task with the flat ($\bar{z}_r = 1.25$) than the peaked ($\bar{z}_r = 1.02$) distribution.

The group accuracy results were quite surprising for two reasons. First, the hypothesized weighting technique by distribution interaction was obtained for the individual participants' weights; second, the hypothesized results were obtained for the standard deviations of the groups' weights. An analysis of variance was performed on the residuals of the
### Table 4-4

**ANOVA for Accuracy ($Z_i$) of Groups' Weights**

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between Groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blocks</td>
<td>7</td>
<td>0.8415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion Type (A)</td>
<td>1</td>
<td>0.389</td>
<td>0.389</td>
<td>1.22</td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>0.014</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.069</td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.263</td>
<td>0.263</td>
<td></td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.024</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>Replications</td>
<td>2</td>
<td>0.082</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>Groups w/Block</td>
<td>12</td>
<td>3.8071</td>
<td>0.3173</td>
<td></td>
</tr>
<tr>
<td><strong>Within Groups</strong></td>
<td>60</td>
<td>16.0557</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (B)</td>
<td>1</td>
<td>6.705</td>
<td>6.705</td>
<td>48.52***</td>
</tr>
<tr>
<td>Distribution (C)</td>
<td>1</td>
<td>0.030</td>
<td>0.030</td>
<td>.22</td>
</tr>
<tr>
<td>Weighting Tech (D)</td>
<td>1</td>
<td>0.202</td>
<td>0.202</td>
<td>1.46</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>0.006</td>
<td>0.006</td>
<td>.04</td>
</tr>
<tr>
<td>AC</td>
<td>1</td>
<td>0.456</td>
<td>0.456</td>
<td>3.30</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>0.032</td>
<td>0.032</td>
<td>.23</td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>1.453</td>
<td>1.453</td>
<td>10.51**</td>
</tr>
<tr>
<td>BD</td>
<td>1</td>
<td>0.290</td>
<td>0.290</td>
<td>2.10</td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>0.248</td>
<td>0.248</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>0.048</td>
<td>0.048</td>
<td>.35</td>
</tr>
<tr>
<td>ABD</td>
<td>1</td>
<td>0.087</td>
<td>0.087</td>
<td>.63</td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.045</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.075</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.022</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>46</td>
<td>6.3567</td>
<td>0.1382</td>
<td></td>
</tr>
<tr>
<td><strong>COMBINED TESTS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>0.1770</td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.0523</td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.1320</td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.0278</td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Error</td>
<td>58</td>
<td>0.1925</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

** = p < .05

*** = p < .001
correlation between the accuracy ($\bar{z}_r$) of the group weights, before and after discussion, in an effort to better understand the effects of discussion on the accuracy of the group weights. Table 4-5 presents the results of this analysis. There were two significant effects. First, there was a significant main effect for the number of attributes. Accuracy was better after discussion for the five attribute tasks ($\bar{z}_{r,a} = 1.71$, $\bar{z}_{r,b} = 1.67$) and worse after discussion for the nine attribute task ($\bar{z}_{r,a} = 1.14$, $\bar{z}_{r,b} = 1.25$).

Second, there was a significant weighting technique by distribution interaction. For tasks with peaked distributions, performance decreased with SMART ($\bar{z}_{r,a} = 1.35$, $\bar{z}_{r,b} = 1.42$) and increased with policy capturing ($\bar{z}_{r,a} = 1.54$, $\bar{z}_{r,b} = 1.34$). For tasks with flat distributions, performance increased with SMART ($\bar{z}_{r,a} = 1.40$, $\bar{z}_{r,b} = 1.34$) and decreased with policy capturing ($\bar{z}_{r,a} = 1.41$, $\bar{z}_{r,b} = 1.67$). These results would be consistent with the hypothesis that the standard deviation of the weights is a mediating variable of relative effectiveness under the following condition: the standard deviation of the group weights generated by SMART decreased after discussion, while they increased for policy capturing. Examination of the standard deviation of the group weights after discussion indicates they increased for both weighting techniques, and for both peaked and flat distributions. These results led to rejection of the hypothesis that the standard deviation of group weights, in conjunction with the distribution of actual task weights, was a mediating variable of their relative effectiveness.
<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>13.050</td>
<td>13.050</td>
<td>132.99</td>
</tr>
<tr>
<td>Residual</td>
<td>78</td>
<td>7.654</td>
<td>.098</td>
<td></td>
</tr>
<tr>
<td><strong>Between Groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blocks</td>
<td>7</td>
<td>0.914</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discussion Type (A)</td>
<td>1</td>
<td>0.025</td>
<td>0.025</td>
<td>0.22</td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>0.676</td>
<td>0.676</td>
<td></td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.020</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.026</td>
<td>0.026</td>
<td></td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.000</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Replications</td>
<td>2</td>
<td>0.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Groups w/Block</td>
<td>12</td>
<td>1.344</td>
<td>0.112</td>
<td></td>
</tr>
<tr>
<td><strong>Within Groups</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number (B)</td>
<td>1</td>
<td>0.352</td>
<td>0.352</td>
<td>4.40*</td>
</tr>
<tr>
<td>Distribution (C)</td>
<td>1</td>
<td>0.279</td>
<td>0.279</td>
<td>3.49</td>
</tr>
<tr>
<td>Weighting Tech (D)</td>
<td>1</td>
<td>0.005</td>
<td>0.005</td>
<td>0.06</td>
</tr>
<tr>
<td>AB</td>
<td>1</td>
<td>0.109</td>
<td>0.109</td>
<td>1.36</td>
</tr>
<tr>
<td>AC</td>
<td>1</td>
<td>0.024</td>
<td>0.024</td>
<td>0.30</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>0.046</td>
<td>0.046</td>
<td>0.58</td>
</tr>
<tr>
<td>BC</td>
<td>1</td>
<td>0.020</td>
<td>0.020</td>
<td>0.25</td>
</tr>
<tr>
<td>BD</td>
<td>1</td>
<td>0.003</td>
<td>0.003</td>
<td>0.04</td>
</tr>
<tr>
<td>CD</td>
<td>1</td>
<td>0.591</td>
<td>0.591</td>
<td></td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>0.045</td>
<td>0.045</td>
<td>0.56</td>
</tr>
<tr>
<td>ABD</td>
<td>1</td>
<td>0.152</td>
<td>0.152</td>
<td>1.90</td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.107</td>
<td>0.107</td>
<td></td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.046</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.011</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>45</td>
<td>3.606</td>
<td>0.080</td>
<td></td>
</tr>
</tbody>
</table>

**COMBINED TESTS**

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>df</th>
<th>MS</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD</td>
<td>1</td>
<td>0.626</td>
<td>6.73**</td>
</tr>
<tr>
<td>ACD</td>
<td>1</td>
<td>0.071</td>
<td>0.76</td>
</tr>
<tr>
<td>BCD</td>
<td>1</td>
<td>0.038</td>
<td>0.41</td>
</tr>
<tr>
<td>ABCD</td>
<td>1</td>
<td>0.006</td>
<td>0.06</td>
</tr>
<tr>
<td>Error</td>
<td>57</td>
<td>0.093</td>
<td></td>
</tr>
</tbody>
</table>

* = p < .05  
** = p < .025

Table 4-5  
ANOVA FOR RESIDUALS OF ACCURACY ($Z_r$)
4.4 Discussion

The results of this study supported the findings reported by Eils and John (1980) and by Rohrbaugh (1979, 1981) that discussion techniques do not affect the accuracy of group weights. In addition, the present study showed that different weighting techniques also do not affect the accuracy of group weights. The only factors that did so were task characteristics. In particular, group accuracy was significantly higher for the five than for the nine attribute tasks. Furthermore, when the task had five attributes, group accuracy was higher for the task with a peaked, not flat distribution. When the task had nine attributes, group accuracy was higher for the task with a flat, not peaked distribution.

Although these results need to be confirmed using other tasks, they suggest that decision analysts should pay more attention to task characteristics than to weighting or discussion techniques. When developing multi-attributed hierarchies, decision analysts can control the number of attributes at each node by how they cluster attributes. The present study indicates fewer attributes are better. Future research with external criteria is required, however, to determine whether partitioning a set of attributes into two smaller subsets results in more accurate group weights for the larger set of attributes. Furthermore, that research might vary the way the attributes are partitioned into subsets. For example, does partitioning the set into two subsets, one with most important attributes and one with the least important attributes, result in more accurate group weights than subsets where the attributes are assigned randomly? The former approach is often used by decision analysts at DDI, but there is no empirical research demonstrating that it results in more accurate group weights than the latter approach.
There was no support for the proposition that the standard deviation of the weights, in conjunction with the distribution of actual task weights, was a mediating variable of the relative effectiveness of group weights. This result was quite surprising for two reasons. First, the standard deviations were a mediating variable of the relative effectiveness of individual participants' weights. SMART led to a much larger standard deviation of the individual weights than did policy capturing. In turn, the weights generated by SMART were more accurate than those generated by policy capturing when the distribution of task weights was peaked, but less accurate when the distribution was flat. Second, all of the hypotheses were confirmed for the standard deviations of the group weights. The leader-directed discussion technique led to a larger standard deviation of the group weights that did the NGT. SMART led to a larger standard deviation than policy capturing. Yet, the discussion by distribution, weighting by distribution, and discussion by weighting by distribution interactions were not significant for the accuracy of the group weights.

Having the correct spread in the weights does not, of course, ensure that the weights will be put on the correct attributes. Future research may even demonstrate that the observed relationship between the standard deviation of an individual's weights and their relative effectiveness does not hold for tasks with different formal and substantive properties. But Experiment 3 strongly suggests that this relationship will not hold for group weights obtained through discussion.

It is not clear how discussion was affecting the accuracy of the group weights in Experiment 3. One hypothesis is that discussion had no effect at all, and that group accuracy was determined by regression to the mean. The analysis of variance
performed on the residuals between the accuracy ($\bar{z}_r$) of the group weights before and after discussion provide some support for this hypothesis, because there was a significant weighting by distribution interaction with effects in the appropriate direction. For SMART, performance decreased for tasks with peaked distributions and increased for tasks with flat distributions, while just the opposite occurred with policy capturing. Other aspects of the ANOVA performed on the residuals do not, however, support the hypothesis of regression to the mean. For example the significant main effect for the number of attributes occurred because performance for the five attribute tasks, which was high before discussion, became even higher after discussion; while performance for the nine attribute tasks, which was low before discussion, became even lower after discussion. In addition, performance for the leader-directed discussion technique grew better, not worse, for tasks with a peaked distribution, while it grew worse, not better, for tasks with a flat distribution, contrary to the hypothesis of regression to the mean.

In order to better understand the effect of discussion on group accuracy, future research should not only vary formal and substantive task properties, but vary characteristics of the broader decision problem and decision-making group. Regarding the first point, the present study showed that the leader-directed technique and the NGT were equally effective for tasks with binary attributes, high predictability, zero correlations between the attributes, and no distinct alternatives. Future research should investigate whether the present findings generalize to different substantive tasks with different formal characteristics, such as ordinal attributes, low predictability, negative inter-attribute correlations, and distinct alternatives. This latter task property also would
permit the use of different measures of effectiveness, such as the rank order of the alternatives.

Regarding the second point, that of the decision problem and group, the decision problem in the present study was to assign weights to multiple attributes; the group was a homogeneous group of peers. For a different set of decision problems and groups, Stumpf, Freedman, and Zand (1979) have shown that characteristics of the decision-making problem and group do affect the relative effectiveness of different discussion techniques. Future research could readily investigate, for example, whether the status of group members affects group accuracy, and if so, what discussion techniques minimize its negative effect. It is hypothesized that group status should have a negative effect when the distribution of task weights is peaked because mistakes have a greater detrimental effect for peaked than for flat distributions. Consistent with this position, the NGT should be more effective than the leader-directed technique at minimizing this negative effect, because it provides norms for group interaction.
5.0 USING MULTI-ATTRIBUTE VALUE ASSESSMENT TECHNIQUES AS DIAGNOSTIC TOOLS FOR TRAINING

The goal of the Infantry Officers Course (IOC) at The Basic School is to train Marine Corps second lieutenants not only in how to perform combat requirements and tasks, but also in the relative importance of and reason for performing them. Said differently, the goal is to produce thinking as well as fighting Marines. In this section, we will briefly describe how MAVA structuring techniques were used to identify what graduating IOC students thought were the important requirements and tasks in performing the ATTACK MPS in MCCRES. By doing so, Marine Corps training personnel were able to identify the relative strengths and weaknesses of their curriculum.

Experiment 1 evaluated the relative effectiveness of two MAVA structuring techniques. The techniques were implemented by trained decision analysts, each of whom led a group of five second lieutenants who had just graduated from the IOC. The participants represented a cross-section of performance levels in their graduating class, and they were assigned randomly to their groups. The second lieutenants were tasked to develop a structured evaluation system for measuring an infantry company's performance in attacking the enemy during a combat readiness evaluation. Their evaluation structure, like the ATTACK MPS, was to include those specific actions required to make the final assault in daylight. Each group's completed evaluation structure was then scored against MCCRES, the external criterion, by an independent evaluator in the Operations Division of the Plans, Policies, and Operations Department at Marine Corps Headquarters who had participated in writing the MCCRES volume for infantry units. By doing so, DDI analysts were able to identify how well the second lieutenants knew the performance
requirements for each task in the ATTACK MPS in MCCRES. Since the IOC does not teach MCCRES through rote memorization, it represents a good external criterion for evaluating the knowledge of graduating second lieutenants.

Participants performed well, meeting Marine Corps performance standards for the ATTACK MPS according to assessments by the independent evaluator. On the average for all seven sessions, the groups identified 44% of the requirements in the ATTACK MPS. These requirements accounted, on an average, for 48% of the possible cumulative utility for the criterion. Performance was considerably better for the first six tasks in the ATTACK MPS, which are the tasks in this MPS for which USMC second lieutenants received more training. Participants identified, on the average, 57% of the requirements, representing 62% of the possible cumulative utility for these six tasks. Furthermore, they almost always identified the most important requirement for each of these tasks, obtaining 94% of the cumulative utility for them.

MAVA structuring techniques can be used to identify the relative strengths and weaknesses of a training program in addition to evaluating its overall effectiveness. For example, although the performance of second lieutenants participating in the first session of Experiment 1 met Marine Corps standards, they did not identify as many requirements as the evaluator and their instructor expected they would for the Consolidation task in the ATTACK MPS. The curriculum for the Consolidation portion of the IOC was changed as a result of this finding. Examination of Figure 5-1 shows that participants in the second and subsequent sessions of Experiment 1 identified considerably more requirements for the Consolidation task than did participants in the first session. It is important to emphasize that it cannot be concluded statistically that the
Figure 5-1
PERFORMANCE FOR THE CONSOLIDATION TASK
curriculum change was the sole or principal cause of this improved performance, since there was not a control group where second lieutenants used the old curriculum. Other factors which were not under the control of the analyst, or which may not have been evident, may be the actual cause of the observed improvement in performance. Examination of Figure 5-2, which shows the participants' performance for the Assault task (a task for which no curriculum changes were made during the course of the study) suggests, however, that the curriculum change is a viable hypothesis for explaining the improved performance for the Consolidation task. Figure 5-2 does not show the marked increase in performance after the first session that is evident in Figure 5-1.

Other curriculum changes also occurred as a result of other sessions in Experiment 1, clearly demonstrating that Marine Corps training personnel found the multi-attribute structuring techniques to be effective diagnostic tools. Weighting techniques were not used as diagnostic tools for facilitating curriculum changes in the present study. However, the results of Experiments 2 and 3 suggest that they might have been useful. For although performance for all four tasks was quite high (the mean z-score of the correlation across all four tasks was $\bar{Z}_{r} = 1.35$ in Experiment 2, which translates into a Pearson product moment correlation of $r = .875$), performance for the two tasks with a flat distribution of relative weights (i.e., Preliminary Operations and Consolidation) would have been even better if participating second lieutenants had assigned equal weights to the requirements. Future research should systematically investigate the effectiveness of multi-attribute weighting techniques as diagnostic tools for training.
In closing, it is important to emphasize that MAVA structuring techniques can be used as diagnostic tools for most, if not all, training programs that focus on what students think is important rather than on, or in addition to, how they perform specified tasks. Furthermore, MAVA techniques can be used in a cost-efficient fashion, with a representative group of experts in a particular field, to develop the external criterion against which to measure students' knowledge and performance, as they were used to develop MCCRES.
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APPENDIX A

ANALYSTS' INSTRUCTIONS FOR EACH
STRUCTURING TECHNIQUE: EXPERIMENT 1
Your role will be to help the participating second lieutenants construct a MAVA hierarchy for evaluating a company's performance in attacking the enemy during a combat readiness evaluation. The MAVA hierarchy must be built in a hierarchical fashion from the top-level node, which in this case is the overall value on ATTACK. All bottom-level nodes (i.e., attributes) must represent activities that can be scored "Pass or Fail" to measure a company's performance in attacking the enemy during an evaluation. These activities must be unique to the ATTACK Mission Performance Standard (MPS) in the Marine Corps Combat Readiness Evaluation System (MCCRES).

The ATTACK represents those specific actions required to make the final assault in daylight. It begins with planning activities and concludes with the unit's employment of reserves, response to counterattack, and command displacement. It should not include actions involving general command and control, fire support coordination, or movement to contact since these general categories represent separate mission performance standards (MPS) in MCCRES. Your structure, however, may include command and control, fire support coordination, and movement to contact activities that are unique to the ATTACK MPS. In addition, it may include actions by individual Marines that are unique to the ATTACK MPS. However, try not to emphasize these four classes of activities, so that your group has sufficient time to focus on activities clearly unique to attacking an enemy.

The following general steps are to be used by the analyst.

First, the analyst gets the group members to agree on a set of top-level categories. The set should be comprehensive
so that it can subsume all action outcomes for measuring a USMC company's performance in attacking the enemy. But do not belabor the first draft. If later they suggest new additions or change at the top level, fine.

Second, the group is asked to decompose top-level categories into second-level categories, then third level, and so on until the group is satisfied that the categories cannot usefully be subdivided further. The number of nodes and levels may vary from one part of the tree to another.

In decomposing to the second level and beyond, you may ask the group to decompose each branch to the bottom before moving horizontally to the next node, or you may have them specify all nodes at a level before proceeding downward, or any combination which seems to work best. Be guided by the group's preference, but, generally, build from the top down rather than from the bottom up. That is, any branch in the completed structure should have had its top level defined before its second level, its second level before its third level, and so on. Note down any premature bottom-level suggestions for inclusion later, and accept all revisions they want in the structure, in whatever order they are made. All bottom-level nodes must represent specific activities (or outcomes) that can be used to measure whether or not the company successfully performed the actions involved in attacking the enemy. Decomposition continues until group members think they have defined all such activities explicitly.

Finally, the analysts must review the hierarchy with group members. This should be done from the top-down in the same manner the hierarchy was constructed. The analyst should encourage the group to modify the hierarchy as needed.
The analyst must photograph or hand-copy the hierarchy after the review process is completed. This will be our only record of the group's hierarchy. The hierarchy can be copied while the group is using the different weighting techniques.

Since each analyst may lead more than one session, the analyst should not offer substantive advice to the group members. For example, the analyst is never to tell the second lieutenants what attributes should be in the hierarchy. The analyst is to serve primarily as a methodologist whose job is to help group members structure the MAV hierarchy. Any substantive advice you offer should be as a result only of your interaction with the particular group of second lieutenants that you are working with during the session.
BOTTOM-UP STRUCTURING INSTRUCTIONS

Your role will be to help the participating second lieutenants construct a MAVA hierarchy for evaluating a company's performance in attacking the enemy during a combat readiness evaluation. The MAVA hierarchy must be built in a bottom-up fashion. All bottom-up level nodes (i.e., attributes) must represent activities that can be scored "Pass or Fail" to measure a company's performance in attacking the enemy during an evaluation. These activities must be unique to the ATTACK Mission Performance Standard (MPS) in the Marine Corps Combat Readiness Evaluation System (MCCRES).

The ATTACK MPS represents those specific actions required to make the final assault in daylight. It begins with planning activities and concludes with the unit's employment of reserves, response to a counterattack, and command displacement. It should not include actions involving general command and control, or fire support coordination, or movement to contact, because these general categories represent separate mission performance standards (MPS) in MCCRES. Your structure, however, may include command and control, fire-support coordination, and movement to contact activities that are unique to the attack MPS. In addition, it may include actions by individual Marines that are unique to the ATTACK MPS. Try not to emphasize these four classes of activities, however, so that your group has sufficient time to focus on activities clearly unique to attacking an enemy.

The following general steps are to be employed when using the bottom-up structuring approach to develop a hierarchy for measuring a company's performance in attacking an enemy.
First, get group members to identify all activities (or performance outcomes) they would want to measure in order to score a company's performance in attacking an enemy. That is, the analyst should get group members to identify all bottom-level nodes in the hierarchy. The group members may not always do so, particularly at the beginning of the session. Analysts may write intermediate-level nodes on the board for future reference, but they should continuously focus the group on the hierarchy's bottom-level nodes.

One way to get the group started in identifying bottom-level nodes is to ask the participants to describe the activities that would distinguish a good company from a bad company during an attack. These activities may be outcomes, as well as process activities. The first step continues until group members list all bottom-level nodes for measuring a company's ability to attack. Remember, bottom-level attributes represent activities that can be scored "pass" or "fail" during an evaluation.

Second, the analyst should get the group to cluster bottom-level nodes together in order to represent intermediate-level attributes in the hierarchy. The analysts may remind the group of previously identified intermediate-level attributes. However, the analyst should minimize substantive advice, such as telling the second lieutenants which attributes to cluster together. Any substantive advice should be as a result only of your interaction with the particular group of second lieutenants with whom you are working, since each analyst may lead more than one session. The group may have as many levels of intermediate attributes (and lower-level attributes per level) as they consider necessary.

Third, the analyst must review the MAV hierarchy with group members. This should be done from the bottom-up. The analyst may permit the group to modify the hierarchy.
The analyst must photograph or hand-copy the hierarchy after the review process is completed. This will be our only record of the group's hierarchy. The hierarchy can be copied while the group is using the different weighting techniques.
APPENDIX B

THE INSTRUCTIONS FOR EACH WEIGHTING TECHNIQUE,
FOR THE FLAT, FIVE-ATTRIBUTE TASK: EXPERIMENT 2
INSTRUCTIONS

You will now be asked to indicate the relative importance of getting a "Yes" on each of the five requirements for performing the task "PRELIMINARY OPERATIONS" in the ATTACK MPS. The five requirements are:

A. Patrolling intensified
B. Reconnaissance elements dispatched
C. Indirect fire emplaced well forward
D. Harassing fires delivered
E. Assault elements moved into attack position

(See accompanying page for a full description.)

Please use the steps on the following pages to indicate the relative importance of succeeding in each requirement. Use the attached form for your answers.
1. Rank-order the requirements in terms of the relative importance of performing them successfully. The requirement that is most important to perform successfully in order to perform well on the "PRELIMINARY OPERATIONS" task should be ranked #1. The next most important requirement to perform successfully should be ranked #2, and so forth. You are allowed to have "ties," indicating that two requirements are equally important.

2. Assign a score of 10 to the least important requirement to perform successfully; this is the fifth most important requirement (ranked #5). All other requirements will be scored in relation to the 10 points given the fifth most important requirement.

3. Assign a score to the fourth most important requirement to perform successfully (ranked #4). This score must be equal to or greater than 10. This score is a ratio score. So, if successfully performing the fourth most important requirement (#4) is twice as important as successfully performing the fifth most important requirement (#5), it should get a 20. If it is ten times as important, it should get a 100. If it is just as important, it should get a 10. If it is only half again as important as #5, it should receive a 15. If it is four and one-half times as important, it should receive a score of 45.

4. Assign a score to the third most important requirement (#3) to perform successfully. The score must be equal to or greater than that given the fourth most important requirement (#4). For example, if the fourth most important requirement received a score of 50, the score on the third most important requirement must be equal to or greater than 50. Furthermore, its score must be
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relative to that given the fourth and fifth most important requirements. If, in our example, the third requirement is twice as important as #4, it should receive a score of 100 because #4 received a score of 50. This implies that it is ten times as important as the fifth most important requirement (#5). If this is not true, then the score given the third requirement or that given the fourth requirement must be changed.

In our example, assume that performing the third most important requirement is not ten times, but five times as important as than fifth most important requirement (#5). Then, the score on the fourth requirement must be changed so that it is between 10 and 50. If we now assume that #4 is seven-eighths of the distance between 10 and 50, it should be given a score of 45 since 

\[10 + \frac{7}{8} \times 40 = 10 + 35 = 45.\]

This means that requirement #4 is 4 1/2 times as important as requirement #5.

Notice that in our example, the scores given the fifth and fourth most important requirements add up to more than 50, since 10 + 45 = 55. This means that you would prefer to perform the fifth and fourth requirements successfully and fail the third one rather than perform the third requirement successfully and fail the fourth and fifth requirements. If this were not true, you would have to either lower the scores on the fourth requirement or raise the score on the third requirement so that the fourth and fifth most important requirements added up to less than the third most important requirement.

5. Assign a score to each of the other requirements to indicate the importance of performing it successfully relative to the other requirements. Make sure to check the implications of your scores by adding them together, as we illustrated in step 4. For example, is it less
important to perform requirements #3, #4, and #5 successfully and fail requirement #2 or pass requirement #2 and fail #3, #4 and #5? If more important to pass #2, how much more important is it?
List the Requirements
From the Most to Least
Important One to Perform
Successfully

<table>
<thead>
<tr>
<th>Rank</th>
<th>Requirement</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td></td>
<td>10</td>
</tr>
</tbody>
</table>
INSTRUCTIONS

On the following pages, you will be asked a number of "paired comparison" questions for the following five requirements for the task "PRELIMINARY OPERATIONS."

A. Patrolling intensified
B. Reconnaissance elements dispatched
C. Indirect fire emplaced well forward
D. Harassing fires delivered
E. Assault elements moved into attack position

The first thing you must do to answer these questions is rank the five requirements in the order of their importance. Use the evaluation form on the last page. The most important requirement should be ranked #1, the second most important requirement should be ranked #2, and so forth until all five requirements have been ranked from most to least important in performing PRELIMINARY OPERATIONS.

After rank-ordering the five requirements, answer the paired-comparison questions on the following pages. The first comparison is between the requirement you ranked as most important (#1) and the two next most important requirements (#2 and #3). You are to indicate whether the successful performance of #1 is

(a) much more (b) more (c) as (d) less or (e) much less important important important important important

than the successful performance of both requirements #2 and #3. Write the letter that you consider true. For example, you would write (c) if you thought that the successful performance of requirement #1 was just as important as the successful performance of both requirements #2 and #3.
You would write (a) if you thought that the successful performance of requirement #1 was much more important than the successful performance of both requirements #2 and #3.

You will have to answer eleven paired-comparison questions. Answer each question by selecting one of the following five choices:

(a) much more  (b) more  (c) as  (d) less  (e) much less
   important  important  important  important  important

Write your answer to each paired comparison question on the answer sheet. Make sure your answers are consistent. For example, if you say that requirement #2 is much more important than requirements #3, #4, and #5, then requirement #2 also must be much more important than requirements #3 and #4 or requirements #3 and #5 or requirements #4 and #5. Remember, rank-order the requirements in the order of their importance before you begin answering the paired-comparison questions.

After you have answered the paired comparison questions, you must indicate the importance of the requirement you ranked #4 relative to the requirement you ranked #5. Arbitrarily assign a score of 10 to the fifth most important requirement to perform successfully (#5). Now, assign a score to the fourth most important requirement to perform successfully (ranked #4). This score must be equal to or greater than 10. This score is a ratio score. So, if successfully performing #4 is twice as important as successfully performing #5 it should get a 20. If it is ten times as important, it should get a 100. If it is just as important, it should get a 10. If #4 is only half again as important as #5, it should receive a 15. If it is four and one-half times as important, it should receive a score of 45. Write your score for requirement #4 in the space provided on the answer sheet.
ANSWER SHEET

RANK-ORDER

List the Requirements From the Most to Least Important One to Perform Successfully

#1
#2
#3
#4
#5

PAIRED-COMPARISONS

Answer each by selecting one of the following five choices:

(a) much more (b) more (c) as (d) less (e) much less
important important important important important

1. #1 vs #2 and #3?

2. #1 vs #3 and #4?

3. #1 vs #4 and #5?

4. #1 vs #2, #3, and #4?

5. #1 vs #3, #4, and #5?

6. #1 vs #2, #3, #4, #5?

7. #2 vs #3 and #4?

8. #2 vs #4 and #5?

9. #2 vs #3 and #5?

10. #2 vs #3, #4, and #5?

11. #3 vs #4 and #5?

If #5 was given a score of 10, what would be your score for #4? _____
INSTRUCTIONS

You will now be asked to evaluate how well different battalions have performed the task PRELIMINARY OPERATIONS in the "ATTACK" Mission Performance Standard. Each battalion's evaluation will depend on its success on the five requirements for performing the task. For example, here is a hypothetical battalion's performance on the five requirements; P stands for "Passed" and F stands for "Failed."

- Patrolling intensified: P
- Reconnaissance elements dispatched: F
- Indirect fire emplaced well forward: P
- Harassing fires delivered: P
- Assault elements moved into attack position: P

As you can see, the battalion passed all of the requirements except dispatching reconnaissance elements. This failure does not mean that reconnaissance elements were not dispatched, but that they were not dispatched according to specified standards. (Note: In all cases, a failure means that the requirement was performed, but not according to specified standards. Rely on your experience in defining "failure" as the average or general level of poor performance on the requirement.)

Now, on the basis of this performance, we want you to give the battalion an overall score on "PRELIMINARY OPERATIONS" that indicates how well you think the battalion performed that task. Use a 0 to 10 scale to score the battalion where 0 is a poor score, and 10 is an excellent score, and 5 is a moderate score. The rating score is shown below.

```
0 1 2 3 4 5 6 7 8 9 10
POOR | MODERATE | EXCELLENT
```
Battalions that, in your opinion, performed well should receive higher scores than those that performed poorly. For example, battalions that failed all requirements, should receive a score of 0. Battalions that passed all requirements should receive a score of 10. Battalions that passed one or more requirements can receive any score on the 0 to 10 rating scale. Feel free to use fractions (e.g., 2.2 or 7.5) if you want to do so.

You will have to evaluate 23 battalions on the following pages. Each battalion is described in terms of its performance on the five requirements for performing the task "PRELIMINARY OPERATIONS." Remember, a failure means that the requirement was performed, but not according to specified standards. In all cases, your scores should reflect your intuitive judgment about how well the battalion performed based on the pattern of passes and fails. The first three battalions are for practice. The analyst working with you will lead you through them.

Use the answer sheets to score the 23 battalions. The first answer sheet is for the practice battalions; the second answer sheet is for the other twenty battalions. You may change the score for any battalion, if you choose to do so.
PRACTICE BATTALIONS

Practice Battalion #1

Patroliing intensified F
Reconnaissance elements dispatched F
Indirect fire emplaced well forward F
Harassing fires delivered F
Assault elements moved into attack position F

Practice Battalion #2

Patroliing intensified P
Reconnaissance elements dispatched P
Indirect fire emplaced well forward P
Harassing fires delivered P
Assault elements moved into attack position P

Practice Battalion #3

Patroliing intensified P
Reconnaissance elements dispatched P
Indirect fire emplaced well forward P
Harassing fires delivered F
Assault elements moved into attack position F
INSTRUCTIONS

Uncertainty about future performance has considerable implications for choosing battalions for different assignments. We want you to help us systematically evaluate this uncertainty with regard to a battalion's performance on the requirements for the task "PRELIMINARY OPERATIONS." The five requirements are:

1. Patrol intensified
2. Reconnaissance elements dispatched
3. Indirect fire emplaced well forward
4. Harassing fires delivered
5. Assault elements moved into attack position

(See accompanying page for a full description)

You will be asked to make five comparisons between a sure thing and a gamble. For example, the first comparison is between (a) a battalion failing requirement #1 (Patroling Intensified) and passing all other requirements for sure, and (b) a gamble where the battalion has a probability \( p_i \) of passing all of the requirements and a probability \( 1-p_i \) of failing all the requirements. This choice is shown in the figure below.

\[
\begin{array}{c}
\text{"SURE THING"} \\
(P,P,P,P,P) \\
\text{VS} \\
(F,P,P,P,P) \\
\text{"GAMBLE"} \\
(F,F,F,F,F) \\
\end{array}
\]

\( P_i \)

\( 1-P_i \)
We want you to specify the value of $p_i$ that makes you indifferent between accepting the gamble and getting the sure thing.

A good way to think about the choice is as follows. Assume that you had an urn filled with 1000 balls. A certain percentage ($p_i$) of the balls are white to represent the battalion in the gamble that passed all the requirements, and a certain percentage ($1-p_i$) of the balls are black to represent the battalion that failed all the requirements. What percentage ($p_i$) of white balls would the urn have to contain in order for you to be indifferent to receiving the "SURE THING" or the gamble?

For example, what would be your preference if the urn had 999 white balls and 1 black ball? Well, you would probably prefer the gamble to the "SURE THING" because you have a probability of .999 (out of a total of 1.0) of getting the battalion that passed all the requirements and a probability ($1-p_i$) of .001 of getting that battalion that failed all the requirements. In contrast, you would probably prefer the "SURE THING" to the gamble if the urn had 1 white ball (i.e., $p_i = .001$) and 999 black balls (i.e., $1-p_i = .999$). What if the urn had 500 white balls ($p_i = .5$) and 500 black balls ($1-p_i = .5$)? Would you prefer the "SURE THING" (i.e., the battalion that failed "Patroling intensified" and passed the other requirements) or the gamble (i.e., a 50% chance of getting the battalion that passed all the requirements and a 50% chance of getting the battalion that failed all the requirements)? Your job is to indicate the percentage of white balls ($p_i$) that would make you indifferent between receiving the "SURE THING" and receiving the gamble.

When making your choice, only consider the implications for readiness. Do not consider personal consequences of the
utilization of the unit in a combat situation. In answering these comparisons, for example, don't worry about being relieved if your unit were to fail everything; instead, consider the implications for the readiness of that unit.

In all of the comparisons the battalion will have failed only one of the requirements in the sure thing. The gamble will always involve passing all the requirements with some value $p_i$ versus failing all requirements with the probability $1-p_i$. In all cases, a failure means that the requirement was performed, but not according to specified standards. Your job is to indicate the value of $p_i$ such that you would be indifferent between playing the gamble and having the sure thing.

All of the comparisons are listed in the next page. Below each comparison, first indicate if $p_i$ is closest to 1.0, .75, .50, .25, or 0.0 by circling the appropriate letter. Then, indicate the actual $p_i$ value such that you would be indifferent between receiving the sure thing or playing the gamble.
Compare each of the five sure-things to the following gamble:

\[
\begin{align*}
\text{"SURE-THING"} & \quad \text{vs} \\
P_i & \quad 0 \\
1 - P_i & \quad (F,F,F,F,F)
\end{align*}
\]

1. \((F,P,P,P,P)\) vs gamble
   - \(P_i\) is closest to (circle one)
     - (a) 1.0 (b) 0.75 (c) 0.50 (d) 0.25 (e) 0.0
     - \(P_i\) is ________

2. \((P,F,P,P,P)\) vs gamble
   - \(P_i\) is closest to (circle one)
     - (a) 1.0 (b) 0.75 (c) 0.50 (d) 0.25 (e) 0.0
     - \(P_i\) is ________

3. \((P,P,F,P,P)\) vs gamble
   - \(P_i\) is closest to (circle one)
     - (a) 1.0 (b) 0.75 (c) 0.50 (d) 0.25 (e) 0.0
     - \(P_i\) is ________

4. \((P,P,P,F,P)\) vs gamble
   - \(P_i\) is closest to (circle one)
     - (a) 1.0 (b) 0.75 (c) 0.50 (d) 0.25 (e) 0.0
     - \(P_i\) is ________

5. \((P,P,P,P,F)\) vs gamble
   - \(P_i\) is closest to (circle one)
     - (a) 1.0 (b) 0.75 (c) 0.50 (d) 0.25 (e) 0.0
     - \(P_i\) is ________

B-17
INSTRUCTIONS

At this time we would like you to indicate the relative importance of each requirement in performing the task, PRELIMINARY OPERATIONS. To accomplish this, please divide up 100 points between the requirements. The more important you consider the requirement, the higher its score. Please make sure that the points given to all of the requirements add up to 100 points.

Patroling intensified
Reconnaissance elements dispatched
Indirect fire emplaced well forward
Harassing fires delivered
Assault elements moved into attack position

Sum = 100
RELATIVE WEIGHTS ASSIGNED BY EACH OF THE TECHNIQUES  
(SUM TO 100)

<table>
<thead>
<tr>
<th>REQUIREMENTS</th>
<th>RANKING &amp; RATING</th>
<th>PAIRED COMPARISONS</th>
<th>BATTALION EVALUATION</th>
<th>GAMBLE</th>
<th>DIVIDING UP 100 PTS.</th>
<th>FINAL* WEIGHTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Please indicate the relative weights you want to use to indicate the relative importance of the requirements. These weights may be the same as those generated by one of the five techniques or different if you think no technique accurately reflected your opinion. Write the weights in the column under "Final Weights."
APPENDIX C

THE ANALYSTS' INSTRUCTIONS FOR EACH DISCUSSION TECHNIQUE: EXPERIMENT 3
The Nominal Group Technique (NGT) will be used to obtain your group's weights for the requirements (bottom-level nodes) for each of the four tasks. This technique has the following steps:

1. Each participant uses the specified weighting technique to obtain a set of weights for the requirements.

2. In round-robin fashion, each participant informs the group of his weights and the reasons for them. The analyst writes the weights and reasons on the board. These weights should not be normalized; they represent the values generated by the specified technique. Other group members are not permitted to argue with the participant about whether or not they consider the weights to be correct. They may, however, ask the participant to clarify his explanation of his weights.

3. After each participant has informed the group of his weights and the reasons for them, group members are to discuss areas of disagreement. During the group's discussion, the analyst should help group members to adhere to the following six guidelines: (1) avoid arguing; (2) avoid "I'm right, you're wrong" statements; (3) avoid changing their opinions only to avoid conflict and to reach agreement and harmony; (4) avoid conflict-reducing techniques such as the majority vote, averaging, bargaining, coin flipping; (5) view differences of opinion as both natural and helpful rather than as a hindrance in decision making; and (6) view initial agreement as suspect. In short,
the discussion should be open, with each participant feeling free to discuss his position with others. The analyst's should feel free to pace the group so that group weights are obtained for all four tasks within the four-hour time limit. (Note: The analyst should record the start and finish time for each task; that is, from the beginning of Step 2 to the end of Step 3.)

4. When the analyst thinks the major points have been discussed by the group, the analyst should bring the group's discussion to an end. Using the specified weighting technique, each participant should again individually specify what he considers to be the correct weights.

5. The analyst collects the final weights. Have group members complete their rating forms. In addition, complete your rating form, too.
UNSTRUCTURED GROUP DISCUSSION TECHNIQUE

An unstructured group discussion technique will be used to obtain your group's weights for the requirements (bottom-level nodes) for each of the four tasks. This technique includes the following steps:

1. Each participant uses the specified weighting technique to obtain a set of weights for the requirements. These weights are primarily for subsequent analysis; therefore, do not encourage the group to focus on each individual member's weights. Collect each participant's data sheet before beginning the group discussion.

2. Have the group specify the weights for the requirements. It is the analyst's job to lead the group's discussion; meaning that group members interact primarily with the analyst. This is different than the Nominal Group Technique where group members interact primarily with each other, not the analyst.

During the group's discussion, the analyst should help group members to adhere to the following six guidelines: (1) avoid arguing; (2) avoid "I'm right, you're wrong" statements; (3) avoid changing their opinions only to avoid conflict and to reach agreement and harmony; (4) avoid conflict-reducing techniques such as the majority vote, averaging, bargaining, coin flipping; (5) view differences of opinion as both natural and helpful rather than as a hindrance in decision making; and (6) view initial agreement as suspect. In short, the discussion should be
open, with each participant feeling free to discuss his position with others.

The weights should not be normalized yet; instead, they represent the values generated by the specified technique. The analyst should feel free to pace the group so that group weights are obtained for all four tasks within the four-hour time limit. (Note: The analyst should record the start and finish time for each task; that is, from the beginning of Step 2 to the end of Step 3.)

3. After the group agrees on their weights, each participant individually specifies what he considers to be the correct weights. This final set of weights may be the same or different from the group's weights.

4. Have group members complete their rating form. In addition, complete your rating form, too.

5. Normalize the group's weights so that the weights sum to 100. Record the normalized weights on the form titled "Group Weights".
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