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PROGRAM

WEDNESDAY, SEPT. 9, 1981
0900-1030
SESSION I — BOUNDARY LAYERS I
194 CHEMISTRY
T. J. Hanratty — Chairman
Evaluation of turbulence models for near-wall and low-Reynolds number flows
V. C. Patel, W. Rodi, G. Scheuerer
Decay of turbulence during a laminar reorganization in pipe flow
P. Vallette, M. Lebouche
A physical interpretation of the spectra of wall turbulence
A. E. Perry, M. S. Chong
*Turbulence and mean flow measurements in an incompressible axisymmetric boundary layer with incipient separation
P. Dengel, H.H. Fernholz, J. D. Vagt
*Measurements in a turbulent boundary layer flow over a two-dimensional hill
A. J. Smits, V. Baskaran, P. N. Joubert
Theoretical prediction of confluent boundary layers
G. W. Brune

1030-1100 COFFEE BREAK

1100-1300
SESSION 2 — BOUNDARY LAYERS II
194 CHEMISTRY
M. Rubesin — Chairman
Three dimensional boundary layer development in an axially rotating pipe
M. Murakami, K. Kikuyar’r, K. Nishibori
Three-dimensional turbulent boundary layer on a spinning thin cylinder in an axial uniform stream
I. Nakamura, S. Yamashita, T. Watanabe, Y. Sawaki
Turbulent field of a boundary layer very close to an axially rotated cylinder
E. Arzoumanian, M. Leborgne, L. Fulachier
Turbulent flow in unbounded streamwise corners
D. Amal, J. Cousteix
A near-wall pressure-strain model for turbulent corner flows
F. B. Gesaner, H. M. Eppich
Bulk dilatation effects on Reynolds stresses in the rapid expansion of a turbulent boundary layer at supersonic speed
J. P. Dussauge, J. Gaviglio

*PAPER DOES NOT APPEAR IN BOUND SYMPOSIUM VOLUME
SESSION 3 — REACTING FLOWS
179 CHEMISTRY
H. A. Becker — Chairman

Movements of flame-fronts and their properties in a turbulent diffusion flame
M. Ahlheim, H. Hoffmann, W. Leuckel
A chemically reacting plane mixing layer
S. V. Shankar, R. Chevray
Study of a turbulent diffusion flame in a channel flow
J. M. Most, N. Harvel, P. Joulain, B. Sztaf
Compilation and its comparison with experiments of time-mean and fluctuating properties in round jets with and without flame
T. Takagi, S. Kotok
Investigations on a reaction model for turbulent diffusion flames
H. Eckhoff, K. Grethe
Calculations of velocity-scalar joint PDF's
S. B. Pope
Premixed combustion in a turbulent boundary layer with injection
S. Meunier, M. Champion, J. C. Bellet
Lagrangian-Eulerian calculation of turbulent diffusion flame propagation
W. T. Ashurst, P. K. Barr

1300-1400 LUNCH ON THE LAWN

SESSION 4 — CURVED FLOWS
194 CHEMISTRY
W. Rodi — Chairman

*A generalized algebraic relation for predicting developing curved channel flow with K-E model of turbulence
J. A. C. Humphrey, F. Pourahmadi
Calculation of a turbulent wall jet on a curved wall with a Reynolds stress model of turbulence
M. M. Gibson, B. A. Younis
Measurements in the heated turbulent boundary layer on a mildly curved convex surface
M. M. Gibson, C. A. Verriopoulos, Y. Nagano
Turbulent shear flows behind cylinder and sphere in curved channels
H. S. Koyama
Effects of stable and unstable free streams on a turbulent flow over a concave surface
S. Nakano, A. Takahashi, T. Shizawa, S. Honami

SESSION 5 — CONFINED FLOWS
179 CHEMISTRY
J. J. D. Domingos — Chairman

Prediction and measurement of flow and heat transfer in motored diesel engine swirl chambers
M. M. M. Abou-Elall, M. M. Elkotb
Comparison of calculated and measured velocities for a turbulent swirling flow inside a cylindrical enclosure
T. Morel, N. N. Mansour, V. Saxena, R. B. Rask
Features of turbulent pipe flows in development and decay
E. M. Laws, E. H. Lim, J. L. Livesey
Calculations of confined coaxial-jet flows
M. A. Habb, J. H. Whitelaw
Experimental and numerical studies of the turbulent shear flow in a pipe with a weakly wavy wall
M. P. Chauve, R. Schiestel

1830-1930 CASH BAR — FACULTY CLUB
1400-1530
SESSION 5 — CONFINED FLOWS
179 CHEMISTRY
J. D. Domingos — Chairman

Prediction and measurement of flow and heat transfer in motored diesel engine swirl chambers
M. M. Abou-Elail, M. M. Elkotb

Comparison of calculated and measured velocities for a turbulent swirling flow inside a cylindrical enclosure
T. Morel, N. N. Mansour, V. Saxena, R. B. Rask

Features of turbulent pipe flows in development and decay
E. M. Laws, E-H. Lim, J. L. Livesey

Calculations of confined coaxial-jet flows
M. A. Habib, J. H. Whetlaw

Experimental and numerical studies of the turbulent shear flow in a pipe with a weakly wavy wall
M. P. Chauve, R. Schiestel

1530-1600 COFFEE BREAK

1600-1730
SESSION 6 — JETS AND WAKES
194 CHEMISTRY
V. W. Goldschmidt — Chairman

A complex turbulent wake
G. Fabris

Measurements in a low momentum jet into a crossflow
J. Andreopoulos

The turbulence characteristics in the near-region of the wall jet issued from a small inclined slot
M. Hatan

Response of a plane turbulent wall jet to the perturbation by a cylinder
I. Nakamura, H. Osaka, H. Yamada

179 CHEMISTRY
J. Andreopoulos, J. C. Wyngaard — Chairman

Diffusion from an elevated source within the atmospheric boundary layer
P. C. Chatwin, P. J. Sullivan

Passive emissions from point sources in turbulent boundary layers
J. E. Fackrell, A. G. Robins

Pressure effects on triple correlations in turbulent convective flows
J-C. André, P. Lacarrere, K. Traore

Turbulence measurements in an axisymmetric buoyant jet
F. Ogino, H. Takeuchi, M. Ohki, T. Mizushina

THURSDAY, SEPT. 10, 1981
0830-1030
SESSION 8 — PERIODIC WALL FLOWS
194 CHEMISTRY
L. H. Back — Chairman

A dynamical and visual study on the oscillatory turbulent boundary layer
T. Hayashi, M. Ohashi

The flow of a row of turbulent vortex-rings impinging onto a plate
E. Gutmark, Y. Haimovitch, M. Wolfshtein

On the pulsating flow in a pipe
L. Shemer, I. Wygnanski

Measurements of the periodic velocity oscillations near the wall in unsteady turbulent channel flow
G. Binder, J. L. Kuery

A hybrid computing scheme for unsteady turbulent boundary layers
J. D. Murphy, P. M. Prenter

Dynamics of an unsteady turbulent boundary layer
P. G. Parkh, R. Jayaraman, W. C. Reynolds

Influence of Strouhal number on the structure of a flat plate turbulent boundary layer
J. Cousteix, J. Javelle, R. Houdeville

1030-1100 COFFEE BREAK

1100-1230
SESSION 7 — OPEN FORUM
179 CHEMISTRY
I. S. Gartshore and P. A. Libby — Chairman

1830-1930 CASH BAR — FACULTY CLUB

1930 DINNER — FACULTY CLUB
1100-1230
SESSION 10 — HEAT AND MASS TRANSFER IN BOUNDARY LAYERS

194 CHEMISTRY
K. Hanjalic — Chairman

On the similarity between velocity and temperature fields within a turbulent spot
R. A. Antonia, A. J. Chambers, M. Sokolov, C. W. Van Atta

A structural study on a turbulent boundary layer with transpiration
M. Senda, S. Horiguchi, K. Suzuki, T. Sato

The mechanism of turbulent mass transfer at a boundary
J. A. Campbell, T. J. Hanratty

Calculation of a turbulent boundary layer downstream of a sudden decrease in surface heat flux or wall temperature
L. W. B. Browne, R. A. Antonia

Turbulent boundary layers on flat plates and in contracted or expanded channels with angled injection and suction
V. M. Yeroshenko, A. V. Yershov, L. I. Zaichik, A. A. Klimov, V. I. Kondratiev, L. S. Yanovsky

Experimental investigation of a turbulent boundary layer structure in the region of a gas screen
Yu. V. Baryshev, A. I. Laontiev, N. K. Peiker

1230-1400 LUNCH ON THE LAWN

1400-1530
SESSION 11 — COHERENT STRUCTURES I

194 CHEMISTRY
I. Wygnanski — Chairman

Education of the “preferred mode” structure in the axisymmetric mixing layer
K. B. M. O. Zaman, A. K. M. F. Hussain

Entrainment and mixing in pulsatile jets
V. Sarothia, L. P. Bernal

Large scale motions in turbulent wakes
J. H. Gerrard

Development of the organized vortices in the turbulent near wake of a circular cylinder: an experimental and numerical study
H. C. Boisson, P. Chassaing, H. Ha Minh, A. Sevrain

A theoretical model of the coherent structure of the turbulent boundary layer in zero pressure gradient
Z. Zhang, G. M. Lilley

1400-1530
SESSION 12 — GEOPHYSICAL FLOWS II

194 CHEMISTRY
J.-C. André — Chairman

How time dependence and variable Froude number can explain more rapid entrainment of the two-layer system in annulus experiments
J. W. Deardorff

A theoretical study of radiative cooling in homogeneous and isotropic turbulence
D. Schertzer, O. Simonin

On the influence of buoyancy on the turbulent Ekman layer
U. Svensson

Sediment transport in stratified turbulent flow
B. A. DeVantier, B. E. Larock

1530-1600 COFFEE BREAK

1600-1730
SESSION 13 — DEBATE

194 CHEMISTRY

MOTION: Modellers disregard essential experimental facts
Chairman: L. J. S. Bradbury

PRO
P. N. Joubert
J. Laufer

CON
C. du Pont Donaldson
W. C. Reynolds

FRIDAY, SEPT. 11, 1981
0830-1030
SESSION 14 — COHERENT STRUCTURES II

194 CHEMISTRY
A. K. M. F. Hussain — Chairman

Coherent structures in the similarity region of two-dimensional turbulent jets
J. W. Oler, V. W. Goldschmidt

Experimental study of coherent structures in mixing layers of coaxial jets
O. Leuchter, K. Dang

*Direct numerical simulations of turbulent free shear flows
R. W. Metcalf, J. J. Riley

A three dimensional time dependent simulation of transition and early turbulence in a time-developing mixing layer
A. B. Cain, W. C. Reynolds, J. H. Ferziger

Spatial growth of wavy disturbances in a plane shear layer between two streams
B. V. Johnson, J. D. Lin

*Effects of the subharmonic and fundamental phase relationship on an unsteady mixing layer
C.-M. Ho, Y. Zhang
Approach of non-isotropic homogeneous turbulence submitted to mean velocity gradients
C. Cambon, D. Jeandel

Entrainment diagrams for viscous flows
B. Cantwell, G. Allen

Predictability of two- and three-dimensional freely decaying flows. Application to mixing layers
M. Lesieur, J.-P. Chollet

1230-1330 LUNCH ON THE LAWN

1330-1530 SESSION 18 — RECIRCULATING FLOWS II
179 CHEMISTRY
A. K. Runchal — Chairman

Turbulent, backward-facing step flows in two-dimensional ducts and channels
F. Durst, C. Tropea

Prediction of the low Reynolds number laminar flow over a normal flat plate, and its application to turbulent flow calculations
I. P. Castro, K. A. Cliffe, M. J. Norgett

The assessment of numerical diffusion in upwind-difference calculations of turbulent recirculating flows

Turbulent flow induced by a jet in a cavity — measurements and 3-D numerical simulation
F. Baron, J. P. Benqué, Y. Coeffé

1330-1530 SESSION 19 — FUNDAMENTALS II
194 CHEMISTRY
J. L. Lumley — Chairman

Pseudo-spectral methods for homogeneous or inhomogeneous flows
Y. Morchoisne

The distortion of turbulent shear flow upstream of a body
J. C. Wyngaard

Second order closure for variable density free shear layer
D. Vandromme, W. Kolmann

A new approach to the analysis of turbulent mixing in variable density flows
H. Ha Minh, B. E. Launder, J. M. Machinnes

Pressure strain: exact results and models
J. J. D. Domingos

Direct simulation of homogeneous turbulent shear flows on the Illiac IV computer: applications to compressible and incompressible modeling
W. J. Feiereisen, E. Shirani, J. H. Feziger, W. C. Reynolds
Appendix A

THIRD SYMPOSIUM ON

Turbulent shear flows

September 9-11, 1981

University of California, Davis

Davis, California

U.S.A.

Sponsored by the U.S. Air Force Office of Scientific Research, Research Offices of the U.S. Army and Navy and the National Science Foundation in cooperation with the American Society of Mechanical Engineer's Heat Transfer and Fluid Engineering Divisions.
The Third Symposium on Turbulent Shear Flow was held at the University of California, Davis, California on September 9-11, 1981. The objectives of the symposium was to further advance the understanding of the physical phenomena associated with turbulent flows and the existing capabilities for calculating items such as the transport of heat and mass in such processes.

In August 1980 a "Call for Papers" was issued. One hundred and fifty eight abstracts were received. The Papers Committee grouped the abstracts by topics and sent them to members of the Advisory Committee for review. On the basis of the reviews the Papers Committee accepted 100 abstracts and requested the authors to submit 6 page manuscripts. The final program (Appendix A) contained 92 papers. The proceeding volume contained 86 papers. Six authors were unable to meet the publication deadline and thus it was necessary to have their papers distributed individually at the time of the meeting.

In addition to the 17 paper sessions, an open forum and a debate were scheduled. Twelve short 10-minute presentations were given in the open forum. The debate on the motion "Modelers Disregard Essential Experimental Facts" was quite lively.

The total number of registrants for the symposium was 242. They are listed in Appendix B. The technical paper sessions were very well attended with a free exchange of ideas. This exchange was often continued between individuals during coffee and lunch breaks. All of the activities allowed the attendees to assess the present state of our knowledge of turbulent shear flows and to identify areas where basic research in turbulent transport processes is needed.
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EVALUATION OF TURBULENCE MODELS FOR NEAR-WALL AND LOW-REYNOLDS NUMBER FLOWS
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ABSTRACT

Several low-Reynolds-number two-equation turbulence models have been utilized, in conjunction with a single numerical scheme, to verify their performance against data sets in a variety of external flows. It is shown that none of the models yields uniformly accurate results, but three show modifications to a basic high Reynolds number model which do not reproduce the law of the wall. Additional tuning has been required before such models can be used for the accurate calculation of wall-proximity and low-Reynolds-number effects.

1. INTRODUCTION

It is well known that the success enjoyed by the recent turbulence-closure models in the prediction of wall-bounded flows has depended in large measure upon the application of the so-called wall functions, by which surface boundary conditions are transferred to points in the fluid removed from the boundaries. The finite-difference solutions therefore avoid the regions of very large gradients near the walls and can be carried out with considerable saving in computing times. The validity of this procedure is restricted, however, to situations in which universal wall functions are well established. There are a number of instances in which this approach has to be abandoned, e.g. the turbulent boundary layer at low Reynolds numbers, three-dimensional, unsteady and separated flows, the flow over surfaces with mass- or heat-transfer, and in the modeling of transition.

Over the past few years, many suggestions have been made for the extension of turbulence closure models to enable their use right up to a solid wall. Quite often the resulting modified models have been referred to as "low-Reynolds-number" turbulence models since it is claimed that they can also be applied to flows in which some characteristic Reynolds number of the turbulence is low. There is therefore an unfortunate confusion of terminology. Some modifications to a basic high Reynolds number model are obvious: the influence of low Reynolds number, viscous stresses and transport are comparable with the Reynolds stresses and turbulent transport, and the other is the influence of wall proximity, arising from the preferential damping of the turbulence and local effects on the fluctuating pressure field and pressure-velocity correlations. It is possible for either effect to be present in the absence of the other. However, the fact that both effects are present in the vicinity of a wall has led to the aforementioned confusion of terminology, and these cannot be readily separated within the framework of the models being examined.

The simplest example of a near-wall modification to a turbulence model is the famous van Driest damping function for the mixing length. More advanced models incorporate either a wall damping effect, or a direct effect of molecular viscosity or both, on the empirical constants and functions in the turbulence-transport equations which were devised originally for high Reynolds number, fully-turbulent flows remote from walls. In the absence of reliable turbulence data in the immediate vicinity of a wall or at low Reynolds numbers, these modifications have been based largely upon numerical experiments and comparisons between calculations and experiment in terms of global parameters. Unfortunately, the results of each model were compared by their proponents with different and rather limited classes of flows and, as the issue can be judged at the present time, it is not clear which of the many proposed models can be used with confidence.

The research to be described in this paper was undertaken with the objective of making a systematic evaluation of the merits of the various existing two-equation "low-Reynolds-number" turbulence models. Eight different models have been used, together with a single well-tested calculation procedure to calculate a variety of boundary layers to assess their relative performance. The test cases include not only boundary layers at low Reynolds numbers, but also the standard high Reynolds number, equilibrium and separating boundary layers. The latter have been included specifically to ascertain that the extended models continue to perform at least as well as the parent models which were devised for such flows.

II. OUTLINE OF COMPETING MODELS

Eight models, namely those of Chien (2), Dutoya (3), Hassid and Porch (4), Hoffman (5), Jones and Launder (6), Lam and Bremhorst (7), Reynolds (8) and Wilcox and Traci (9) were selected for a detailed evaluation. The first seven are variants of the k-c model which uses transport equations for the turbulent kinetic energy k and the rate of its dissipation c. Wilcox and Traci employ an equation for the kinetic energy k and the rate of its dissipation c. Their model is completed by a transport
The k-c Group of Models

Consider first the seven modifications to the k-c model listed in Table 1. The first entry indicates the constants associated with the basic high-Reynolds-number version of the model; the values listed are due to Rodi (10) and are generally accepted as standard values. Table 1 shows that different authors have adopted somewhat different values for these high-Reynolds-number flow constants in addition to making basic versions by inclusion of viscous diffusion and other modifications. These differences may be quite significant insofar as they may contribute to the overall performance of the low-Reynolds-number version. Extensive calculations of free shear layers by Launder et al. (11) indicate that, at least for those flows, the results are indeed very sensitive to the precise values of \( c_1 \) and \( c_2 \).

The various "low-Reynolds-number" functions and correction terms \( D \) and \( E \) in Table 1 are discussed together with the boundary conditions for \( k \) and \( c \) at a wall since they are intricately related. Consider first the function \( f \), modifying the Prandtl-Kolmogorov relation. Such a function is necessary to account for the two separate effects mentioned in the
Introduction, namely those of low turbulence Reynolds number and wall proximity. One may therefore expect f to depend upon the turbulence Reynolds number, R, and the nondimensional distance from the wall R* or R*. Most authors however use only a single parameter in f.

Although reliable turbulence data very close to a wall are not available to establish f directly, some information can be obtained from an examination of the boundary conditions at a solid wall. On the basis of such considerations, Hinze (13) has deduced that

\[ u^+ v^+ = A' y^+ + B' y^+ \]
\[ v^+_t = A y^+ + B y^+ \]

where the coefficients depend upon the gradients of the velocity fluctuations at the wall. There is some evidence that A is negligible in flows which do not vary in the streamwise direction, and that \( v^+_t \), in conformity with van Driest's damping function for \( v^+ \). In general, however, Hinze suggests that \( v^+_t \). It is interesting to see how the different f functions compare with these observations.

Since the velocity fluctuations vanish at the wall, simple Taylor series expansion shows that

\[ k_w = \frac{\langle v^2 \rangle}{\langle v \rangle^2} = 0 \quad \text{and} \quad k - y^2 \]

and the expression for the dissipation at the wall reduces to

\[ \epsilon_w \approx \left[ \left( \frac{\langle u^2 \rangle}{\langle u \rangle^2} \right) + \left( \frac{\langle v^2 \rangle}{\langle v \rangle^2} \right) \right] = \frac{2 \langle k \rangle}{y^2} \]

indicating \( \epsilon \) to be finite at the wall. Using the data of Kreplin and Eckelmann (14), this wall value may be estimated as

\[ \frac{\epsilon_w}{\epsilon} \approx 0.1 \]

The exponents x in \( \epsilon_\nu^X \) implied by the various models may be obtained by expanding the corresponding f function in a power series. These are listed in Table 3. It is seen that three of the models do not conform with the cubic variation implied by Hinze's analysis.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>JL</th>
<th>HP</th>
<th>HO</th>
<th>DU</th>
<th>CH</th>
<th>RE</th>
<th>LB</th>
<th>LB*</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3: Values of the exponent x in \( \epsilon_\nu^X \) for the different models

With regard to the dissipation at the wall, most models employ \( \epsilon_w = 0 \) following the suggestion of Jones and Launder, who cited "decisive computational advantages" as the reason for this change. Since this makes the k-equation inconsistent at the wall, Jones and Launder added a term D (see Table 1) and pointed out that \( \epsilon \) should not then be identified with the physical dissipation, at least in the wall region. The need for the addition of an arbitrary term in the k-equation can be avoided if the finite value of \( \epsilon_w \) is incorporated as a boundary condition in the solution procedure, as is done by Lam and Bremhorst. One possibility which, to the authors' knowledge, has not been considered so far, is to set the gradient of \( \epsilon \) to zero at the wall so that \( \epsilon_w \) is determined as a part of the solution. The performance of such a boundary condition has been explored in connection with the model of Lam and Bremhorst (LB) in the present work.

The function f is introduced to serve two purposes. First, it attempts to incorporate genuine low Reynolds number effects in the destruction term. The physical basis for this is provided by experiments in the final period of the decay of isotropic grid turbulence. The second purpose is to ensure consistency of the k-equation at the wall with the assumed \( \epsilon \) boundary condition. A finite non-zero value of \( \epsilon \) would require \( f_\nu - y_2 \) in the absence of the additive term E. As noted earlier, however, most models employ \( \epsilon_w = 0 \); \( f_\nu \) may then take any value at the wall and it should not be necessary to add an extra term such as E. If a finite wall value of \( \epsilon \) is used without additional term E in the equation, then \( f_\nu \) must tend to zero at the wall. It is seen that the Models of Lam and Bremhorst and Reynolds accomplish this in different ways; the former by simply omitting the factor 0.3 in the function of Jones and Launder, and the latter by choosing \( f_\nu = g(R_\nu^-) h(R) \). It should be noted that the model of Reynolds has not been used thus far making low Reynolds number flow calculations, partly because a constant in the h function is not specified; we have set h equal to 1 in the calculations since this incorporates the influence of wall proximity. Finally, we note that Dutoya also retains the influence of the wall on the destruction term in the c-equation by a function involving the Taylor-microscale, approximated by \( \lambda = 10^{1/3} \epsilon/c \), which serves to reduce the destruction of \( \epsilon \).

Three different proposals have been made for the additional term D in the k-equation, all giving the same value at the wall. A word of caution is needed with regard to the use of the formulation of Jones and Launder. This term can be discretized starting from three different expressions:

\[ 2u(\langle v^2 \rangle^2) = \frac{1}{\epsilon} \langle u^2 \rangle \langle 3k \rangle^2 = \frac{1}{\epsilon} \langle u^2 \rangle \langle 3k \rangle^2 \]

and calculations show that the manner in which this is done influences the results appreciably. Therefore, simpler formulations, such as those of Hassid and Poreh and Chien, may be preferable from a numerical standpoint.

Table 1 shows that several models employ an additional empirical term E and/or function f in the c-equation. Although their physical basis is not entirely clear, their near wall behaviour can be examined. Starting with the model of Jones and Launder, it is seen that E is zero in the viscous sublayer of a flat plate boundary layer and decreases as \( y^+ \) in the log-region. Consequently, the maximum is located in the buffer layer. The term is then likely to increase the dissipation rate there, resulting in a lower energy peak. In the models of Hassid and Poreh and Chien, the E-terms allow C to grow quadratically with distance from the wall. An argument cited for this is that the length scale, \( L^{1/3} \epsilon \), then becomes linear in y in the neighborhood of the wall in agreement with some experimental and numerical evidence.

Two of the models under consideration, namely those of Dutoya and Lam and Bremhorst incorporate a function f, in the generation term in the c-equation. Dutoya reduces the generation of \( \epsilon \) as a function of the Reynolds number and increases it in the vicinity of the wall. The f-function of Lam and Bremhorst can not readily be assessed since, as noted above, the model is used with an \( \epsilon \)-boundary condition different from the others. However, the effect of f is to raise generation of \( \epsilon \) in order to keep the k-distribution in accordance with measurements.
The basic equations of this model are cited in Table 2. It is seen that Wilcox and Traci employ an equation somewhat similar to the k-equation for determining the velocity scale in the eddy viscosity. However, they interpret k as a "mixing energy" which is more closely related to the normal component of the Reynolds stress, viz. k $\sim$ 9/2 $v'\overline{u}'$. Since a direct relationship with the turbulent kinetic energy is now absent it is difficult to make comparisons with conventional turbulence measurements. The same is true for the length-scale determining variable w, which is a product of a "pseudoparity" $\nu_w$ and the local density. Wilcox and Traci extended Saffman's (15) original proposal for a $\omega^2$-transport-equation by adding an extra term $E$, named gradient dissipation, which stems from a comparison with the c-equation. The structural difference between the k-c and k-w models lies in the way the production term in the k-equation is treated. Wilcox and Traci's production, $c_{\omega} = \frac{1}{2}\nu_w \frac{\partial w^2}{\partial y}$ implies the use of structural similarity rather than the eddy-viscosity hypothesis. However, as Reynolds (8) has pointed out, this might be advantageous, since it reflects the experimental observation that the near-wall turbulence structure is virtually independent of the mean rate of strain. Examination of the constants in Table 2 shows that these are not grossly different from those used in the k-c models. Wilcox and Traci's eddy-viscosity formula shows that unlike all k-c-type models it does not contain a low Reynolds number function. This suggests that viscous and wall-proximity effects are incorporated indirectly in the k and $\omega^2$-equations. It is noteworthy that only two functions, $f_k$ and $f_\omega$, are required in this model, both decreasing the production rates in the transport equations as a function of a turbulence Reynolds number. Leaving $f_k$ = 1.0 means that the model cannot simulate the decay of grid turbulence in the late, viscosity-dominated stages.

The boundary conditions for this model present some interesting questions. In the k-c approach they are more or less fixed by the known behaviour of the physical quantities. In the Wilcox and Traci model this is not feasible and hence greater freedom can be exercised in setting these values. In fact the boundary value of $w$ at the wall is made a function of parameters like roughness and blowing/suction rates, whereas physical arguments would require $w_{\infty}$ at the wall, independent of the particular flow.

c) Concluding Remarks

The foregoing summary of the various models shows that most modifications to the basic high Reynolds number turbulence models lack sound physical basis, although some rely upon internal consistency of the equations near a solid boundary. In the absence of reliable pertinent data, support for the models is provided largely by comparisons of the results with the gross parameters of shear flows. However, a review of the literature indicates that only two of these, namely the models of Jones and Launder and Wilcox and Traci, have been used extensively. The former has been used over a much larger class of flows, including free shear layers, while the latter has been employed primarily for boundary layers with special emphasis on compressible flows. Additional comparative tests of the other models are thus required to determine if they represent significant improvements.

III. SELECTION OF TEST CASES

Before describing the results of the calculations, it is necessary to discuss two aspects which may influence the conclusions. The first concerns the criteria by which success or failure is to be judged. Among those considered important are the following:

(a) the model should reproduce results of the parent high-Reynolds-number model for flows which are not dominated by low-Reynolds-number effects; and

(b) the model predictions in the wall region and for flows in which low-Reynolds-number effects are present should show acceptable agreement with the available experimental evidence. While we shall elaborate upon these criteria later on, they raise the second question, namely that of selecting the test cases against which all calculations are to be compared. In the present study, attention is focussed upon incompressible two-dimensional boundary layers, and calculations have been performed for the following test cases:

1. Flat plate boundary layer, Wieghardt and Tillmann (16)
2. Equilibrium, adverse pressure gradient boundary layer, Anderson et al. (17)
3. Strong adverse pressure gradient boundary layer, Samuel and Joubert (18)
4. Strong favorable pressure gradient (relaminarizing) boundary layers:
   a) Simpson and Wallace (19)
   b) Patel and Head (20)

It should be noted that all data sets, with the exception of 2) and 4b) have also been selected as test cases at the 1980-81 Stanford Conference after careful review of the literature for completeness and reliability. The choice of the first three of the present work is guided by the first criterion. The relaminarizing flows have been selected since they are obviously dominated by wall proximity and low-Reynolds-number effects.

IV. CALCULATION PROCEDURE

The numerical method used is an adapted version of the implicit marching procedure of Patanker and Spalding (21). 100 cross-stream grid nodes were used to obtain grid-independent solutions and, for an accurate representation of the large gradients in the vicinity of the wall, roughly half of these were located within $y^+ <50$. At the beginning of the calculations the first grid point was normally located at $y^+ = 0.2$ and it was ensured that this value did not exceed $y^+ = 4$ in the course of the computation.

The streamwise step-size was taken as 0.25 $\theta$, where $\theta$ is the momentum thickness. In order to resolve changes in the viscous sublayer, the maximum streamwise step-size was restricted to five sublayer thicknesses, i.e. $\Delta x <25\theta/\overline{u}'$. Initial profiles for the mean velocity were usually obtained by curve-fits to the available data. A representative flat-plate distribution was used for the k-profile. The starting condition for the rate of dissipation $c$ was generated from a formula given by Hassid and Poreh (see Gibson et al., 22). In general the initial conditions exerted a minor influence on the results.

The calculations were carried out on a BURROUGHS B7700 computer. Computation times per step were of the order of 0.15 s, with little difference between the various models, as could be concluded also from Tables 1 and 2, because all involve about the same
number of arithmetic operations. This observation is at variance with those of Hoffman and Chien who reported large differences in computation times between their model and that of Jones and Launder.

V. RESULTS AND DISCUSSION

Figures 1, 2, 3 show the results of the calculations for the simplest test case, namely the flat-plate boundary layer. The model of Reynolds is not included since it did not yield consistent results due to the uncertainty mentioned earlier. In the interest of brevity, the comparisons are limited to the skin-friction coefficient, the velocity profiles in wall coordinates and the distribution of turbulent kinetic energy in the near-wall region. The skin-friction data in Figure 1 are deduced from the measurements of Wieghardt. Figure 2 includes the generally accepted semi-logarithmic law, while Figure 3 shows the data of Kreplin and Eckelmann in channel flow. Coles (23), in a review of near-wall turbulence measurements, favors the data of Kreplin and Eckelmann as more reliable among the many, rather scattered, data sets. Moreover, these represent an average of the available measurements. They are included here more as a guide than as a basis for strict comparison.

Figure 1: Measured and calculated skin friction coefficient for a flat plate boundary layer

It is obvious from the figures that there is considerable diversity among the results of the various models. Figures 1 and 2 show a strong correlation between the ability of a model to reproduce the standard law of the wall and the corresponding prediction of the wall shear stress. Thus, for example, the overshoot in the law of the wall in DU and, to lesser extents in WT and JL, results in an under-estimation of \( c_f \). The models of HP, LB, LB confirm this correlation with results in the opposite direction. The HO model gives a very small logarithmic region and rather peculiar profile shapes in the outer layer, due presumably to the use of the large diffusion coefficients. The best fit to

Figure 2: Calculated velocity profiles at different Reynolds-numbers, lines are \( u = l / \ln y + c, c = 0.418, c = 5.5 \)

Figure 3: Measured and calculated turbulent kinetic energy profiles in the near wall region
the law of the wall is achieved by CH and then \( c_f \) is predicted quite accurately. This consistency is all the more important in establishing the successful features of the models in view of the fact that \( c_f \) has been determined for each case from the slope of the velocity profile at the wall and not by recourse to the logarithmic region. Figure 3 shows that the shape of the turbulent kinetic-energy distribution is better predicted by those models which yield good agreement with respect to the wall law and \( c_f \), with the exceptions of WT and JL. The former is not surprising in view of the uncertainty concerning the relationship between \( k \) and the "mixing-energy" in the WT model. The poorer performance of the JL model, on the other hand, remains inexplicable although a possible source is the additional terms \( D \) and \( E \) in the model equations and the manner in which \( D \) is discretized. It is also apparent from Figure 3 that none of the models fit the channel data of Kreplin and Eckelmann but the results with LB, LB' and CH show fair agreement with the location and magnitude of the energy maximum. Finally, the results of LB and LB', obtained with the different \( c \) boundary conditions at the wall discussed earlier, are identical. Since the zero gradient condition at the wall (LB') is easier to apply in numerical solutions, and was found to yield \( c_f / u^* \) in good agreement with the experimental values, this boundary condition has been used in all subsequent calculations with the LB model.

The foregoing results indicate that not all of the available low-Reynolds-number models reproduce the most basic features of a flat-plate boundary layer. Only the more promising models, namely JL, CH, LB and WT, will therefore be discussed in the context of the remaining test cases.

The results for the second test case, namely an equilibrium boundary layer, are shown in Figure 4. Also included here are the calculations with the high Reynolds-number version of the \( k-c \) model in which wall-functions have been applied at \( y^+ = 50 \). It is seen that the three \( k-c \) based models (CH, JL, LB) all lead to an over-estimation of \( c_f \) by as much as 50\%. The shape parameters \( G \) (and \( H \), not shown) are correspondingly lower than the experimental values. The WT model yields the best results although the \( c_f \) is still over-predicted by about 15\%. It is interesting to note that all models predict nearly constant shape parameters beyond \( x = 0.6 \) m. Thus, a different equilibrium flow is predicted in each case.

From Figure 5 it is evident that the performance of the four models in an adverse pressure gradient boundary layer is somewhat similar to that observed in equilibrium flow insofar as the skin friction is over-estimated and the velocity profiles in wall coordinates show systematic departures from the experimental data. From the profiles it appears that the various functions introduced to account for wall proximity and low Reynolds-number effects continue to operate deep into the full turbulent (logarithmic) part of the boundary layer. The rather large differences in the wake component, on the other hand, may be attributed to an inadequacy of the length-scale determining equations in the parent high-Reynolds-number models.

The results of the calculations for the two favorable pressure gradient boundary layers are shown in Figures 6 and 7. Recall that the low-Reynolds-number model were constructed primarily to describe such flows since the accelerations lead to a reduction in the Reynolds number, thickening of the sublayer and eventual relaminarization. Figure 6 indicates again the tendency of all models to over-
with relaminarization, are reproduced quite well. The accompanying decrease and increase in the shape parameter (not shown here) are also predicted with satisfactory accuracy.

VI. CONCLUSIONS

The results presented here are, for reasons of brevity, somewhat limited with respect to the details such as the velocity-profile shapes and turbulence parameters. Nevertheless, they are sufficient to indicate clearly the relative performance of the various models that have been proposed to describe the near wall flow. It is clear that not all of the models considered here yield satisfactory results. From an examination of the results for all the test cases as a whole, it appears that the models of Chien (2) and, to some extent, Lam and Bremhorst (7) based on the $k$-$c$ model, and that of Wilcox and Traci (9), yield comparable results and perform considerably better than the others. However, even these need further refinement if they are to be used with confidence to calculate near-wall and low-Reynolds-number flows. The calculations presented thus far suggest that the performance of these models can be improved by modifications that ensure the reproduction of the law of the wall over a range of pressure gradients for which the boundary layer remains turbulent and selecting damping functions whose influence is restricted only to the sublayer and the buffer zone. The former would undoubtedly imply changes on the existing length-scale determining equation.
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ABSTRACT

We study the reorganization of a turbulent flow which becomes subcritical after a singularity (Re = 1700). We measure velocity gradient at the wall and velocity in the core; we use mainly electrochemical method.

Simultaneous measurements at different points, at the wall or in the flow, allow a spatio-temporal description of this flow: it shows the main mechanisms of degradation of turbulent energy, with their typical scales; it leads us to expect the insulation of turbulent vortices in a more and more coherent flow. A conditional analysis of velocity profiles given by a multiple anemometric probe shows the development, evolution and vanishing of these vortices during reorganization, until obtaining of a POISEUILLE flow. Comparison of the results obtained downstream enlargements with different angles shows that the mechanisms previously described are characteristic of any turbulent degradation in a pipe.

NOMENCLATURE

d - diameter of the pipe
\( e(k) \) - spectral density of energy \( (k) \)
\( E(k) \) - spectral density of energy \( (k) \)
\( f \) - frequency of fluctuations
\( g \) - intensity of electric current
\( g_{xy}(\chi, \eta, \phi) = \frac{(r, \chi, \eta, \phi)}{(r, \chi, \eta, \phi, \phi)} \)

\( \gamma \) - kinematic viscosity
\( \sigma \) - relative intensity of turbulence
\( \psi \) - azimuthal angle
\( \Delta L \) - reduced distance from singularity
\( \Delta y \) - reduced distance from the wall

INTRODUCTION

The reorganization from turbulent to laminar flow in a pipe has already been the purpose of some experimental studies, among which we refer to those of LAUFER (1), SIBULKIN (2) and LEFORT (3). In each case, the law of decrease of turbulent intensity into the flow was given.
and evolution of the spectral distribution of turbulent energy during reorganization was noted. From these works, it was possible to give the length necessary to obtain the establishment of a laminar flow and to show which parameters give a good description of the evolution toward this state. If, from an Eulerian description, these works show a continuous degradation of the turbulent energy, spectral analysis exhibits an unsteady phase of the velocity fluctuations during reorganization (4). A Lagrangian description made by using many parietal electrochemical probes and one velocity probe in such a flow (5) shows the coexistence, during reorganization, of two kinds of domains, one corresponding to a frozen flow and the other having features of turbulence. In order to develop this hypothesis, we have followed the development and history of these domains, by reading the informations given simultaneously by eleven velocity probes, distributed over a same diameter of the pipe.

EXPERIMENTAL SET UP

It was already described in a precedent paper (5); it gives in the upstream pipe (diameter: 1cm) a turbulent flow, fully developed, at a REYNOLDS number equal to 3500. This flow is incompressible (water or polarographic solution); it enters the downstream pipe (diameter: 3 cm) by a sudden or conical enlargement. In this test pipe, we study the reorganization at a REYNOLDS number equal to 1700, over 120 diameters (x=120).

After preliminary results obtained by LDA or hot film anemometry, all measurements near the wall and spatio-temporal analysis of the flow used electrochemical method. This was first employed for wall shear stress measurements by HANRATTY et al. (6) (7) (8); it was also developed in our Laboratory by LEBOUCHE (9) COGNET (10) and DELAGE (11). The intensity i of the current obtained at a flush mounted electrode during a diffusion controlled reaction allows the determination of the instantaneous value of the wall velocity gradient S. Extended to the use of double parietal electrodes and of conical probes in the core, this method gives also the direction of flow near the wall and the velocity. Figure 1 reminds the main applications. For velocity measurements, it must be noted that the current is proportional to the 1/3 power of the incident velocity (Stoke's flow around the probe induces proportionally between shear stress and velocity). We never took account of corrections due to the frequency response of the electrodes; this approximation is reasonable because the frequencies of all fluctuations are less than 50 Hz in the studied region.

GENERAL DESCRIPTION OF THE FLOW

For sections near the enlargement, the use of LDA in the core and of electrochemical probes at the wall allowed us to show the development of the recirculating zone (5). This, very unstable and tridimensional, can extend as far as x = 5, while mean position is located at x = 3.6. Downstream examination of mean velocity (u) and relative turbulent intensity (\( \sigma \)) profiles gives us an inkling of three main stages in the recor-

Fig. 1 Polarographic method: principle and applications.
ganization. A diagram of the profiles, which magnifies their features, is presented on figure 2-a:

- downstream the expansion cone where direct flow cohabits with recirculating one, as far as \( X = 20 \), the profiles show the main characteristics of a turbulent flow.

- on the other hand, for distances greater than 75 diameters from the enlargement, we observe a progressive reorganization which leads to the well known parabolic profile. The turbulent level is then lower than 1% in the core.

- in the middle, the evolution of relative turbulent intensity profiles show a considerable energetic reorganization. The aspect of the mean velocity profiles is more complex and exhibits inflexion points. Analysis of velocity histograms leads us to consider that, in this zone, exists an intermittency between two types of flows, not established but well distinct.

Spectral analysis of the velocity fluctuations is summarized on figure 2-b. It is presented in nondimensional space. This analysis confirms the distinction of the three stages previously cited:

- in the first stage, all the spectra obtained in a same section show a good agreement with the empirical formulations recommended for description of turbulent flows. They recall production of turbulent energy by breaking and degradation by diffusion in the core and viscous dissipation near the wall.

- in the middle stage, this agreement is much less obvious: the frequency distribution on the axis of the pipe, similar to the previous one, is quite different from the frequency distribution near the wall. If we note that viscous dissipation exists in the whole section, we remark also that the spectra show, over one decade, the slope -2 which characterizes unstable phenomena.

- far downstream, this distribution becomes again unvarying in the section, but takes the appearance of a square function, which we must explain by missing of production of turbulent energy.

Statistical analysis of the fluctuations of wall velocity gradient summarizes quite well the features of this reorganization. The exponential decreasing of \( \sigma' \), up to \( X = 75 \), is in good agreement with the law of energetic decreasing already known near the wall. Nevertheless, the evolution of skewness and flatness factors shows the alteration of the features of the wall velocity fluctuations, between \( X = 50 \) and \( X = 60 \). The spectra of these fluctuations (see figure 3) remind, up to \( X = 20 \), the one of turbulence which is continuous. For \( X = 50 \), they send back the unstable character of the flow; downstream, they show a downstep function marked by a preferential frequency band. This last cannot be imputed to a periodic pulsation of the flow; it has probably his origine in the aleatory passage of structures with determined length, which will be shown only by a spatio-temporal analysis.

Fig. 2 General characteristics of the flow:

a- Scheme of mean velocity and of relative turbulent intensity profiles.

b- Spectral analysis of axial velocity fluctuations.

The arrangement of the electrochemical probes allows the determination of intercorrelation functions in time, which connect the events ob-
HMexhibit a change in the character of the parietal flow. Rapidly (near $X = 50$), a propagation mode of the disturbances with a very high velocity takes the place of the eddy convection (figure 4). This is characteristic of the setting up of a frozen flow. In the core, this second mode appears later and we observe this mode and the eddy convection simultaneously. The respective evolutions of the maxima of the functions $J_{us}$ show that fields containing frozen flow spread out to the detriment of turbulent fields (figure 5). Eddy convection is more and more confined to the axis of the pipe and its velocity approximate velocity on the axis (figure 4). During this transition, we attend the stabilization of the integral length scales and the disappearing of the radial diffusion.

Within the last stage of the reorganization, the frozen flow get settled in the whole annular zone. Eddy convection is still disclosed near the axis but its character is much less marked than this of the frozen flow. In this stage, the determination of the length or time scales leads to unsharp results by the fact that these scales lose their meaning in such a flow.

Spectral analysis observed at the wall on two points of a given generating line $(y_{p1})$ or those observed on two points of the wall in a same section $(y_{p2})$, or those observed on two points of the same diameter in the core $(y_{p3})$, or on the wall and in the core $(y_{us})$. The determination of the best incremental lags and of the corresponding correlation coefficients, as functions of the distance between two probes, allows the calculation of the velocities of the perturbations and a valuation of their zone of influence.

Thus, within the first stage of the reorganization $(X < 25)$, we can show that the velocity of axial propagation of the disturbances is almost constant in the whole section and is observed from the wall itself; it corresponds to an eddy convection of which group velocity is equal to $0.9$ time the mean velocity. The evolution with $y^*$ of the best incremental lag of the functions $J_{us}$ and $J_{up}$ can be interpreted as a radial convective diffusion. Oriented from the core toward the wall, it is disclosed only in this stage of the reorganization and its velocity is equal to $0.1$ time the mean velocity.

Within the middle stage, $(25 < X < 75)$, the measurements of axial velocity of propagation exhibit a change in the character of the parietal flow. Rapidly (near $X = 50$), a propagation mode of the disturbances with a very high velocity takes the place of the eddy convection (figure 4). This is characteristic of the setting up of a frozen flow. In the core, this second mode appears later and we observe this mode and the eddy convection simultaneously. The respective evolutions of the maxima of the functions $J_{us}$ show that fields containing frozen flow spread out to the detriment of turbulent fields (figure 5). Eddy convection is more and more confined to the axis of the pipe and its velocity approximate velocity on the axis (figure 4). During this transition, we attend the stabilization of the integral length scales and the disappearing of the radial diffusion.
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The compiling of the coefficients $J_{us}$ measured without lag for different values of $y^*$ gives space correlation functions along some diameter of the pipe. This study allows the determination of the transversal length scales of the perturbations; it also reveals the general organizing of the flow. The result of this description seems to be that, in the middle stage, particularly between $X = 40$ and $X = 70$, the registered disturbances inside the flow, at $y^* = 1/3$, are such than they obliges the surrounding flow to organize itself around them. At these distances, the axial scales are large and the frequencies of the fluctuations quite low. Then, we can think that, in this region, the flow is disturbed by long unsymmetrical structures of which effect must be observable on the velocity profiles.
The eleven probes velocimeter, with its original conditioning, gives an offline restitution of the evolution with time of the instantaneous velocity profiles, for a given diameter. Downstream the sudden enlargement, the visualization of these profiles confirms that they exhibit unsymmetrical deformations, more or less durable and of variable significance, according to the observation abcissa. Besides, we noticed that they lead to admit, for the mean velocity, slow fluctuations of which amplitude is changing with the abcissa (fig. 7-d). This result is not consistent with the law of continuity and we are then obliged to consider that the disturbances are generated by the travelling of structures with variable sizes and of which observation from a diameter of the pipe is incomplete.

For determine their arrangement, we have normalized each profile by his mean velocity and, after difference with the mean profile, we have divided the results in four classes (fig. 6):
- two classes S+ and S- which correspond to asymmetrical profiles
- the class L exhibits over-velocity near the axis
- the class T exhibits over-velocities near the wall.

Then, we have essentially studied the probability of occurrence and duration of life of the S classes upstream X = 20; the turbulent level of the flow does not allow any reading of this conditional analysis.

Downstream this abcissa, the increasing probability of occurrence of asymmetrical flow (fig. 7-a) corresponds to the transversal spreading of the whirling structures. Simultaneously, we note (figure 7-b) a very important increasing of the mean duration of these periods; this is the result of a lengthening of the structures, which can be explained only by their coalescence. Beyond 70 diameters, the opposite phenomena must, in return, reflect the breaking of the structures, which is probably due to a too weak energetic level. Indeed, when we study the evolution of the asymmetry of flow observed in the wake of area which show overvelocity, we notice (fig. 7-c) the decreasing of this quantity during the last stage of the reorganization. Then, we may think that the axial and orthoradial spreading of the structures occurs with some degradation of their properties and that they disappear inside the reorganized frozen flow. In order to know if these structures are typical of such kind of singularity and have for example their beginning in the recirculating zone, or if they are inherent in every turbulent-laminar transition, we have made the same measurements downstream enlargements with various angles. As Sibulkin's experiments foreshadowed it, the results of our mean measurements have shown, downstream X = 20, a great similarity as much for the evolution of the velocity profiles as for those of relative turbulent intensity. In the same way, the results given by conditional analysis of the instantaneous velocity profiles (presented figure 7) shows the great similarity of behaviour of the flow downstream the different enlargements. Nevertheless, it seems that the structures observed downstream...
the progressive (4 degrees; enlargement are slightly less developed and consequently less energetic than in the other cases. The greatest difference noted at the end of this analysis appears when we measure the fluctuations of instantaneous velocity (fig. 7-d). But this difference must not be attributed to the reorganization itself; indeed, having observed the similarity of the evolution laws of the r.m.s. values of these fluctuations, we have notice that this one is still a function of the enlargement shape for the great value of X. At these sections, it must be attributed to a weak pulsation inside the flow loop, which is a consequence of the interaction between the direct flow and the return flow. For a given flow rate, the amplitude of this pulsation must then depend on the loss of pressure through the whole loop and particularly across the singularity.

CONCLUSION

Downstream the zone where the flow is directly under the influence of the recirculation or of the enlargement cone, we must consider three stages in the turbulent-laminar reorganization which is presented here.

- Within the first stage, for \( X<25 \), if we notice an important degradation of turbulent energy, of production, diffusion and dissipation are present here and the fluctuating fields seems to satisfy the pattern of turbulence. Nevertheless, the dissipation near the wall is so considerable that at the end of this stage, the mean wall velocity gradient reach a value close to the theoretical one obtained for laminar flow.

- In a second stage, for \( 25<X<75 \), we notice the development, from the wall, of laminar areas which repulse and confine near the axis the pre-existing turbulence. Without any production, we observe a coalescence of the structures. Consequently, we observe the forming of stretched cells, of which passage through a given section marks the neighbouring flow.

- In the last stage of the reorganization, these structures have not enough energy to play a dynamic part in the flow. They break and disappear inside the reorganized frozen flow, which we may consider as laminar.

The whole results established lead us to think that these phenomena are characteristic of all turbulent-laminar transition downstream an enlargement in a pipe and that the shape of the singularity is determinant only for the value of the loss of pressure over a distance of about 20 diameters.
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A PHYSICAL INTERPRETATION OF THE SPECTRA OF WALL TURBULENCE
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ABSTRACT

Turbulence spectra, which has all the correct properties for wall turbulence, can be generated by the use of eddy signatures derived from potential flow vortices which have characteristic directions. The distribution of energy among the scales follows directly from the scaling laws needed to give the logarithmic mean velocity profile and constant Reynolds shear stress. The use of local isotropy and energy cascades do not appear to be relevant.

INTRODUCTION

Recent work at the University of Melbourne on turbulent spots has shown that a spot consists of a forest of "A" shaped vortices which are leaning in the downstream direction (see Perry, Lir and Teh (1)). This picture of wall turbulence is consistent with the smoke tunnel experiments of Bandyopadhyay and Head (2) and Head and Bandyopadhyay (3) who took laser beam cross-sections of eddies in a fully developed turbulent boundary layer. Perry and Chong (4) (see also Perry, Lir, Chong and Teh (5)) have shown that a physical model of wall turbulence can be constructed from this idea. It is assumed that vorticity and heat are carried away from the surface by "A" shaped vortices which are being strained in a special way by their own mutual induction together with their images in the wall. This hypothesis has received encouraging support by Perry and Chong (4) who applied the Biot-Savart law to isolated "A" vortices.

This model is similar to Townsend's (6) attached eddy hypothesis. However, in the Perry and Chong model, eddies are stretched into elongated vortex pairs which cause them to "die" by vortex cancellation and so the resulting debris and fluid surrounding the more active "A" vortices is assumed to be irrotational. According to the smoke observations of Head and Bandyopadhyay (3), groups of vortices have a "granular appearance" with a characteristic direction and lean approximately at 45° in the downstream direction. Thus velocity signatures in wall turbulence can be generated by a forest of potential flow vortices.

Perry and Chong have shown that in order to obtain a logarithmic profile in mean velocity which extends to large $z_1 = zU_f/\nu$ for $\Delta \nu U_f/\nu = \infty$ (where $z$ is the distance normal to the wall, $U_f$ is the friction velocity, $\nu$ is the kinematic velocity and $\Delta \nu$ is the boundary layer thickness) it is necessary to have hierarchies of geometrically similar eddies with scales which are distributed in a geometrical progression and that a constant characteristic velocity scale for each hierarchy is needed to obtain a constant Reynolds shear stress through the logarithmic region. Figure 1 shows a discrete system of hierarchy scales, and it is conjectured that the smallest eddies in the first hierarchy scale according to the Kline (7) scaling on a smooth surface. Townsend (6) used a continuous inverse power law p.d.f. for the distribution of scales which is the continuous analog of the discrete geometrical progression. For simplicity, the authors are using the discrete distribution, where the scales are taken to go in "quantum" jumps with a factor of 2. This is consistent with the spread in hierarchy scales resulting from a vortex pairing process. However, this approach is not essential and other plausible mechanisms result in the continuous distribution of scales used by Townsend which leads to the same general conclusions. In the Perry and Chong model eddies in a given hierarchy are not geometrically similar since they are undergoing stretching. However, it is assumed that the hierarchies are geometrically similar and that the "representative" A vortex can be used for each hierarchy for the purposes of deriving spectra.
Fourier transforms and the power spectral density of signals produced by turbulence are very difficult to interpret or understand. Nevertheless, they are easy to measure and give an indication of how the energy is distributed among the scales. This work was motivated by the idea that modelling of wall turbulence should be consistent with measured spectra and should be linked to the broad-band and mean flow results.

Unlike models of the past, local isotropy is no longer operative and a new explanation or argument must be devised for the success of the -5/3 law.

At high frequencies or wave numbers, the power spectrum is influenced mainly by the shape of the eddy signatures while at lower wave numbers or frequencies, the spectrum is influenced more by how the energy is distributed among the scales. The detailed shape of the signatures become unimportant at these lower wave numbers. One very useful rule (Bracewell (6)) for the high frequency end of the spectrum is that if \( n \) is the number of times one has to differentiate a signal to convert it to a delta function, then the smoothed power spectral density \( P(k) \) will asymptote to a law, \( P(k) = k^{-2n} \). Here \( k \) is the wave number or frequency. It has been felt by many workers (eg. see Townsend (6)) that the finest scale motions of turbulence are generated by vortex sheets passing the hot wire probe and these dissipate the energy of turbulence. From the flow visualization work of Head and Bandyopadhyay (1) and Perry, Lim and Teh (1) these vortex sheets are wound up into rods. The rods could be thought to consist of a "scroll" of vortex sheet material. As such rods are cut through by a sensing probe, the high-pass filtered signal will be of a saw-tooth form provided the vortex sheets are devised for the substance of the -5/3 law. By using the Bracewell rule, one should give \( P(k) = k^{-2/3} \). This scroll could be something like a Kader spiral (eg. see Fullin Phillips (9)) and one would intuitively feel that since the signature of this is one scale removed from the scale of the sheet itself, then this should be responsible for the -5/3 law. With viscous diffusion the sheet will not be perfectly sharp and at very high wave numbers, the waveform would appear to have the properties of a triangular wave. Using the Bracewell rule, this leads to \( P(k) = k^{-1/3} \). It can be seen that the -5/3 law simply does not fit into this scheme. Out of curiosity, the authors devised a wave form with a -5/3 law spectrum to see what it might look like. Using the Bracewell rule, together with the concept of "fractional differentiation", a wave with a 1/6th power-law cusps would give the required result. This needs to be differentiated 5/6th times to give \( n = 5/6 \) and hence the -5/3 law. This was also checked numerically using a fast Fourier transform computer program. It seems unlikely that the -5/3 law comes from such eddy signatures. Rather, if it exists, it seems more likely to be related to the distribution of scales of signatures.

The authors found that a far more fruitful approach to the question was to ignore the details of the rods altogether, or at least assume that the vorticity is smeared out to give a region of solid body rotation within the rod. It is found that all of the salient properties of the spectrum can be generated from the signatures and distribution of the signatures existing in the irrotational fluid surrounding the vortex rods.
may have to be smoothed. Figure 4. The averaged or smoothed power spectral density is then this is not of significance and that the law where the equally likely, it can be shown that the ensemble preted as a -5/3 law. However, the authors feel that of all "cuts" in the interval 0
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each will decrease as we approach the wall and the smallest value will be proportional to the thee scales. equation (4) infers. The ratio y_1/y_0 will be universal and is associated with the geometry of the representative eddy of a given hierarchy. A continuous distribution of scales would give such the same result but an exponential integral is involved.

Figure 4 shows equation (8) for different hierarchies with Y_1 = Y_0, i.e. it is assumed that the rod diameter to leg spacing of is of this order. It can be seen that as the wave number is decreased, the spectrum goes from an "exponential-like" law to a -1 power law with a short section which could be interpreted as a -5/3 law. However, the authors feel that this is not of significance and that the law where the various hierarchies "peel-off" is the -1 power law. The scale y_0, determines the low wave-number cut-off or "levelling-out" and y_1 determines the high wave-number "cut-off". The spectral results of Perry and Abell (10) taken in the wall region of a pipe are shown in figure 4. The existence of a -1 power law is obvious. This law was deduced by Perry and Abell by a "region of overlap" argument based on dimensional analysis. The departure from the -1 power law occurs at approximately k_1z = 1 in the experiments and at k_1y_0 = 10^-1 according to equation (8). This implies that at level z, the smallest "representative eddy" of significance has y_1 > O(z). This is of the right order.

It is very instructive to look at spectra from the wall. Here, the number N_0 of observed hierarchies falls off considerably and the spectra should follow the pattern given in figure 4. Figure 5(a) shows some results of Abell and Perry (11) for a smooth pipe. Again, the similarity with the computed results given in figure 3 is very encouraging. As
1. Equation (8) for various number of observed hierarchies. Log $\Phi(k_1y_0)$ versus log $(k_1y_0)$, $y_1/y_0 = 10$.  

2. Fig. 4. Smooth-wall longitudinal spectra for the wall similarity range $z > 100$ and $z/R < 0.1$. Reynolds number range $= 80 \times 10^3$ to $260 \times 10^3$, symbols as for figure 11 of Perry and Abell (12). $k_1$ is the pipe radius. 

Here $\int \phi(k_1z) \, dk_1z = \frac{u_1^2}{k_1z}$.

A matter of interest, figure 5(b) shows some rough wall results taken outside the wall similarity region. The results show a similar behaviour. We would expect the smallest hierarchy scale $y_0$ or $y_1$ at the wall to scale with $k_1$, the roughness scale. Unfortunately, no measurements exist for the wall similarity region for this case.

The model is of course simplified. Spectral information concerned with the vortex shape and the vortex stretching process is missing. However, the authors contend that the inclusion of this information will not alter the general behaviour and will simply be hidden or "buried" in the $-1$ law region or else will be removed by smoothing.

3. Measured spectrum function $\frac{\phi(k_1z)}{u_1^2}$ in a pipe for regions beyond the wall similarity zone. (a) Smooth pipe. (b) Rough pipe.

Here $\int \phi(k_1z) \, dk_1z = \frac{u_1^2}{k_1z}$.

$\left[ u_1^2 \right]$ is the broad-band turbulent intensity distribution.
The scalings of the Perry and Abell (10) results given in figure 5 suggest that for the wall region but beyond the buffer zone,

$$\frac{\phi(k_1 z)}{k_1^2} = f(k_1 z)$$  \hspace{1cm} (9)

and this appears valid right up to high wave-numbers. This is reasonable since at a given $z$, the smallest eddy of significance observed will scale approximately with $z$ since, if it is smaller, it will not be seen and if it is larger, it will not be the smallest eddy.

In the energy containing region

$$\frac{\phi(k_1 z)}{k_1^2} = \frac{A}{k_1^2}$$  \hspace{1cm} (10)

where $A$ is a universal constant. Equations (9) and (10) lead to the Townsend result for the broad-band turbulence intensity distribution thus:

$$\frac{1}{z^2} = \frac{A z^2}{g}$$  \hspace{1cm} (11)

Although Perry and Abell (10) also incorporated the $-5/3$ law in their scaling scheme by a further "region of overlap" argument, it would appear that this law is a "red herring", at least in wall turbulence. However, the existence of the law is very obvious in other types of turbulence. If we return to equation (8) and redistribute the energy among the hierarchies such that

$$\frac{\phi(k_1 z)}{k_1^2} = \sum_{n=1}^{\infty} \frac{2^{n-1}}{k_1^2} \left\{ e^{-2k_1 z} \right\}^{(n-1)}$$

then one obtains a family of spectra for different $k_0$ as shown in figure 6. All low wave number "peel-off" occur from a $-5/3$ line. Figure 7(a) shows a turbulent jet. The eddy structure in this jet is quite similar to a characteristic direction, but the resulting spectra given in figure 7(b) shows an extensive $-5/3$ law without any evidence of a $-1$ law. Thus, it would appear that there are different sorts of turbulence and the $-5/3$ law results from a different distribution of energy from that found in wall turbulence. This probably is related to the fact that in wall turbulence, new vorticity is continually being generated at the wall, whereas in a jet no further vorticity is generated beyond the jet outlet. The physical reason for the $-5/3$ law distribution need to be pursued.
CONCLUSION

By modelling the turbulent boundary layer as a forest of A-shaped vortices and without the use of local isotropy, the spectrum of wall turbulence can be derived from the signatures and distribution of the signatures in the irrotational fluid surrounding the legs of the vortices. A comparison of the generated spectra with experimental spectra is encouraging. The results show that for wall turbulence, the law where the various hierarchies "peel-off" is the -1 power law and an "exponential like" law is obtained in the so-called dissipation region. By redistributing the energy among the hierarchy scales, the -5/3 power law replaces the -1 law and this has been observed in jets.
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ABSTRACT

A computational method for the prediction of confluent boundary layer flow is presented, as it may exist on the upper surface of slotted multielement airfoils operating at low speeds. The method is based on the two-dimensional incompressible form of the turbulent boundary layer equations, and the two-equation turbulence model of Jones and Launder, modified to account for the effect of curved airfoil surfaces. A Crank-Nicholson-type finite difference solution is employed together with law of the wall boundary conditions. This paper emphasizes those aspects of the computational method and turbulence model which are important in engineering applications: the proper choice of initial values, the validity of the law of the wall boundary conditions; and the limitation of the streamwise step size due to the turbulence model.

Test-theory comparisons for streamwise velocities, turbulent shear stress, and turbulent kinetic energy of confluent boundary layers are also included.

NOMENCLATURE

C, C, C, C, law of the wall constant
c, c, c, c, empirical coefficients of turbulence model
N number of grid points normal to surface
O, P, Q, R coefficients of algebraic equations
P time average of static pressure
R radius of surface curvature
ReAx step size Reynolds number
S nearest stretch factor
U, V streamwise and normal components of mean velocity
u1 friction velocity
\( \tau' \) Reynolds shear stress
x, y streamwise and normal coordinates
Ax step size in streamwise direction

Greek Symbols

\( \delta \) boundary layer thickness
\( \delta^* \) displacement thickness
\( \eta = y^* \) dissipation of turbulent kinetic energy
\( \kappa \) law of the wall constant
\( \nu \) kinematic viscosity of air
\( \nu_t \) eddy viscosity
g density
\( \sigma, \sigma_t \) empirical coefficients of turbulence model
\( \tau \) turbulent shear stress
\( \sigma \) general dependent variable

Superscript and Subscripts

( ) variable at midpoint of step Ax
( ) outer edge of boundary layer
p potential flow velocity
s value at surface

INTRODUCTION

Confluent boundary layers form when turbulent wakes merge with adjacent turbulent boundary layers. Such turbulent wall shear layers may exist on the upper surface of slotted multielement airfoils.

Figure 1 shows an example of this type of shear layer on an airfoil consisting of a wing section with a slotted leading edge flap and a double-slotted trailing edge flap. Profiles of streamwise velocity and Reynolds stresses of confluent boundary layers are very complex.

The occurrence of confluent boundary layers depends on the number of airfoil elements, their shapes and relative positions, and on flight condition. Angle of attack and the gap between adjacent airfoil elements are the main parameters determining their formation.

Figure 2 illustrates how the lift of a slotted two-element airfoil changes with the size of the gap between the wing section and the flap (ref. 1). In this figure, the airfoil lift is compared with the lift that the same airfoil would generate in a hypothetical potential flow field. The
viscous lift loss is defined as the difference between the potential flow lift and the true airfoil lift. At a constant angle of attack well below stall, airfoil lift varies nonlinearly with gap size. The optimum gap size corresponds to a flow situation where the wake of the wing section is divided from the boundary layer on the upper flap surface by a region of inviscid flow, and merging of the two layers begins in the vicinity of the flap trailing edge. At smaller gaps, a confluent boundary layer forms further upstream causing significant viscous lift losses. At larger than optimum gaps, lift again decreases, but at a rate predicted by potential flow theory, the associated viscous lift losses being due to ordinary boundary layers.

The method described in this paper was designed to predict, with the same degree of computational efficiency and accuracy, both the confluent boundary layer of a two-element airfoil and more complex flow situations resulting from a larger number of merging shear layers. This requirement excluded the use of algebraic turbulence modeling and integral solutions. Instead, a high degree of flexibility was achieved by the choice of a two-equation turbulence model in conjunction with a finite difference solution.

Several other confluent boundary layer methods are available for applications to multielement high-lift airfoils (refs. 2 and 3).

COMPUTATIONAL METHOD

Mean Flow Equations

The equations are chosen on the basis of the following assumptions:

a) The mean flow is twodimensional and incompressible.

b) Boundary layer approximations apply.

c) The radius of surface curvature R is of the order of the airfoil chord length.

d) The boundary layer thickness δ is small by comparison with the local value of R.

Hence, the equations governing the mean flow read:

\[ \frac{\partial U}{\partial x} + \frac{\partial V}{\partial y} = 0 \]  

\[ \frac{V}{\partial x} - U \frac{\partial V}{\partial y} = -\frac{\partial p}{\partial x} + \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) + O \left( \frac{\delta}{R} \right) \]  

\[ \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) = \frac{U}{R} + O \left( \frac{\delta}{R} \right) \]

Here, the x, y-coordinates are measured in the streamwise direction and normal to the surface. The symbols U, V, p, and q denote mean values of streamwise and normal velocity components, pressure, and density of air, respectively. The equations are written in a form anticipating application of the high Reynolds number version of the k, ε-model of turbulence to provide the eddy viscosity \( \nu_t \) and the turbulent kinetic energy \( k \).

The mean flow equations are simplified by noting that the x-momentum equation (2) does not contain explicit surface curvature terms and, consequently, uncouples from the y-momentum equation (3). The latter equation, therefore, can be solved separately (ref. 4) to obtain the pressure gradient in streamwise direction as a function of the potential flow velocity \( U_0 \) at the outer edge of the boundary layer.

\[ \frac{\partial}{\partial y} \left( \frac{\partial U}{\partial y} \right) = U_0 \frac{\partial^2 U}{\partial x^2} + O \left( \frac{\delta}{R} \right) \]

In deriving this equation from the y-momentum equation, turbulent kinetic energy terms have been neglected, consistent with the order of the neglected terms of the x-momentum equation. Equation (4) is also the correct limiting form of the x-momentum equation at the outer edge of the boundary layer.

Turbulence Model

The k, ε-model of turbulence (refs. 5, 6, 7), modified to account for moderately curved convex surfaces, is employed to compute the eddy viscosity \( \nu_t \). For curved surfaces, \( \nu_t \) is defined by the following equation for the turbulent shear stress \( \tau_r \):

\[ \frac{\tau_r}{\rho} = \nu_t \frac{\partial U}{\partial y} \left( 1 + \frac{U}{R} \right) \]

In the k, ε-model, \( \nu_t \) is obtained from:

\[ \nu_t = \left( \frac{k}{\mu} \right) \epsilon \]

where the turbulent kinetic energy \( k \) and its dissipation \( \epsilon \), in turn, are computed from the following conservation equations, written in boundary layer form:

\[ U \frac{\partial k}{\partial x} + V \frac{\partial k}{\partial y} = \frac{\partial}{\partial y} \left( \frac{\partial k}{\partial y} \right) + \frac{2}{3} \frac{\partial \left( \frac{U^2}{R} \right)}{\partial y} - \frac{1}{2} \frac{\partial \left( \frac{V^2}{R} \right)}{\partial y} + \frac{\partial p}{\partial y} + \frac{1}{2} \frac{\partial \left( \frac{U V}{R} \right)}{\partial y} \]

\[ U \frac{\partial \epsilon}{\partial x} + V \frac{\partial \epsilon}{\partial y} = \frac{\partial}{\partial y} \left( \frac{\partial \epsilon}{\partial y} \right) + \frac{2}{3} \frac{\partial \left( \frac{U^2}{R} \right)}{\partial y} - \frac{1}{2} \frac{\partial \left( \frac{V^2}{R} \right)}{\partial y} - \frac{1}{2} \frac{\partial \left( \frac{U V}{R} \right)}{\partial y} - \frac{\partial p}{\partial y} + \frac{k}{\epsilon} \frac{\partial \left( \frac{U^2}{R} \right)}{\partial y} \]

These equations predict the effect of surface curvature in two ways. First, by formal surface curvature terms in their production and destruction terms which, as well is known (refs. 4, 6), will only account for a small part of the total curvature effect. Second, by an empirical correction of the production term of the dissipation equation (8). The coefficient \( C_i \) of the basic form of the k, ε-model is redefined to be a linear function of the term \( k \partial U/R \).

\[ C_i \left( 1 + \frac{U}{R} \right) \]

\( C_a \) is an empirical coefficient whose value is given below for convex curvature. There is no theoretical justification for this particular empirical correction, but the term \( (k \partial U/R) \) is the simplest possible nondimensional group that can be formed with the main variables. The reader should note that for positive values of \( C_a \), the above empirical correction will increase the dissipation on convex surfaces where R is defined to be positive. This, in turn, will decrease turbulent kinetic energy and shear in agreement with the physics of curved turbulent shear flows (ref. 4).

The six empirical coefficients of the turbulence model are:

\[ C_a = 0.09 \]

\( \alpha = 1.1 \quad C_1 = 1.44 \quad C_2 = 1.92 \quad C_3 = 1.25 \)

The described high Reynolds number form of the k, ε-model is not valid in the viscous sublayer and, therefore, can only be used with a wall function method such as the one discussed below.

Wall Function Method

A wall function method, in which the law of the wall boundary conditions are applied outside the viscous sublayer, is utilized to ensure the computational efficiency of the prediction method. A finite difference solution of the flow in the sublayer, where flow variables change rapidly in direction normal to the surface, would require additional computational grid points and would, therefore, increase computer time and storage.

A two-point technique, illustrated in figure 3, is used to patch the logarithmic profile of the streamwise velocity to the outer part of the boundary layer. The velocity profile is assumed to be logarithmic at the two computational grid points closest to the surface. Neglecting the effect of surface curvature on the law of the wall, the boundary conditions at grid point 1 can be stated as:

\[ U_1 = U_0 \left( \frac{y_1}{y_1} \right) \]

\[ \frac{k_1}{C_i} = \frac{a_1}{a_3} \]

\[ \frac{\sigma_1}{a_3} = C_3 \]
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The $y$-derivatives of $\phi$ at any surface station are expressed by central differences as follows:

$$\frac{\partial \phi}{\partial y} = \frac{\phi_{j+1} - \phi_{j-1}}{2h_y}$$  (16)

$$\frac{\partial \phi}{\partial y} = \frac{\phi_{j+1} - \phi_{j-1}}{2h_y} = \frac{\phi_{j+1} - \phi_{j-1}}{2h_y}$$  (17)

Assuming that all variables are known at the previous station $x_{i-1}$, their values at the new station, $x_i = x_{i-1} + \Delta x$, are computed by solving the algebraic equations which result from the outlined finite difference approximations. The $x$-momentum equation and the $k$-equations have the general form

$$\frac{\partial \phi_{i,j}}{\partial x} + \frac{\partial \phi_{i,j}}{\partial y} = R_{i,j}$$  (18)

where $\partial \phi_{i,j}$ stands for any of the unknown variables $U_i$, $k_i$, $\epsilon_i$. These equations are nonlinear since the coefficients $O$, $F$, $Q$, $R$ are functions of the unknowns and, hence, are solved iteratively at each surface station.

Initial Values

The solution method requires initial values of all boundary layer variables at the upstream surface station (subsection 1). Two options are provided, one requiring a complete set of boundary layer profiles consisting of streamwise velocity $U_i(y)$, kinematic Reynolds shear stress $\overline{u'v'}(y)$, and turbulent kinetic energy $k_i(y)$. In this case, an initial profile of the dissipation $\epsilon_i(y)$ is computed from the input values combining equations (5) and (6) with $\tau_{xy} = -\delta U_x$.

Since in many cases, turbulence data are not available to start the computation, a second option is provided in which only the streamwise velocity profile $U_i(y)$ is required. Profiles $k_i(y)$ and $\epsilon_i(y)$ are generated by solving the $k$-equations (7) and (8) assuming that $U_i$, $k_i$, $\epsilon_i$ are functions of the independent variable $y$ only, i.e., similar profiles are assumed.

NUMERICAL PROPERTIES

Surface Curvature

The described modification of the $k$-$\epsilon$ turbulence model for the effect of surface curvature differs from other methods such as the one of Launder et al. (ref. 6). For this reason, the results of the test-theory comparison used to calibrate the method are discussed. The empirical curvature coefficient $C_k$ has been determined on the basis of the experimental data of So and Mellor (ref. 10) for a turbulent boundary layer developing on a convex surface. This test case is well suited for such a calibration since the boundary layer thickness is about 10 percent of the local radius of surface curvature, a ratio which is representative of many confluent boundary layers. Furthermore, streamwise pressure gradients are absent so that the calibration could be performed by concentrating solely on curvature effects.

Results of this calibration are shown in figure 4. They were obtained by starting the theoretical predictions about 13 boundary layer thicknesses upstream of the station for which the test-theory comparison is given. Only experimental streamwise velocities were used at this initial station, whereas profiles of turbulence data were generated assuming similar profiles for $U_i$, $k_i$, $\epsilon_i$. The value $C_k = 1.25$ gave the best match of theory with experiment, accurately predicting the greatly reduced turbulent activity in the outer half of the boundary layer. For comparison, the theoretical results predicted with normal surface curvature terms, but without any additional empirical correction ($C_k = 0$), are included. The need for such an empirical correction is apparent.

Initial Values

The confluent boundary layer experiment of Pot (refs. 11, 12), illustrated in figure 5, served to study the effect of the two described op-
tions for initial values on the solution accuracy. The experimental data include detailed measurements of streamwise velocity and profiles of Reynolds stresses of a single turbulent wake merging with a single boundary layer in zero pressure gradient. The wake and boundary layer were generated by two parallel flat plates, sufficiently removed from each other to allow a region of potential flow to exist between them initially.

The theoretical predictions were started at the end of this embedded potential core ($x = 522$ mm) with different initial values (figure 6). In one case, all required initial boundary layer profiles were taken from the experiment. In the other case, only the measured streamwise velocity profile was used, and initial values for turbulence data were calculated assuming similar profiles. The two starting techniques produced virtually identical velocity profiles at subsequent surface stations which are in excellent agreement with the experiment. Turbulent shear stress and turbulent kinetic energy profiles, computed by the two starting techniques, are considerably different at upstream surface stations but match very well downstream. Only fair agreement with experimental data of turbulent quantities could be achieved, which is of little concern in aerodynamic applications as long as velocity profiles or equivalently boundary layer integral parameters and skin friction are accurately predicted.

\[ \frac{U}{U_p} \]  
\[ \frac{y}{\delta} \]

\[ \frac{k}{U_p} \]  
\[ \frac{y}{\delta} \]

Figure 4. Effect of Curvature Coefficient $C_R$ on Boundary Layer of Convex Surface

\[ \Delta \leq \frac{2}{3} \frac{U}{\delta} \frac{\kappa}{\eta} \]  
\[ \frac{y}{\delta} \]

where all variables are written at the midpoint of the step. The $\kappa$-equation gives a similar but less restrictive formula.

In order to prove the validity of equation (20), a profile of the step size Reynolds number $Re_{Ax} = (U-Ax)/\nu$ was plotted at the initial station of a flat plate boundary layer calculation (figure 7). This profile shows rapid changes caused by an initial velocity profile that was not smoothed. The maximum allowable step size is given by the absolute minimum of $Re_{Ax}$ which occurs very close to the surface. This theoretical value of $\Delta_{max}$ is 8/6 which very closely agrees with the step size limitation of 8/6 found by numerical experimentation. The result confirms numerically that the streamwise step size of the computational method is limited by the use of the conservation equations for $k$ and $\epsilon$. For two-dimensional boundary layer computations, this step size limitation does not inhibit the economy of the calculation, since converged solutions at each surface station can be obtained in a few iteration cycles.

**Embedded Potential Core**

For some multielement airfoil configurations and flight conditions, regions of inviscid flow separate neighboring wakes and boundary layers. The length of such a region, termed potential core, must be accurately predicted since merging of the shear layers and associated...
significant changes in airfoil performance begin with the disappearance of this potential core. The $k$, $\varepsilon$-model of turbulence is well suited for such a prediction since the type of flow region, either boundary layer, wake, or potential flow, need not be specified a priori and can be predicted with one and the same computational method. Accurate mean flow predictions of shear layers with an embedded potential core are shown in figure 8, using the data of Pot (ref. 12) upstream of the previously discussed test-theory comparison based on the same experiment. Corresponding turbulence data are also compared in this figure. In order to perform reliable calculations in flow regions with a very low level of turbulence, care must be taken to eliminate numerical noise from the values of the dissipation $\varepsilon$. The latter variable is the denominator in equation (6) for the eddy viscosity $\nu_\varepsilon$, so that in flow regions with little dissipation very small errors in $\varepsilon$ can lead to large errors of $\nu_\varepsilon$. For this reason, the present prediction method utilizes only those values of $\varepsilon$ which are at least one order of magnitude larger than the corresponding values of turbulent kinetic energy $k$.

**Adverse Pressure Gradient**

The main assumption of the described two-point wall function method concerns the existence of a logarithmic velocity profile at the two grid points closest to the surface. This requirement is difficult to satisfy for boundary layers in adverse pressure gradients, since the relative width of the logarithmic layer is greatly reduced when separation is approached. To illustrate this problem, figure 9 gives an example of the size of the logarithmic layer in the computational $x$, $y$-domain based on the data of Schubsuer and Spangenberg (ref. 14)
1.5.5 - $R_{\infty}U^*_{\infty}$ from Eqs. (20)

**Figure 7.** Limitation of Streamwise Step Size at Initial Station of Flat Plate Boundary Layer ($R_{\infty} = 0.63 \times 10^5$)

**STARTING PROFILE**

- $x = 120 \text{ mm}$
- $122, 372, 522$

**a) STREAMWISE VELOCITY**

- $y_{\infty} = 80, 60, 40, 20$

**b) TURBULENT SHEAR STRESS**

- $y_{\infty} = 80, 60, 40, 20$

**c) TURBULENT KINETIC ENERGY**

- $y_{\infty} = 80, 60, 40, 20$

**Figure 8.** Turbulent Shear Layers with an Embedded Potential Core

Accurate predictions of the boundary layer properties can only be performed if the grid point 2 is chosen such that it will stay inside this region. Numerical experimentation has shown that the location of grid point 1 does not affect the solution accuracy.

Very few experimental data on confluent boundary layers in adverse pressure gradients are available. Goradia and Colwell (ref. 15) conducted a wall jet experiment on a flat surface with an imposed pressure gradient simulating the confluent boundary layer of a two-element high-lift airfoil. A comparison of the present theory with measured mean velocity profiles, given in figure 10, shows excellent agreement even though turbulence data were not available to start the computation. Figure 11, showing a test-theory comparison for only one velocity profile on the upper flap surface of a high-lift airfoil (refs. 16, 17), is included to emphasize the need for additional experimental data. The author of this paper is not aware of any other published experimental data of attached confluent boundary layers that are available in sufficient detail for a further evaluation of the present prediction method.

**Figure 9.** Check on the Validity of the Two-Point Wall Function Method in the Presence of Adverse Pressure Gradients

**Figure 10.** Velocity Profiles of Confluent Boundary Layer in Adverse Pressure Gradient ($\delta_{99} = 0.24$ inches at Initial Station)
CONCLUSIONS

The described computational method is applicable without modification to many different types of turbulent wall flows. Test and theory comparisons for ordinary boundary layers, wall jets, and confluent boundary layers support the following conclusions:

a) The method provides an accurate prediction of those turbulent shear flows that exist on slotted multielement airfoils operating at low free stream Mach numbers.

b) Accurate predictions of mean flow can be made in cases where initial values of turbulence data are not available.

c) The use of the k-ε-model of turbulence and a finite difference solution method, provide sufficient versatility to predict the merging of different types of turbulent shear flows.

d) The method is computationally efficient and numerically reliable even though the application of a two-equation turbulence model has severely limited the grid spacing in the streamwise direction. This limitation must be removed before the method is extended to predict economically threedimensional flows.

e) The application of law of the wall boundary conditions is computationally efficient but causes difficulties in boundary layers approaching separation.

f) There is need for additional experimental data of confluent boundary layers comprising streamwise velocity profiles, skin friction, and Reynolds stresses.
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ABSTRACT
Experimental results of the boundary layer development in the inlet portion of a rotating pipe are presented. An undeveloped flow with a rectangular velocity distribution was introduced into the pipe rotating about its axis. It has been shown that the flow in the boundary layer is affected by two counter effects. One is a destabilizing effect due to an increase of the relative velocity of fluid at the wall surface caused by the pipe rotation, and the other is a stabilizing effect due to the suppression of turbulence brought about by the centrifugal force of the swirling flow component. Whether the stabilizing effect is dominant or not depends on the through-flow Reynolds number and the rotational speed of the pipe.

It has been verified experimentally that a certain combination of the two parameters causes a reverse transition from turbulent to laminar flow in the boundary layer flow.

INTRODUCTION

When a flow from a stationary pipe enters an axially rotating pipe, a tangential component of velocity is given to the flow by the moving wall, which causes a large change both in the axial velocity profile and the turbulent structure in the flow. This type of flow prevails in the inlet parts of fluid machinery, heat exchangers, and cooling system of rotors.

The decrease in the hydraulic loss in rotating pipes when a fully developed turbulent flow was introduced into the pipe was examined by Lewis(1) and White(2). Murakami and Kikuyama(3) measured both the hydraulic loss and velocity profiles in axialy rotating pipes when the flow was turbulent and found that the pipe rotation stabilized the flow and reduced the hydraulic loss in the pipe. In this case the axial velocity profile tended to approach the laminar flow profile in the downstream region of the rotating pipe. Using a visualization technique, Cannon and Kays(4) found two kinds of flow regions: one being the core region without a rotational component, and the other being the wall region with a rotational component. In the latter region the turbulence was observed to be suppressed.

Pedley(5) analyzed theoretically the stability of a laminar flow in a rotating pipe when the flow had a solid rotation type swirling velocity component, and showed that the pipe rotation destabilized the laminar flow state if the axial Reynolds number exceeded 82.9.

From the authors' study cited above, it may be seen that the pipe rotation stabilizes or destabilizes the flow in accordance with the states of flow in the pipe. The occurrence of the same phenomena can be expected in the developing boundary layer in the inlet region of the rotating pipe.

This paper describes the effects of the pipe rotation on the transition and suppression of turbulence in this developing boundary layer.
EQUIPMENT AND METHOD OF EXPERIMENT

A schematic outline of the experimental apparatus is shown in Fig. 1(a). The air discharged from a centrifugal blower flows through a rectifying tank, a nozzle, and a rotating pipe, successively, and is returned to the blower through a stationary pipe and a filter. In order to make the velocity distribution uniform over the inlet section of the rotating pipe and to homogenize the turbulence structure, a honeycomb (20 mm square and 100 mm long) and six screens (mesh size: 1.0 ~ 2.62 mm, screen wire dia.: 0.26 ~ 0.56 mm) were provided in the rectifying tank and the air stream from the tank was throttled by the nozzle in the ratio of 12.3 : 1.

The rotating pipe had a diameter of 100 mm and a hydraulically smooth surface. To check the effect of the running clearance between the nozzle and the rotating pipe on the flow, the tests were made at two clearances of s = 1.6 mm (s/d = 0.016) and 0.2 mm (s/d = 0.002), respectively.

Measurements of velocities were made at the sections of x/d = 0, 2.7, 5.7, 9.7, 12.7,..., and 38.5, where a hot wire probe and a three-hole Pitot tube were inserted. These probes were mounted on a narrow stationary ring of 10 mm length placed between two rotating sections and the probes were inserted into the rotating section through a small hole drilled in the stationary ring. Details of this measuring section are shown in Fig. 1(b). The leakage of the air through the running clearances was prevented by the oil-seals.

The experimental ranges of the axial Reynolds number Re and the rotation rate N were 6 x 10^4 ≤ Re ≤ 9 x 10^5, and 0 ≤ N ≤ 0.83, respectively.

EXPERIMENTAL RESULTS AND DISCUSSIONS

Velocity Distributions. Figure 2 shows the velocity profile at the entrance section of the rotating pipe (x/d = 0) when the pipe is held stationary (N = 0) and Re = 7.5 x 10^7. Both the uniformity and axisymmetry are seen to be established well except for a narrow region near the wall, the thickness being δ/a = 0.015. The turbulence intensity u'/Ue was measured to be less than 0.003 in this uniform velocity field.

Figure 3 shows the velocity profiles in the boundary layer at different sections when the pipe is stationary (N = 0) and the clearance is held to be 1.6 mm. The radial distance z is made dimensionless...
by the momentum thickness δx in the figure. At the sections of x/d = 5.7 and 9.7, the velocity profiles coincide well with the Blasius' velocity curve for the flow on a flat plate with no pressure gradient. Thus, the flow in this stationary pipe is considered to be laminar. The velocity profile is changed abruptly at the downstream sections, x/d = 12.7 and 15.5. The velocity curve at x/d = 15.5 shows the same profile as measured by Nikuradse in a fully developed turbulent pipe flow (Re = 1.1 × 10^5) as shown by a chain line in this figure. When the pipe is rotating, the flow receives a tangential velocity component and this component brings about a change in the axial velocity distribution.

Figures 4(a), (b), (c), and (d) show the axial and tangential velocity curves for different sections when the pipe is rotated at the rates of N = 0.25, 0.35, 0.5, and 0.63, respectively. For reference, the velocity curves obtained by Blasius (laminar flow) and Nikuradse (turbulent flow), respectively, are also plotted in these figures. Judging from the velocity profiles for N = 0.25, the flow is said to be laminar in all sections upstream of x/d = 12.7, but at the downstream section x/d = 15.5, the flow has turned into a turbulent state. Comparing this result with that for N = 0, it may be considered that the pipe rotation in this case stabilizes the flow, since the
transition of flow from laminar to turbulent is seen in farther downstream sections in the rotating state.

The curves of the tangential velocities $V/V_0$ in different sections show a similar tendency within the range of $x/d \leq 12.7$, and a discontinuity observed at about the point of $V/V_0 = 0.6$ will be due to a local instability caused by a large shear near the moving wall. At the section $x/d = 15.5$, this discontinuity cannot be seen in the velocity curve.

When the rotation rate is increased to $N = 0.55$ (Fig. 4(b)), the axial velocity profile at the section $x/d = 5.7$ exhibits a laminar flow pattern, and at the section $x/d = 9.7$ the profile begins to turn into a turbulent state. But they are again returned in a laminar state by the stabilizing effect of the swirling velocity component as shown in the profile of $x/d = 12.7$. In the farther downstream section $x/d = 15.5$, however, they are almost in a turbulent flow pattern. The stabilizing and destabilizing effects of the pipe rotation become more dominant when the rotation rate is increased to $N = 0.6$ as shown in Fig. 4(c). Both of the axial and tangential velocity profiles in the section of $x/d = 5.7$ exhibit a laminar flow pattern, but in the section of $x/d = 9.7$ the flow pattern becomes a turbulent one.

Farther downstream, at $x/d = 12.7$, the flow pattern again becomes laminar, namely a "relaminarization phenomenon" is seen to occur. In this section, there is a slight discontinuity in the curve of $V/V_0$, corresponding to a local instability. This laminar state of flow becomes again turbulent at the section of $x/d = 15.5$. At the rotational speed of $N = 0.63$ (Fig. 4(d)), the axial velocity profile is of a turbulent flow type in every section.

To confirm the above description, a hot wire probe for Fig. 6 was inserted at the section $x/d = 12.7$, and its instantaneous output was recorded. The results are shown in Fig. 5, in which the distance $s$ of the probe from the pipe wall is made to be $0.9$ mm ($s/\delta = 0.5 \sim 1.0$) and the Reynolds number is adjusted as $Re = 7.5 \times 10^6$. The output corresponding to the turbulent velocity component $\Omega$ in the stationary state $N = 0$ is seen to fluctuate just as in a turbulent flow. If the pipe is made to rotate and its rate is elevated to $N = 0.43$, this intensive turbulent fluctuation dies away and the flow almost becomes laminar. A further increase of $N$ to 0.63, however, again brings about an intensive fluctuation characterizing a turbulent flow. The above results on the fluctuation of velocities will confirm well the reason for the change in the velocity profiles in Figs. 3, and 4(c) and (d).

**Momentum thickness and form parameter** Changes of the momentum thicknesses both in the axial and tangential components $\delta x$ and $\delta y$ along the pipe axis are shown in Fig. 6, where $Re = 7.5 \times 10^6$ and $s/d = 0.016$. Already at the inlet section of the rotating pipe, the boundary layer is seen to be developed, which shows the effect of the nozzle wall before the inlet. To account for this, an equivalent pipe length is introduced, at the end of which the boundary layer that would have been developed is the same amount as that observed at the exit section of the nozzle. This length can be assumed to be $1.5d$, irrespective of the Reynolds number, and the axial distance $x'$ from the assumed leading edge is expressed as $x' = x + 1.5d$.

Changes of $\delta x$ and $\delta y$ along the pipe in the rotating state $N = 0$ is seen to fluctuate just as in a turbulent flow. If the pipe is made to rotate and its rate is elevated to $N = 0.43$, this intensive turbulent fluctuation dies away and the flow almost becomes laminar. A further increase of $N$ to 0.63, however, again brings about an intensive fluctuation characterizing a turbulent flow. The above results on the fluctuation of velocities will confirm well the reason for the change in the velocity profiles in Figs. 3, and 4(c) and (d).

**Momentum thickness and form parameter** Changes of the momentum thicknesses both in the axial and tangential components $\delta x$ and $\delta y$ along the pipe axis are shown in Fig. 6, where $Re = 7.5 \times 10^6$ and $s/d = 0.016$. Already at the inlet section of the rotating pipe, the boundary layer is seen to be developed, which shows the effect of the nozzle wall before the inlet. To account for this, an equivalent pipe length is introduced, at the end of which the boundary layer that would have been developed is the same amount as that observed at the exit section of the nozzle. This length can be assumed to be $1.5d$, irrespective of the Reynolds number, and the axial distance $x'$ from the assumed leading edge is expressed as $x' = x + 1.5d$.

Changes of $\delta x$ and $\delta y$ along the pipe in the rotating state $N = 0$ is seen to fluctuate just as in a turbulent flow. If the pipe is made to rotate and its rate is elevated to $N = 0.43$, this intensive turbulent fluctuation dies away and the flow almost becomes laminar. A further increase of $N$ to 0.63, however, again brings about an intensive fluctuation characterizing a turbulent flow. The above results on the fluctuation of velocities will confirm well the reason for the change in the velocity profiles in Figs. 3, and 4(c) and (d).

**Momentum thickness and form parameter** Changes of the momentum thicknesses both in the axial and tangential components $\delta x$ and $\delta y$ along the pipe axis are shown in Fig. 6, where $Re = 7.5 \times 10^6$ and $s/d = 0.016$. Already at the inlet section of the rotating pipe, the boundary layer is seen to be developed, which shows the effect of the nozzle wall before the inlet. To account for this, an equivalent pipe length is introduced, at the end of which the boundary layer that would have been developed is the same amount as that observed at the exit section of the nozzle. This length can be assumed to be $1.5d$, irrespective of the Reynolds number, and the axial distance $x'$ from the assumed leading edge is expressed as $x' = x + 1.5d$.

Changes of $\delta x$ and $\delta y$ along the pipe in the rotating state $N = 0$ is seen to fluctuate just as in a turbulent flow. If the pipe is made to rotate and its rate is elevated to $N = 0.43$, this intensive turbulent fluctuation dies away and the flow almost becomes laminar. A further increase of $N$ to 0.63, however, again brings about an intensive fluctuation characterizing a turbulent flow. The above results on the fluctuation of velocities will confirm well the reason for the change in the velocity profiles in Figs. 3, and 4(c) and (d).
developed turbulent flow and \( H = 2.5 \) to a developed laminar flow. Increasing the axial Reynolds number \( Re \), the transition point moves upstream as is expected from the foregoing results.

Figures 8(a), (b) and (c) show the changes of the form parameter \( H \) along the pipe when \( Re = 6.0 \times 10^4, 7.5 \times 10^4 \) and \( 9.0 \times 10^4 \), respectively. When \( Re = 6 \times 10^4 \) (Fig. 8(a)), the transition point moves upstream gradually as the rotation rate \( N \) is increased, and at \( N = 0.15 \) this point reaches the section where \( Re \approx 0.35 \times 10^5 \). When the Reynolds number \( Re \) is increased to \( Re = 7.5 \times 10^4 \) as in Fig. 8(b), a different situation occurs and the transition point in the rotating state of \( N = 0.15 \) comes to a section situating downstream of the transition in the stationary state \( N = 0 \). This delay of the transition in the rotating pipe is caused by a stabilizing effect of the swirling flow component. If \( N \) is increased further to \( N = 0.25 \), however, the pipe rotation disturbs the flow and the transition from laminar to turbulent flow occurs at an early section. In this case the turbulent flow again becomes laminar in the downstream sections and \( H \) changes in a wavy form along the pipe. This wavy change in \( H \) is seen only in the range of \( 0.25 \leq N \leq 0.5 \). When \( N \) is increased beyond this range, namely, to \( N = 0.65 \), the flow transition occurs earlier, and \( H \) decreases gradually along the pipe, showing no wavy form. At the Reynolds number \( Re = 9 \times 10^4 \) (Fig. 8(c)), the point of the transition moves downstream as \( N \) is increased when \( N \) is in the range of \( N \leq 0.35 \), but it moves upstream when \( N \) is increased beyond the limit. The curve of \( H \) in \( N = 0.5 \) comes near to that in the stationary state of \( N = 0 \).

Flow regimes in rotating pipe With knowledge of the form parameters \( H \) obtained from the velocity profiles and the intermittency factors \( \gamma \) measured by the hot wire anemometer, the flow regimes in the rotating pipe can be constructed. Figures 9(a) and (b) exhibit the flow regimes obtained for the inlet running clearances of \( s/d = 0.016 \) and 0.002, respectively. In these figures the following classifications are adopted, depending on \( \gamma \) and \( H \):

1. Laminar state: when \( \gamma \leq 0.05 \) or \( H \geq 2.5 \).
2. Transition state: when \( 0.05 < \gamma < 0.9 \) or \( 2.5 \geq H > 1.7 \).
3. Turbulent state: when \( \gamma > 0.9 \) or \( H < 1.7 \).

When the running clearance is made to be \( s/d = 0.016 \) (Fig. 9(a)), the laminar region becomes narrower as \( Re \) increases. In the case of \( Re = 6 \times 10^4 \)}
10^4, the pipe rotation can stabilize the flow only when N < 0.15, and if N is increased beyond this limit, the flow is disturbed and an early transition is brought about. When the rotation rate exceeds the value N = 0.8, the flow becomes turbulent shortly after the inlet section of the rotating pipe.

The flow regime map at Re = 7.5 x 10^4 differs remarkably from that at Re = 6 x 10^4. In the case of Re = 7.5 x 10^4, the dimension of the laminar flow region situated near the inlet section decreases as N increases. Another related laminar flow region is seen inside the transition flow territory. This laminar region appears only within the rotation range 0.3 < N < 0.45.

When Re is increased to 9 x 10^4, the laminar flow region after the inlet section becomes narrower and the stabilizing effect of the rotating pipe is observed only in a small range of 0.2 < N < 0.5. Generally, the transition phenomenon is very sensitive to the upstream condition of flow, and the running clearance at the rotating pipe inlet will exert some influence on the flow regimes explained above. The results for another running clearance of s/d = 0.002 are shown in Fig. 9(b), where the results for s/d = 0.016 are also plotted. It is seen that the wider clearance causes much disturbance to the flow and an early transition is brought about, but the flow regime maps for both clearances do not exhibit any qualitative differences.

CONCLUSIONS
An undeveloped uniform flow was introduced to an axially rotating pipe, and the velocity distribution and turbulence intensity were measured in the range of the Reynolds number Re = 6.0 - 9.0 x 10^4 and the rotation rate 0 ≤ N ≤ 0.83. The results obtained are summarized as follows:

1. Pipe rotation causes a stabilizing effect or a destabilizing effect on the boundary layer flow according to the values of Re and N. A recombination phenomenon is observed in the rotating pipe within certain boundaries of Re and N.
2. Transition of the flow is sensitively affected by the running clearance between the rotating pipe and the upstream stationary nozzle, but if the clearance ratio s/d is made to lie in the range of s/d = 0.002 - 0.016, the size of the clearance does not give any qualitative change in the flow.
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ABSTRACT

An analysis and experiments are presented about a turbulent boundary layer on a cylinder rotating in an axial flow. A non-orthogonal and non-inertial frame is used to clarify the characteristics of the boundary layer in the near-wall region. Exploration of the boundary layer equation leads to a novel type wall variable and then new sublayer and logarithmic layer velocity distributions. The mean velocity profiles obtained in the experiments confirmed the novel velocity distribution law. Power spectra measured near the wall exhibited a mild but clear peak. Discussion was made as to the origin of the peak, and attention was drawn to a possible large eddy structure.

NOMENCLATURE

\( a \) = radius of the cylinder
\( P \) = static pressure
\( Re \) = \( U_0a/\nu \), reference Reynolds number
\( r \) = \( a + z \), radial coordinate
\( T_{ij} \) = contravariant component of the stress tensor
\( U_r \) = free stream velocity outside of the layer
\( U_m \) = reference free stream velocity at \( x = 0 \)
\( U_0 \) = \( U_0^* + (r-a)^2 \), relative velocity of the inviscid flow with respect to the rotating frame
\( U_{0R} \) = \( U_0^* + (a\omega - \Omega V)^2 \), value of \( U_0 \) at the cylinder surface
\( U, V, W \) = mean velocity components in the \( x-, y-, z- \) directions respectively
\( U_0^* \) = contravariant component of the mean velocity
\( U_1^* \) = physical component of the mean velocity
\( U_{rel}^* \) = \( \sqrt{U^2 + (2\omega - \Omega V)^2} \), relative velocity in the boundary layer to the rotating cylinder
\( U \) = contravariant component of the fluctuating velocity
\( U_1 \) = physical component of the fluctuating velocity
\( V_0 \) = \( au \), peripheral velocity of the cylinder
\( x^1 \) = coordinates of the rotating streamline frame, Fig. 1
\( x^2, x^3 \) = coordinates of the non-inertial Cartesian reference frame, Fig. 1
\( x, y, z \) = stationary cylindrical coordinates; axial, peripheral and radial coordinates respectively, \( z = r - a \)
\( \omega \) = \( V_0/U_0 \), local speed ratio
\( \Omega \) = \( V_0/U_m \), reference speed ratio
\( \varepsilon \) = component of the angular velocity of the rotating Cartesian frame with respect to the stationary frame
\( \Omega \) = angular velocity of the cylinder
\( \varepsilon_0, \varepsilon_\omega \) = normalized one-dimensional energy spectra of fluctuating velocities

INTRODUCTION

The turbulent shear flow along a flat plate has a multi-layered structure as the most fundamental feature of the mean velocity field. On the other hand, the details of the multi-layered structure of the general complex turbulent shear flow along a wall are still unknown. In this report the turbulent boundary layer on a rotating cylinder in an axial flow is treated as one of the complex turbulent flows; this is affected by both the transverse curvature and the centrifugal force. This flow is perhaps one of the simplest of general three-dimensional flows. One of the main objectives of the present paper is to analyse the similarity of the near-wall flow in order to establish a universal velocity distribution law which is similar to the classical law of the wall.

Lohmann (1) and Arzounian et al. (2) insisted that the relative velocity to the rotating cylinder show the same logarithmic profile as for flat-plate flow. We earlier made a suggestion on the same formu-
where what follows, we term this system a rotating stream-frame relative to the stationary frame. The present for the present purpose. The metric tensor can obtain the basic equations with respect to the rotating streamline coordinate system. In what follows, the contravariant physical components are written with subscripts. Using the physical components and assuming the axisymmetry of the mean flow, the continuity equation is

$$\frac{\partial}{\partial x^i} (\rho U_i) - \frac{\partial}{\partial x^j} (\rho U_j) U_i / U_0 + \frac{\partial}{\partial x^1} U_3 / (a + x^3) = 0,$$

and the Reynolds equations become

$$\rho \frac{\partial}{\partial x^i} \left( \frac{\partial U_i}{\partial x^j} \right) - \frac{\partial}{\partial x^j} \left( \frac{\partial U_j}{\partial x^i} \right) = \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^3} \right) \frac{U_3}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^1} \right) \frac{U_1}{U_0} + \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^1} \right) \frac{U_2}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^3} \right) \frac{U_2}{U_0}.$$

Here we assume a steady turbulent flow. In these equations, the comma denotes the covariant differentiation, $e_{ijk}$ and $e_{ijk}^*$ are permutation tensors, and $\delta^{ij}_{kl}$ are the transformation matrix elements. The averaged stress tensor $\tau^{ij}$ is defined in incompressible-fluid by the constitutive equation,

$$\tau^{ij}_{ij} = -P g^{ij} + u_s \delta^{ij}_{kl} \alpha^k \left( \frac{e_{ijk}^*}{e_{ijk}} \right) \delta^l.$$

Introducing all the geometric coefficients into Eqs. (3) and (4), we can obtain, after some algebra, the basic equations for a turbulent flow with respect to the rotating streamline coordinate system. What follows, the contravariant physical components are written with subscripts.

Using the physical components and assuming the axisymmetry of the mean flow, the continuity equation is

$$\frac{\partial}{\partial x^i} (\rho U_i) - \frac{\partial}{\partial x^j} (\rho U_j) U_i / U_0 + \frac{\partial}{\partial x^1} U_3 / (a + x^3) = 0,$$

and the Reynolds equations become

$$\rho \frac{\partial}{\partial x^i} \left( \frac{\partial U_i}{\partial x^j} \right) - \frac{\partial}{\partial x^j} \left( \frac{\partial U_j}{\partial x^i} \right) = \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^3} \right) \frac{U_3}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^1} \right) \frac{U_1}{U_0} + \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^1} \right) \frac{U_2}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^3} \right) \frac{U_2}{U_0}.$$

Introducing all the geometric coefficients into Eqs. (3) and (4), we can obtain, after some algebra, the basic equations for a turbulent flow with respect to the rotating streamline coordinate system. What follows, the contravariant physical components are written with subscripts.

Using the physical components and assuming the axisymmetry of the mean flow, the continuity equation is

$$\frac{\partial}{\partial x^i} (\rho U_i) - \frac{\partial}{\partial x^j} (\rho U_j) U_i / U_0 + \frac{\partial}{\partial x^1} U_3 / (a + x^3) = 0,$$

and the Reynolds equations become

$$\rho \frac{\partial}{\partial x^i} \left( \frac{\partial U_i}{\partial x^j} \right) - \frac{\partial}{\partial x^j} \left( \frac{\partial U_j}{\partial x^i} \right) = \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^3} \right) \frac{U_3}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^1} \right) \frac{U_1}{U_0} + \frac{\partial}{\partial x^1} \left( \frac{\partial U_1}{\partial x^1} \right) \frac{U_2}{U_0} + \frac{\partial}{\partial x^3} \left( \frac{\partial U_3}{\partial x^3} \right) \frac{U_2}{U_0}.$$
\[ \tau_1 = \mu \sqrt{x}(\lambda U_1)/\lambda - \rho u_1 u_x, \quad (10a) \]
\[ \tau_2 = \mu (\alpha + x) \partial_x \left( U_2/(\alpha + x^2) \right) - \rho u_x u_y. \quad (10b) \]

Boundary conditions are
\[ x^2 = 0; \quad U_1 = U_2 = U_3 = 0, \quad U_1 = U_2 = U_3 = 0. \quad (11a) \]
\[ x^2 = \infty; \quad U_1 = \infty, \quad U_2 = 0, \quad U_1, U_2, U_3 = 0. \quad (11b) \]

Note that \( U_2 \) is not assumed to be small in Eqs. (9a)-(9c); these equations and Eq. (8) are general basic equations for the turbulent boundary layer on a thin cylinder spinning in a uniform axial flow. It is noticed that the pressure gradient in \( x^1 \)-direction can be eliminated from Eqs. (9a) and (9b). This pressure is produced due to the rotating boundary layer as expressed by Eq. (9c). Therefore it can be interpreted that the effects of rotation through the pressure gradient on \( U_1 \) and on \( U_2 \) cancel out each other. Elimination of the pressure gradient from Eqs. (9a) and (9b) leads to

\[ \lambda U_1 \partial_x (\lambda U_1) + \lambda \partial_x (\lambda U_2) - \gamma_0 U_6 (\lambda U_1 \partial_x U_2 + \lambda U_3 \partial_x U_1) + \lambda U_1 U_2 (\alpha + x^2) + 2U_3 (\lambda U_2 - U_6)/(\alpha + x^2) = \]
\[ = (\beta_1 (\alpha + x^2)^{1/2} x_1)/(\alpha + x^2)^3 - \lambda U_0 \partial_x (\alpha + x^2)^{1/2} x_1/\omega (\alpha + x^2)^3)/\beta. \quad (12) \]

Universal Velocity Distribution Law
The components of mean velocity \( U_i \) \( i = 1, 2, 3 \) in this coordinate system are related to the axial, peripheral and radial components, \( U_i, V_i \) and \( W_i \) respectively, in the stationary cylindrical coordinate system as
\[ U_1 = \gamma U, \quad U_2 = V - r w(1 - U/U_6), \quad U_3 = W. \quad (13a, b, c) \]

If \( U_2 = 0 \), the generalized quasi-collateral relationship (6) follows that is,
\[ 1 - U/U_6 = (a/r)^2 X \nu. \quad (14) \]

The previous experiments (6) have shown that this relationship is nearly satisfied in the turbulent boundary layer, and also the present experiment will confirm this relationship. It is unreasonable to assume that \( U_3 \) is small, an assumption which assures the advantage of using the rotating streamline system. Neglecting the terms including \( U_3 \) in Eq. (12) for the first approximation, we obtain
\[ \lambda U_1 \partial_x (\lambda U_1) + \lambda \partial_x (\lambda U_2) + 2U_3 (\lambda U_2 - U_6)/(\alpha + x^2) = \]
\[ = \beta_1 (\alpha + x^2)^{1/2} x_1)/(\alpha + x^2)^3, \quad (15) \]

Here the Reynolds stress \(-\rho u_x u_y \) is thought to be zero in this case because of the axisymmetric nature of statistical quantities.

Near the wall, the inertia terms on the right-hand side of Eq. (15) may be neglected:
\[ \partial_x (r^3 \gamma_1)/\partial x = 0, \quad (16) \]
whence follows
\[ r^3 \gamma_1 = \text{const.} = \lambda \gamma_0, \quad (17) \]
where \( \gamma_0 \) is the \( x^1 \)-component of the wall shear stress. Substituting the Eq. (10a) into Eq. (17) and introducing a new dimensionless argument
\[ x^* = (U_1 + U_6)/(r^2 - a^2)/(2r^2), \quad (18) \]
we obtain
\[ \int \partial_x \left( (\lambda U_1)/\lambda \right) - \lambda (r^2 - a^2)/\omega = U_2/\gamma_0 \]
\[ = 1, \quad (19) \]
where \( U_1 = \sqrt{\gamma_0}/2. \] We may expect the solution of Eq. (19) to be

\[ \lambda U_1/U_2 = F(z^*). \quad (20) \]

This is the law of the wall in this turbulent boundary layer, and \( z^* \) defined by Eq. (18) is the relevant wall variable.

In the viscous sublayer, the Reynolds stress can be neglected in Eq. (19), and the velocity distribution becomes
\[ \lambda U_1/U_2 = z^* = (U_1 + U_6)/(r^2 - a^2)/(2r^2) \quad (21) \]
Outside the viscous sublayer, the universal velocity distribution may be deduced on the basis of Eq. (20) using various more or less sophisticated methods similar to those in the case of two-dimensional flow. This becomes
\[ \lambda U_1/U_2 = A_1 \log [(U_1 + U_6)/(r^2 - a^2)/(2r^2) - B_1, \quad (22) \]
where \( A_1 \) and \( B_1 \) are empirical constants.

Inserting Eqs. (13a) into Eq. (22), we obtain the logarithmic velocity distribution in the axial direction:
\[ U/U_1 = A_1 \log [(U_1 + U_6)/(r^2 - a^2)/(2r^2) - B_1, \quad (23) \]
where \( U_1 \) is the friction velocity in the x-direction, and
\[ A_1 = A_1 (1 + \gamma_0^2)1/2, \quad B_1 = [A_1 \log (1 + \gamma_0^2)1/2 - B_1],1/2/1 - \gamma_0^21/2, \quad (24) \]

In the same way, using Eq. (13b) with \( U_2 = 0 \), the peripheral velocity distribution becomes
\[ (U_2 - (a/r) V)/V_1 = A_1 \log [(V_2 - a/r)/(r^2 - a^2)/(2r^2) - B_2, \quad (25) \]
where \( V_1 \) is the friction velocity in the y-direction, and
\[ A_1 = A_1 (1 + \gamma_0^2)1/2, \quad B_1 = [A_1 \log (1 + \gamma_0^2)1/2 - B_1],1/2/1 - \gamma_0^21/2, \quad (26) \]
Equation (25) agrees completely with the expression in the previous study (6).

**EXPERIMENTAL APPARATUS AND PROCEDURES**

The wind tunnel used is shown in Fig. 2. In order to obtain a uniform oncoming flow to the rotating cylinder, the boundary layer developing on the front supporting rod is sucked through the slit, and it goes through the hollow rod to the blower. There is no strut which disturbs the inlet flow. Hot-wires for measurement are made of tungsten 5 \( \mu m \) in diameter. A special copper plating method was devised to make parts of the prongs, which were usually made of 

Fig. 2 Schematic diagram of apparatus. 1, supporting hollow rod; 2, filters; 3, gauge screens; 4, duct casing; 5, spinning cylinder; 6, fan; 7, reference probes; 8, suction blower

2.9
Fig. 3 Two-dimensional Clauser’s plots of the relative velocity distribution to the rotating cylinder surface: \( \varphi_m = 1 \). \( \circ, x = 350 \text{ mm}; \bullet, 550; \triangleright, 750; \circ, 850; \bullet, 950 \)

needles or similar.

Measurements were made using a V-type hot-wire probe so designed that the plane including the two wires is parallel to the surface of the cylinder wall, and partly using a rotated hot-wire probe of I-type especially in the near-wall region. An X-probe was also used but not extensively. A three-hole cobra probe was used jointly in the mean flow measurements.

Reynolds number based on the cylinder radius \( a \) and the reference free-stream velocity \( U \) was kept constant: \( \text{Re} = 3 \times 10^6 \), and the speed ratio \( \varphi_m = V_0/U \) was varied: 0, 0.5, 1 and 1.5, although the experiments at these speed ratios did not cover all the measuring stations.

RESULTS AND DISCUSSION

The distribution of the velocity components \( U_1 \) and \( U_2 \), and the polar diagram based on Eq.(14) were plotted at \( \varphi_m = 1 \) over the range from \( x = 25 \text{ mm} \) to \( 950 \text{ mm} \). These results showed that \( U_2 \) was very small in the turbulent boundary layer beyond the station of \( x = 350 \text{ mm} \); the assumption of \( U_2 = 0 \) for the first approximation made in the preceding section is acceptable.

Logarithmic Velocity Distribution

Lohmann (1) and Artoumanian et al. (2) presented their experimental data for the relative velocity employing a two-dimensional wall variable. Figure 3 shows the present results for the relative velocity plotted on a two-dimensional Clauser’s chart, where \( U_{rel} \) is the relative velocity to the cylinder surface. It is impossible to find a line which corresponds to the experimental data, as is clearly seen from Fig. 3. Bissonnette and Mellor (7) considered a modification of the similarity law of the velocity near the wall, but it does not seem successful.

We have derived the logarithmic law for the \( x^1 \)-direction, Eq. (22), to take the place of the earlier propositions. We must, first of all, determine the values of \( A_1 \) and \( B_1 \). The specially designed hot-wire probe made it possible to measure the velocity profiles near the wall and then to deduce the wall shear stress. Fortunately, the velocity near the wall with rotation is so large that the influence of the wall on a hot-wire signal is thought to be relatively small and negligible.

Thus, we deduced the wall shear-stresses from the velocity profiles measured near the wall with various speed ratio (\( \varphi_m = 0.5, 1 \) and 1.5), but only at the station of \( x = 850 \text{ mm} \). Using these wall shear-stresses, the experimental results were plotted, on the basis of the logarithmic law for the \( x^1 \)-direction. It implied that the logarithmic portions of the velocity distribution collapse into one single line independent of the speed ratio within the present experimental condition. The optimum line gave

\[
A_1 = 4.2, \quad B_1 = 7.5.
\]

In Fig. 4, the experimental results are replotted according to the Eq. (22) with Eqs. (27a, b). The wall shear-stresses used in these plots have been determined by Clauser’s chart based on these equations. The velocity distribution very close to the wall measured by means of I-probe at \( \varphi_m = 1 \) are also presented. The figure shows that the logarithmic law (22) with the constants deduced above and the sublayer expression (21) describe very well the experimental results.

Fig. 5, the velocity distributions in the \( x^1 \)- and \( x^2 \)-directions, is presented in illustration of the
way as mentioned above, on the basis of the logarithmic spectrum originates in (c) or (d). The wall shear-stresses were determined, in the same and (b). We are compelled to think that the hill in the contributions in the x- and y-directions, Eqs.(23) and (25) z and tQm. Both the cases (a) and A, present law of the wall, and the correctness of the of the velocity fluctuation in a certain spectral re-

Figs. 6a Logarithmic velocity distribution in the axial direction based on Eq.(22) with $A_x = 3.6$ and $B_x = 6.6$: $u_m = 1$. $o, x = 350 \, \text{mm}; o, 550; o, 750; o, 850; o, 950$

Figs. 6b Logarithmic velocity distribution in the peripheral direction based on Eq.(25) with $A_y = 3.5$ and $B_y = 6.5$: $u_m = 1$. $+, x = 350 \, \text{mm}; o, 550; x = 750; o, 850; o, 950$

correctness of the value of the wall shear-stress determined in the way mentioned above. Attention is focussed on the profile very close to the wall, and the profile near the wall is enlarged in the figure. The gradient of the line in the figure corresponds to the wall shear-stress in the x'-direction. The experimental points lie on the line showing the validity of the present law of the wall, and the correctness of the value of the $U_{IT}$ is confirmed.

We further examine the propriety of this logarithmic law (22) and the universality of the values of $A_x$ and $B_x$, using the experimental results at various stations. Let us use the logarithmic velocity distributions in the x- and y-directions, Eqs.(23) and (25) respectively. The experimental results at various stations with $u_m = 1$ are presented in Figs. 6a and 6b. The wall shear-stresses were determined in the way mentioned above, on the basis of the logarithmic laws (23) and (25). Here the coefficients $A_x$ and $B_x$, and $A_y$ and $B_y$ are computed from Eqs.(24) and (26). These values vary with the local speed ratio $U$, but were nearly constant in this experiment when $u_m = 1$.

Figures 6a and 6b show that the logarithmic laws, Eqs.(23), (25) and also (22), describe extremely well the experimental results at various stations. Using the wall shear-stress values estimated here, a momentum-integral check was made comparing the two sides of the momentum integral equations (6) in the x- and y-directions. The two sides of each equation agreed excellently with each other, and the correctness of the wall shear-stress values was confirmed.

Turbulence Structure

The authors reported details of the turbulent field in the boundary layer on a rotating conical body with its radius decreasing in the downstream (4). The data were accumulated by use of conventional 1-probe ultrasonic measurement equipment. In the present experimental measurements were performed with I-, V- and X-probes in order to increase accuracy. There are many points to be discussed about the turbulent field, energy balance, Reynolds stress balance and so on, but we will be concerned with the turbulent energy spectra.

In principle we may expect that the fluid dynamically meaningful turbulent structure will be reflected in its power spectrum. Let $u^*$ and $v^*$ be the fluctuating velocity components in the directions of local mean velocity $U^*$ in the stationary frame and perpendicular to it, respectively. The power spectra $\Phi_u$ and $\Phi_v$ are presented in Figs. 7a and 7b, where they are normalized by $U^*2$ and $v^*2$, respectively, and the wave number $k$ is given by the relation $k = 2\pi f / U^*(r)$, where $f$ is the frequency. The spectra of $u^*$ near the wall exhibit a mild but explicit hill or peak, and it disappears in the outer layer. $\Phi_u$ shows a similar hill near the wall, but it still appears in the outer layer. However, it should be considered as a particular feature of the transverse spectrum (see, for example, (5)). In the inner layer the hill is superposed on this inherent trend of the $\Phi_u$ curve. Lohmann reported some curves of $\Phi_u$ obtained by means of various 1-probe ultrasonic measurement equipment and the result measured at z/5 = 0.04 showed a very slight but perceptible hill. However, he made no comment about this phenomenon. In the present experiment, the probe has come down to z/5 = 0.005 at z = 0.1 mm nearer the wall than reached by Lohmann's probe, and then the hill became evident. In the cases of other speed ratios, this slight peak was also seen.

There are various possible reasons for such a hill appearing in the spectrum. The first type derives from the characteristics of the apparatus used, and it may be classified as (a) a wave produced by some still obstacles in front of the rotating cylinder, and (b) eccentricity of the rotating cylinder or irregularity of the cylinder surface. The second type originates in the intrinsic flow pattern of this boundary layer. It may be classified as (c) the reminiscence of the laminar-turbulent transition, which perhaps consists of a T-S wave process mixed with the Taylor-Görtler instability (9), and (d) the strong excitation or production of the velocity fluctuation in a certain spectral region in this turbulent boundary layer.

Although the value of the wave number at the hill varies with the distance from the wall and with the speed ratio, the frequency of the inner layer is about 250 Hz and independent of z and $u_m$. Both the cases (a) and (b) are denied by the consideration of the nature of hot-wire signal produced by possible disturbances originating from (a) and (b). We are compelled to think that the hill in the spectrum originates in (c) or (d).

The wave length $\lambda_x$ of the large structure in the axial direction can be evaluated as $\lambda_x = U_x / \omega_x = U_x / f = 40 \, \text{mm} \times 10 \, \text{m/s} = 250 \, \text{Hz}$, and it is in-
CONCLUDING REMARKS

Theoretical and experimental investigation were conducted on the thick and skewed turbulent boundary layer on a rotating thin cylinder in the uniform axial flow. The following conclusions were obtained.

First, a non-inertial non-orthogonal curvilinear coordinate system fitting the flow geometry is introduced to depict the flow field. The boundary layer equations deduced in this coordinate system suggest the relevant non-dimensional distance from the wall as \( (U_\tau \Delta \nu) (r^2 - a^2) / 2r^2 \). The logarithmic law which must hold in the \( x^* \)-direction is Eq. (22). The logarithmic law in the axial direction follows as Eq. (23), and the assumption of generalized quasi-collaterality yields Eq. (25) for the peripheral direction.

Secondly, the experimental results show clearly the inadequacy of the two-dimensional logarithmic law in the relative streamline direction. The proposed logarithmic laws, Eqs. (22), (23), and (25), were confirmed by the experiments.

Thirdly, the power spectra of the fluctuating velocity components were measured. In the inner layer, they exhibited an obvious hill in the region of the energy containing eddy. Discussion on the origin of this hill suggested it derives from a particular large eddy inherent in this boundary layer.
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ABSTRACT

A fully developed two-dimensional boundary layer on a cylinder is submitted to a sudden transversal distortion by rotation of the downstream part of the wall. In these experiments the wall speed is of the same order as the outer velocity. This paper deals with the experimental results concerning the turbulent velocity field. In order to analyse the evolution of three-dimensional effects, two measurement stations have been explored. Emphasis has been placed on the very-close-to-the-wall regions up to the sublayer. The influence of the rotation on the standard deviations of longitudinal and transverse velocity fluctuations and their correlations has been examined. In these regions, $u'v'$ and $w'v'$ Reynolds stresses can be attained only by integrating the statistical momentum equations. Actually, it will be shown that interpretation of most of these results must be done by considering a relative coordinate system spinning with the cylinder. In particular, comparison can be made between the results obtained with rotation, and considered in these axes, and those obtained with no rotation.

NOMENCLATURE

- Cylinder radius, m
- Mean velocity vector, $\overline{\mathbf{u}}$, m/s
- Free stream velocity, $U_e$, m/s
- Relative mean velocity vector (see Fig. 5), m/s
- Correlation coefficient of $u'$ and $w'$
- Friction velocity defined by $U_f = \frac{\rho_0 U_e}{\eta}$, m/s
- Friction velocity with no rotation, m/s
- Velocity components in S(x,y,z) system, m/s
- Local axial free stream velocity, m/s
- Velocity of the wall, m/s
- Axial distance along rotating wall, m
- Coordinates in fixed system S (see Fig. 1), m
- Distance from the wall, m
- Angle defined in Fig. 5, degree
- Local boundary layer thickness (see Fig. 5), m
- Boundary layer thickness for $X=30$ mm
- Angle defined on Fig. 5, degree
- Fluctuation and mean value of
- Quantities in relative system $S'(x,y)$ (see Fig. 5)

INTRODUCTION

Measurements in three-dimensional boundary layer are still rare and fails to establish turbulence models for the computation of boundary layer flows. The main purpose of the present investigation is to provide such experimental tools in the case of an axially rotated cylinder with special emphasis in the region very close to the moving wall. This body has a forward stationary part along which a two-dimensional boundary layer is developing.

In a first set of experiments, presented in the previous Turbulent shear flows symposium (1), the mean velocity field had been explored in a region...
sufficiently far away the origin of the spinning part. In that region the reorganization of the three-
dimensional boundary layer into a two-dimensional one - in a relative coordinate system - is in an
advanced phase. The present paper is intended to give last experimental results which concern the turbulent
field. Moreover, in order to determine the evolution of the rotation effect, measurements have been car-
rried out nearer the origin where the three-
dimensionality is stronger. In particular, it is pointed out that, when measurements results related
to the moving wall are analysed in the same co-
ordinates system as in the stationary case, their interpretations can be very misleading.

EXPERIMENTAL CONDITIONS AND PROCEDURES

A detailed description of the model and the
wind tunnel has been already given (1), (2).

The scheme (Fig. 1) recalls geometrical con-
fugations to mind. The aerodynamical conditions are
summarized hereafter:
- for \( X/\delta_0 = -1.3 \), just upstream the rotating part :
  \( U_0 = 12.38 \, \text{ms}^{-1}, \, \delta_0 = 22.5 \, \text{mm} \),
  \( R = U_0 \delta_0 / \omega = 23 \, 000 \), \( u'_0 = 0.7 \, \text{ms}^{-1} \).
- at the measurement station \( X/\delta_0 = 5.5 \) :
  \( U_\infty = 12.40 \, \text{ms}^{-1}, \, \delta = 29 \, \text{mm} \).
- at the measurement station \( X/\delta_0 = 28 \) :
  \( U = 12.42 \, \text{ms}^{-1}, \, \delta = 34 \, \text{mm} \).

The stream static pressure gradient is weak,
the Clauser parameter (1) being small : \( \gamma = -0.026 \).

The peripheral wall speed is \( W = 10.8 \, \text{ms}^{-1} \),
i.e. \( U_0 / W = 0.68 \).

The measurement stations have been selected
from the longitudinal evolution (Fig. 2) of the de-
viation \( \gamma \) of the relative velocity vector \( \mathbf{q} \), defined
on Fig. 5. This angle \( \gamma \) characterizes the effect of
three-dimensionality. All along the \( x \) direction, two
laws can be pointed out for the variation of the
maximum \( \gamma \) angle (Fig. 2). These results are deduced
from \( u \) and \( w \) velocity profiles (1,2).

Concerning the instrumentation, various types
of difficulties have been got over, in particular,
for the investigation of very-close-to-the-wall region
(\( y < 1 \, \text{mm} \)). Measurement procedure of the modulus and
the direction of mean velocity vectors have been pre-
viously reported (1), (2). While the wall effects
plays an important role in the stationary wall case
(\( y < 1 \, \text{mm} \)), no correction seems to be necessary
in the rotating wall case in the
aforecited experi-
mental conditions. This is owing to the relatively
high velocities which prevail in these regions.

Turbulent quantities need more elaborate tech-
niques. A data acquisition system and a digital treat-
ment have been used in connection with a single
straight rotating hot wire. A three equation system
corresponding to the different positions of the wire
yields \( u w' w', u' w' \). Thermal drifts, calibrations
and experimental conditions variations are numeri-
cally taken into account. Moreover the hot wire is
sensitive to the tangential component of the velocity
effect and this influence is not negligible for the
incidences of the wire presently adopted (\( \theta = 40^\circ \)).
The contribution of this component has been taken
into account for measurements corresponding to
\( X/\delta_0 = 5.5 \).

In the contrast, direct measurements of the
tangential turbulent stresses \( u' w' \) and \( w' w' \) are no
more possible in the sublayer and the buffer layer owing to the dimensions of the probe. Therefore these terms have been computed by integrating the corresponding momentum equations from mean velocity measurements(1).

EXPERIMENTAL RESULTS AND INTERPRETATIONS

No Rotation Case

Fig. 3 and 4 give results related to longitudinal and transverse standard deviations at the two measurements stations. Far away the wall (y/δ>0.03, Fig. 3) results have a similar behavior as these obtained in the boundary layer of a plate plate by Klebanoff (3). Very close to the wall (y+=30, Fig. 4), the variation of \( \left( \frac{u'}{U_o} \right)^{1/2} / U_o \) are in agreement with Klebanoff (3) and Laufer (4) measurements. At the contrary, it appears that \( \left( \frac{u'^2}{U_o^2} \right)^{1/2} / U_o \) yields values noticeably higher than those of Laufer (4) and Sirkar (5). This could be due to the differences of

Fig. 4: Standard deviations of longitudinal and transverse velocity components close to the wall (no rotation). K : (3), L : (2), S : (5).

As concerns the correlation \( u'w' \) the values obtained (Fig. 7, 9, 10, 11) even near the wall are practically null as one might expect.

Definitions

Fig. 5 shows, in the hodograph plane, the definitions of different quantities which will be used hereafter. In this representation \( \left( \frac{u'^2}{U_o^2} \right)^{1/2} / U_o \) the transverse velocity \( \bar{w} \) is null at the wall and outward the boundary layer, the velocity vector direction is defined by the \( \psi \) angle. In the case of an
Fig. 7: Correlations and correlation coefficients of longitudinal and transverse velocity components for $X/\ell_o = 28$

(a): $\rho_0 \left[ (u'w')/\langle u'^2 \rangle \right] 10^u$ ;

(b): $\rho_0 \rho \bar{w}$

Infinitely long cylinder, $q_e$ would be collinear to that direction, the flow would become colinear and would be considered as two-dimensional in the $(x,z)$ coordinates system $S$. So, in the same way that $\gamma$ (with $\tan \gamma = \bar{w}/\bar{u}$) characterises, for the mean flow, the level of the three-dimensionality, it would be necessary to consider the turbulent quantities in the $S$ system. In the case of an infinite rotating cylinder, we would have $\gamma = 0$ and on the other hand $u'/q_e$ and turbulent quantities similar to the values obtained, at the same distance $X$, on a stationary cylinder, not with an outer velocity $u_e$ but with an outer velocity $q_e$. The component $(u',w)$ of the velocity vector $q$, in $S$ system are deduced from $(u',w,-w)$ by a rotation of an angle $\omega_0$ (Fig. 5). For instance:

$$u' = u'(u'/q_e) - w'(w_0/q_e)$$
$$w' = -u'(w_0/q_e) - w'(u'/q_e)$$

The influence of the rotation on the turbulent quantities and the three-dimensional effects which are induced are pointed out by comparing respectively to $u'/q_e$ and turbulent quantities similar to the values obtained, at the same distance $X$, on a stationary cylinder, not with an outer velocity $u_e$ but with an outer velocity $q_e$.

Fig. 8: Standard deviation of longitudinal and transverse velocity components for $X/\ell_o = 5.5$
See caption Fig. 6 (--- Klebanoff (3))

($u'^2/\langle u'^2 \rangle$, $v'^2/\langle v'^2 \rangle$, $w'/q_e$, $w'/\langle w'^2 \rangle$, $w'/\langle w'^2 \rangle$, $w'/\langle w'^2 \rangle$, $w'/\langle w'^2 \rangle$, $w'/\langle w'^2 \rangle$). Close to the wall.

Fig. 9: Correlations and correlation coefficients of longitudinal and transverse velocity components for $X/\ell_o = 28$
See caption Fig. 7 (--- $X/\ell_o = 28$)
the normalization is made with \( U^* \) and \( U^* \) respectively.

**Results far from the wall**

At \( X/d^* = 28 \), sufficiently far from the origin of the spinning part, the influence of the rotation on \( (u'^* - r^*)/U^* \) and \( (\omega^*)^2/\Omega_e \) seem important in the absolute reference system (Fig. 6). Actually, when \( S \) system is considered, \( (u'^* - r^*)/U^* \) and \( (\omega^*)^2/\Omega_e \) values are coincident practically with \( (u'^* - r^*)/U^* \) and \( (\omega^*)^2/\Omega_e \) respectively, with no rotation. Of course, this interpretation is to be made only in the region bounded to the influence zone of the rotation (where \( \omega^* \neq 0 \)). In the contrast, the correlation \( u' r' \) and the coefficient correlation \( \rho \) seems more modified (Fig. 7) than standard deviations. It can be also noticed that \( \rho \) presents, in the wall region, a constant value of about \( -0.3 \). Furthermore this value is approximately of the same order as those obtained from a theoretical law (6) which gives \( \rho = -0.2 \). However this law is not valid in the low Reynolds number region very-close-to-the-wall where measurements reveal an increase of \( \rho \).

**Results close-to-the-wall**

In these regions, the parameter corresponding to \( \omega^* \) (with no rotation) in the \( S \) system must be \( \omega^* \) which is linked to the skin friction of a boundary layer in which the outer velocity would be \( \Omega_e \) and the wall conditions \( \omega^* = 0 \). Indeed, the skin friction coefficient is irrelevant inasmuch as it is practically independent of the velocity when this one varies from \( \Omega_e \) to \( \omega^* \). At \( X/d^* = 28 \), Fig. 10 shows for the longitudinal velocity fluctuations a similar behaviour as farther from the wall (Fig. 6) : in the \( S \) system, one finds again the values corresponding to \( \omega^* = 0 \), what shows that for this component all is so that the boundary
weak close to the wall. This would be consistent with the collaterality of the flow, in these wall regions, and with the existence of an inflexion point in the hodograph (1, 2, 7).

CONCLUSION

The turbulent field of a complex wall flow has been investigated. The experiments are carried out in the boundary layer of an axially rotating cylinder up to the inner part of the sublayer. The interpretation of results must be made in a relative coordinates system linked to the moving cylinder with an x-axes corresponding to the outer relative velocity. Far from the origin (X/5' = 28) of the spinning part, the turbulent quantities are very slightly influenced by the three-dimensional effects, except the Reynolds stress $u'v'$. A similar result is obtained nearer (X/5' = 28) in the very-close-to-the-wall region. This suggests that, in this region, the flow has a behaviour of a two-dimensional boundary layer, what is consistent with the collaterality of the mean flow the direction of which has been found aligned with the external relative velocity. In the contrast, at this station (X/5' = 5.5), the three-dimensional effects are well marked far from the wall. So, the zone where the flow is collateral, is developed from the wall. This occurs from X-distance relatively small (X/5' = 5). Actually, the strong three-dimensional effects spread from the wall to the whole boundary layer in the very initial zone of the spinning part of the cylinder.
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Fig. 12 : Standard deviations and correlations of longitudinal and transverse velocity components close to the wall (X/5' = 5.5).

See caption Fig. 10.
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ABSTRACT

This paper deals with a numerical study of turbulent corner flow. The basic equations are the streamwise momentum equation, the streamwise component of the vorticity equation and two equations of Poisson's type for the secondary velocities. The various kinds of secondary flows are discussed. In the case of a straight corner with a uniform external velocity, the modeling of the Reynolds stresses is crucial to predict correctly the development of second kind secondary flows. The boundary conditions imposed to secondary velocities are also discussed. First results related to corner flow with positive pressure gradient are presented. In a general manner, the overall agreement with experiments seems to be good, but the extent of the vortices is underestimated.

INTRODUCTION

Developing turbulent flow along an unbounded, streamwise corner represents a usual example of complex three-dimensional flow and has some practical importance. The main feature of such a flow is the presence of mean transversal vortex-like motion (secondary flow), which alters the primary flow in the corner region. This pattern provides a good tool for examining the validity of turbulence models. Indeed, the main objective of this paper is to evaluate the importance of the closure problem for calculating the secondary flow.

Experimental studies of incompressible corner flow had been done by several authors, for zero pressure gradient (Mojola and Young /1/, Bragg /2/) and non zero pressure gradient (Mojola and Young /1/, Toan /3/). Another problem close to the corner flow problem is the duct flow problem for which experimental data are available (Gessner et al. /4/, Melling and Whitelaw /5/). In the latter case, the axial velocity must be calculated step by step by ensuring the total mass conservation; on the contrary, the external velocity distribution is a datum for the corner flow problem. Moreover, the boundary conditions are less obvious for the corner flow than for the duct one, where the geometry imposes simple symmetry conditions. This problem will be discussed later in this paper.

GEOMETRY AND EQUATIONS

The considered geometry and the governing equations are given in Figure 1. The corner is formed by two semi-infinite planes intersecting at right angle; the intersection line is parallel to the external velocity Ue.
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The equations to be solved are the following ones:

\[ U \frac{\partial U}{\partial x} + V \frac{\partial U}{\partial y} + W \frac{\partial U}{\partial z} = -\frac{1}{\rho} \frac{\partial P}{\partial x} + \frac{\partial}{\partial y} \left( \nu \frac{\partial U}{\partial y} \right) + \frac{\partial}{\partial z} \left( \nu \frac{\partial U}{\partial z} \right) \]

\[ U \frac{\partial V}{\partial x} + V \frac{\partial V}{\partial y} + W \frac{\partial V}{\partial z} = \omega \frac{\partial U}{\partial y} + \frac{\partial}{\partial x} \left( \nu \frac{\partial V}{\partial x} \right) + \frac{\partial}{\partial z} \left( \nu \frac{\partial V}{\partial z} \right) + \frac{2}{\rho} \left( \omega - \frac{\partial U}{\partial z} \right) \frac{\partial \bar{w}}{\partial y} \]

\[ U \frac{\partial W}{\partial x} + V \frac{\partial W}{\partial y} + W \frac{\partial W}{\partial z} = \omega \frac{\partial U}{\partial z} + \frac{\partial}{\partial x} \left( \nu \frac{\partial W}{\partial x} \right) + \frac{\partial}{\partial y} \left( \nu \frac{\partial W}{\partial y} \right) + \frac{2}{\rho} \omega \frac{\partial \bar{w}}{\partial x} \]

with: \[ \omega = \frac{\partial \bar{w}}{\partial x}, \quad \omega_y = \frac{\partial \bar{w}}{\partial y}, \quad \omega_z = \frac{\partial \bar{w}}{\partial z} \]

These equations are the streamwise momentum equation, the equation for the streamwise component of the vorticity, and two Poisson's equations for the secondary velocities \( V \) and \( W \). Equations (3) and (4) are deduced from the continuity equation and from the definition of \( \omega \) (equation 5). The \( x \)-diffusion terms and the first derivatives of the Reynolds stresses in the streamwise direction are neglected; \( 2 \bar{U} / \partial y \) and \( 2 \bar{U} / \partial z \) are assumed to be the preponderant derivatives of the mean velocity; in the \( x \)-momentum equation (1), the pressure \( P \) is supposed to be a given function of \( x \).

This set of assumptions, which constitutes an extension of the usual boundary layer hypothesis, leads to a parabolized system in the \( x \) direction. For solving the elliptic equations for \( V \) and \( W \) in each \((y, z)\) plane, a double-sweep procedure is used / 6 /.

The equations for \( \omega \) contain terms of particular importance: the first term of the right-hand side describes the "vortex stretching"; the second two terms describe the production of "Prandtl's first kind secondary flows" by skewing of the mean shear; these terms are very small in the present study. The last two terms of the right-hand side appear only in turbulent flows, they are responsible for maintaining "Prandtl's second kind secondary flows". The experimental results given in Figure 2 / 7 / / show examples of such secondary flows as they appear in an unbounded corner. These secondary flows consist of two "vortices", the presence of which is shown by a distortion towards the corner, of streamwise longitudinal velocity contours. So an accurate description of the anisotropy of turbulence is necessary to reproduce the vortex-like pattern observed in experiments.

**Closure Relationships**

Two turbulence models (TM1 and TM2) have been tested.

**TM1 model**

This model constitutes an extension of Boussinesq's assumption:

\[ \frac{\partial \bar{U}}{\partial x} + \frac{\partial \bar{U}}{\partial y} = \frac{2}{3} \frac{\partial \bar{U}}{\partial z} + \frac{\partial}{\partial x} \left( \nu \frac{\partial \bar{U}}{\partial x} \right) \]

\[ \frac{\partial \bar{U}}{\partial x} + \frac{\partial \bar{U}}{\partial y} - \gamma \left( \frac{\partial \bar{U}}{\partial z} + \frac{\partial \bar{U}}{\partial x} \right) \]

\[ \delta_{ij} \text{ is the Kronecker's symbol, } f, \text{ the turbulence kinetic energy } (k = \frac{1}{2} \bar{U}^2) \text{ and } \gamma \text{ the eddy viscosity.} \]

\( \gamma \) is expressed by a classic mixing length relationship:

\[ \gamma = \frac{F}{\omega} \left( \frac{\partial \bar{U}}{\partial x} \right)^2 \]

\[ \frac{\partial}{\partial x} \left( \frac{\partial \bar{U}}{\partial x} \right)^2 \]

\[ F = 0.085 \left( \frac{k}{\omega} \right)^{1/2} \]

\[ \delta_{ij} \text{ represents the "two-dimensional" boundary layer thickness when } y \text{ or } z \text{ goes to infinity. } F \text{ is a damping function for the near-wall regions; its form constitutes an extension of Van Driest's formula:} \]

\[ F = 1 - \exp \left( -\frac{y}{10 \delta} \right), \quad \gamma = \gamma \left( 1 - \exp \left( -\frac{y}{10 \delta} \right) \right) \]

**TM2 model**

It should be possible to solve the transport equations for:

\[ \frac{U \partial \bar{U}}{\partial x} = - \left( \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial y} + \frac{\partial \bar{U}}{\partial y} \frac{\partial \bar{U}}{\partial z} \right) \]

**Convection**

\[ -2 \left( \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial y} + \frac{\partial \bar{U}}{\partial y} \frac{\partial \bar{U}}{\partial z} \right) \]

**Dissipation**

\[ -2 \left( \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial y} + \frac{\partial \bar{U}}{\partial y} \frac{\partial \bar{U}}{\partial z} \right) \]

**Production**

\[ \left( \frac{\partial \bar{U}}{\partial x} \right)^2 \]

**Diffusion**

\[ \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial y} \]

\[ \frac{\partial \bar{U}}{\partial y} \frac{\partial \bar{U}}{\partial z} \]

\[ \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial z} \]

To simplify the numerical work, it is interesting to neglect the convection and diffusion terms; it is also assumed that \( 2 \left( \frac{\partial \bar{U}}{\partial x} \right)^2 \left( \frac{\partial \bar{U}}{\partial y} \right)^2 = \frac{1}{3} \gamma \delta_{ij} \), with \( \gamma = \nu \left( \frac{\partial \bar{U}}{\partial y} \right)^2 \); the modelling of the redistribution terms proposed by Launder-Reece-Rodi / 7 / is adopted; if the derivatives of the mean velocity other than \( \partial \bar{U} / \partial y \) and \( \partial \bar{U} / \partial z \) are neglected, the Reynolds stress components are expressed by analytical formulae. In particular, we have:

\[ \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial y} = \frac{4}{C_4} \frac{1}{11} \left( \frac{\partial \bar{U}}{\partial y} \right)^2 \]

\[ \frac{\partial \bar{U}}{\partial y} \frac{\partial \bar{U}}{\partial z} = \frac{4}{C_4} \frac{1}{11} \left( \frac{\partial \bar{U}}{\partial z} \right)^2 \]

\[ \frac{\partial \bar{U}}{\partial x} \frac{\partial \bar{U}}{\partial z} = \frac{4}{C_4} \frac{1}{11} \left( \frac{\partial \bar{U}}{\partial x} \right)^2 \]

This procedure, proposed by Launder / 8 / has been used by Gessner et al. / 9 / / 10 / / for calculating turbulent flows in ducts.

Two constants, \( C_4 \) and \( C_2 \), appear in the model.

Let us set \( C_4 = 0.25 \).

Then: \( \delta_{ij} \rightarrow 0, \) and the turbulent production terms in equation (2) are equal to zero. This means that no second kind secondary flow can be generated.

The eddy viscosity \( \gamma \) has been calculated, by using the same mixing length formula as in TM1, instead of solving the \( k-\varepsilon \) equations. The
dissipation rate \( \varepsilon \) is obtained from the simplified \( \kappa \)-equation (convection and diffusion neglected):

\[
\varepsilon = - \frac{\partial}{\partial x} \left( \frac{\partial \nu}{\partial x} \right) - \frac{\partial}{\partial y} \left( \frac{\partial \nu}{\partial y} \right)
\]

and the turbulent kinetic energy from \( \nu = C \frac{\varepsilon}{k} \).

**INITIAL AND BOUNDARY CONDITIONS**

For estimating the \( U, V, W \) and \( \omega \) fields in the initial \((y,z)\) plane, we extend Carrier's formulation / 11/ initially used for the laminar corner flow problem. With the dimensionless quantities \( y = \frac{y}{\delta} \) and \( z = \frac{z}{\delta_w} \), the mean velocities are expressed by:

\[
U = U_e \frac{3 \delta}{2 \delta_x} \frac{\partial \nu}{\partial x}
\]

\[
V = U_e \frac{3 \delta}{2 \delta_y} \left( \frac{\partial \nu}{\partial y} - \frac{\partial \nu}{\partial z} \right)
\]

\[
W = U_e \frac{3 \delta}{2 \delta_z} \left( \frac{\partial \nu}{\partial z} - \frac{\partial \nu}{\partial y} \right)
\]

These relations allow the continuity equation to be satisfied. Moreover, the function \( \nu \) is given by:

\[
\nu = \frac{H}{H} \left( \frac{\partial \nu}{\partial y} \right)
\]

where \( H \) represents the classic two-dimensional boundary layer profile, and \( \frac{\partial \nu}{\partial y} \) is estimated by:

\[
\frac{\partial \nu}{\partial y} = \frac{3 \delta}{2 \delta_x} \frac{\partial \nu}{\partial x}
\]

\( u \) is calculated from its definition. It can be pointed out that the two vortices responsible for the secondary flow are not included in the initial conditions.

The calculation grid is shown in Figure 3. The equations are solved in the \((Y,Z)\) coordinates defined by:

\[
Y = z^2 - y^2 \quad Z = 2y
\]

The boundary conditions are:

1. along boundary \((0,0) : U = V = W = 0\)
2. along boundary \((a,0) : \frac{\partial U}{\partial y} = \frac{\partial V}{\partial y} = \frac{\partial W}{\partial y} = 0\)
3. along boundary \((0,b) : \frac{\partial U}{\partial z} = \frac{\partial V}{\partial z} = \frac{\partial W}{\partial z} = 0\)
4. along boundary \((a,b) : V = U_e \quad V = V (A) \quad W = W (B)\)

The boundary conditions for \( W \) are obtained by using the derivatives \( \frac{\partial V}{\partial y} \) and \( \frac{\partial W}{\partial y} \), calculated at the upstream station.

**NUMERICAL RESULTS OBTAINED WITH TMI**

Figure 4 shows the results obtained at \( \Delta x = 0.4 \) and \( \Delta z = 0.5 \), with a constant external velocity \( U_e = 22 \text{ m/s} \). The calculation starts at \( x = 0.15 \) (distance from the leading edge of the plates), and the comparison is made at \( x = 10.09 \). The overall pattern of the experimental contours is correct, but the calculation underestimates the extent of the distorted region; see in particular the iso-velocity line \( V/W = 0.70 \). This observation becomes clearer by comparing the experimental and calculated secondary flow patterns (Figure 10). Another observation is that, outside the vortex region, the experimental secondary flow becomes practically parallel to the y-axis, whereas the calculated secondary flow is parallel to the bisector. This problem will be discussed later.

**IMPROVEMENTS OF THE MODEL**

**Modification of the mixing length formula**

In order to investigate the effects of the algebraic form given to the mixing length, the expression of \( d \) given by equation (7) has been modified. The new expression is deduced from Buleev's formulation:

\[
\frac{1}{d(M)} = \int_0^M \frac{d\phi}{d\phi} \quad (15)
\]
In the case of the corner flow, \( \phi_{x} = 5x/4 \)
and \( d \) takes the following form:

\[
d = \frac{1}{\frac{1}{2} \left( \frac{y}{y} + \frac{1}{y} + \frac{1}{y} \right)}
\]

Note that, when \( z/y \) (respectively \( y/z \)) goes to infinity, \( d \) is equal to \( y \) (respectively \( z \)), which corresponds to the classic two-dimensional mixing length formulation.

The advantage of this expression is to give a smooth evolution of the mixing length near the corner bisector. In fact, the numerical results are almost similar. The secondary velocities are a bit smaller, but the distortion of the longitudinal velocity lines remains practically unchanged.

**Modification of the boundary conditions**

The problem is to reproduce the experimental pattern of the secondary flow outside the vortex region. For this, the condition \( \frac{\partial w}{\partial y} = 0 \) imposed along boundary 3 is replaced by \( v = 0 \), and the condition \( \frac{\partial w}{\partial y} = 0 \) imposed along boundary 4 is replaced by \( w = 0 \).

Figure 11 shows the calculated secondary flows obtained at \( \Delta x = 0.9 \) m with the old and the new boundary conditions. The latter leads to a better qualitative agreement with experiments, without important changes in the iso-velocity contours.

**FIRST CALCULATIONS WITH POSITIVE PRESSURE GRADIENT**

Mojola and Young have performed measurements in a corner flow with positive pressure gradient / 1 /. Figure 12 shows the external velocity distributions and the evolution of the shape parameter, and of the skin friction coefficient far from the corner. It can be seen that at the last station \( (x = 1.245 \) m), the two-dimensional boundary layer is near separation.

Figure 13 compares experimental and calculated evolutions of \( \psi_{p}/\psi_{w} \) with the lateral distance, for different \( x \)-stations. At \( x = 1.19 \) m, both experiments and calculations indicate a separation near the corner itself, the two-dimensional regions far from the corner being not separated. At \( x = 1.245 \) m, the separated region is extended (the accuracy of the calculation is certainly poor, due to the parabolized treatment of the equation). It appears also that the region where vortices are present is characterized by a kink in the \( \psi_{p}/\psi_{w} \) curves ; as in the zero pressure gradient case, the extent of this region is underestimated by the calculations.

**CONCLUSIONS**

An accurate description of the anisotropy of turbulence is needed to reproduce the vortex-like pattern of the secondary flow observed in experiment. However, when lateral curvature is involved, a refined turbulence modelling could be less important ; in this case, indeed, the first kind secondary flows are likely to be larger than the second kind ones (Johnston, in Bradshaw / 12 /).

When positive pressure gradients are present, separation appears at first near the corner itself ; other calculations are necessary to study the influence of the turbulence modelling on the separation location.

In a general manner, the extent of the secondary flow region remains too small when compared with experiments. Possibly, this problem is related to the very simple mixing length formula used in calculations ; improvements could be obtained by solving transport equations for \( k \) and \( \varepsilon \), especially in the cases where longitudinal pressure gradients are important.
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ABSTRACT

The formulation of a pressure-strain model for 90-degree corner flows based on the method of images is described. Experimental results are analyzed in order to compare the model with the superposition model proposed by Reece. On the basis of these comparisons, some preliminary conclusions are drawn about the relative merits of each model.

NOMENCLATURE

- a: duct half height
- b: duct half width
- \( c_i, c_j, \): primary coefficients
- \( c_i', c_j' \): wall correction coefficients
- \( c_i'' \), \( c_j'' \): corner correction coefficients
- \( c_f, \): empirical coefficients
- k: turbulence kinetic energy
- L, L': length scales
- n: normal coordinate
- \( \rho \): fluctuating static pressure
- P: turb. kinetic energy prod. rate
- r, \( r' \), \( r'' \): separation distances (Fig. 1)
- \( \bar{R}_b \): turb. Reynolds no. (\( \bar{R}_b \equiv k'/(\bar{\rho}) \))
- \( \bar{u}, \bar{v}, \bar{w} \): bulk velocity
- \( \bar{V} \): Reynolds normal stress components
- \( \bar{V}_{x,y,z} \): Reynolds shear stress components
- \( \bar{U}, \bar{V}, \bar{W} \): mean velocity component in x, y, and z directions, resp.t
- \( \bar{\nu} \): friction velocity
- \( \bar{ \nu} \): cartesian coordinates (Fig. 1)
- \( y', z' \): reference positions (Fig. 1)
- \( \gamma \): corner angle (Fig. 1)
- \( \gamma' \): primary coefficients
- \( \gamma'' \): wall correction coefficients
- \( \gamma''' \): dissipation rate
- \( \gamma'\prime \prime \): empirical coefficients
- \( \gamma'\prime \prime \prime \): prod. rate/dissipation rate (\( \xi' \))
- \( \gamma'\prime \prime \prime \prime \): density
- \( \gamma'\prime \prime \prime \prime \prime \): wall shear stress
- \( \gamma' \prime \prime \prime \prime \prime \prime \): plane homogeneous shear flow
- \( \gamma' \prime \prime \prime \prime \prime \prime \): corner bisector
- \( \gamma' \prime \prime \prime \prime \prime \prime \): wall bisector

INTRODUCTION

This paper presents a near-wall pressure-strain model for turbulent corner flows which is an extended form of the model proposed by Launder, Reece, and Rodi (1975) for two-dimensional wall flows. Rather than superimposing effects near the bounding walls of a corner to model pressure-strain behavior in the corner layer, as suggested by Reece (1977), a more rigorous development is pursued which is based on the method of images. More specifically, the volume and surface integrals which model the pressure-strain correlation are replaced by a volume integral which includes image point distances in the integrand. The integral form is an extended version of the form originally proposed by Irwin (1974) for two-dimensional boundary layer flows. Implicit in both formulations is the assumption that the normal derivative of the fluctuating static pressure along a bounding wall is negligibly small, which is a reasonable approximation on the basis of arguments presented by Kraichnan (1956) and Irwin (1975).

In terms of modelling this effect, the condition that \( \rho'/n \) be identically zero at all points along the bounding walls of a 90-degree corner can be satisfied by the image point pattern shown in Fig. 1a. If a pressure fluctuation is interpreted as originating from a source at \( (y', z') \), then a source of equal strength must be located at the image point \( (-y', z') \) to satisfy the condition that \( \rho'/n \) be zero on the wall \( y = 0 \) at points distant from the corner. By similar reasoning, a source must also be also located at the image point \( (y', -z') \) to ensure that \( \rho'/n \) will be zero on the wall \( z = 0 \) when \( y \) is large. In the near vicinity of the corner, however, sources located only at \( (y', z') \) and \( (y', -z') \) will cause \( \rho'/n \) to be non-zero along each bounding wall. This situation can be corrected by considering a source to be present at a third image point, \( (-y', -z') \), located as shown in Fig. 1a. Under these conditions \( \rho'/n \) will be identically zero at all points along each wall, regardless of corner proximity.

The above arguments can be extended to other corner flow situations when the included angle between intersecting walls \( (\gamma) \) is different from 90 degrees. When \( \gamma = 60 \) degrees, for example, five image points are required (Fig. 1b), and the number of image points increases to seven when \( \gamma = 45 \) degrees (Fig. 1c). In more general terms, if the image point in the flow is included \( (y', z') \), the total number of points \( N \) which influence the pressure-strain correlation at the point of interest \( (y, z) \) must be such that \( N \pi/2 (\gamma \text{ in radians}) \). This relationship implies that pressure-strain effects can be modelled conveniently only in certain corner flows, for unless \( N \pi/2 \) is an even integer, the normal derivative boundary condition cannot be satisfied exactly, regardless of the number of image points used.
In view of the similarity between eqs. (3) and (4), the effect of the first image point \( r_1 \) will be modelled by letting

\[
[s_{ij} + 2j]_{ij} = \left[ -c_{ij} \left( \frac{u_j u_i}{2} - \frac{\delta_{ij}}{3} \right) \right] - \frac{\delta_{ij} b_{ijkl} \xi l_{kl}}{\xi^2} \left( \frac{r}{\lambda} \right)^{\theta} + \frac{\partial^2 \xi}{\partial x_i \partial x_j} + \left( \frac{\partial^2 \xi}{\partial x_i \partial x_j} \right) \xi \left( \frac{r}{\lambda} \right)^{\theta}
\]

(8)

where \( b_{ijkl} \) is a fourth order tensor subject to the same kinematic constraints as \( \xi^2 \), and \( (r/r_1) \) is the integrated volume average of \( \xi^2 \) over a sphere of radius \( \xi \) where \( \xi \) is a length scale indicative of the size of the energy containing eddies. An explicit form for \( (r/r_1) \) can be developed by restricting the distance \( \xi \) to be less than or equal to the distance between the wall and the point of interest. In accordance with this point of view, we let

\[
\frac{c}{r_1} = \frac{1}{V_c} \int_{V_c} \frac{c}{r_1} \ dV
\]

(9)

where, with reference to Fig. 2,

\[
r_1 = r - 4y \cos \phi + 4y^2
\]

(10)

so that

\[
\frac{c}{r_1} = \frac{3}{2} \frac{c}{y} \left( \frac{(1-10\psi)}{12} - (2-12\psi) \right)
\]

Integration yields

\[
\frac{c}{r_1} = \frac{3}{8} \frac{c}{y} - \frac{3}{8} \psi^2 (1-2y^2) - \frac{3}{8} \psi y
\]

(11)

where \( y = y/\ell \). Since \( \ell/y \) lies between the limits of zero and unity (refer to Fig. 2), the interval of interest for \( y^2 \) is \( 1 - \gamma < \psi < \gamma \), for which the bracketed term in eq. (11) has a unique value (0.5) for all \( \psi \) values within this interval. It follows, therefore, that

\[
\frac{c}{r_1} = \frac{3}{8} \frac{c}{y}
\]

(12)

which is directly analogous to the linear decay function assumed by LRR in their development.

By means of arguments similar to those employed in developing eqs. (8) and (12), analogous expressions for \( (s_{ij} + 2j)_{ij} \) and \( (s_{ij} + 2j)_{ij} \) can be developed, so that the net effect of the image points on the pressure-strain correlation can be represented as:

2.26
In LRR’s development, the sum $28*+4v*+n*$ (for both the primary and wall correction coefficients) is set equal to zero. It is not necessary to invoke this condition, however, because $6\mu_f \frac{\partial U}{\partial y} + 6U_t\frac{\partial U}{\partial y} = 0$. If, in fact, the condition $28*+4v*+n*$ (LRR’s notation) is invoked for the wall correction coefficients and $z*$ is set equal to zero (as specified by LRR), then the Green’s function condition: $3v*+42* = 0$ and the continuity condition: $a*+58*+c* = 0$ cannot be satisfied simultaneously. The above inconsistency is avoided in the present development.

**Specification of Model Coefficients**

The system of equations given by (14) through (22) implies that nine coefficients must be specified in order to complete the model. These coefficients include three primary coefficients $(c_1, c_2, \text{ and } c_3)$, three wall correction coefficients $(c_{1w}, c_{2w}, \text{ and } c_{3w})$ and three corner correction coefficients $(c_{1c}, c_{2c}, \text{ and } c_{3c})$. The required number of coefficients can be reduced, however, on the basis of the following considerations. Consider the modified form of the RS transport equations suggested by LRR, but with convection and diffusion effects modelled by means of Rodi’s approximation (1976), namely:

$$U_t, U_t \cdot (\frac{\partial U}{\partial x}) = \frac{\partial}{\partial x} \left( \frac{\partial \bar{U}}{\partial x} \right)$$

with $\bar{U} = U_t - \frac{\partial \bar{U}}{\partial x}$.

where $P = -\frac{\partial \bar{U}}{\partial x}$. Following Gesser and Emery (1976), algebraic expressions for the Reynolds stress components in normalized form can be developed from eqs. (26). The equations are summarized below:

$$\frac{\partial \bar{U}}{\partial x} = \frac{1}{k} (c_* \frac{\partial \bar{U}}{\partial x}) - \frac{1}{3} \frac{\partial \bar{U}}{\partial x}$$

Solution of eqs. (19) and (20) yields:

$$\gamma = \frac{10}{11}$$

$$n = \frac{10}{11}$$

It should be noted here that the above approach differs fundamentally from the approach taken by LRR. In expanded form, the continuity constraint can be written as:

$$\frac{\partial \bar{U}}{\partial x} = \frac{1}{k} (c_* \frac{\partial \bar{U}}{\partial x})$$

where $\frac{\partial \bar{U}}{\partial x} = \frac{1}{k} (c_* \frac{\partial \bar{U}}{\partial x})$.
components. Along the corner and wall bisectors of a rectangular duct, the following relationships apply:

**Wall Bisector**

\[ c_1^*_{wb} = 1 - c + 4 c \left( \frac{12 u'^2}{k} \right)_{wb} + 6 \left( \frac{\nu'^2}{k} \right)_{wb} - 8 \]  
\[ c_2^*_{wb} = \frac{1}{16} \left( 4 - 11 \left( c_1^*_{wb} + 1 \right) \frac{\nu'^2}{k} \right) \]  
\[ \gamma^*_{wb} = - \frac{\left( c_1^*_{wb} + 1 \right)^2}{\frac{\nu'^2}{k} (y^*_{wb})} - \frac{\left( 15 c_1^*_{wb} - 1 \right)^2}{22} \times \frac{\nu'^2}{k} \]  
\[ = \frac{\left( c_1^*_{wb} - 3 \right)^2}{22} \left[ 2 + \frac{\nu'^2}{k} \right] \]  
\[ (31) \]  
\[ (32) \]  
\[ (33) \]

**Corner Bisector**

\[ c_1^*_{cb} = 1 - c + 4 \left( \frac{12 u'^2}{k} \right)_{cb} + 6 \left( \frac{\nu'^2}{k} \right)_{cb} - 8 \]  
\[ c_1^*_{cb} = \frac{1}{16} \left( 4 - 22 \left( c_1^*_{cb} + 1 \right) \frac{\nu'^2}{k} \right) \]  
\[ \gamma^*_{cb} = - \frac{\left( c_1^*_{cb} + 1 \right)^2}{\frac{\nu'^2}{k} (y^*_{cb})} - \frac{\left( 15 c_1^*_{cb} - 1 \right)^2}{22} \times \frac{\nu'^2}{k} \]  
\[ = \frac{\left( c_1^*_{cb} - 3 \right)^2}{22} \left[ 2 + \frac{\nu'^2}{k} \right] \]  
\[ (34) \]  
\[ (35) \]  
\[ (36) \]

A comparison of eqs. (34) - (36) with eqs. (31) - (33) indicates that

\[ c_1^*_{cb} = c_1^*_{wb} \]  
\[ c_2^*_{cb} = c_2^*_{wb} \]  
\[ \gamma^*_{cb} = \gamma^*_{wb} \]  
\[ (37) \]

provided that

\[ \frac{u'}{k}_{cb} = \frac{u'}{k}_{wb} \]  
\[ \frac{\nu'^2}{k}_{cb} = \frac{\nu'^2}{k}_{wb} \]  
\[ (38) \]

In order to investigate whether or not these conditions hold, Reynolds stress measurements were made in the near-wall region of a square duct under fully-developed flow conditions. Distributions measured by Eppich (1981) along both wall and corner bisectors of the duct for three different Reynolds numbers are shown in Fig. 3. Superimposed in Fig. 3a are results based on the measurements of Comte-Bellot (1963) and line distributions representative of the consensus set of values proposed by LRR. Although there is close agreement among the various data sets along each bisector, data measured along the wall bisector are not in complete accord with the consensus values, which indicates that near-wall similarity in incompressible turbulent boundary layers may not be as universal as previously thought. In general, however, Fig. 3b indicates that the conditions imposed by (38) are well satisfied. This result enables eqs. (37) to be written as

\[ c_1^* = c_1 + c_1^* f \]  
\[ c_2^* = c_2 + c_2^* f \]  
\[ \gamma^* = \gamma + \gamma^* f \]  
\[ (39) \]  
\[ (40) \]  
\[ (41) \]

where the primed quantities now denote the wall correction coefficients with

\[ f = k_f \left( \frac{c_f}{\bar{f}_1} + \frac{\bar{f}_1}{c_f} \right) \]  
\[ (42) \]

where \( k_f \) and \( c_f \) are empirical coefficients to be selected so that \( f \) is approximately unity throughout the entire near-wall layer. (It should be noted here that the corner correction coefficients \( (c_1, c_2, c_3, \ldots, \) and \( \gamma \) have now been effectively eliminated from the model.)
or alternatively, for a rectangular duct of arbitrary aspect ratio, as

\[
f = \frac{L_p}{\sqrt{a[b-a(y-1)] + b[b-b(y-1)] + \frac{1}{2} [1 \pm (a-b)^2 + (b-b)^2]}}
\]

where \(a\) and \(b\) are the half-width dimensions of the duct. It should be noted here that for \(k=1\) type predictions, \(L_p\) in eqs. (47) and (48) can be replaced by \((ak)^{1/2}/k\), with \(k\) defined as \((uv^2 + w^2)/k\), rather than specified as a constant, because \((uv^2 + w^2)/k\) varies systematically in the near-wall layer (e.g., between 0.23 and 0.29 in the near-wall region of a square duct on the basis of data obtained by Koppich (1981)).

With the decay function now defined for both bounded and unbounded 90-degree corner flows, the task which remains is to specify numerical values for both the primary \((c_1, c_2, \text{and } \gamma)\) and wall correction \((c_1', \text{and } \gamma')\) coefficients which appear in eqs. (39) - (41). In order to determine the primary coefficients, reference will be made to the plane homogeneous shear flow data of Champagne, Harris, and Corrisin (1970) and Harris, Graham, and Corrisin (1977), henceforth designated as CHC and HGC, respectively. From the data of both studies, it is possible to determine numerical values for \(c_1, c_2, \gamma\) and from reduced forms of eqs. (31) - (33) applicable to plane homogeneous shear flow. From the data of both studies, it is possible to determine numerical values for \(c_1, c_2, \gamma\) and from reduced forms of eqs. (31) - (33) applicable to plane homogeneous shear flow. The corresponding values for \(c_l\) and \(c_2\) are 1.34 and 0.34, respectively, for the CHC data and 1.27 and 0.41 for the HGC data. If one utilizes the average values for \(c_1\) and \(c_2\) and the constants \((E=1.3, F=1.3)\), then the transverse anisotropy calculated from an equation derived from eqs. (26) and (27), namely

\[
\frac{\bar{\gamma} - \bar{\gamma}_b}{k} = \frac{4(\gamma - 1)}{11(c_1 + c_2)} - 1
\]

is -0.13 when \(\gamma=1\), and -0.15 when \(\gamma=1.55\). This spread in values does not simulate the experimentally observed increase in transverse anisotropy which occurs as departures from local equilibrium become significant. For the HGC data set, for which \(\gamma=1.55\), \((\bar{\gamma} - \bar{\gamma}_b)/k = -0.2\), whereas for the CHC data set, \((\bar{\gamma} - \bar{\gamma}_b)/k = -0.1\) when \(\gamma=1\). In order to circumvent this shortcoming, a new coefficient, \(c_1'\), will be defined of the form:

\[
c_1' = 1 + \frac{1}{2}
\]

which effectively replaces \(c_1\) as an independently specified quantity. If \(c_1'\) is redefined in terms of \(c_1\) as

\[
c_1' = \frac{1}{2} \left[\bar{\gamma} - \bar{\gamma}_b - 11(c_1 + c_2 - 1)\right]
\]

then eq. (49) can be rewritten as

\[
\frac{\bar{\gamma} - \bar{\gamma}_b}{k} = \frac{1}{2}
\]

which yields values for the transverse anisotropy which are in better agreement with the experimental values observed by HGC and CHC than values predicted from eq. (49). (For \(\gamma=0.12\), eq. (52) yields \((\bar{\gamma} - \bar{\gamma}_b)/k = -0.18\) and -0.12, respectively, when \(\gamma=1.55\) and 1.)

In view of this improvement, \(\gamma\) was specified as -0.12 in the present study to complement the values selected for \(c_1\) and \(\gamma\) (1.4 and -0.12, respectively) which lead to the best overall agreement between calculated and measured stress component values when compared to the data of CHC and HGC. The normalized stress components calculated from eqs. (25) - (28) using the present coefficients and those specified by LRR are compared in Table 1 below.

Table 1 Normalized stress component values

<table>
<thead>
<tr>
<th>Reference</th>
<th>(\bar{\gamma}/k)</th>
<th>(\bar{\gamma}/k)</th>
<th>(\bar{\gamma}/k)</th>
<th>(-\bar{\gamma}/k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHC (data)</td>
<td>0.94</td>
<td>0.48</td>
<td>0.58</td>
<td>0.33</td>
</tr>
<tr>
<td>Present work ((\gamma=1))</td>
<td>0.94</td>
<td>0.47</td>
<td>0.59</td>
<td>0.33</td>
</tr>
<tr>
<td>LRR ((\gamma=1))</td>
<td>0.93</td>
<td>0.46</td>
<td>0.61</td>
<td>0.36</td>
</tr>
<tr>
<td>HGC (data)</td>
<td>1.00</td>
<td>0.40</td>
<td>0.60</td>
<td>0.30</td>
</tr>
<tr>
<td>Present work ((\gamma=1.55))</td>
<td>0.98</td>
<td>0.42</td>
<td>0.60</td>
<td>0.29</td>
</tr>
<tr>
<td>LRR ((\gamma=1.55))</td>
<td>0.96</td>
<td>0.44</td>
<td>0.60</td>
<td>0.37</td>
</tr>
</tbody>
</table>

In general, the present coefficients \((c_1=1.4, \cdots =-0.12)\), in comparison to those specified by LRR \((c_1=1.5, c_3=0.4)\), lead to improved agreement between calculated and measured stress component values. On the basis of these results, the primary coefficients chosen in this study were used to determine numerical values for the wall correction coefficients \((c_1, \gamma, \text{and } \gamma')\). The coefficient \(c_1\) was evaluated by means of an expression which follows from eqs. (31) and (39) with \(f=1\), namely

\[
c_1' = \frac{1}{2} \left[\bar{\gamma} - \bar{\gamma}_b + 3(\bar{\gamma} - \bar{\gamma}_b) - 8\right] - c_1
\]

where, for the set values of \((\bar{\gamma}/k)\) and \((\bar{\gamma}/k)\) the indicated in Fig. 3a, \(c_1\) is a Reynolds number dependent coefficient which varies as shown in Table 2 when \(\gamma=1.4\). The variation is roughly centered about the nominal value for \(c_1\) suggested by LRR \((-0.5)\) for a best fit of the consensus data (near-wall stress values) tabulated in their paper. The coefficient \(c_1'\) can be determined by differenting eqs. (26) and (27), applying eqs. (22) and (51) with \(\gamma=1\), and letting \(f=1\) in the defining relationship for \(\gamma'\) given by eq. (50). This procedure yields

\[
\gamma' = \frac{\bar{\gamma} - \bar{\gamma}_b}{k - \bar{\gamma}_b}
\]

from which \(\gamma'=0.08\) when \(\gamma=0.12\) with \((\bar{\gamma}/k)\) and \((\bar{\gamma}/k)\) leads to -0.020 on the basis of the set value shown in Fig. 3a.

This completes the number of independent coefficients \((5)\) which must be specified in the present model \((c_1, \gamma, c_2, \text{and } \gamma')\). The remaining coefficient, \(\gamma'\), depends on \(c_1\) and \(c_2\), and can be evaluated from an equation which is derivable from eqs. (26), (27), and (28), after \(c_1'\) and \(c_2'\) are written in terms of \(c_1\) on the basis of eqs. (21) and (22), and then in terms of \(c_1'\) and \(c_1\) from eq. (51), namely

\[
\gamma' = \frac{\bar{\gamma} - \bar{\gamma}_b}{k - \bar{\gamma}_b} (68 - 11 \cdot \bar{\gamma}_b) - \frac{\bar{\gamma} - \bar{\gamma}_b}{k - \bar{\gamma}_b} (c_1 + c_1') + \frac{1}{2} \left[\frac{\bar{\gamma} - \bar{\gamma}_b}{k - \bar{\gamma}_b} (c_1 + c_1') - \frac{1}{4} \right]
\]

where \(\gamma=0.12\), \((-\bar{\gamma}/k)\) \(=0.24\), and \((\bar{\gamma}/k)\) \(=0.20\) on the basis of eq. (54) and the set values shown in Fig. 3a. Table 2 summarizes the numerical values selected for both the primary \((c_1, \gamma, \text{and } \gamma')\) and wall correction \((c_1', \text{and } \gamma')\) coefficients utilized in the present development. The corresponding values for \(c_1\) and \(c_2\) as calculated from eq. (51), are also shown in this table. The calculated value for \(c_1'\) \((0.37)\) is in close agreement with the value specified by LRR \((0.40)\). The
values for $c_2'$ shown in Table 2 differ in sign from the values specified by LRR (0.06), primarily because the authors let $P'\neq 0$ in their development. This condition is equivalent to assuming that essentially no energy is transferred from the $\tau'$ stress component to the $\tau$ component in the near-wall layer. Data obtained in the present study and by Comte-Bellot (1963) show that this is not true, however, for high Reynolds number. In particular, there is an upward shift of the flow over its plane homogeneous shear flow value. This point will be discussed in more detail shortly.

<table>
<thead>
<tr>
<th>$Re$</th>
<th>$c_1$</th>
<th>$\gamma$</th>
<th>$c_1'$</th>
<th>$\gamma'$</th>
<th>$c_2$</th>
<th>$c_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50,000</td>
<td>1.4</td>
<td>-0.12</td>
<td>0</td>
<td>-0.08</td>
<td>0.37</td>
<td>-0.101</td>
</tr>
<tr>
<td>120,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Primary and Wall Correction Coefficients

In the present development, all model coefficients are constant, except for $c_1'$, which has an apparent Reynolds number dependency. With reference to eq. (31), the different values for $c_1'$ which appear in Table 2 are directly attributable to the different set values for $\tau'/k$ shown in Fig. 3a. These values were determined by neglecting tail-up behavior of $\tau'/k$, which occurs in a low Reynolds number region of the flow ($Re=400$; refer to Fig. 3a) where viscous effects acting on the dissipation rate may be responsible for the observed increase in $\tau'/k$.

Figure 4a shows distributions of $\tau'/k$, $\tau/k$, and $\tau'/k$ measured by Eppich (1981) in the near-wall region of a square duct under fully developed flow conditions. In the outer portion of the wall bisector traverse ($y/a=0.10$), there is a relatively strong variation in the level of anisotropy with a change in Reynolds number. In particular, there is an upward shift in $\tau'/k$ values with an increase in Reynolds number, and a corresponding downward shift in $\tau/k$ and $\tau'/k$ values. Similar shifts are evident in the distributions shown in Fig. 4b, which are based on the measurements of Comte-Bellot (1963) on the plane of symmetry of a high aspect ratio rectangular duct at three different Reynolds numbers. The shift levels shown in Fig. 4a are somewhat higher for a given change in Reynolds number, however, which appears to indicate that the convecting influence of secondary flow along the wall bisector may be responsible, in part, for higher shift levels observed in Fig. 4a. In this figure it can also be seen that normal stress levels measured at the lowest Reynolds number ($50,000$) are similar to plane homogeneous shear flow (PhSF) levels, which correspond to average values of the CHC and HGC data shown in Table 1, and that deviation of the data from PhSF levels increases with an increase in Reynolds number. Figure 4a also shows that when $Re=10^5$, $\tau'/k$ and $\tau'/k$ lie below their PhSF counterparts, which implies that energy is transferred from both the $\tau$ and $\tau'$ stress components to the $\tau'$ stress component in the immediate vicinity of the wall.

A plausible explanation of the shifts shown in Fig. 4 which occur within the interval $0.06<y/a<0.10$ is not a simple task. First of all, it may be stated (with reasonable certainty) that the observed shifts are not interpretable as a low Reynolds number effect, because $\tau'$ is relatively high within this interval (refer to tabulated values of $Re$ at $y/a=0.10$ in Fig. 4a). Furthermore, the observed shifts are not associated with some anomalous behavior of the decay function, because $f<3$ in this region for all three Reynolds numbers. Since $k/\tau'$ is essentially constant and does not vary with Reynolds number, as shown in Fig. 4a, the flow must be in local equilibrium, regardless of the fact that the turbulence kinetic energy is distributed differently among the various stress components. This interpretation is supported by additional data taken by Eppich (1981) which show that $-\tau'U'=1.0$ within the interval $0.06<y/a<0.10$ for all three Reynolds numbers. The near-wall flow in this region is thus a high Reynolds number flow in local equilibrium, which implies that pressure-strain effects (as opposed to dissipation rate phenomena) must be responsible for the shift in anisotropy levels shown in Fig. 4a. As one possibility, one may consider non-linear redistribution effects, but the model proposed by Lumley and Khajeh-Nouri (1974), when applied to the near-wall region, will yield values for $\tau'/k$, $\tau/k$, and $\tau'/k$ which are identical constant when constant coefficients are specified. The problem can be overcome by assigning a new value to $c_1'$ in the present model whenever there is a change in Reynolds number. Under these conditions, the model will mimic the shift in anisotropy levels shown in Fig. 4a (as indicated by the RI, R2, and R3 levels in the figure), without altering calculated values of $\tau'k$ and $\tau'/k$ (which should remain constant to be in accord with the data). This is a less-than-satisfying approach, however, and current efforts are being directed toward developing a plausible explanation (and model) for the anisotropy shifts which have been observed in the present study.

Comparison Between Models

The final form of the pressure-strain model which has been developed in this paper consists of the expression for $(P)'(u_1'x_1'x_1'+u_2'x_2')$ given by eq. (1), with $c_1$, $a_1$, and $a_2$ defined, respectively, by eqs. (51), (21), and (22), where $c_1$, $a_1$, and $a_2$ are defined, respectively, by eqs. (39), (50), and (21) in terms of both primary ($\zeta$, $\eta$, and $\zeta'$ coefficients whose values are given in Table 2, with $\zeta'$ to be evaluated from eq. (55), and with $f$ to be evaluated by means of either eq. (47) or (48). The relative merits of this model will be
examined by means of comparisons with the model proposed by Reese (1977).

The decay function developed during the present study is given by eq. (47). An analogous "two-dimensional" expression, which is equivalent to the superposition model suggested by Reese when restricted to the near-wall region, can be written as: \( f_2D = f_{2p} \), where \( f_{2p} = (L_p/k)(1/y+1/z) \). In order to examine the relative behavior of \( f \) and \( f_{2p} \) in the near-wall region of a square duct, \( f_{2p} \) was evaluated from measured primary shear stress component distributions and experimentally determined mean-\( w \)-stress component rates by means of the formula: \( f_{2p} = \frac{\sqrt{U^2} + \sqrt{W^2}}{2} \). (Gessner and Emery 1977). The shear stress and mean-strain rate values were determined along each traverse, whereas calculated normalized stress components based on the data, whereas calculated values based on the present model are in good overall agreement. The calculation of the near-wall region of a square duct, \( Re = 250,000 \), is relatively simple.

The results are shown in Fig. 5. The present model was compared with Reese's (1977) model, which gives the following expressions:

\[ f_2D = f_{2p} \]

where \( f_{2p} = (L_p/k)(1/y+1/z) \). In order to examine the relative behavior of \( f \) and \( f_{2p} \) in the near-wall region of a square duct, \( f_{2p} \) was evaluated from measured primary shear stress component distributions and experimentally determined mean-\( w \)-stress component rates by means of the formula: \( f_{2p} = \frac{\sqrt{U^2} + \sqrt{W^2}}{2} \) (Gessner and Emery 1977).

The shear stress and mean-strain rate values were determined along each traverse, whereas calculated normalized stress components based on the data, whereas calculated values based on the present model are in good overall agreement. The calculation of the near-wall region of a square duct, \( Re = 250,000 \), is relatively simple.

The results are shown in Fig. 5. The present model was compared with Reese's (1977) model, which gives the following expressions:

\[ f_2D = f_{2p} \]

where \( f_{2p} = (L_p/k)(1/y+1/z) \). In order to examine the relative behavior of \( f \) and \( f_{2p} \) in the near-wall region of a square duct, \( f_{2p} \) was evaluated from measured primary shear stress component distributions and experimentally determined mean-\( w \)-stress component rates by means of the formula: \( f_{2p} = \frac{\sqrt{U^2} + \sqrt{W^2}}{2} \) (Gessner and Emery 1977).

The shear stress and mean-strain rate values were determined along each traverse, whereas calculated normalized stress components based on the data, whereas calculated values based on the present model are in good overall agreement. The calculation of the near-wall region of a square duct, \( Re = 250,000 \), is relatively simple.

The results are shown in Fig. 5. The present model was compared with Reese's (1977) model, which gives the following expressions:

\[ f_2D = f_{2p} \]

where \( f_{2p} = (L_p/k)(1/y+1/z) \). In order to examine the relative behavior of \( f \) and \( f_{2p} \) in the near-wall region of a square duct, \( f_{2p} \) was evaluated from measured primary shear stress component distributions and experimentally determined mean-\( w \)-stress component rates by means of the formula: \( f_{2p} = \frac{\sqrt{U^2} + \sqrt{W^2}}{2} \) (Gessner and Emery 1977).

The shear stress and mean-strain rate values were determined along each traverse, whereas calculated normalized stress components based on the data, whereas calculated values based on the present model are in good overall agreement. The calculation of the near-wall region of a square duct, \( Re = 250,000 \), is relatively simple.

The results are shown in Fig. 5. The present model was compared with Reese's (1977) model, which gives the following expressions:

\[ f_2D = f_{2p} \]

where \( f_{2p} = (L_p/k)(1/y+1/z) \). In order to examine the relative behavior of \( f \) and \( f_{2p} \) in the near-wall region of a square duct, \( f_{2p} \) was evaluated from measured primary shear stress component distributions and experimentally determined mean-\( w \)-stress component rates by means of the formula: \( f_{2p} = \frac{\sqrt{U^2} + \sqrt{W^2}}{2} \) (Gessner and Emery 1977).

The shear stress and mean-strain rate values were determined along each traverse, whereas calculated normalized stress components based on the data, whereas calculated values based on the present model are in good overall agreement. The calculation of the near-wall region of a square duct, \( Re = 250,000 \), is relatively simple.

Fig. 5 Comparison of calculated and measured normalized stress component distributions in the near-wall region of a square duct, \( Re = 250,000 \).

CONCLUDING REMARKS

A near-wall pressure-strain model for 90-degree corner flows has been presented in this paper which is based on a more rigorous approach than that employed in previous studies. The present three-image point model is based on a decay function which is approximately unity in the entire near-wall layer. In contrast, the two-image point (superposition) model leads to a decay function which increases continuously as a corner is approached. This behavior leads to calculated normalized stress component values on the corner bisector which are not in complete agreement with the data, whereas calculated values based on the present model are in good overall agreement. Modelling...
pressure-strain effects in the Reynolds stress transport equations by means of the present model leads to imbalance levels for each stress component which are significantly less than those associated with Reece's model, even in nominally two-dimensional regions distant from a corner. The comparisons described in this paper indicate that the present model is superior to Reece's model in several respects. Full confirmation of the model must await comparisons with numerical predictions, which is one of our main objectives in future work.
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ABSTRACT

The rapid distortion of a turbulent motion by a mean bulk dilatation, and the subsequent evolution of Reynolds stresses, are examined. Some properties are given for a solenoidal velocity fluctuation field. It is shown that mean velocity divergence does not contribute to the rapid part of the pressure-strain correlation terms. Models for these terms are deduced, and a variable which takes in account the mean compressibility effects and behaves like Reynolds stresses in subsonic flows, is defined. These properties are in good agreement with experimental results obtained in a supersonic boundary layer relaminarized by an expansion fan. It is deduced that bulk dilatation and mean pressure gradient contribute largely to relaminarization, and that the solenoidal approximation seems to be valid in distortions like an INRODUCTION to relaminarization, and that the solenoidal approximation and mean pressure gradient contribute largely to the rapid part of the pressure-strain correlations. These properties are examined. Some properties are given for a supersonic boundary layer relaminarized by a pressure gradient. It is deduced that bulk dilatation and mean compressibility effects and behaves like Reynolds stresses in subsonic flows, is defined. These properties are in good agreement with experimental results obtained in a supersonic boundary layer relaminarized by an expansion fan. It is deduced that bulk dilatation and mean pressure gradient contribute largely to relaminarization, and that the solenoidal approximation seems to be valid in distortions like an expansion for moderate supersonic Mach numbers.

NOMENCLATURE

\( \gamma = \frac{\gamma_p}{\gamma_v} \) ratio of specific heats
\( \Lambda = \) integral turbulent scale
\( \gamma_{ij} = -\left(\frac{1}{2} \frac{\partial u_i}{\partial x_j} + \frac{1}{2} \frac{\partial u_j}{\partial x_i}\right) \)
\( \rho = \) specific mass
\( \nu = \) wall friction

Superscripts:

\((\cdot)\) = ensemble average
\((\cdot)'\) = Favre average: \( \tilde{\nu} = \frac{\eta}{\overline{\nu}} \)

INTRODUCTION

The classical description of equilibrium supersonic turbulent flows often uses the Morkovin's hypothesis /1/, according to which turbulence structure is supposed to be the same as in subsonic flows. In such conditions, mean compressibility appears only in the variations of the mean specific mass. Moreover, as the flows examined by Morkovin are quasi-parallel and have only very slight longitudinal evolutions, the mean density gradient is nearly perpendicular to the mean velocity, so that the mean velocity divergence is very small, if compared to the mean strain: mean dilatation can be neglected. When a supersonic flow is subjected to a pressure gradient, the situation is quite different: there are large variations of mean density. Such flows were examined in the last decade /2/, /3/, in order to introduce the dilatation influence in turbulence models. Nevertheless, as noticed by Bradshaw /4/, only few things were known about the effect of longitudinal density variations on turbulent quantities. This paper brings some elements of physical understanding of these phenomena, and compares them to experimental results. The influence of a mean bulk dilatation on Reynolds stresses can be described as the action of mean velocity or associated density gradients on turbulent transfers: the simpler problem of this type is a rapid distortion one. This approximation is here applied to the Reynolds stress equations. Attention is focused on the pressure fluctuation. It is shown that in a rapid distortion, if the fluctuating motion can be considered as essentially incompressible, the pressure fluctuation is given by the same equation as in heated subsonic flows. By assuming that the velocity fluctuation field is solenoidal, the way to adapt to the supersonic case will be deduced, and the new variable will be defined from the Reynolds stress and the mean density, which takes implicitly in account...
the effects of mean compressibility. An experiment is presented, in which a turbulent boundary layer subjected to a centered expansion is studied: turbulence measurements are performed in the expanded zone. The measured evolution of the velocity variance is compared to the evolution deduced from the proposed analysis.

ANALYSIS

Reynolds Stress Equations in a Rapid Distortion

A distortion is "rapid" /5/ if it is applied to a turbulent field during a time which is much less than the characteristic time of turbulence. The following inequality must be verified:

\[ \frac{\tau}{\tau_0} \ll 1 \]

\( \tau_0 \) is a characteristic time scale of turbulence. \( L/\tau \) is the time of flight of a fluid particle in the distortion, the spatial extent of which is \( L \).

In such conditions, the rate of dissipation of turbulent kinetic energy per unit mass can be considered roughly as a constant, and equal to its value upstream of the distortion.

We will consider now situations in which the new production terms developed in the distortion are much larger than the dissipation one; in addition it will be supposed that the flow is not too inhomogeneous, so that the diffusive effects will not change strongly the Reynolds stress evolution, and can be neglected.

With these assumptions, the Reynolds stress equation, expressed for Favre averaged variables /6/, writes:

\[
\frac{D}{Dt} \left( \overline{u'_i u'_j} \right) = - \overline{u'_i u'_j} \frac{\partial \overline{u_k}}{\partial x_k} - \overline{u'_i u'_k} \frac{\partial \overline{u_j}}{\partial x_k} + \frac{\partial}{\partial x_l} \left( \overline{u'_i u'_j} \frac{\partial \overline{u_k}}{\partial x_l} \right) - \frac{1}{\rho} \left( \overline{u'_i u'_j} + \overline{u'_j u'_i} \right) \frac{\partial P}{\partial x_l} \frac{\partial}{\partial x_l} \frac{\overline{u'_k}}{\overline{u'_k}} \right)
\]

(1)

On the two first lines of the right hand side (r.h.s) member of (1), the production terms in the mean velocity gradient and in the mean pressure gradient are written. The term of the third line is generally of the same order of magnitude as the production, and must be modelled. In the models for turbulent subsonic flows, it is now accepted /7/, /8/, /9/ to represent this term by the sum of two parts. The first called "return-to-isotropy" term, is due to non-linear turbulent mechanisms; the other, which is only one to be considered in a rapid distortion, is called /9/ the "rapid part of pressure". This rapid part of the pressure is deduced from the pressure equation obtained from the linearized Euler's equations. Only this rapid part is considered here: some limits of validity of such an approximation can be found in ref. /10/.

The Rapid Part of Pressure

By assuming little fluctuations of velocity, density, pressure, deducing a linearized equation for the fluctuation from the Euler's equations, and taking their divergence, an equation for the pressure fluctuation can be obtained. This equation can have very different forms, according as the velocity fluctuation divergence is zero or non-zero. In the Kossany's theory /11/, the "acoustic mode" corresponds to the irrotational part of the velocity fluctuation (\( \overline{u'_i} / \partial x_i \neq 0 \)) while the "vorticity mode" is related to the solenoidal part of the velocity fluctuation (\( \overline{u'_i} / \partial x_i = 0 \)). For equilibrium flows, a consequence of the Morkovin's hypothesis is that the vorticity mode is presumably predominant. Then, for non hypersonic turbulent flows, it is attractive to assume that the fluctuating motion is essentially incompressible, i.e. \( \overline{u'_i} / \partial x_i = 0 \). This basic assumption is made here. This hypothesis is well adapted to equilibrium layers and can also give a good approximation in distortions which do not amplify too much the acoustic mode.

For a solenoidal field of velocity fluctuations, if the mean flow is steady and if the second derivatives of mean velocity can be neglected, the equation for the rapid part of pressure writes:

\[
- \Delta p' \approx \Delta p \left( \frac{\partial u'_i}{\partial x_i} \frac{\partial u'_j}{\partial x_j} + \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_j}{\partial x_i} \right) + \rho' \left( \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_i}{\partial x_j} \right) \frac{\partial \rho}{\partial x_i} \frac{\partial \rho}{\partial x_j}
\]

(2)

The first two terms of (2) are identical to those found /9/ in subsonic flows with heat sources. In ref. /10/, it is pointed out that for fluctuations associated to small wavenumbers, the last two terms become the more important ones, but for the main part of the spectral range containing energy, it seems reasonable to make the following approximation:

\[
- \Delta p' \approx \Delta p \left( \frac{\partial u'_i}{\partial x_i} \frac{\partial u'_j}{\partial x_j} + \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_j}{\partial x_i} \right) \left( \frac{\partial \rho}{\partial x_i} + \frac{\partial \rho}{\partial x_j} \right) \frac{\partial u'_i}{\partial x_j}
\]

(3)

Two additional assumptions are made: we consider flows where mean pressure forces are strong, so that \( \partial P / \partial x_k = - \overline{u'_i} \overline{u'_i} / \partial x_k \); at last, it is assumed that, as in equilibrium turbulent flows /12/, the temperature fluctuations are practically isobaric: \( \beta' = - \gamma' / T \). The final form of (3) is:

\[
- \Delta p' \approx - 2 \rho \left( \frac{\partial u'_i}{\partial x_j} \frac{\partial u'_i}{\partial x_j} \right) \left( \frac{\partial u'_j}{\partial x_i} \frac{\partial u'_j}{\partial x_i} \right) \right) \frac{\partial \rho}{\partial x_i}
\]

(4)

The first term of the r.h.s member of (4) can be related to the production in the mean velocity gradient, the second one to the production in the mean pressure gradients. According to the contribution of these two terms to the pressure fluctuation can be examined separately: hence, a particular study hereafter.

A classical separation is used for the velocity gradients. When the divergence of velocity fluctuation is null, \( \overline{u'_i} / \partial x_i \) can be separated into a symmetric part \( \delta_{ij} \) (fluctuating rate of strain), and an antisymmetric part \( \delta_{ij} \) (fluctuating rate of rotation); as the mean flow is compressible, \( \overline{u'_i} / \partial x_i \) is separated into an isotropic part \( \delta_{ij} \) (mean dilatation rate) and a deviatoric; the deviatoric is separated in the same way as \( \overline{u'_i} / \partial x_i \):

2.34
The Third Symposium on Turbulent Shear Flow was held at the University of California, Davis, California on September 9 - 11, 1981. The objective of the symposium was to further advance the understanding of the physical phenomena associated with turbulent flows and the existing capabilities for calculating items such as the transport of heat and mass in such processes. Of the 158 abstracts received by the papers committee, a total of 92 papers were included in the final program. In addition to the 17 paper sessions, an open forum...
\[ \frac{\partial u'_i}{\partial x_j} = d_{ij} + r_{ij} \text{ with } r_{ii} = d_{ii} = 0 \\
\frac{\partial r_{ij}}{\partial x_j} = -r_{ij} \}
\]
\[ d_{ij} = d_{ji} \]
\[ \frac{\partial u_k}{\partial x_k} = \frac{\partial u_j}{\partial x_j} = \delta_{ij} \]

\[ \frac{\partial u_k}{\partial x_k} = (3u_k^2/3x_k) \delta_{ij} + D_{ij} + R_{ij} \quad (5) \]

with \( D_{ii} = R_{ii} = 0 \) and \( D_{ij} = D_{ji} \); \( r_{ij} = -R_{ij} \).

Applying the rules of tensor algebra, the contribution of the velocity gradients to the pressure fluctuation can be expressed by:

\[ \frac{\partial p'}{\partial x_j} = -2 \rho (d_{ij} D_{ij} + r_{ij} R_{ij}) \]

The mean dilatation rate does not contribute to \( p' \) because the fluctuating motion is supposed to be solenoidal. With this assumption, only \( D_{ij} \) and \( R_{ij} \) have to be considered, as in subsonic flows. The same conclusion can be drawn /10/ for the part of \( p' \) related to the mean pressure gradient: if \( \partial u_k/\partial x_k = 0 \), the contribution of the mean pressure gradient term to the rapid part of the pressure-strain correlation can be modelled as in subsonic flows.

Models for the Rapid Part of the Pressure-Strain Terms

It follows from the previous considerations, that the way used, for example, by Lumley /9/ or by Launder, Reece and Rodi /8/ to model the pressure-strain correlations can be adapted to the supersonic case. It can be shown /10/ that, with the assumption \( \partial u_k/\partial x_k = 0 \), the rapid part of the pressure-strain correlations can be represented by the same function (or functional) of the Reynolds stress and of \( r_{ij} \) and \( D_{ij} \) as in subsonic flows. The adaptation of the supersonic case is then very simple: the model remains unchanged when expressed in terms of \( D_{ij} \) and \( R_{ij} \) (not in terms of \( \partial u_k/\partial x_k \)) In this paper three models will be used: Launder's model /8/, the quasi isotropic model given by Lumley /9/, and the model used by Naot, Shavit, Wolfstein /13/. In the latter, which is the simpler one, the modelled terms are proportionnal, for incompressible flows, to the production of Reynolds stress deviatoric in the mean velocity gradient. They are respectively:

- approximation N° 1
  \[ q^2 /2 D_{ij} + 0.87 (a_{ijq} D_{kq} + a_{qk} D_{ijq}) + 0.656 (a_{qij} R_{ijq} + a_{qj} R_{iq}) \]
  (6)

- approximation N° 2
  \[ q^2 /2 D_{ij} + 0.656 (a_{qij} D_{kq} + a_{qk} D_{ijq}) + 0.3 (a_{qij} R_{ijq} + a_{qj} R_{iq}) \]
  (7)

- approximation N° 3
  \[ q^2 /2 D_{ij} + 1.2 (a_{qij} D_{kq} + a_{qk} D_{ijq}) \]
  (8)

where \( a_{ij} = u_{ij}'u_{ij}'/q^2 - \delta_{ij}/3 \); index \( u \) indicates the contribution of the mean velocity gradient deviatoric: With these three approximations, we used

Lumley's proposal /9/ for the contribution of the mean pressure gradient:

\[ -1/2 (u_{ij}' D_{ij} + u_{ij}' D_{ji}) = -0.3 \frac{\partial u_{ij}'}{\partial x_j} + \frac{1}{3} \frac{\partial u_{ij}'}{\partial x_k} - \frac{2}{3} \frac{\partial u_{ij}'}{\partial x_k} \]

where \( T_{ij}'/T = -\partial u_{ij}'/\partial x_i, \) if /12/ the low pressure fluctuation level hypothesis is valid.

Definition of an "Incompressible" Variable

Let us consider eq. /1/. Let \( \tau_{ij} \) be the fluctuating pressure term:

\[ - (q'^2/3x_k + u_{ij}' D_{ij} + u_{ij} D_{ij} + u_{ij} D_{ij}) = \tau_{ij} (q^2 /a_{ijq} T_{ij} D_{ij} + \tau_{ij} \]

\( \tau_{ij} \) does not depend on \( \partial u_k/\partial x_k \); If the separation (5) is used for \( \partial u_k/\partial x_k \), and introducing the mean continuity equation, eq. (1) writes:

\[ \frac{D}{Dt} u_{ij}' = \frac{2}{3} \frac{u_{ij}'}{D_{ij} T} + \frac{1}{3} \frac{u_{ij}'}{D_{ij} T} \]

\( \tau_{ij} \) does not depend on \( \partial u_k/\partial x_k \). If the separation (5) is used for \( \partial u_k/\partial x_k \), and introducing the mean continuity equation, eq. (1) writes:

\[ \frac{D}{Dt} u_{ij}' = \frac{2}{3} \frac{u_{ij}'}{D_{ij} T} + \frac{1}{3} \frac{u_{ij}'}{D_{ij} T} \]

In this equation, the mean dilatation terms appear only in the first term of the r.h.s. member. In addition, as the r.h.s. member is to moderate the production terms due to \( D_{ij} \), \( R_{ij} \), and \( \partial p/\partial x_k \), the production term involving the mean dilatation is the only which is not reduced by \( \tau_{ij} \).

In rapid distortions where dilatation effects are predominant, eq. (10) yields:

\[ \frac{D}{Dt} u_{ij}' = \frac{2}{3} \frac{u_{ij}'}{D_{ij} T} + \frac{1}{3} \frac{u_{ij}'}{D_{ij} T} \]

\( \tau_{ij} \) does not depend on \( \partial u_k/\partial x_k \). If we define

\[ \tau_{ij} = \frac{2}{3} \frac{u_{ij}'}{D_{ij} T} \]

it follows that \( DT_{ij}/Dt = 0 \)

After integration, it comes, whatever \( i \) and \( j \):

\[ T_{ij} = C_s t \text{ or } \frac{2}{3} \frac{u_{ij}'}{T_{ij}} = \frac{2}{3} \frac{u_{ij}'}{T_{ij}} \]

(11)

It can be remarked that a mean dilatation, i.e. an homogeneous, isotropic mean distortion does not change the Reynolds stress anisotropy: every component is changed, but at the same relative rate, so that the principal directions of the Reynolds tensor are unchanged. The same type of conclusion was reached in ref. /14/, from a less general analysis involving only the production terms.

Formula (11) was soon given by Batchelor /15/ who used dimensional considerations based on angular momentum conservation. We show here that Batchelor's result is exact for a solenoidal field of velocity fluctuations.

An equation for \( T_{ij} \) can be derived from (10). The terms of the r.h.s. member of (10) involving \( D_{ij} \) and \( R_{ij} \) can be expressed in terms of \( T_{ij} \) instead of

2.35
Some particular problems appear in the mean pressure gradient terms. For supersonic flows without heat sources \(11/13/10/16/10\), the relations derived from the "Strong Reynolds Analogy" (S.R.A.) may be used to represent \( p \frac{\partial u}{\partial x} \) or \( p \frac{\partial v}{\partial y} \):

\[
\frac{\partial p}{\partial x} = \frac{\partial T}{\partial x} \quad \frac{\partial p}{\partial y} = \frac{\partial T}{\partial y}
\]

\[
\frac{\partial^2 T}{\partial x^2} = \frac{\partial^2 T}{\partial y^2} = R \frac{\partial u}{\partial x} \quad \frac{\partial^2 T}{\partial x \partial y} = \frac{\partial u}{\partial y}
\]

It appears that the production terms and the part of \( T \) involving \( \frac{\partial u}{\partial x} \) can be related to \( T_{jj} \) and \( T_{ij} \).

Then, the equation for \( T_{ij} \) has the following form:

\[
\frac{\partial T_{ij}}{\partial x} = T_{ik} (D_{jk} + R_{jk}) = \frac{\partial T_{ik}}{\partial y}
\]

\[
+ R_{1} + (\gamma - 1) \frac{\partial^2 T}{\partial x^2}
\]

\[
+ \frac{\partial T}{\partial y} + \frac{\partial T}{\partial x} + (\gamma - 1) \frac{\partial^2 T}{\partial x \partial y}
\]

\[
T_{ij} = \frac{\partial T_{ij}}{\partial x}
\]

K are constants when the correlation coefficients \( R_{1} \) and \( R_{2} \) are fixed. \( T_{ij} \) is the only turbulent quantity used in the expression of \( T \).

Therefore \( T_{ij} \) appears like an "incompressible" variable because:

i) Its evolution does not depend on the mean dilatation rate;

ii) As far as the action of the mean strain and the mean rotation rates are concerned in a rapid distortion problem, the terms in which these variables appear are identical with the ones found in the equation for \( u \frac{\partial u}{\partial x} \) in incompressible flows.

These conclusions are compared to experimental results in the following chapter.

EXPERIMENTS

Description of the flow

The flow in which measurements were performed \(10/11/10/10/10\) is shown on fig. 1. A fully turbulent boundary layer develops on a flat plate; the external Mach number is 1.76; in the outer flow, the stagnation pressure is 40530 N/m² and the total temperature is typically 296 K. The wall temperature is, with a good approximation, the adiabatic flat plate recovery temperature upstream of the expansion. In this latter zone, the boundary layer is 1 cm thick; the Reynolds number, based on momentum thickness is 5000. A 12 deg. deflection of the wall around a sharp edge produces an expansion fan; the boundary layer is deviated without separation. The expansion produces large density and pressure variations. If \( dp \) and \( T_w \) are respectively the pressure drop absolute value and the wall friction in the initial boundary layer, the ratio \( dp/T_w \) is 100; such a value \( (17, 18) \) corresponds to a relaminarization of the flow, downstream of the expansion. It seems likely \( (4) \) that bulk dilatation contributes to such a relaminarization.

At last, in the expansion and out of the viscous sublayer, the mean flow can be computed by neglecting the friction terms in the momentum equation, for the pressure force is very strong. This enables to calculate the mean flow independently from turbulence, and to get an accurate determination of the means gradients contributing to the "source" terms in the equation of \( T_{ij} \).

Measurements methods. Apparatus

The measured mean variables are total pressure and total temperature. Total pressure was measured with Pitot probes and piezo resistant pressure transducers; total temperature was measured with hot-wire probes. Turbulent quantities (variance of temperature fluctuations, of longitudinal velocity fluctuations; velocity temperature correlation coefficient) were measured by a "constant current" hot-wire anemometer. The bandwidth of the uncompensated amplifier reached 310 kHz. Errors coming from the imperfections of the time lag compensating circuit were reduced by ad hoc corrections /19/. The Kovasznay's "fluctuation diagram" technique /11/ was used. Details of the apparatus and of measurement methods are given in ref. /10/.

Mean flow determination in the expansion

As indicated here above, the mean flow out of the viscous sublayer can be computed by resolving the Euler's equations by a method of characteristics. Such a computation is more accurate than measurements for the intrusion of a static pressure probe in the expansion provokes systematic errors. The calculation was made as in ref. /20/ by assuming that mean entropy and mean total enthalpy are constant along streamlines. The results of the computation are in good agreement with Pitot pressure measurements, so that all the information on mean field was deduced from the results of the method of characteristics.

Turbulence Measurements

It was checked from \( \frac{\partial T}{\partial x} \) measurements that the initial boundary layer is in equilibrium. Fig. 2 gives the results in the representation suggested by Morkovin /11/; \( T \) is the wall friction determined from the law of the wall, for compressible turbulent boundary layers. The present results are consistent with the other boundary layer data.
**DISCUSSION**

Firstly, it was checked that the distortion is rapid. The parameter \( qL/(UM) \) is roughly 0.1, outside of the viscous sublayer. Secondly, different hypotheses were used to explain the \( u'^2 \) evolution. It was at first assumed that bulk dilatation effect is predominant, i.e. \( T_a \) is constant. The result, noted "dilatation effect" is shown on fig. 3 and 4; it is consistent (fig. 4) with the measured values of \( u'^2 \) in the external half of the boundary layer. In the internal half, the predicted values of \( u'^2 \) with the former assumption are much larger than the measured ones. Note that, due to the lack of measurements near the wall, the part of the initial \( u'^2 \) profile for \( y/\delta_0 < 0.3 \) is extrapolated on the basis of Klebanoff's measurements. Kistler's results (fig. 2) seem to indicate that near the wall, the supersonic data could be lower than the subsonic ones. Nevertheless, an extrapolation based on Kistler's data, associated with the only dilatation effects, would not reproduce the low \( u' \) level observed downstream of the expansion, for \( y/\delta_0 < 0.3 \).

The influence of dissipation has been estimated by assuming it is isotropic, constant in the distortion, and equal to production upstream of the expansion. The result is indicated on fig. 3 by a dashed zone. It can be concluded that the contribution of dissipation to the measured evolution is of low importance.

A last approximation is then used, by assuming that for \( y/\delta_0 < 0.3 \), all the terms of production can be important and that diffusive and dissipative effects can be neglected. Formulas (6), (7), (8) to which "linear approximation" N°1, 2, 3 are...
referred on fig. 4, are used to represent the part of $u_{ij}$ involving $D_{ij}$ and $R_{ij}$. These formulations are used with Lumeyle's proposal [9], eq. (10), for the part of $u_{ij}$ depending on $\omega u_{ij}$. The Reynolds stress calculation was then made along the mean streamline initiating at $y/d_0 = 0.3$. The equations were written in an "intrinsic" frame of reference, i.e., relative to the mean streamline. The geometry of this streamline (location, radii of curvature) and the mean field are deduced from the results of the method of characteristics. The initial conditions on the Reynolds stresses are given by the $u_{ij}'$ measurements and by assuming that the different stresses are in the same proportions as in subsonic equilibrium boundary layers. The results on $u_{ij}'$ are given on fig. 4 which shows that the rapid distortion approximations are in good agreement with the measurements. It seems amazing that the three different formulations give practically the same results. An inspection of the source terms in the equation of $u_{ij}'$ indicate that the main contribution to $\omega u_{ij}$ is due to the bulk dilatation and to the mean pressure gradient, the terms related to $D_{ij}$ and $R_{ij}$ being very low.

CONCLUSION

The evolution of the normal Reynolds stress related to longitudinal velocity fluctuations in an expansion leading to the relaminarization of a boundary layer at supersonic speed has been analyzed by a rapid distortion approximation. Some properties of the action of a bulk dilatation on a solenoidal field of velocity fluctuations have been given. The results show that, outside of the viscous sublayer, bulk dilatation contributes largely to relaminarization, though the effect of the mean pressure gradient cannot be neglected.

The proposed analysis was based on the assumption that the fluctuating motion is essentially incompressible. Although the used approximations and models can reduce the generality of the conclusions, it seems that this basic hypothesis can be safely used to describe the turbulent fluxes in distortions like a centered expansion, for non hypersonic flows.
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ABSTRACT

In an axial jet turbulent diffusion flame issuing from a double concentric burner measurements were made of local ionization, temperature and flow velocity. The ionization signals allow the instantaneous thermal structure and propagation behaviour of the flame front to be explained. Cross correlation measurements with a double ionization probe show that the average value of the absolute flame front velocity is different from the mean flow velocity. Except in the external boundary zone of the flame, flame velocity is slower than flow velocity. Temperature measurements were correlated with ionization and indicate the characteristic differences of combustion progress of the premixed and of the diffusive type.

INTRODUCTION

Investigations on flames using ionization measurements have been known for many years. The first studies in turbulent flames were done by Karlovitz et al. [1] who used the ionization probe to determine the position of turbulent flame fronts. Ahlheim and Günther [2] found a strong relationship between the ionization measured locally and the local reaction density. The reaction density is defined in this context as the total consumption of methane divided by the total flame surface. This relationship will help in investigating the structure of turbulent diffusion flames by ionization measurements, as carried out before by Ahlheim and Günther [3] in natural gas flames.

EXPERIMENTAL CONDITIONS

All measurements were made with a 7.9 mm internal diameter tube burner with centric fuel gas flow, surrounded by annular concentric gas flow which was 1.07 times the stoichiometric rate. The flames were stabilized by oxygen issuing from a small annular slit surrounding the fuel tube. The gas velocity was 50 m/s and the air gas velocity rate was 0.29. The Reynolds number was about 26,000. The flame produced by this burner was absolutely non-luminous, i.e. soot free.

IONIZATION MEASUREMENTS

Ionization measurements by Ahlheim and Günther [3] demonstrate the progress of combustion very clearly. Fig. 1 shows the time mean values of ionization. At x/d=20 the reaction has not yet reached the flame axis and is very weak for most of the cross section. At x/d=40 the fresh air has penetrated to the flame axis, and a very intensive reaction can be seen across the whole flame cross section. Further on the profile of ionization becomes more and more equalized across the jet due to the advanced mixing of fuel and air. The flame ends at x/d=100.
Fig. 1: Time mean values of ionization

Fig. 2: Root mean square values of ionization fluctuations

The fluctuation of ionization (Fig. 2) describes the fluctuation of the reaction density, which is influenced by the mixture of gas and air and by the aerodynamic structure of the reaction zone. In a turbulent diffusion flame there exists any mixture of fuel, air and waste gas. To interpretate the ionization signals measured in a turbulent diffusion flame, some preliminary examinations were made in laminar diffusion flames and in laminar premixed flames. The result of those measurements are shown in Fig. 4.

In a turbulent diffusion flame the simplest model is that of eddies of fuel and air existing side by side, with a flame front possibly existing between fuel and air. Fig. 3 shows a scheme of this model and the corresponding ionization signal. Figs. 4a-4c show the signal measured in a laminar diffusion flame, and Fig. 5a the equivalent signal measured in a turbulent diffusion flame. The measurements of Fig. 4 were made in a flame from a cylindrical burner, so that the ionization probe crossing the flame detected two flame fronts. Fig. 4b and 4c show the progress of mixing of fuel and air across the flame axis with increasing downstream distance. It is supposed that in a turbulent diffusion flame two flame fronts with this pattern of ionization do not exist, because in a turbulent eddy fuel is not being continuously supplied to the reaction fronts as it is in the laminar flame. The occurrence of signals of the type of Fig. 4c, as shown in Fig. 5b, will be explained later in another way. In Fig. 4d and 4e is shown the typical profile of an ionization signal of a premixed flame. The difference to the diffusion flame is obvious. On the fuel side the increase of the ionization signal is steep up to the top of the peak, and on the waste gas side it drops more slowly to the normal zero value, because the ions will gradually decay in the hot waste gas.
Fig. 6 explains the model of spreading of a premixed flame front in a turbulent diffusion flame. From the ignition point the flame front spreads spherically. Now there are two possibilities of the ionization probe crossing such a flame front (Fig. 6a and 6b), and correspondingly two types of signals can be distinguished.

Fig. 5b shows a typical signal resulting from the probe crossing the flame front once. There is a steep rise in ionization on the fuel side and a much slower decrease on the burned gas side. The rate at which the signal decreases is mainly dependent on the reaction intensity and the local temperature of the burned gas. At higher temperatures the ions have longer lifetimes, which leads to a slower decrease of ionization.

Fig. 5c shows the signal corresponding to the model of Fig. 4b. The probe crosses the flame front twice and two sharp ionization peaks are recorded. The level of ionization between them depends on the number of ions remaining in the burned gas, and on the distance between the two crossing points. The gradient is equally large on both sides, since fuel is present on both sides.

Fig. 6c shows a model for the occurrence of the signal of Fig. 5d. In a fuel-rich mixture the excess hot fuel diffuses out of the flame zone. This fuel can react with the air flowing from the surroundings, so that a diffusion flame zone rises in addition to the premixed flame. Unpublished work on laminar flames with incomplete premixing by E. Hoffmann-Berling at the authors' institute confirmed the relationship between flame form and signal shape.

In turbulent diffusion flames, the most likely situation will be a simultaneous occurrence of both types of combustion, resulting in a practically premixed reaction. The ionization signals from this sort of flame front can not be interpreted without ambiguity.

The ratio of diffusion flames to premixed flames to mixture zone flames was estimated in the present investigation to be about 1:2:7.

EVALUATION OF FLAME PROPAGATION VELOCITY FROM IONIZATION MEASUREMENTS, AND COMPARISON WITH FLOW VELOCITY

In the preceding paragraphs, the relative movement of the flame front in the surrounding gas has not yet been considered. Measurements of the velocity of the flame fronts were made in the diffusion flame by cross correlation with a double ionization probe. From measurements of time intervals in three directions, the magnitude of the velocity of flame fronts and their direction of propagation were calculated. The difference between the velocity of flame fronts and the local flow velocity measured by Seifert /4/ (Fig. 8) is important. The relative velocity of flame fronts in the flow is up to 5 m/s. Near the axis, the relative flame speed direction is always upstream. At the beginning of the main
reaction zone \((x/d = 40)\), the movement of flame fronts in the flow change its sign at greater radii, i.e. to downstream direction.

In a premixed flame the movement of flame fronts in the flow was explained by laminar flame speed \(v_l\). In the diffusion flame, the relative velocity reaches up to 5 m/s, but the maximum laminar flame speed of natural gas is only 0.43 m/s. This can be explained by two effects. The preheating of gases before reaction, which occurs in diffusion flames, increases the laminar flame speed. But even with very high preheat temperatures the burning velocity does not reach more than 1.5 m/s, so this influence can explain only a part of the observed values. The turbulent flame speed cannot be considered here, since it concerns the mean flame surface and not the real instantaneous flame surface which was observed. The second reason is the great difference of flame zone velocity and flow velocity must be found in the structure of the turbulent reaction zone.

Whereas the flow velocity is measured continuously, the measurement of flame zone velocity is correlated with the occurrence of a flame front. But the occurrence of a flame front itself is correlated with a nearly stoichiometric mixture. The initial fuel velocity is high and that of the air is low, but the stoichiometric mixture consists of about ten times more mass of air than mass of fuel. Therefore, the observed instantaneous flame zone velocities must be strongly correlated with the occurrence of flow velocities.

Direct measurements of this correlation are very difficult. First experiments with Laser-Doppler-Anemometry and simultaneous ionization measurements show a way to get reasonable information on this question, but the results of the preliminary measurements made by now are not yet sufficiently reliable in order to make a clear statement.

**CORRELATION OF IONIZATION AND GAS TEMPERATURE**

In addition to the measurements of ionization and the correlation of ionization and flow velocity, investigations were made to correlate temperature and ionization. Very useful information can be drawn from those results.

In Fig. 7.1 the mechanism of ignition, propagation and extinction in a fuel-air mixture is shown. When a reaction front passes the probe, there will be an ionization peak as well as a temperature peak (Fig. 7.1a). When reaction is finished in such a front, the probe will observe only a temperature peak (Fig. 7.1b). When a reaction spreads over a premixed zone temperature and ionization signals will be found as shown in Fig. 7.1c. The flame moves to one or both sides of this zone, and hence two ionization peaks are found. Between those two reaction zones there is hot waste gas present. If the reaction zone has extinguished there will be hot waste gas left (Fig. 7.1d).

In contrast to a premixed flame, Fig. 7.2 shows a diffusion flame. First there will be a sharp boundary surface between air and fuel. When both gases start to diffuse into each other and ignite at once, the peaks of ionization and temperature will be very similar to those of a premixed flame (Fig. 7.2a). If the
reaction stops at once there will be again no difference to a premixed flame (Fig. 7.2b). But if the reaction goes on for a certain time, the mechanism will become entirely different. Fresh air and fuel have to diffuse to the reaction zone, and hot waste gas moves away. The temperature is proportional to the concentration of waste gas and expands in both directions. The reaction shifts to the side of the air because the reaction needs more air than fuel. For this reason, the temperature profile becomes asymmetric as is shown in Fig. 7.2c. After the reaction has died, the temperature profile will stay the same as in Fig. 7.2d.

There are premixed and non-premixed eddies in a turbulent diffusion flame as can be seen from Fig. 9. There are premixed flames which are accompanied by a temperature step, and non-premixed flames which are surrounded by a field of high temperature.

It is to say that the temperature integrates all reactions along the flow path up to that point (heat transfer neglected), whereas the ionization describes the instantaneous reaction at the measuring point.

Measurements of ionization and temperature fluctuations show the combustion progress along the flame axis (Fig. 10). Near the burner exit (x/d small) only few temperature peaks occur which are always accompanied by ionization peaks. At the beginning of the main reaction zone the frequency of temperature fluctuations increases more than ionization fluctuations, which is caused by eddies of combustion gases, which do not react but are still hot. This is expressed by the correlation coefficient (Fig. 10) between both. The high correlation coefficient at the beginning is caused by the coincidence of ionization and temperature. This coincidence decreases in the main reaction zone and the correlation coefficient becomes lower, respectively. The weak
maximum at \( x/d = 80 \) can be explained by the entrainment of cold air into the hot gases still containing fuel, and resulting in further reactions.

**CONCLUSIONS**

Measurements of ionization, velocity and temperature were made to get informations of the structure of a turbulent diffusion flame.

It can be concluded:
- The shape of ionization signals give answer over the momentary structure of a flame front in a turbulent diffusion flame.
- Velocity measurements with a double ionization probe show that absolute flame front velocity is slower than mean flow velocity, except in the external boundary zone.
- Correlation measurements of temperature and ionization show the characteristic differences of combustion progress of the premixed and of the diffusive type.

**REFERENCES**


A CHEMICALLY REACTING PLANE MIXING LAYER
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ABSTRACT

Flow-visualization has for long been a powerful tool in experimental studies in fluid mechanics. A novel technique utilizing NH$_3$-HCl reaction is presented and used in order to study the motion of large structures in a plane mixing layer and is shown to be successful. A scheme for studying the interaction of the chemical reaction between NO and O$_3$ with turbulence in plane mixing layer is discussed and results predicted by Monte Carlo method are presented.

NOMENCLATURE

- $c$ - concentration of species/non-dimensional product concentration
- $d$ - particle diameter
- $E$ - photodetector output/molecular mixing term
- $F(d)$ - total number of particles per unit volume greater than a given diameter $d$
- $f$ - passive scalar
- $I$ - intensity of light signal with absorption
- $I_0$ - intensity of light signal without absorption
- $k$ - reaction rate constant
- $k_f$ - rate constant for NO-0$_3$ reaction
- $k_{nucl}$ - rate of nucleation of NH$_4$Cl
- $L$ - path-length of absorption
- $m_k$ - mass fraction of species $k$ in the flow
- $n$ - number of particles per unit volume
- $p$ - pressure
- $P$ - probability density function
- $R$ - correlation coefficient/gas constant
- $S$ - rate of NO-0$_3$ reaction
- $T$ - temperature
- $U$ - mean flow velocity
- $V$ - velocity of the flow in transverse direction
- $W_k$ - molecular weight of species $k$
- $x$ - distance along mean flow direction
- $y$ - distance transverse to mean flow direction
- $z_k$ - $m_k$
- $Z_k$ - $W_k$
- $\alpha_a$ - absorption constant
- $\alpha$ - defined as $(\frac{Z_{NO} L}{k_{nucl}})^2$
- $\delta$ - mixing layer width
- $\Gamma$ - normalised cross-stream distance
- $\sigma$ - $d\delta$/d$x$
- $\tau_t$ - turbulent diffusivity
- $\omega$ - defined as $\frac{k_f}{\tau_t}$
- $\omega_t$ - turbulent frequency

Subscripts

1 refers to fast stream
2 refers to slow stream

Superscripts

* normalized parameters
' fluctuations in the quantity

INTRODUCTION

One of the simplest free shear flows is the plane mixing layer formed between two parallel streams when they come together. Substantial work has been reported on this in the last decade, whereby some important features of this type of flow have been brought to light (although there is considerable scatter in data from different researchers owing mainly to different experimental conditions). One feature that has been considered of great importance by many is coherent structures and interaction among them put in evidence in low Reynolds number flows by, among others, Brown (1). That this was not a phenomenon of transition and that this mechanism is exhibited also at high Reynolds numbers was shown by Brown and Roshko (2), Dimotakis and Brown (3). With the existing state of art, a clear understanding of the nature of the large structures observed in shear flows seems essential to the understanding of mechanism of entrainment and growth of mixing layer.
Another area which needs attention (and which has been studied in much less detail) is the interaction between turbulence and chemical reaction. Although it was realized long ago that chemical kinetics and turbulent mixing go hand in hand in the study of many systems of interest (combustion, chemical industry, pollution, etc.), the interaction between the two is not well understood. Most of the time complex turbulent flows and complex chemical kinetics are investigated and then getting even a clear qualitative picture of these systems becomes difficult.

Important parameters controlling the turbulent mixing of two chemically reacting species are the velocity ratio, the Reynolds number, the enthalpy ratio, the reaction speed number and the concentration on line. These parameters influence the growth of the mixing layer and through this affects the chemical reaction. The Reynolds number comes into the picture because the smallest turbulent length scales can be related to its actual value. Its role in turbulent reaction, however, is not clear yet. Shea (4) concluded that increasing the Reynolds number for a turbulent jet has no systematic effect in atomizer. The data acquisition system consists of a floppy disk drive and a magnetic tape unit with 800/1600 bpi/45 ips capability. Since runs of 3 minutes with sampling at 50 kHz for 4 channels results in a memory overflow, data transmission to the disk is done simultaneously with data acquisition through buffer tables.

Theoretical approaches in dealing with this problem are many, but none that is completely satisfactory mainly because of closure problems. Formal treatment of turbulent reacting flows with large reaction speed numbers are on firms grounds (Toor (6), O’Brien (7), Bier (8)) relating them to inert species mixing. Probability methods Dopazo (9), (10) and Libby (11) and their application to fast chemical reactions in turbulent fields permit determination of the local average turbulent reaction rates and are very advantageous when dealing with a few chemical species. Developments on the conditioned formulation by Libby (10) and Dopazo (11) and their application to fast chemical reactions in turbulent fields permit determination of the local average turbulent reaction rate, once a few conditioned characteristics are experimentally obtained. Monte Carlo technique developed by Pope (12) seems computationally efficient and promising since it can handle a large number of chemically reacting species but its accuracy depends on precise knowledge of initial conditions.

EXPERIMENTAL FACILITIES

A study is being conducted in a wind-tunnel in which two parallel streams of air are kept apart from each other prior to their mixing in the test section. They can thus be seeded with different chemical species to study their reaction occurring in the test section which is 25 cm x 100 cm long (x 15 cm wide). With the velocities used this corresponds to a maximum Reynolds number of 250,000 (based on velocity in the fast stream and maximum distance downstream). Honeycombs and screens are placed in the flow to reduce the turbulence intensity and cut the large scale structures at the inlet of the test section. Initial tests revealed that the boundary layer on the splitter plate was laminar with momentum thickness of 0.6 mm and 0.9 mm in fast and slow streams respectively. The splitter plate made out of 1/16" thick stainless steel plate was tapered over 25 cm length to 0.05 mm thickness at the trailing edge. Velocity profile in each section was flat with variation less than 1%. Velocity measurements were made with blowers. In addition, an inert gas delivery system was set up to study reactions in which the reactants could react with any of the constituents of air. This system delivers high purity nitrogen from eight bottles simultaneously so that large flow-rates could be obtained. For the study of the NO-O2 reaction, since the quantities of reagents are large and it is not feasible to put an ozonator on line, we stored ozone in special containers after it had been generated in the laboratory using the T-816 Welshbach ozonator. The species NO, when required, is obtained from bottles commercially available.

Velocity measurements were made using a DISA DMA module. The flow was seeded with silicon oil droplets 0.8 mm in mean diameter using a TSI 9306 atomizer. The data acquisition system consists of a PDP 11/23 minicomputer having 128 KB of RAM with extended memory support. The computer is operated on RT-11 software using extended memory monitor. The system is equipped with a real time programmable clock, 4 channel A/D converter (12 bits), D/A converter and direct memory access. The peripherals include a dual density floppy drive a magnetic tape drive and a floppy disk unit with 800/1600 bpi/45 ips capability. Since runs of 3 minutes with sampling at 50 kHz for 4 channels results in a memory overflow, data transmission to the disk is done simultaneously with data acquisition through buffer tables.

FLOW VISUALIZATION TECHNIQUE

Although NH4Cl is known to form dense white fumes little effort has been directed in assessing different aspects of NH4-HCl reaction and its applicability for flow-visualization. While the reaction is very rapid and mixing limited at room temperature, the actual smoke formation can be attributed only to condensation and growth of particles described by colloidal chemistry of NH4Cl. The generation of solid particles of NH4Cl can be written in terms of following equations:

\[
\text{NH}_3 + \text{HCl} \rightarrow \text{NH}_4\text{Cl}, \quad k_{2} = 2 \times 10^{-17} \text{ cm}^3/\text{s}
\]

\[
(\text{q+1}) \text{NH}_4\text{Cl} \quad (\text{gas}) \rightarrow (\text{NH}_4\text{Cl}) \quad \text{solid}
\]

The first reaction is a chemical phenomenon while the second reaction is a physical process involving homogeneous nucleation and definite growth of NH4Cl, possible when the particles have (q+1) or more monomers. Particles with q monomers are as likely to grow as to disintegrate, and particles with less than q monomers tend to go back to molecular form. The value of q has been cited as 7.5 by Heicklen (13), gravitational settling, evaporation and recombination are unimportant in the condensation of NH4Cl vapers.

The particle number density can be estimated from the rate law for nucleation given by Heicklen.
The smoke generated by formation of NH\textsubscript{4}Cl is then poly-dispersed, the particle size distribution being dependent on the extent of mixing and time. It is expected that if \( F(d) \) is the total number of particles per unit volume that are larger than a given diameter \( d \) and \( N(t) \) is the total number of particles at time \( t \), then

\[
F(d) = N(t) e^{-Cd}
\]

where \( C \) is weakly dependent on time, except for earliest reaction times. Estimates of particle size in the range 0.01 \( \mu \text{m} \) to 0.6 \( \mu \text{m} \) in the study reported seem reasonable. Furthermore, relaxation time for the largest NH\textsubscript{4}Cl particles expected, i.e. 0.6 \( \mu \text{m} \), is of the order of \( 1.7 \times 10^3 \) s which implies that all the NH\textsubscript{4}Cl particles can be expected to follow the flow faithfully.

The use of this reaction to observe coherent structures in shear flow proved valuable as can be seen from plates 1 to 4. They represent three sets of flow-visualization experiments. In the first one (a typical sequence shown in plate 1 & 2), the reacting species were seeded only at the edge of the splitter plate just before mixing so that only thin layers adjacent to either side of the splitter plate were seeded with reactants. The purpose of this was to study the motion of large structures (marked by dense white fumes of NH\textsubscript{4}Cl) and transport of a chemically inert quantity, in this case, NH\textsubscript{4}Cl, which is possible since reaction is essentially complete very soon after the edge of the splitter plate. In the second set of experiments on flow-visualization (plate 3) the reactants were introduced into the flow facility by passing compressed air over concentrated solutions of reactants in water and injecting this in the two streams separately. Hence the two streams were uniformly seeded with reactants by the time the gases reached the test section. In the third set of experiments (plate 4), the reactants were introduced just before the two streams entered the test section at positions 1.25 \( \mu \text{m} \) above and 1.25 \( \mu \text{m} \) below the splitter plate. This permits observing the large structures after the mixing layer becomes larger than a certain width. A 16 mm movie camera was used to record this using typically 4x Kodak film.

\[
\text{NO - O}_2 \text{ REACTION}
\]

It is intended to explore the effect of turbulence on chemical reaction and the mechanisms of mixing in plane shear flow by seeding the two streams with NO and O\textsubscript{2} respectively and monitoring the chemical reaction between the two species in the mixing layer. Air is unsuitable as carrier gas in this case since NO reacts with oxygen at room temperature at moderate rate. Also, presence of any moisture is undesirable since the product NO\textsubscript{2} combines with it immediately creating problems in the measurement of NO\textsubscript{2} concentration. A good choice then is high purity nitrogen commercially available in bottles.

\[
\frac{\text{d}N}{\text{d}t} = k_{\text{nuc1}} [\text{NH}_3]^{8.5} [\text{HCl}]^{8.5}
\]

\[
k_{\text{nuc1}} = 2 \times 10^{-22} \text{ cm}^4 \text{s}^{-1}
\]

This particular reaction,

\[
\text{NO} + \text{O}_2 \rightarrow \text{NO}_2 + \text{O}_2 + \text{hv}
\]

is chosen for several reasons. It is well-documented and its homogeneous chemical kinetics is well-known; it is simple, second-ordered, fast (mixing limited) and irreversible at room temperature; for low concentrations the heat release effects are negligible; and most important, even at these low concentrations detection and measurements can readily be done using absorptions at 253.7 nm and 435.0 nm respectively. The absorption law

\[
\ln \left( \frac{I_0}{I} \right) = a_c [c] L, \text{ where}
\]

Plate 1: Growth of plane mixing layer. NH\textsubscript{4}OH and HCl brushed on either side of splitter plate. \( U_2/U_1 = 0.76 \)
Plate 2: Growth of plane mixing layer. NH$_4$OH and
HCl brushed on either side of splitter
plate. $U_2/U_1 = 0.57$

Plate 3: Growth of plane mixing layer. The two
streams seeded uniformly with NH$_4$OH and
HCl respectively prior to mixing.
$U_2/U_1 = 0.50$

Table 1: Absorption Coefficients for Different
Species in NO - O$_3$ Reaction ($cm^{-1} atm^{-1}$)

<table>
<thead>
<tr>
<th>Species</th>
<th>NO</th>
<th>O$_3$</th>
<th>NO$_2$</th>
<th>O$_2$</th>
<th>N$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>185.0 nm</td>
<td>40</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>253.7 nm</td>
<td>1</td>
<td>139</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>335.0 nm</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\lambda$, $I_0$ - intensities of signal with and without,
resp., absorbing species

$[c]$ - mean concentration of species along
absorption path

$L$ - path length of absorption

$a_a$ - absorption constant

is exploited in monitoring the concentrations of the
two species NO, and O$_3$ in the mixing layer. Table 1
lists the absorption coefficients of the species
involved in the reaction. The corresponding signal-
to-noise ratio for ozone concentration measurement
is 85.
With $E$ being the output of the photodetector with no absorbing chemical species,

$$\frac{\Delta E}{E} = a_\lambda [c] L,$$

where $\Delta E$ is the attenuation in photodetector output due to absorption by the species. This linear relationship has been verified experimentally with species $NO_2$ and $O_3$ independently.

The actual concentration measurements are made with a specially designed fiber optics probe which is a refinement of the technique used by Brodkey (14) and Batt (15). The probe consists of two stainless steel tubes of 1mm outside diameter with 90° bends and separated by 1mm gap. These tubes carry very pure fused silica optical fibres 200um in diameter bundled in lmm diameter extension cables. The fibre bundle is illuminated by a 100 W short-arc mercury vapor lamp and the signal at the output end is detected with PMT 9781B photomultipliers. A reference channel tracks any drift and fluctuations in the intensity of the lamp, which is important because the level of concentration signals being low, there is more stringent demand on accuracy of measurements. Fig. 1 shows a schematic of this arrangement.

This scheme, although intrusive, allows simultaneous instantaneous concentration measurements of $O_3$ and NO. Computation of microscale of the flow, based on information on plane mixing layer available in existing literature, reveal that probe dimensions are of the same order of magnitude as the Taylor microscale of the flow under investigation. Hence it is reasonable to expect good measurements of concentration fluctuations to be made in this flow. Together with the LDA this system provides a feasible means of making measurements of joint statistics of velocity and concentration in the mixing layer.

**PREDICTED RESULTS**

Using Monte Carlo method (12), calculations were performed for the turbulent mixing layer with high speed stream carrying NO and slow speed stream carrying $O_3$. The velocity field is first computed by solving boundary layer equations using finite difference method.

Since there are four species involved in the reaction, four equations for species transport can be written and because they are linearly dependent they can be replaced by just two equations - one for a conserved scalar $f$ and other for a non-dimensional product concentration. A complete statistical description of the scalars in the flow is then provided by the joint pdf of $f$ and $c$, $p(f, c, x, t)$, defined so that $p(f, c) df dc$ is the probability that $f$ and $c$ are in the ranges $f < f < f + df$ and $c < c < c + dc$, where $c = \frac{Z_{NO_2}}{Z_{O_3}}$.

For two dimensional boundary layer flows, the modelled joint pdf equation (16) is,

$$\frac{\partial}{\partial x} \frac{\partial}{\partial y} \phi + \frac{\partial}{\partial y} \left( \frac{\partial}{\partial y} \tau_c + \frac{\partial}{\partial c} \left( \frac{\partial}{\partial f} \psi \right) \right) \cdot \omega_2 E(\bar{f}, \bar{c})$$

In this equation $\bar{f} = \frac{Z_{O_3}}{Z_2}$, the joint statistics of velocity and concentration in the mixing layer.

$$\frac{S}{(c_{03})} = \Delta S$$

**Fig. 1:** Optical System (schematic) for monitoring concentrations of $NO_2$ and $O_3$
and
\[ S^* (f,c) = (a f - c) (1 - f - c), \]

\[ \alpha = \frac{(z_{NO})_2}{(U_0)_2} \]

Also,
\[ \alpha = \frac{(z_{NO})_1}{(U_0)_1} \]

subscripts 1 and 2 for fast and slow streams respectively

\[ Z_k = \frac{m_k}{k} \]

where \( m_k \) and \( K_k \) are mass-fraction and molecular weight respectively for species \( k \). \( \tau_p \) is the turbulent diffusivity (gradient diffusion model is assumed), turbulent frequency \( \omega_k \) represents rate of molecular mixing and \( E \) represents molecular mixing term which is modelled by Eurl’s model

\[ E(\bar{f}, \bar{c}) = 4 \int \int p(\bar{f} - f^*, \bar{c} - c^*) p(\bar{f} - f^*, \bar{c} - c^*) \]

The absolute value of \( U_1 \) and \( \delta \) determine the scaling factor for downstream distance \( x \),

\[ x = x^* U_1 \]

The solution for this was obtained using Monte Carlo method for \( 0 < x^* < 900 \) and for \( \alpha = 2 \) and \( U_1/U_2 = 0.3 \). The results are shown in Fig. 4 which will be discussed in details in the next section.

RESULTS AND DISCUSSION

From plates 1-4 it is clear that this novel technique for flow visualization can be very useful in understanding the nature of coherent structures. These pictures clearly underline once again the importance of conditioned sampling in shear layer measurements.

From plates 2 and 3 it can further be suggested that entrainment in the early part of the mixing layer has contributions from two mechanisms - the major one being the process of engulfing fluid in the surrounding stream and then making the ingested fluid turbulent within the vortex. Small contribution comes from the oscillating interface connecting two large structures where nibbling seems to occur. Also from plate 3, it seems as if the fluid from the fast stream is engulfed first and while it is being made

\[ U_2/U_1 \] and \( \alpha (z_{NO})_1 / (z_{NO})_2 \]

The joint pdf equation can now be cast in dimensionless form by defining the following normalised parameters

\[ x^* \equiv x \frac{\omega}{U_1} \]

\[ \tau \equiv \tau c \]

\[ \sigma \equiv x \left( \frac{df}{dn} \right) = xo \]

\[ U(x, y) > U^* (\gamma) U_1 \]

\[ V(x, y) > V^* (\gamma) U_1 \]

\[ \gamma_1 (x, y) > \gamma_1^* (\gamma) U_1 \]

\[ \omega_1 (x, y) > \omega_1^* (\gamma) U_1 \]

and

\[ p(\bar{f}, \bar{c}, x, y) = p^* (\bar{f}, \bar{c}, x^*, \gamma) \]

The transformed pdf equation is:

\[ x^* \sigma \frac{df^*}{dn^*} (V^* - \rho v^*) \frac{df^*}{dn^*} + \frac{df^*}{dn^*} \]

\[ x^* \sigma \frac{df^*}{dn^*} (p^* S^* (\bar{f}, \bar{c})) + \omega_1^* E(\bar{f}, \bar{c}) \]

As can be seen \( U_1, U_2, \delta \) and \( \omega \) do not appear and \( U^*, V^*, \gamma, \omega^* \) and \( \sigma^* \) are determined by the velocity ratio \( U_1/U_2 \). The chemistry enters through the rate term \( S^* (\bar{f}, \bar{c}) \) which depends on the concentration ratio \( \alpha \). Thus the solution to eq (2) depends only upon two dimensionless ratios

\[ U_2/U_1 \] and \( \alpha (z_{NO})_1 / (z_{NO})_2 \]

Fig. 2: Growth of size of coherent structures in plane mixing layer
Fig. 4 to 7 with definition sketch shown in Fig. 3. Fig. 4 and 5 show calculated profiles of $\langle c(x, x^*) \rangle$ for $0.1 \leq x^* \leq 90$. For $x^* > 100$ the profiles are virtually coincident indicating that chemical equilibrium prevails. Finite reaction rates seem important in the region $0.3 < x^* < 10$. It can also be seen that profiles for $\langle c(x, x^*) \rangle$ assuming no turbulent fluctuations are typically 20% higher. This is hardly surprising because this reaction being "fast" the probability of coexistence of reactants is very small and since reaction takes place because of contact at molecular level one could think of a reaction surface, the frequency of crossing across which directly determines rate of product formation. In this case of fast chemistry the correlation coefficient $\sigma_{COJ}$ is expected to be negative, and in a sense turbulence reduces the mean rate of chemical reaction (17).

Fig. 6 and 7 show profiles of $\langle f^2 \rangle$ and $\langle c^2 \rangle$ and the correlation coefficient

$$R_{fc} = \frac{\langle f^2 c \rangle}{\langle f^2 \rangle \langle c^2 \rangle}^{1/2}$$

at $x^* = 3$ and $x^* = 300$. The profile of $\langle f^2 \rangle$ which is

Plate 4: Growth of plane mixing layer. NH$_4$ and HCl injected 1.25 cm above and 1.25 cm below splitter plate just before mixing. $U_2/U_1 = 0.48$

turbulent the fluid from slow stream is surrounded next. The mixing between the two then is observable if reacting species are present in the two streams (as in plate 3). Nothing much can be said about Plate 4. The large structures appear more turbulent in this case because of the two wakes in the two streams caused by plates from where the flow was seeded.

Results of Monte Carlo calculations are shown in
The correlation coefficient \( R \) is virtually the same at \( x^* = 3.0 \) and \( x^* = 300 \) and the absolute values are surprisingly high on both edges of the mixing layer.

**CONCLUSION**

From this study the following conclusions can be drawn:

1. A novel technique is developed for flow visualization in flows in which main stream is air or any colorless gas that does not interfere with \( \text{NH}_3 - \text{HCl} \) reaction.

2. It is possible with the fibre optics probe and LDA to make simultaneous measurements of concentrations and velocity to obtain joint statistics of the two fields. This can then be compared with the results predicted by Monte Carlo method.
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ABSTRACT

To characterize the behavior of a turbulent diffusion flame above a solid surface in a channel flow we designed and built an experimental device. The self-sustained diffusion flame was obtained by injecting through a porous wall a gaseous fuel into a mainstream of air. Velocity, temperature and turbulence profiles were obtained by laser doppler velocimetry and compensated thermocouples measurements. We developed a q-r-g turbulence model and a probabilistic combustion model. Agreement between theory and experiment is particularly good for temperature and velocity mean values. The velocity overshoot is well predicted, though at the present stage the model can't explain all the phenomena experimentally observed (low frequency oscillations, ...).

EXPERIMENTAL METHOD

The experiments have been carried out using the apparatus described on Fig. 1 which includes:

1. A gas feeding installation (insulated and preheated connecting pipes, flow meters, ...).
2. A square duct combustion chamber : 0.03 m x 0.03 m cross section and 0.4 m long. The fuel was injected through a sintered stainless steel porous wall of dimensions 0.03 m x 0.3 m.
3. A fluidized bed aerosol generator to disperse solid powders (iu zirconium oxide) for flow seeding.
4. A LDV system (He-Ne 15 mW laser, Bragg cell, photomultiplier, counter, spectrum analyser, oscilloscope, ......).  
6. Data acquisition and processing (minicomputer, interfaces and peripherals, ......).  

All the experiments were driven by the minicomputer in order to obtain more reliable and accurate measurements.  

Data processing was done taking a relatively large sample of values (N). We obtained the mean velocity u, and its turbulent fluctuation \( \varepsilon \) considered equal to \( 1/2 \times u' \times 2 \) :  

\[
\overline{u} = \frac{1}{N} \sum u_i, \quad \overline{u'^2} = \frac{1}{2} \times \frac{1}{N} \sum (u_i - \overline{u})^2 
\]

To obtain a random probability density function or "pdf", we plotted the number of informations \( i(\overline{u}, \overline{u'^2}) \) for different coordinates \( x \) and \( y \). The same procedure was used for temperature obtained by means of fine (25 and 50 \( \mu \) diameters Pt-Pt/10 \% Rh and chromel-alumel wires) thermocouples, giving as before \( \overline{T}, \overline{T'^2} \) and the "pdf". Temperature fluctuations were obtained by means of analogue compensated thermocouples. Radiation losses were measured and taken into account.

THEORETICAL STUDY

... Turbulence model. The flows considered include low Reynolds number pipe flow with wall injection. The model of turbulence employed is one where the turbulence energy \( q \) and its dissipation rate \( \varepsilon \) are calculated by way of transport equations which are solved simultaneously with the conservation equations for the mean flow. The closure of Reynolds stress and dissipation rates equations have been made considering the direct influence of viscosity and transport processes (3). The hydrodynamic predictions have been obtained from the resolution of the following system of differential and auxiliary equations.

Streamwise momentum:

\[
\frac{\partial q}{\partial x} + \frac{\partial v}{\partial y} = \frac{3}{2} \left( \frac{3u'v'}{\overline{u'^2}} - \rho u'v' \right) \frac{\partial J}{\partial x} 
\]  

Turbulent viscosity hypothesis:

\[
- \frac{\partial u'v'}{\partial y} = \overline{u'^2} \frac{3u'}{2y} - C_{\mu} \frac{\rho q^2}{\varepsilon} \frac{3u'}{2y} \]  

where : \( C_{\mu} = 0.09 \)  

\( \varepsilon = \varepsilon - (2 \nu/\rho)(3q^{1/2}/3y)^2 \)  
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without the need to solve its balance equation. The temperature is obtained from the above enthalpy definition and the density via the perfect gas law.

Combustion model. SPALDING (4) was the first to assume that the root mean square fluctuating concentration obeys a parabolic differential equation including convection, diffusion, generation and dissipation terms. BRAY and MOSS (3) presented a unified statistical analysis of the premixed turbulent flame supported by a single step global reaction. LOCKWOOD and NAGIB (6) adapted this method to the prediction of free round turbulent jet diffusion flames. They proposed the following balance equation for $g = (e - \bar{e})$.

$$
\begin{align*}
\rho u \frac{\partial e}{\partial x} + \rho v \frac{\partial e}{\partial y} & = \frac{\partial}{\partial y} \left( \alpha e_{\text{eff}} \frac{\partial e}{\partial y} \right) \\
+ 2.8 \frac{\partial^2 e}{\partial y^2} & - 1.82 c e - \frac{\partial e}{q} \tag{15}
\end{align*}
$$

In the range $0 < e < 1$, the probability distribution function is assumed to obey a normal distribution. BORGHI and MOREAU (8) for premixed flame, approximated a gaussian-like profile bounded by two Dirac delta functions; the gaussian profile is approximated by a rectangle; the delta functions appear for the value $c = 0$ and $e = 1$. CHAMPION (9) made the same assumption to study a two dimensional probability function. In this work $P(c)$ is defined by the rectangular approximation as shown in Fig. 2.

In the range $\delta < e < n$ the mixture fraction fluctuation is assumed constant. The unwanted parts of the distribution for $e < 0$ and $e > 1$ are lumped into Dirac delta function of $e = 0$ and $e = 1$. The "pdf" may be expressed as:

$$
P(e) = \delta(0) + b \delta(1) + \gamma \delta(e - \delta) - \delta(e - n) \tag{16}
$$

where $\delta(e - \delta)$ is the HEAVISIDE function so that the expression $[\delta(e - \delta) - \delta(e - n)]$ has the value 1 in the range $\delta < e < n$ and zero elsewhere. These characteristic parameters $\alpha, b, \gamma, \delta, n$ are computed from the mean value of $\delta$ ($\overline{e}$ is simply the first moment of the "pdf" about $e = 0$) and of $g$ the second moment about $e = \overline{e}$. The mean mass fraction $\overline{m}_j$, temperature $\overline{T}$, density $\overline{\rho}$ are computed by an analytical integration of the following linear equations.

$$
\begin{align*}
\overline{m}_j & = a m_j + b m_j s + \int \gamma m_j \, ds \\
\overline{T} & = a T_m + b T_s + \int \gamma T \, dt \\
\overline{\rho} & = a \rho_m + b \rho_s + \int \gamma \rho \, ds
\end{align*}
$$

RESULTS

Under appropriate conditions (limited by flame blow-off) of uniform air mass flow rate $G_a$ and of fuel mass flow injection rate $\delta$, a stable turbulent two dimensional diffusion flame was established in the boundary layer over the porous plate.

Without combustion, Fig. 3, the agreement between theoretical and experimental results for $\overline{u}$ and $q$ is quite good and the influence of blowing is consistent with previous work. Then, the turbulence model used seems particularly well adapted.

With combustion, Fig. 4 and 5, a marked feature of the mean velocity profile is the appearance of a velocity overshoot that exceeds the stream mean velocity as for laminar flow. This overshoot can be directly related to the enhancement by combustion of the source term of the momentum equation:

$$
- \rho u \frac{\partial u}{\partial x}
$$

Starting from the porous wall, $q$ decreases for some distance and then increases drastically up to a certain location which could be assumed to be just above the flame "position". The location of this minimum and maximum of $q$ and the flame stand-off distance increase with $\delta$. The turbulence intensity behaves in a same but less marked way. Far above the flame we have a dissipation of $q$ and of turbulence intensity to their value at the center line. For temperature, the profiles are very similar to those obtained for velocity at the same location. A minimum of $\overline{T}^2$ corresponds to a maximum of $\overline{u}$ which may correspond to the flame zone. There is a good agreement between theory and experiment for $\overline{u}$ and $\overline{T}$. For $q$, the agreement is only good below the flame. We can predict the decreasing but not the peak value just above the flame. The discrepancy could be related probably to the experimentally observed low frequency oscillations or to non-stationary boundary conditions.

Fig. 6 shows for a given $x$ location the variation across the boundary layer of the probability density function of fluctuating velocity. Increasing $y$ we observed for both $\overline{u}$ and $\overline{T}$ different shapes for the "pdf" : in the flame and below the "pdf" has only one peak, some distance above where $\overline{u}^2$ and $\overline{T}^2$ are maximum the "pdf" has two peaks, and further away only one peak appears. The temperature spectrum analysis showed a low frequency sequence (a few Hz) of hot and cold "peaks". The amplitude of these oscillations is minimum in the flame zone and maximum where $\overline{u}^2$ and $\overline{T}^2$ are maximum.

On Fig. 7 we plotted the $\overline{u}$ and $\overline{T}$ profiles for three $x$ locations in the flow direction. The maximum
mean velocity increases with $x$ but $\bar{V}_{\text{max}}$ seems nearly constant. The presumed flame stand-off distance increases also slightly with $x$.

The theoretical model can fit relatively well the experimental data obtained for $\bar{U}$ and $\bar{V}$ with and without combustion but can't explain, at the present stage, all the phenomena experimentally observed (low frequency flame oscillations, peak value for $q$ above the flame, discrepancy between theory and experiment for $q$ and turbulence intensity in the core, ......). Meanwhile, as this model can predict the phenomena below the flame it can be used to characterize gas solid turbulent combustion, to obtain the heat flux at the wall and then the mass burning rate.

Fig. 3: Without combustion: the velocity gradient and $L_g$ increase with $\dot{\theta}$.

Fig. 4: For a given $F$, the shape of the velocity profiles is less dependent on $\dot{\theta}$ with combustion than without.

Fig. 5: The flame "stand-off distance" increases slightly with $\dot{\theta}$.

Fig. 6: Probability density function of fluctuating velocity.

Fig. 6 bis: Probability density function of fluctuating temperature.
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Fig. 7: Theoretical velocity overshoot, maximum mean temperature and flame "stand-off distance" increase with x.

Fig. 7 bis: Experimental mean velocity profiles: influence of x.

Fig. 8: Experimental profiles: influence of G and F.

Fig. 9: Influence of fuel mass fraction on mean velocity and temperature profiles (wall fuel mass fraction fluctuation may explain flame position and velocity overshoot oscillations).
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Computation and its Comparison with Experiments of Time-Mean and Fluctuating Properties in Round Jets with and without Flame
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ABSTRACT

Numerical predictions are compared with experimental results of flow velocity, gas temperature, species concentration together with the fluctuation properties such as kinetic energy of turbulence and correlation of velocity and temperature fluctuations in turbulent jets with and without flame. It indicates the validity of the two-equation k-ε turbulence model with a modification for the low Reynolds number effects due to the existence of flame in the lower fuel jet velocity. Effects of the density fluctuation are discussed to imply that neglecting the density fluctuation gives a fairly good approximation for the prediction of the present flow and combustion characteristics.

INTRODUCTION

The numerical prediction of the flow and combustion characteristics in turbulent diffusion flames is one of the subjects of current interest. There have been analytical studies [1], [2] for developing the prediction procedure for turbulent diffusion flames along with the experimental studies [3].

The validity of the prediction procedure must be verified by the comparisons with the experiments because the prediction procedure includes semi-empirical turbulence model and reaction model in turbulent flow fields. The comparisons are desired of the fluctuating properties as well as the time-mean properties because they are directly concerned with the turbulence model.

The experimental data used for the comparison with present calculation are based on the measurements of our own which are planned to include time-mean axial flow velocity, temperature, species concentrations and statistical properties of fluctuations such as kinetic energy of turbulence and correlation of velocity and temperature fluctuation in turbulent jets with and without flame.

Experimental results are compared with the calculated ones which are based on the two-equation k-ε turbulence model paying special attention to the fluctuating properties. Effects of the viscosity increase and the density fluctuation due to the existence of the flame are also discussed.

EXPERIMENTS

The experimental data used for the comparison with calculations are based on the measurements in the turbulent fuel jets with and without flame issuing vertically upward from a round tube nozzle of 4.9 mm inner diameter. The fuel of the nozzle fluid is the mixture of hydrogen and nitrogen whose volume ratio is 0.68 : 1. The average velocity \( U_j \) of the fuel jet at the nozzle exit is selected to be 20.4 and 55.7 m/s which is surrounded by coaxial air stream of uniform velocity of 5.1 m/s.

The experimental data include time-mean flow velocity, temperature and species concentrations with statistical properties of fluctuations such as turbulence intensity in axial, radial and circumferential directions, correlation of velocity fluctuation in axial and radial direction \( \nu_1 \), correlation of radial flow velocity and temperature fluctuation \( \nu_T \) and length scale derived from the velocity or temperature fluctuation.

Time-mean and fluctuating velocity were detected by a laser Doppler velocimeter equipped with a Bragg cell for a frequency shift and a frequency tracker. The fluctuating temperature were measured by a thermocouple (25.4 μm in diameter) compensated electrically for the time lag due to the heat capacity. The gas species concentrations were analyzed by a gas chromatograph after gas sampling by a water-cooled sampling probe.
The details of the experiments are in [4,5].

ANALYTICAL PROCEDURE

The calculations are based on the time-averaged boundary-layer-type conservation equations of mass, momentum, energy and chemical species in axisymmetric coordinate system.

\[
\frac{\partial }{\partial x}(\rho u) + \frac{\partial }{\partial r}(\rho v) = 0 \tag{1}
\]

\[
\frac{\partial }{\partial x}\left(\frac{\rho u^2}{2}\right) + \frac{\partial }{\partial r}\left(\frac{\rho v^2}{2}\right) = \frac{3}{2}\frac{\partial }{\partial r}(\rho r u v) - \frac{\partial }{\partial r}(\rho v^2) \tag{2}
\]

\[
\frac{\partial }{\partial x}\left(\frac{\rho u^3}{3}\right) + \frac{\partial }{\partial r}\left(\frac{\rho u v}{2}\right) = \frac{1}{r} \frac{\partial }{\partial r}(\rho u v r) - \frac{\partial }{\partial r}(\rho v^2) \tag{3}
\]

\[
\frac{\partial }{\partial x}(\rho u) + \frac{\partial }{\partial r}(\rho v) = \frac{\partial }{\partial x}(u r) - \frac{\partial }{\partial r}(u v r) + u f \tag{4}
\]

where \( x \) or \( r \) = axial or radial coordinate, \( u \) = velocity in axial or radial direction, \( \rho \) = density, \( k \) = turbulent viscosity, \( \mu \) = laminar viscosity, \( \mu_\text{eff} \) = effective viscosity, \( \omega \) = rate of reaction of species \( j \), \( \nu_j \) = empirical constants. The factor \( f \) is a kind of local turbulence Reynolds number, \( C_p \) and \( A \) are empirical constants. The factor \( f_1 \) is a kind of local turbulence Reynolds number, \( C_p \) and \( A \) are empirical constants. The factor \( f_2 \) is introduced in the present calculation to modify the Prandtl-Kolmogorov expression of \( u_t = 0 \) (4) and \( k \) = 26/40 for low Reynolds number (not fully turbulent) flow.

The existence of flame results in the significant increase of the kinetic viscosity due to the temperature rise and induces local laminarization especially in low fuel jet velocity. These low Reynolds number effect is taken into consideration by the empirical factor \( f_1 \).

The expression of \( f_2 \) in terms of \( R_e = \frac{(U_t/\mu_j)y_0}{C_p} \) and the constant \( A = 30 \) is selected so that \( f_2 \) tends to unity.

The empirical constants in eqs. (3)-(7) are selected to be as follows:

\[
C_0 = 0.09, \quad C_1 = 1.45, \quad C_2 = 1.95, \quad \omega = \frac{1}{3}, \quad \nu_j = 1.0, \quad \nu_0 = 1.3. \tag{8}
\]

and for the Prandtl-Kolmogorov expression for high Reynolds number flow \((\nu_j y_0^{1/2} = 1)\) the factor \( f_2 \) is 1.

The gas species considered are the main species of reactants and products of \( H_2, N_2, H_2O \) and \( O_2 \). The one-stage reaction of \( H_2 + O_2/2 = H_2O \) is considered. Four species conservation eqs. (4) are converted into the following two differential equations and three algebraic equations based on the stoichiometry of the reaction and the assumption that effective Schmidt number is the same for all species.

\[
\rho \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) = \frac{1}{r} \frac{\partial }{\partial r}(r \rho u v) - \frac{\partial }{\partial r}(\rho v^2) \tag{9}
\]

\[
\frac{\partial}{\partial x}(\rho u^2) + \frac{\partial}{\partial y}(\rho v^2) = 2\left(\frac{\mu_\text{eff}}{\nu} \right) \tag{10}
\]

\[
\frac{\partial}{\partial x}(\rho u v) = \frac{1}{r} \frac{\partial}{\partial r}(r \rho u v) - \frac{\partial}{\partial r}(\rho v^2) \tag{11}
\]

(12)

\[
\frac{\partial}{\partial x} (\rho u) = \frac{1}{r} \frac{\partial}{\partial r}(r \rho u v) - \frac{\partial}{\partial r}(\rho v^2) \tag{13}
\]

\[
f \text{ is the so-called mixture fraction which means the mass fraction of the nozzle fluid. Suffix of } \text{F or } \text{O means the value at the nozzle fluid or surrounding air, respectively. Reaction rate } R_{\text{f}} \text{ in eq. (10) is evaluated by the eddy dissipation model [9] which postulates that reaction rate is proportional to the turbulent eddy dissipation rate. Calculations were also tried in the case of the infinite reaction rate which leads to the flame sheet model.}

\[
g \text{ temperature is calculated by the relation,}
\]

\[
h = \frac{1}{3} \int \int \frac{C_p}{T} \text{d}t + \frac{1}{3} \int m \text{d}m_0 \tag{14}
\]

\[
\text{RESULTS AND DISCUSSIONS}
\]

Comparisons of the experimental results and calculations are made. Plots and solid lines in the Figures are experimental results and calculated ones, respectively unless it is noted.

Non Reacting Flows

In Figs 1 to 5, axial and radial profiles of experimented and predicted flow velocity in axial direction \( U \), gas concentration, kinetic energy of turbulence \( k \) and cross correlation of axial and radial velocity fluctuation \( U \) are compared for the case of low and high fuel jet velocities \((U = 20.4 \text{ and } 55.7 \text{ m/s})\) without flame. The condition of low or high velocity without flame is labelled as RUN CL or RUN CH, respectively as shown in the Figures. L and r in the Figures are axial distance from the fuel nozzle tip and the radial distance from the jet axis, respectively. Predicted \( U \) is obtained from the relation,
It is noted that the measured profiles of flow velocity, species concentration for two cases of low and high fuel jet velocities can be well predicted by the present calculations.

The profiles of turbulent kinetic energy along the axis (Figs.1,4) have peak near the nozzle tip and gradually decay along the axis. Such tendency can be well predicted. Radial profiles of \( k \) and \( \overline{u'v'} \) are also predicted considerably well. These results indicates that the applied models can describe the fluctuating properties as well as the macroscopic flow and mixing characteristics for the fuel jets without flame.

The factor \( f_1 \) in eq.(7) is almost unity in the present fuel jets because the flows are fully turbulent \( (\nuT>>1) \) in the flows without flame. In Figs.6 to 11, experimented and predicted axial and radial profiles of flow velocity \( U \), temperature \( T \), gas species concentration, kinetic energy of turbulence \( k \), cross correlation \( u'v' \) and \( T'T \) are compared for the case of low and high fuel jet velocities \( (U_j=20.4 \text{ and } 55.7 \text{ m/s}) \) with flame. The condition of low or high fuel jet velocity with flame is labelled as RUN FL or RUN FH, respectively as shown in the figures.

The predicted cross correlation of the fluctuation of velocity and temperature \( T'T' \) is obtained from the relation, \( T'T' = -\nuT/\eta_3 \left(T/T_r\right)/\rho \).

Figs.6 to 7 and Figs.10 to 12 indicate that flow velocity, temperature and species concentration can be well predicted in the flames of both low and high fuel jet velocities.

In the flow of the low fuel jet velocity with flame, the ratio \( \nuT/\nu_1 \) decreases at the high temperature region of the outer part near the fuel nozzle tip. This seems to correspond to the local laminarization phenomena observed clearly in the same flame without surrounding air flow [7].

In the low velocity flame, the unmodified turbulence model available in fully turbulent flow overestimates the turbulent viscosity and other transport coefficients. The modification of the turbulence model by the eqs.(7) and (8) gives a better prediction as shown in Figs.6 and 7.

The modification is not necessary for the flame of the higher fuel jet velocity because the \( \nuT/\nu_1 \) is much larger than unity. The axial profiles of turbulence kinetic energy along the axis (Figs.6 and 10) in the cases with flame increases more gradually along the axis and have peak in the downstream as compared with the cases without flame (Figs.1 and 4). These tendencies are predicted by the calculation as shown in Fig.6 and 10. Predictions of profiles of \( k \), \( \overline{u'v'} \) and \( T'T' \) are not very well but the qualitative agreement is fairly well which supports the gradient-transport-model incorporated with the two-equation \( k-c \) turbulence model for...
the transport of the momentum and heat even in the reacting flows.

**DISCUSSIONS**

In the turbulent flow fields with flame, significant density fluctuation would prevail and conventional time averaging of the governing equations yields a number of cross correlations including density fluctuation.

The equations used in the preceding section are equivalent to those obtained by neglecting density fluctuation when the variables such as \( U, T, m_j \), etc. in the equations are taken to be conventional time averaging \( \bar{U}, \bar{T}, \bar{m}_j \), etc. Based on the comparisons between the experimental and calculated results described above, it can be said that flow velocity, temperature, species concentration and fluctuating properties can be predicted by the equations neglecting density fluctuation although the spatial variation of density is taken into account.

On the other hand, if the density weighted averaging ( Favre averaging) is applied for the variable except for \( p \) and \( F \), the density fluctuation can be taken into account without any apparent change in the governing equations [1]. In this case, the variables such as \( \bar{U}, \bar{T}, \bar{m}_j \), etc. are supposed to be density weighted averaging \( \bar{U} (= \bar{U}/\bar{p}), \bar{T} (= \bar{T}/\bar{p}), \bar{m}_j (= \bar{m}_j/\bar{p}) \), etc. In this case, the prediction yields density weighted averaging \( \bar{U}, \bar{T}, \bar{m}_j \), etc.

On the other hand, the measured velocity \( U \) by a laser Doppler velocimeter and the temperature \( T \) by a thermocouple are supposed to be conventional time averaging \( \bar{U} \) and \( \bar{T} \). But, species concentrations measured by gas sampling are supposed to be density weighted averaging \( \bar{m}_j \).

Now, we consider the relations between conventional time averaging and density weighted averaging as follows.

\[
\bar{U} = \bar{U} \left( 1 - \left( T'/\bar{T} \right) \left( u'/\bar{U} \right) \right) R_{U\bar{U}} \\
\bar{T} = \bar{T} \left( 1 - \left( T'/\bar{T} \right)^2 \right) \\
\bar{m}_j = \bar{m}_j \left( 1 - \left( T'/\bar{T} \right) \left( m_j'/\bar{m}_j \right) \right) R_{m_j} 
\]

where \( T', \bar{T}, u' \) or \( m_j' \) is the root mean square of the fluctuation of \( T, U \) or \( m_j \) and \( R_{U\bar{U}} \) or \( R_{m_j} \) is the correlation coefficient of the fluctuation of \( T \) and \( U \) or \( T \) and \( m_j \). The equations are derived by the approximation that the density fluctuation is mainly caused by the temperature fluctuation according to the ideal gas law.

The profiles of \( \bar{T}, \bar{U}, \bar{U}, \bar{T}, u' \) and \( u' \) are shown in Figs 11, where \( \bar{U}, \bar{U}, \bar{T}, u' \) are measured ones and \( \bar{U} \) and \( \bar{T} \) are calculated by eqs. (15) using the measured \( R_{m_j} \) and \( m_j' \). It is noted \( \bar{T} \) is always less than \( T \) and the difference is at most 15% of \( T \) at the outer part of the flame and \( \bar{T} \) is larger than \( U \) at the inner part of the flame where \( R_{U\bar{U}} \) is negative but \( \bar{U} \) is less than \( U \) at the outer part of the flame where \( R_{m_j} \) is positive. The difference between \( \bar{U} \) and \( U \) is less than 10% of \( U \).

It can be said that the comparisons between predictions and experiments are available whether the measured or calculated values are conventional time averaged or density weighted averaged and the density fluctuation does not play significant role for the present flame conditions.

**SUMMARY**

(1) The measured profiles of time mean velocity and density concentration in the fuel jets with and without flame can be well predicted by two-equation k-ε turbulence model which is modified for the low Reynolds number effects due to the existence of flame.

(2) The fluctuating properties such as kinetic...
Fig. 6: Axial profiles (\(U_j = 20.4\) m/s, Flame)

Fig. 7: Radial profiles
(a) \(L = 90\) mm
(b) \(L = 160\) mm

Fig. 8: Radial profiles of \(u\)
\(L = 60\) mm
\(L = 90\) mm

Fig. 9: Radial profile of \(vT\)
\(L = 90\) mm
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ABSTRACT

A study was performed in order to gain new insight into the phenomenology and mathematical modeling of turbulent diffusion flames. The numerical part of the present investigation treats unsteady one-dimensional laminar diffusion flames using an extended kinetic scheme. The result of these predictions yields the instantaneous substructure of turbulent diffusion flames. In order to check the validity of the model predictions instantaneous peak temperatures as well as time mean concentrations have been measured in turbulent methane diffusion flames.

INTRODUCTION

Combustion of nonpremixed reactants has been investigated in turbulent jet flames with attention focused on hydrogen combustion. Compared with hydrogen combustion, however, turbulent hydrocarbon diffusion flames introduce additional problems due to the more complex combustion reactions.

NOMENCLATURE

\( C_{p,i} \) heat capacity of species \( i \) at constant pressure
\( C_{i} \) mixture heat capacity
\( c_{i} \) binary diffusion coefficient for species \( i \) in nitrogen
\( F(T') \) nondimensional rate of chemical heat release as a function of \( T \)
\( h_{i} \) mixture enthalpy
\( h'_{i} \) enthalpy of species \( i \)
\( \rho_{i} \) standard heat of formation of species \( i \)
\( N_{i} \) number of species
\( \text{Re} \) Reynolds-number defined by nozzle diameter and nozzle exit velocity
\( s_{0} \) layer thickness
\( s \) initial layer thickness
\( \alpha \) stretch rate defined by \( -S = \frac{1}{2} \frac{\partial \delta}{\partial \xi} \)
\( \xi \) time coordinate
\( \text{To} \) local temperature
\( \text{Taf} \) adiabatic flame temperature
\( \text{T}_{0} \) reference temperature
\( T' \) nondimensional temperature defined by \( T' = (T - T_{\infty}) / (T_{\max} - T_{\infty}) \)
\( w_{i} \) normal velocity of convective transport through the flame
\( \psi_{i} \) chemical production/consumption rate of species \( i \)
\( x \) coordinate normal to the flame zone
\( y \) Kolmogorov strain rate (reciprocal value of Kolmogorov time scale)
\( \lambda \) thermal conductivity
\( \mu \) viscosity, used in the thermal conduction term of eq. (1) for Prandtl number unity
\( \omega \) nondimensional space coordinate normal to the flame zone
\( \rho \) density
\( \omega_{i} \) mole number of species \( i \) in \( 1 \) kg mixtures
\( t \) characteristic chemical time scale, defined so that the peak value of \( F(T') \) becomes unity
\( \tau \) time mean values
THE UNSTEADY LAMINAR DIFFUSION FLAME

The behaviour of the quasi-laminar substructure of turbulent flames has been discussed qualitatively by Williams (2) in terms of the unsteady, one-dimensional temperature equation

\[ \frac{\partial^2 T}{\partial t^2} - \gamma \frac{\partial T}{\partial x} + u_0 \frac{\partial T}{\partial x} - \frac{\gamma^2}{\alpha} \frac{\partial^2 T}{\partial x^2} = \frac{1}{\beta} (F(T)) \]  
(1)

This equation is obtained if the coordinate system moves parallel to the reactive layer such that the tangential velocity component becomes zero at the origin of the coordinate system. The second and third term in equation (1) represent convective fluxes due to flame stretch and a velocity component normal to the flame front. In the following these convective fluxes will be neglected, but the stretching process is considered with respect to a decrease of the thickness of the reactive layer as proposed by Spalding (3). The resulting balance equations are

Concentration:

\[ \frac{\partial \rho i}{\partial t} = \frac{1}{\partial x} \left( \gamma \rho i - \gamma \frac{\partial \rho i}{\partial x} + D_i \frac{\partial^2 \rho i}{\partial x^2} \right) + \dot{\omega}_i \]  
(2)

Energy:

\[ \frac{\partial \rho h}{\partial t} = \frac{1}{\partial x} \left( \gamma \rho h + \frac{\partial (\gamma \rho h)}{\partial x} - \frac{\partial \rho h}{\partial x} \right) + \frac{\partial}{\partial x} \left( \dot{\omega}_i \rho h_i \right) \]  
(3)

with the non-dimensionalized space coordinate \( \omega x / s \), \( 0 < \omega < 1 \) and

\[ h = \sum_{i=1}^{NS} \rho h_i + \rho h_0 + \int_{T_0}^T C_{P,i} \, dT \]  
(4)

The following conditions were used for the calculations:

1. As it is difficult to specify the time dependent thickness of the shear layer, a constant stretch \( S = S_0 e^{-\lambda t} \) was assumed, which yields (3) \( S = S_0 e^{-\lambda t} \) with \( S_0 \) as the initial shear layer thickness.
2. Initial conditions of the computations are characterized by a step change in the concentrations of fuel gas and air with a very thin layer of hot gas at the interface.
3. Dimensions of the fuel gas and air volumes are large compared to the thickness of the diffusion layer.
4. 29 elementary reactions were used to describe the oxidation process of methane adopted as a fuel.
5. Binary diffusion coefficients for the gas components in \( N_2 \), Lewis number equal to one.

Details of the numerical computations are given in (4).

In order to get information about the properties of flamelets in turbulent diffusion flames, direct thermocouple measurements of instantaneous temperatures were made in free burning turbulent methane flames at various Reynolds numbers (5). The different Reynolds numbers were chosen to get flames with very different flow structures, which were visualized by a schlieren technique. They ranged from orderly coherent structures to fully developed three-dimensional small scale turbulence.

In addition, conventional measurements of mean concentration were performed to get further information about the net influence on the reactions.

RESULTS

In Fig. 1 computed rates of CO and O_2 as functions of the excess air ratio are shown. The effects of diffusion are clearly visible in the changing peak values. The limit for the freezing of the reactions assumed in the flame zone model (1) lies within the area in which the reactions are frozen during the successive time steps. The calculations have been performed for a time period of 25 milliseconds which is beyond the eddy life times of the turbulent flames considered.

![Fig. 1 Production rates of CO and O2 in a one dimensional unsteady laminar natural gas diffusion flame for different time steps as function of the excess air ratio \( \lambda \)](image)

The concentrations and temperatures shown in Fig. 2 do not change significantly during the time period considered. This means that even with very large concentration gradients the conditions at the beginning of the lifetime of an eddy are not very different from those at later time steps. This result, to a certain extent, can justify a posteriori the neglect of the flame stretch which strongly influences the gradients within the reaction zone and can result in quenching under certain conditions.
A particularly important result is the fact that the computed peak temperatures of a non-stretched flame zone lie around 1930 K as did the thermocouple measurements in the turbulent methane diffusion flames. This value is considerably below the adiabatic equilibrium flame temperature of 2280 K (Fig. 3). The measured peak temperatures of 1900 - 2000 K (Figs. 4, 5) in all regions of the turbulent flames at different Reynolds numbers (5) may also be compared to the value of about 2000 K from Laser Raman measurements (6) in a laminar methane diffusion flame and thermocouple measurements in a different laminar diffusion flame (2).

It follows from Figures 4 and 5 that the maximum peak temperatures in the region of the visible coherent structures (x/d = 20, Re = 500) are approximately equal to those of fully developed three-dimensional turbulence (x/d = 60, Re = 37000). It may therefore be concluded that the instantaneous peak temperatures in turbulent diffusion flames are not significantly affected by turbulence. The measurements of mean concentrations also show that in large parts of the flame the combustion takes place in diffusion flamelets.

The influence of the stretch rate $S$ on the behaviour of the diffusive reactive layer was studied parametrically. In Fig. 6 the predicted time dependent temperatures and concentrations of a stretched layer are shown ($S = 111 s^{-1}$). The decrease of temperature and maximum CO-concentration indicates a decreasing reaction intensity which finally leads to quenching of the reactions.

Concentration measurements in free burning turbulent natural gas diffusion flames of different Reynolds numbers clearly indicate that even in stably burning flames quenched regions occur near the nozzle, through which unreacted oxygen penetrates to the flame axis, Fig. 7. Due to this premixed combustion occurs to a certain extent further downstream. Fig. 8 shows measured axial CO profiles in turbulent flames of different Reynolds numbers. The rapid decrease of downstream CO-concentration in the lower Reynolds number flames is due to mixing enhanced by buoyancy. The dashed curve which refers to flame No. 3 represents computed values. The predictions are based on the instantaneous gas composition (Fig. 2), a pdf-representation of the mixture fraction and the k-e-model for the flow field (8).

![Fig. 2 Concentrations of CO, O2 and temperature T as functions of the excess air ratio $\lambda$](image)

![Fig. 3 Comparison of CO-concentration and temperature $T$ calculated by two different flame models and finite kinetics ($t = 25$ ms)](image)
Fig. 4 Radial profiles of measured peak and time
mean temperatures in a free burning natural
gas flame, Re = 5 500, (5)

Fig. 5 Radial profiles of measured peak and time
mean temperatures in a free burning natural
gas flame, Re = 37 000 (5)

Fig. 6 CO-concentrations and temperatures as function
of the excess air ratio
--- stretch rate $S = 111 \text{ s}^{-1}$
--- without stretch

Fig. 7 Measured axial profiles of O$_2$-concentrations
in free burning natural gas diffusion flames
at different Reynolds numbers
CONCLUSIONS

1. From comparison of predictions and measurements it can be concluded that turbulent diffusion flames over a large range are composed of laminar diffusion flamelets with instantaneous peak temperatures about 300 K below the adiabatic equilibrium temperature. This is an especially useful information with regard to the thermal NO-formation, this being strongly dependent on the peak temperature.

2. Areas of premixed combustion can occur even in flames stably burning at the nozzle exit.

3. The instantaneous temperature and concentration profiles do not change greatly during the most probable life time of an eddy. This result can be compared to some extent to the conclusions of Bilger (9) who found by inspection of measurements in laminar diffusion flames that the gas composition is independent of the position in the flame and therefore independent of the flow structure.

With a representative profile of the instantaneous gas composition shown in Fig. 3 instead of the one used earlier (1), a turbulent diffusion flame based on the k-ε-model and a pdf of the mixture fraction can be well predicted as long as premixed combustion does not take place.
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ABSTRACT

A joint pdf transport equation has been solved to calculate the properties of the self-similar, plane, turbulent jet. The joint probability density function (pdf) is that of the three velocity components and of the nozzle-fluid concentration, which is a conserved, passive scalar. The advantage of basing a turbulence closure on the joint pdf is that convective transport appears in closed form. Consequently, the gradient-diffusion assumption is avoided. For self-similar shear flows, the joint pdf is a function of five variables. Its transport equation is solved by a Lagrangian method with stochastic modeling of the unclosed terms. The calculated Reynolds stresses and triple velocity correlations agree well with the experimental data. Calculated pdf's and joint pdf's are also reported.

NOMENCLATURE

Greek symbols

\( \Gamma \) molecular diffusion coefficient
\( c \) dissipation rate of turbulent kinetic energy
\( \eta \) cross-stream variable \( y/y_2 \)
\( \nu \) molecular viscosity
\( \phi, \phi' \) scalar, fluctuating scalar
\( \psi \) independent scalar variable
\( \omega, \omega' \) turbulent frequency, normalised frequency

\( C_R, C_R \) model constants
\( D \) velocity dissipation term
\( E \) conditionally-expected value
\( f(V, \psi) \) velocity-scalar joint pdf
\( G \) scalar dissipation term
\( p, \psi \) mean and fluctuating pressure
\( r, \theta, z \) polar-cylindrical coordinates
\( t, \tau \) time, time interval
\( U, U' \) velocity, fluctuating velocity
\( V \) independent velocity variables
\( x, y, z \) axial, lateral and spanwise coordinates
\( \psi_0 \) jet half width

INTRODUCTION

A modelled joint pdf equation [1] has been solved to calculate the one-point statistical properties of the self-similar plane turbulent jet. The equation solved is for the joint probability density function (pdf) of the three velocity components \( L(x,t) \) and a conserved passive scalar \( \phi(x,t) \). With \( \psi \) being the non-dimensional, cross-stream variable, the joint pdf is \( f(V, \psi; \phi) \), where \( V \equiv V_1, V_2, V_3 \) and \( \psi \) are the independent variables corresponding to \( U \) and \( \phi \). Since \( f(V, \psi; \phi) \) is a function of five variables, the solution of its transport equation by a finite-difference method is impracticable. Instead, the transport equation is solved by a Lagrangian method with stochastic modeling of the unclosed terms. The simplest possible models are used - not the most accurate - the emphasis being on demonstrating the use of the joint pdf equation and the performance of the solution procedure.

Transport equations for pdf's are useful in modeling turbulent flows because non-linear one-point processes (such as convection and reaction) can be treated without approximation [1-3]. The transport equation for the joint pdf of a set of scalars \( p(x,t) \) is particularly useful in reactive flows since the term pertaining to reaction appears in closed form, irrespective of the complexity and non-linearity of the reaction scheme. Pope [4] and Janicka, Kolbe and Kollmann [5] have reported accurate calculations of premixed and diffusion flames based on the scalar pdf equation. For more than one or two scalars, finite-difference solutions are impracticable, but a Monte Carlo method [6] has been developed for the general case.

The great advantage of considering the joint pdf of velocity and scalars is that convective transport appears in closed form. Consequently, the assumption of turbulent transport by gradient diffusion is avoided. In fact, for a variable-density reactive flow, the terms pertaining to convection, reaction, buoyancy and the mean pressure gradient all appear in closed form. Only the effects of molecular mixing and the fluctuating pressure gradient need to be modeled. Models for these processes have been given in a recent paper [1] which contains a derivation and discussion of the joint pdf equation.
Self-similar free shear flows are good test cases for the modelled joint pdf equation. The condition of self-similarity can be used to reduce the number of spatial dimensions to one—namely, the normalized cross-stream coordinate \( \beta \). And for self-similar flows there is a wealth of experimental data. The plane jet was chosen for this initial study because of the simple coordinate system and boundary conditions.

In the following three sections, the joint pdf transport equation is presented, the solution procedure is described, and the results of the calculations are reported. The results include profiles of the mean velocity, Reynolds stresses and triple velocity correlations, all of which are compared with the experimental data of Heskestad [7]. Calculated scalar pdf's and joint pdf's are also reported but no data are available for comparison.

### JOINT PDF EQUATION

The joint pdf \( f(V_i; \mathbf{x}, t) \) contains all the one-point statistical information about the velocity \( \mathbf{u}(\mathbf{x}, t) \) and the conserved, passive scalar \( \phi(\mathbf{x}, t) \) in a constant-density turbulent flow. If \( O(\mathbf{U}, \phi) \) is any function of \( \mathbf{U} \) and \( \phi \), then its mean value (at any \( \mathbf{x}, t \)) can be determined from the joint pdf by

\[
\langle O(\mathbf{U}, \phi) \rangle = \int O(\mathbf{U}, \phi) f(\mathbf{U}, \phi) d\mathbf{U} d\phi.
\]  

(1)

Here and below, \( d\mathbf{U} \) represents integration over the whole of the velocity space and, similarly, \( d\phi \) represents integration over all possible values of \( \phi \). Substituting \( O(\mathbf{U}, \phi) = \mathbf{U}_j \) in equation (1) shows the mean velocity to be

\[
\langle \mathbf{U}_j \rangle = \int \mathbf{U}_j f(\mathbf{U}_i, \phi) d\mathbf{U}_i d\phi.
\]  

(2)

Similarly, the Reynolds stresses are

\[
\langle \mathbf{u}_j \mathbf{u}_j \rangle = \int \langle \mathbf{u}_j - \langle \mathbf{u}_j \rangle \rangle \langle \mathbf{u}_j - \langle \mathbf{u}_j \rangle \rangle f(\mathbf{U}_i, \phi) d\mathbf{U}_i d\phi.
\]  

(3)

and the scalar fluxes are

\[
\langle \mathbf{u}_j \mathbf{q} \rangle = \int \langle \mathbf{u}_j - \langle \mathbf{u}_j \rangle \rangle \langle \mathbf{q} - \langle \mathbf{q} \rangle \rangle f(\mathbf{U}_i, \phi) d\mathbf{U}_i d\phi.
\]  

(4)

Thus, any one-point statistic can be obtained from \( f(\mathbf{U}_i, \phi) \).

The pdf of the scalar alone \( p(\phi; \mathbf{x}, t) \) is obtained by integrating \( f(\mathbf{U}_i, \phi) \) over velocity space

\[
p(\phi) = \int f(\mathbf{U}_i, \phi) d\mathbf{U}_i,
\]  

(5)

and the joint pdf of velocity \( g(\mathbf{U}_i, \phi; \mathbf{x}, t) \) is

\[
g(\mathbf{U}_i, \phi) = f(\mathbf{U}_i, \phi) d\phi.
\]  

(6)

Each of the pdf's satisfies the normalization condition

\[
\int p(\phi) d\phi = \int g(\mathbf{U}_i, \phi) d\mathbf{U}_i = 1.
\]  

(7)

A transport equation for \( f(\mathbf{U}_i, \phi; \mathbf{x}, t) \) can be derived from the conservation equations for \( \mathbf{U} \) and \( \phi \) [11]:

\[
\frac{df}{dt} + V_i \frac{df}{dV_i} = - \frac{3}{V_1} \int \mathbf{g} = \frac{2}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0} - \frac{3}{V_1} \int \mathbf{g} = \frac{2}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0}
\]  

\[
= - \frac{3}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0}.
\]  

(8)

The fluid density \( \rho \) has been set to unity. The terms on the left-hand side represent convection and the effect of the mean pressure gradient. These terms are in closed form and therefore no modelling. The terms on the right-hand side of the equation contain (as unknowns to be modelled) conditionally-expected values.

The first term on the right-hand side

\[
R(\mathbf{V}_i, \phi; \mathbf{x}, t) = \frac{3}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0},
\]  

(9)

represents the effects of the fluctuating pressure gradient. The term can be decomposed into three parts [1]: a transport term and two redistribution terms. As in Reynolds-stress models [8], the redistribution terms do not affect the mean velocity or the turbulent kinetic energy, but they redistribute the energy in velocity space. The rapid part of the redistribution is due to pressure fluctuations caused by mean-velocity gradients: the Rotta part [9] is due solely to the turbulence. Models for all three contributions to \( R(\mathbf{V}_i, \phi; \mathbf{x}, t) \) are available [11], but for this initial study only the Rotta term is included.

In Reynolds-stress models, the Rotta term corresponds to a linear return to isotropy, i.e.

\[
\frac{3}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0} = \ldots C_R \int \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0}.
\]  

(10)

where \( C_R \) is a constant and \( \omega(\mathbf{x}, t) \) is the turbulent frequency (dissipation rate/turbulent kinetic energy). In the joint pdf equation, this term is modelled by a stochastic process that randomly reorients the energy in velocity space. The effect on the Reynolds stresses is just that given by equation (10).

The second term on the right-hand side of equation (8)

\[
D(\mathbf{V}_i, \phi; \mathbf{x}, t) = - \frac{3}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0},
\]  

(11)

corresponds to dissipation—it does not affect the mean velocity but decreases the turbulent kinetic energy. Neglecting low-Reynolds-number terms, \( D \) is related to the dissipation [1] by

\[
\epsilon = \int \frac{D(\mathbf{V}_i, \phi; \mathbf{x}, t)}{\mathbf{V}_1} d\mathbf{V}_1 d\mathbf{V}_1 d\phi.
\]  

(12)

In the joint pdf equation, Curl's coalescence/dispersal model [10] is used to represent this process. (Because the turbulent frequency \( \nu \) is defined in terms of \( \epsilon \), no additional model constant arises.)

The final term in equation (8)

\[
G(\mathbf{V}_i, \phi; \mathbf{x}, t) = - \frac{3}{V_1} \left( \frac{df}{dV} \right)_{\mathbf{V} = \mathbf{U}, \phi = \omega_0},
\]  

(13)
The calculations for the self-similar plane jet are performed in the polar-cylindrical coordinates r, θ, z. The distance from the virtual origin is r, the angle to the plane of symmetry is θ, and z is the spanwise distance. Some of the results are reported in the conventional Cartesian coordinate system (x, y, z) in which x is the axial distance (x = r cos θ) and y is the lateral distance (y = r sin θ). The half-width of the jet is y_J.

It is assumed that the turbulent frequency ω(x, z) does not vary across the jet - i.e. that ω is independent of θ. Then, the conditions for self-similarity require that the normalised frequency

$$\omega^* = \frac{\omega y}{\langle u^* \rangle_0},$$  

be a constant. \(\langle u^* \rangle_0\) is the center-line velocity. By transforming equation (8) into polar-cylindrical coordinates and applying the conditions of self-similarity, a transport equation is obtained for the joint pdf \(f_{X,Y,Z}(x,y,z;\theta,t)\). This equation is obtained without invoking the boundary-layer assumptions and without neglecting any terms. It is solved for \(Q = f_{X,Y,Z} \) close to each other in physical space. The elements are approximately uniformly distributed and hence M = \(\Delta x/N_{\text{max}}\). At location \(\theta\), an approximation to the mean value of any function \(Q(x,\theta)\) is

$$<Q(x,\theta)> = \frac{1}{M} \sum_{n} Q(n \Delta x, \theta) \Delta x.$$  

Similarly, the pdf at \(\theta\) can be approximated by the histogram formed from the M elements. In these approximations there is a truncation error (of order \(\Delta x^2\)) and a statistical sampling error of order \(M^{-1}\). These errors can, in principle, be reduced at will by decreasing \(\Delta x\) and increasing M. In practice, for realistic values of N and \(\Delta x\), the error is large, and a more sophisticated method of determining means based on least-square cubic splines is used. But the principle is the same. The solution of equation (15) is facilitated by the observation that it is the pdf transport equation for the Lagrangian system:

$$\frac{dx}{dt} = U, \quad \frac{dU}{dt} = -\langle \nabla \psi \rangle, \quad \frac{d\psi}{dt} = 0.$$  

Thus, for the first of the fractional steps, the properties of each of the N elements evolve according to equation (18) for a time \(\Delta t\).

In the second fractional step, stochastic models are used to solve equation (16). Pairs of elements that are close to each other in physical space interact to cause redistribution and velocity and scalar dissipation - the terms R, D and C. The solution domain is divided into K sub-intervals, of width \(\Delta \theta = \Delta \theta_{\text{max}}/K\), and the ensembles of elements within each sub-interval are treated separately. In Curl's model for the velocity dissipation (D),

$$\frac{df}{dt} = -D.$$  

The solution of equation (15) is facilitated by the observation that it is the pdf transport equation for the Lagrangian system:

$$\frac{dx}{dt} = U, \quad \frac{dU}{dt} = -\langle \nabla \psi \rangle, \quad \frac{d\psi}{dt} = 0.$$  

Thus, for the first of the fractional steps, the properties of each of the N elements evolve according to equation (18) for a time \(\Delta t\).
each ensemble is treated in turn, and, at a rate \( \omega M \), pairs of elements are selected at random (\( M \) is the number of elements in the ensemble). Denoting the two elements by \( n \) and \( m \), their velocities are replaced with the values

\[
\overline{U}(n) = \overline{U}(m) + \frac{1}{2} \left[ (\overline{U}(n) + \overline{U}(m)) \right],
\]

(19)

where \( \overline{U}(n) \) is the value of \( \overline{U}(n) \) before the process. This has the effect of decreasing the energy \( \langle \overline{U}^2 \rangle \) without affecting the mean \( \langle \overline{U} \rangle \).

The implementation of Curl's model for the scalar dissipation \( \langle G \rangle \) is precisely analogous. Pairs of elements are selected at a rate \( \omega G M \) and the values of \( \theta \) are replaced with

\[
\theta(n) = \theta(m) + \frac{1}{2} \left[ (\theta(n) + \theta(m)) \right],
\]

(20)

In the stochastic model of redistribution \( (R) \), at a rate \( \omega R M \), pairs of elements are selected at random from the ensemble. The velocities of the two elements \( (n \) and \( m) \) are then replaced with the values

\[
\overline{U}(n) = \overline{U}(m) \pm \xi \left[ \overline{U}_0(n) - \overline{U}_0(m) \right],
\]

(21)

where \( \xi \) is a random vector of unit length, uniformly distributed on the unit sphere. This transformation from \( \overline{U}(n) \), \( \overline{U}(m) \) to \( \overline{U}(n), \overline{U}(m) \) corresponds to a random rotation of the elements in velocity space. Since neither their mean position nor their separation is altered, the transformation conserves both momentum and energy; the effect of the random rotation is to decrease the anisotropy.

The two fractional steps advance time by \( \Delta t \). This sequence of operations is repeated until the (statistically) steady state is attained.

For the calculations reported in the next section, there were \( N = 7,200 \) elements, and \( K = 48 \) sub-intervals in the solution domain. \( 0 \leq y_{\max} = 0.5 \). With a time step of \( \Delta t = 0.2 \), \( \Delta y/\langle U \rangle \), 400 time steps were taken. (The sampling error is decreased by time-averaging: hence the large number of steps). The total CPU time on a VAX computer was 27 minutes, at a cost of $516.

RESULTS

The calculations reported in this section were obtained from the numerical solution of the modelled joint pdf equation. All the results are normalized with the center-line values \( \langle U \rangle_0 \) and \( \langle \theta \rangle_0 \). Comparison is made with the hot-wire data of Heskestad [7].

Figure 1 shows the mean axial velocity (in Cartesian coordinates) plotted against the normalized \( y \)-coordinate \( \eta = y/y_{\max} \). There is good agreement between the calculated and measured profiles, but it should be remembered that the normalization forces agreement at \( n = 0 \) and \( n = 1 \). Figures 2 and 3 show the normal-stress profiles \( \langle u_x^2 \rangle \) and \( \langle u_y^2 \rangle \). The profile shapes are calculated quite accurately as are the magnitudes. The profile of \( \langle u_x^2 \rangle \) (not shown) is similar to that of \( \langle u_y^2 \rangle \), and the level of agreement is the same.

3.35
Profiles of the shear stress $\langle u_x u_y \rangle$ are shown in figure 4. It may be seen that the measured values are, typically, 20% lower than the calculations. Using the measured mean velocity and normal stresses, Heskestad used the axial momentum equation to obtain an independent estimate of the shear stress. This estimate (indicated by the broken line) is in good agreement with the calculations. This supports Heskestad's conclusion that the measured values of $\langle u_x u_y \rangle$ are subject to error.

Heskestad's results include triple velocity correlations, measured in a local mean-streamline coordinate system. In the $x-y$ plane, the fluctuating velocity components parallel and normal to the mean velocity vector are $u_x$ and $u_y$. Figure 5 shows measured and calculated values of the triple correlation $\langle u_x u_y \rangle$. Also shown on the figure is the value of the triple correlation obtained from Launder, Reece and Rodi's [8] gradient-diffusion model. Near to the plane of symmetry $\xi = 0.5$, both the joint-pdf calculations and the gradient model give significant negative values, while the measured values are close to zero. The maximum value of $\langle u_x u_y \rangle$ occurs at $\eta = 1$: the maximum value from the joint-pdf calculation is 30% greater than that measured, while for the gradient model it is 80% less. The level of agreement between the measurements and the joint-pdf calculations is satisfactory considering the likely measurement error and the simplicity of the closure assumptions.

This completes the comparison of calculated velocity statistics with the experimental data of

Fig. 4: Shear stress against lateral distance:
- calculation; ○ experiment [7]; — — — deduced from measured mean velocity and momentum balance [7].

Fig. 5: Triple velocity correlation against lateral distance:
- — calculation; ○ experiment [7]; — — gradient model [8] evaluated from calculated Reynolds stresses.

Fig. 6: Scalar pdf's and the contribution from outward-flowing fluid at different lateral positions:
- $p(u)$; — — $p_4(u)$.

3.36
For the scalar field, the only measurements are for the mean profile, see [12], for example. It is found that for the self-similar plane jet, the spreading rate of the mean scalar is 40% greater than the spreading rate of the mean velocity. In the calculation, however, the scalar spreading rate is 52% less. This disappointing result is undoubtedly due to the simplistic modelling of the fluctuating pressure gradient terms. Future calculations that included the rapid term and the pressure transport term will, hopefully, not suffer from this defect. The normalized scalar profile (not shown) is calculated accurately.

Figure 6 shows the scalar pdf $p(\psi;\gamma)$ for different values of $\eta$ and $p_+ (\psi;\gamma)$, which is the contribution to $p(\psi;\gamma)$ from outward-flowing fluid:

$$p_+ (\psi;\gamma) = \int_0^\infty \int f_+ (V_r, V_\theta, V_z; \psi; \gamma) \, dV_r \, dV_\theta \, dV_z. \quad (22)$$

On the plane of symmetry, $p(\psi)$ is bell-shaped and, because (for $\eta = 0$) inflowing and outflowing fluid are indistinguishable, $p_+ (\psi)$ is equal to one half of $p(\psi)$. At the furthest location ($\eta = 1.5$) $p(\psi)$ is centered on low values of $\psi$ corresponding to recently entrained fluid: $p_+ (\psi)$ is biased towards larger values of $\psi$ since less. This disappointing result is undoubtedly due outward-flowing fluid comes from the interior of the jet where the level of $\psi$ is higher.

Figure 7 shows the joint pdf of the radial and circumferential velocities at $\eta = 1.0$. This joint pdf is defined by

$$f_{T\theta} (V_r, V_\theta) = \int \int f (V_r, V_\theta, V_z; \psi) \, dV_r \, dV_\theta \, dV_z. \quad (23)$$

The figure shows $f_{T\theta} (V_r, V_\theta)$ plotted against $V_\theta$ for different values of $V_r$. At this location ($\eta = 1.0$), the mean circumferential velocity is $\langle U_\theta \rangle = -0.04$, and the mean radial velocity is $\langle U_r \rangle = 0.5$. It may be seen that the joint pdf is a maximum close to $V_\theta = -0.20$. The curves of $f_{T\theta} (V_r, V_\theta)$ move to higher values of $V_\theta$, as $V_r$ increases. This indicates that the shear stress $\tau_{r\theta}$ is positive (cf. fig. 4).
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ABSTRACT

The reactive flow obtained by injecting a fresh mixture of propane and air in a stream of hot gas through a porous plate is studied both theoretically and experimentally. Using Favre averaging and a temperature probability density function, the closed set of 7 transport equations is solved. The numerical results are compared with measurements of mean velocity, velocity RMS value and mean temperature.

NOMENCLATURE

- $f$: injection rate
- $F$: mass weighted kinetic energy of turbulence
- $P$: mean pressure
- $T$: temperature
- $u^f$: mass weighted mean velocity ($x$ component)
- $u^v$: fluctuating part of $u$ (Favre decomposition)
- $V^f$: mass weighted mean velocity ($y$ component)
- $x$: longitudinal coordinate
- $y$: transversal coordinate
- $p$: product mass fraction
- $\delta$: boundary layer thickness
- $\varepsilon$: dissipation of $k$
- $\nu$: eddy viscosity

SUBSCRIPTS

- $b$: burnt gas
- $e$: chemical equilibrium
- $f$: fresh mixture
- $w$: wall

OVERSCRIPTS

- $\bar{\cdot}$: conventional average
- $\cdot$: mass weighted average

INTRODUCTION

Turbulent boundary layer with injection and combustion is an important problem occurring in many practical devices. In such a configuration, the interaction between turbulence and chemical reactions which occur within the flow can be very strong. Many works have been devoted to the case where the fuel and the oxydizer are not premixed [1-2] and where it is generally admitted that the flame sheet model is valid i.e. the flow is controlled by turbulent mixing rather than chemical kinetics. In the present work, an experimental and theoretical study is made on the structure of a premixed turbulent combustion zone. This zone is obtained by injecting a fresh mixture of propane and air through a porous plate into an incoming flow of hot gas. The purpose of this paper is to describe the structure of this turbulent reactive boundary layer with injection in term of the mean quantities profiles such as velocity $\bar{u}$, velocity RMS value $\sqrt{\overline{u'^2}}$, mean temperature $\bar{T}$ and to investigate the effect of the combustion on the turbulent flow. A comparison between the experimental results and numerical calculations is made through a model which employs a classical $k-\varepsilon$ type of closure and where a probability density function of the temperature is defined in order to express the mean chemical production rate in a closed form.

EXPERIMENTAL APPARATUS

The schematic diagram of the experimental apparatus is shown in Figure 1. It consists of a 10 cm square channel, 21 cm in length, fed with hot burnt gas (1370 K) coming from an upstream burner, and whose lower wall is a porous plate. With a Reynolds number $Re$ which is about $5 \times 10^4$, a turbulent boundary layer is formed on this plate. A fresh mixture of propane and air at an equivalence ratio $\phi_f (< 1)$ and diluted with nitrogen is injected through the plate into this hot boundary layer. Then a combustion zone stabilized by the hot gas is obtained. The injection rate is defined by:

$$P = \phi_f \frac{\nu_f}{\nu_b} \overline{\bar{u}_b}$$

where $f$ and $b$ refer to fresh and burnt gas respectively and its value is varied from 0.01 to 0.02.

The mean stream wise velocity $\overline{\bar{u}}$ and its RMS value $\sqrt{\overline{u'^2}}$ are measured in the boundary layer by means of a Laser Doppler Anemometry system and bias corrections are made according to Durao et al. [3]. The mean temperature $\overline{T}$ is obtained using a chromel-alumel thermocouple.

THE REACTION AND TURBULENCE MODEL

The combustion is sustained by a global reaction between the fresh mixture $M$ of propane-air and the burnt product:

$$M = P$$

whose order is taken to be 1.8 and where $N_a$ is considered as a diluent.

Moreover the assumption is made that, in the combustion zone itself, i.e. where the chemical production rate $\omega$ is not negligible, the change of enthalpy $h$ is due to the heat release only. Then, when the Lewis numbers of the different species are unity and introducing an instaneous equation for the conservation of carbon, the temperature $T$ can be
defined as the reaction progress variable /4/. Thus, using mass weighted averaged quantities defined by:
\[ g = \frac{\bar{g}}{\rho} \]  
with \[ \bar{g} = \sum_i g_i \rho_i \]  
(1)

The turbulence compressible reactive flow is described by the following set of transport equations where all turbulent transport and dissipation terms are closed according to a \( k - \varepsilon \) model /5-6/. The general following form for those equations is:
\[ \frac{\partial \left( \rho \phi \bar{u} \right) }{\partial x_i} = \frac{\partial \left( \rho \varepsilon \phi \bar{u} \right) }{\partial x_i} - \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} + \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} \]  
and finally:
\[ \frac{\partial \left( \rho \phi \bar{u} \right) }{\partial x_i} = \frac{\partial \left( \rho \varepsilon \phi \bar{u} \right) }{\partial x_i} - \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} + \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} \]  
where the constant \( C_2 \) has given a value of 0.35 /6/.

The transport term \( \bar{u} \frac{\partial \phi}{\partial x} \) is then expressed by assuming that production balances exactly dissipation in the transport equation for this quantity. This leads to:
\[ \frac{\partial \left( \rho \phi \bar{u} \right) }{\partial x_i} = \frac{\partial \left( \rho \varepsilon \phi \bar{u} \right) }{\partial x_i} - \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} + \frac{\partial \left( \rho \bar{u} \phi \tau \right) }{\partial x_i} \]

It must be noticed that this model implies that \( \bar{u} \) is a positive quantity and then no "counter diffusion", due to an eventual important transversal mean pressure gradient \( \rho \phi \bar{u} \), occurs /9/. This implicit assumption has to be confirm or infirm by measuring the transport term \( \bar{u} \frac{\partial \phi}{\partial x} \).

The mean chemical rates \( \bar{u} \) and \( \bar{u} \tau \) are closed by introducing a probability density function \( \Phi(T) \) such that:
\[ \bar{u} = \int_T^\infty \Phi(T) \varphi(T) \, dT \quad \eta = Y, T \]
and
\[ \bar{u} \tau = \int_T^\infty \Phi(T) \varphi(T) \, dT \quad \bar{u} \tau = Y, T \]
where \( T_e \) is the equilibrium temperature corresponding to a product mass fraction \( Y \), whose value is unity. According to an extended Bray and Moss model /10/, the structure of such a probability density function is taken to be a uniform value between either two Dirac delta peaks in \( T_e \) and \( T_e \). In any case the

<table>
<thead>
<tr>
<th>equation</th>
<th>( \frac{\partial \phi}{\partial x_i} )</th>
<th>( \frac{\partial \phi}{\partial x_i} )</th>
<th>( \frac{\partial \phi}{\partial x_i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>continuity</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>x momentum</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
<tr>
<td>kinetic energy of turbulence</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
<tr>
<td>product mass fraction</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
<tr>
<td>temperature</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
<tr>
<td>dissipation of ( k )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
<tr>
<td>temperature mean square fluctuation</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
<td>( \frac{\partial \phi}{\partial x_i} )</td>
</tr>
</tbody>
</table>

Table 1 - Diffusion coefficients and source terms for governing differential equations.

Values of the various constants appearing in Table 1 are given below:
\[ \sigma_c = 1.3 \quad \Sigma_c = 1. \quad \rho_f = 0.7 \]
\[ C_0 = 0.9 \quad C_1 = 1.55 \quad C_2 = 2. \quad C_3 = 1. \]
and \( \bar{u} \) is the usual eddy viscosity defined by:
\[ \bar{u} = C_0 \rho \frac{\partial \phi}{\partial x} \]
The dilatation term \( C_0 \rho \frac{\partial \phi}{\partial x} \) of the \( k \) equation has been modeled according to Bray /7/ and represents the change of kinetic energy of turbulence due to the heat release. This term corresponds to a decrease of \( k \) and \( \bar{u} \) and we found it important in the computation. Taking an equation of state into account, the pressure term - \( \bar{u} \frac{\partial \phi}{\partial x} \) can be written:
\[ - \bar{u} \frac{\partial \phi}{\partial x} = - \bar{u} \frac{\partial \phi}{\partial x} \frac{\partial \rho}{\partial x} \]
The transport term \( \bar{u} \frac{\partial \phi}{\partial x} \) is then expressed by assuming that production balances exactly dissipation in the transport equation for this quantity. This leads
p.d.f. depends on three parameters which are related to $T$ and $T_e$ by:

$$
\tilde{T} = \frac{1}{\rho} \int_{T_w}^{T_e} \rho T \varphi(T) \, dT
$$

$$
\tilde{T}_0^2 = \frac{1}{\rho} \int_{T_w}^{T_e} \rho T^2 \varphi(T) \, dT - \tilde{T}^2
$$

$$
1 = \int_{T_w}^{T_e} \varphi(T) \, dT
$$

Moreover, it must be pointed out that the only part of $K$ which was measured is $\tilde{u}^2$. It is the reason why we solved an additive equation for $\tilde{u}^2$, which, in a closed form, can be written as:

$$
\frac{\partial}{\partial T} \tilde{u}^2 \varphi \frac{\partial \tilde{u}^2}{\partial T} + \frac{\partial}{\partial y} \tilde{u}^2 \varphi \frac{\partial \tilde{u}^2}{\partial y} + \frac{\partial}{\partial y} (\nu_0 \tilde{u}^2 \varphi) = 2 \nu_0 \varphi \left( \frac{\partial \tilde{u}}{\partial y} \right)^2
$$

$$
- 2 \nu_0 \frac{\partial \tilde{u}}{\partial x} = 2 \frac{\partial}{\partial T} \tilde{u}^2 - 2 \frac{\partial}{\partial y} \tilde{u}^2 - 2 \frac{\partial}{\partial x} \tilde{u}^2 \varphi
$$

Fig. 1 - Schematic of the 10 cm square channel.

**NUMERICAL METHOD**

The parabolical partial differential set of equations shown in table 1 are solved by using a procedure which employs a Crank-Nicholson type of discretisation /15/ and where a special treatment of the flow close to the wall has been developed in order to deal with the strong injection rates.

Initial profiles ($x = 0$) are given from the experiments for mean velocity $\bar{u}$, the corresponding RMS value $\tilde{u}^2$, mean temperature $\bar{T}$ and mean product mass fraction $\bar{Y}$. Different assumptions were made to prescribe the initial values of $\bar{u}$ and $\tilde{u}^2$ but calculations performed with different initial profiles for those quantities proved that the computed values at the working distance i.e. $x = 19$ cm are rather insensitive to the initial conditions.

**RESULTS AND DISCUSSION**

Before discussing the results, it must be emphasized that the measured mean values differ from the mass weighted averages, the difference being given by:

$$
\delta = \bar{u} - \frac{\bar{u}^2}{\bar{u}^2} \varphi
$$

In fact, studying a mixing layer with density gradients whose orders of magnitude are about the same as those that we can expect in our present study, Chassaigne et al. /14/ showed a good agreement between computed and experimental profiles for mean velocity $\bar{u}$ and rather small discrepancies for second order correlations such as $\tilde{u}^4$.

Fig. 2 - Cold flow

mean velocity profile

$x = 19$ cm, $F = 0.02$

Fig. 3 - Cold flow

Intensity of velocity fluctuations

at $x = 19$ cm, $F = 0.02$
As a first step the characteristics of the corresponding cold boundary layer with injection are investigated both experimentally and theoretically; the flow being obtained by replacing burnt gas and fresh mixture by air at ambient temperature ($T_b = T_w = 290$ K). This case without chemical reaction and without important density variations was also used to illustrate the computation capability with strong injection rates. Mean streamwise velocity and the corresponding R.M.S. value for $F = 0.02$ are shown in figures 2 and 3. It is noticeable that for such a value of $F$, the position of maximum $u''$ is clearly distinct from the plate.

Experiments with combustion show that a stationary premixed combustion zone stabilized only by the hot burnt gas is obtained in the turbulent boundary layer if the porous plate is sufficiently cooled by diluting this injected fresh mixture with nitrogen. The mass fraction $y_{N_2}$ of added nitrogen is:

$$y_{N_2} = 0.2$$

With this value of $y_{N_2}$, the temperature $T_w$ of the plate, which is 1000 K at $x = 0$, is stationary and slightly decreases with $x$.

Figures 4 to 6 show the transverse profiles of streamwise mean velocity, streamwise velocity R.M.S. value and mean temperature for $F = 0.01$. The thickening of the boundary layer which is a result of combustion is found to be not very sensitive to the value of $F$ up to $F = 0.02$ ($S = 2.4$ cm). Figure 5 shows a discrepancy between the predicted $u''$ profiles and measurements at a position which corresponds to the maximum of heat release. This difference is due to the fact that, as it is illustrated by figure 7, the measured streamwise velocity probability density function $P(u)$ is found to be bi-modal in the zone where the chemical reaction rate is large. This behaviour of the velocity field, which cannot be easily predicted by our present theoretical model, corresponds to a low frequency oscillation of the combustion zone. This phenomenon has been already observed in others studies of reactive boundary layers, particularly by Cheng et al. /12/ in the case of a premixed combustion developing over a heated flat plate.

The case with $F = 0.014$ is illustrated by figures 8, 9 and 10. As far as it concerns the mean velocity and mean temperature profiles through the boundary layer the agreement between computation and experimental results is reasonably good. However it is noticeable that the measured velocity profile exhibits an inflection (already slightly apparent in figure 4 for $F = 0.01$) and which is not well recovered by the numerical model. This effect which has been also noticed in the case of a diffusion flame over a flat
plate by Wooldridge and Muzzy /13/ seems to be due to a transverse pressure gradient $\delta p / \delta x$ associated with the accelerating effect of the flame. However, pressure measurements through the boundary layer should be performed to confirm this explanation.

The discrepancy which appears between the velocity R.M.S. fluctuation profiles is more difficult to explain since it can be the consequence of different effects. A relative thickening of the combustion zone invalidating the usual closure for dissipation terms /16/ might be the cause of this phenomenon.

**CONCLUSION**

The present work reports the first experimental and theoretical results of an investigation of the turbulent boundary layer with wall injection of a propane-air mixture. It demonstrates that there is a good agreement between measurements and computation up to an injection rate of 0.01. For larger injection
rates phenomena due to pressure and probably dissipation effects occur. Pressure measurements should be performed before going further into the model. The finding of a velocity probability density function which is bi-modal at the location of the combustion zone is of interest and this property could be introduced in a more elaborate model.
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LAGRANGIAN-EULERIAN CALCULATION OF TURBULENT DIFFUSION FLAME PROPAGATION*

Wm. T. Ashurst and P. K. Barr
Combustion Technology Department
Sandia National Laboratories
Livermore, California 94550

ABSTRACT

This paper explores the effect of time-dependent turbulent flow structure on diffusion of a conserved scalar. The conserved scalar can represent diffusion flame propagation when the flame sheet model is used. The time-dependent flow structure is calculated by the Lagrangian discrete vortex dynamics method. The flow field is two-dimensional and is confined to a square by the use of periodic boundary conditions. The velocity field defined by the known vortex locations determines the convection velocity of the scalar on a fixed Eulerian mesh. The scalar convection and diffusion is calculated with a flux-corrected transport algorithm which allows steep gradients to be computed without exceeding the scalar bounds of zero and one. The effect of turbulence intensity on scalar diffusion has been calculated at three intensity levels at a fixed length scale. The enhanced diffusion effect can be correlated with a linear dependence on turbulence intensity at a fixed length scale.

NOMENCLATURE

c1, c2 = constants in amplitude time function
cF = fuel concentration
D = mass diffusivity coefficient
L = reference length unit
N = number of discrete vortices, equals 200
Q = quantity of fuel in system
r = position vector
r = vortex core radius
Sc = conserved scalar concentration
r = time
u = Eulerian velocity vector
V = Lagrangian velocity vector
x, y = Cartesian coordinate system
x = Lagrangian position vector
G = vortex circulation strength
dt = discrete time step, equals 0.00025s
r = reference time unit
φ = vortex produced streamfunction

INTRODUCTION

The ability to calculate chemically reacting flow involving 50 or 100 different reactions is now an accomplished numerical technique for laminar flow. Details of chemical nonequilibrium structure in realistic systems can be studied (Miller and Kee, 1977). In addition to these steady state solutions, non-linear oscillations have been predicted (Margulis, 1980) and experimentally confirmed (Stephenson, 1980) for premixed flames when the flame speed is much smaller than the adiabatic limit. Unfortunately, in most practical applications the flow is turbulent and not laminar. The interplay between turbulent mixing and chemical reaction is not well understood (e.g., see review by Murthy, 1975). Even the observed "turbulent" flame speed may be unique to the overall experiment geometry since both the turbulence intensity and length scale affect the propagation of the reaction zones. Williams and Libby (1966) have reviewed recent progress in the field of turbulent combustion and find the persistent assumption of gradient transport inappropriate for reacting flow. They cite several experiments where the turbulent fluxes are opposed to the mean gradient direction. In order to avoid the gradient transport model, this paper explores the interaction between time-dependent turbulent flow structure and a diffusion flame.

The time-dependent turbulent flow structure has been calculated by the discrete vortex dynamics method. This Lagrangian method has the capability to simulate a turbulent mixing layer (Ashurst, 1979) and two-dimensional separated flow (Ashurst et al., 1980). While the velocity field is described by the Lagrangian solution of the discrete vorticity motion, the conserved scalar transport is calculated with a fixed Eulerian mesh. Following the work of Grötzbach and Schumann (1979), the conservation laws are written for finite grid volumes and a staggered grid is used. The fluxes are defined at the grid volume surfaces and the scalar quantities are defined at the center of the grid volumes. Though in the work of Grötzbach and Schumann, the effect of subgrid-scale motion upon the fluxes required a turbulence model, in this new combined Lagrangian-Eulerian method, a turbulence model is not needed since subgrid-scale fluxes can be directly calculated from the known discrete vortex locations. Thus this hybrid calculation scheme has the advantage that if a model of subgrid motion is needed, it will be needed only at a scale length much smaller than the numerical grid size, i.e., at the vortex core size. Consequently, the results will be less sensitive to turbulence modeling assumptions. In these preliminary results no such model has been used and the subgrid-scale fluxes have been temporarily ignored.

The flame sheet approximation of Burke and Schumann is used to obtain a simple reaction system (see description in Miller and Kee, 1977). Assuming chemical reaction rates that are much faster than turbulent mixing rates produces an infinitely thin reaction zone which is spatially located wherever there is a stoichiometric ratio of fuel to oxidizer. This assumption of infinite reaction rate combined with the conserved scalar technique makes the combustion calculation extremely simple. The conserved scalar equation is created by adding the species equations together in such a way that the chemical reaction rate terms are eliminated. Thus only a single transport equation, which has no chemical source terms, needs to be solved (see Williams and Libby and the work of Bilger cited therein).

For these calculations a constant mass diffusivity coefficient and constant density have been used. Thus the current results focus on the effect of turbulence upon diffusion flame propagation. Relaxation of the constant-density assumption will require incorporation of two effects: 1) perturbation of the vortex produced velocity field by the volume expansion in the reaction zone, and 2) vorticity generation from the density gradient vector crossed with the pressure gradient vector term in the Lagrangian vorticity transport equation. The importance of such a calculation is that it would provide the feedback of chemical heat release upon the turbulence and is the goal of future work.

*This work supported by DOE, Office of Basic Energy Sciences.
FLOWFIELD

The flowfield is two-dimensional and is confined to a square of side length $L$ through the use of periodic boundary conditions. If during the calculation a discrete vortex leaves one edge of the square it will enter the square on the opposite side. Each discrete vortex has a single pairwise interaction with each of the remaining vortices. Because of the periodic boundaries, the largest separation distance of a vortex pair in each coordinate direction is $L/2$. The vortex streamfunction is

$$\psi = \frac{\Gamma}{4\pi} \ln(r^2 + r_{sep}^2)$$

(1)

where $r$ is the distance from the vortex center, $r_{sep}$, the vortex core radius, and $\Gamma$ the circulation strength. In a previous treatment of two-dimensional separated flow in a channel, the Poisson equation for the streamfunction was numerically solved to determine the vortex velocity on the finite-difference mesh. However, as described in that work (Ashurst et al. 1980) the mesh-calculated velocity must be corrected at short range (within 3 cell lengths) to remove non-physical mesh effects. In the current work, direct calculation of velocity and streamfunction has been used and so no mesh corrections are required. To calculate the transport of the conserved scalar, an Eulerian mesh with a 40-by-40 mesh size is used. The flow is calculated in a periodic two-dimensional square with side length $L$. The distance $L$ is used to non-dimensionalize all length units. A reference time unit $t_r$ is used to reduce all time quantities. Thus, these numerical results may be scaled by $L$ and $t_r$. The transport equation for a conserved scalar $S$ is

$$\frac{D}{Dt} S + \nabla \cdot (\mathbf{u} S) = \nabla \cdot (D \nabla S)$$

(2)

where $D$ is the constant mass diffusivity coefficient ($= 0.000352/\tau$) and the velocity $\mathbf{u}$ is determined from the streamfunction produced by all the discrete vortices. The streamfunction produced by the discrete vorticity is calculated at the corner of each mesh cell, and the velocity through the cell face is found by differencing the streamfunction corner values. The cell face scalar value is determined by eighth-order interpolation of the cell values. The transport is calculated with the flux-corrected transport scheme developed by Zalesak (1979). The scheme has been used by both Barlow and Ashurst (1981) for pure convection and for convection with diffusion. One- and two-dimensional Gaussian profiles were converted at constant speed using a Courant number of one-eighth. For the two-dimensional diffusion case during a three unit time period, the Gaussian profile diffused at a rate within 3% of the desired value and the profile kurtosis changed by less than one percent. Thus, numerical diffusion is extremely small in this method.

These good results are in sharp contrast with earlier calculations which defined the cell face scalar value as the average of the two cell values adjacent to that face. Those calculations produced undesirable over- and under-shoots of the scalar in regions of steep gradients. While the scalar was conserved, it was not very appealing to have negative values for a scalar bounded between zero and one. The advantage of the flux-corrected scheme is that desired bounds are never exceeded.

While scalar quantities and their transport are described on a mesh, the discrete vortices are not, and to advance the vortex locations in time the velocity at each vortex is calculated from the known vortex locations and their strengths. For a perturbation, the Adv.-Bod. two-step integration is used. The new vortex locations at time $t + 4\tau$ is

$$\mathbf{x}(t + 4\tau) = \mathbf{x}(t) + (4\tau/2)[\mathbf{u}(t) - \mathbf{u}(t - 2\tau)]$$

(3)

This second-order scheme requires a fixed time step ($\Delta t = 0.000625\tau$ was used). The scalar transport is advanced from $t$ to $t + 4\tau$ by using the streamfunction at $t$ and an interpolated value at $t + 2\tau$. In the transport subroutine, Euler integration is made for values at $t + 2\tau/2$ from those values at $t$, then a leapfrog step from $t + 2\tau/2$ to $t + 4\tau$ is followed by the flux correction [equations 6 through 14', 17' and 18' in Zalesak (1979)]. In the leap step the convective fluxes are time centered but the diffusion fluxes are time lagged, i.e., diffusion is based on values at time $t$. To start a calculation, N discrete vortices are randomly placed in the square (in these results 200 such vortices have been used). The vortex circulation strength and core size are also randomly selected within a preset range of the mean of the distribution. The sum of vortex circulation is adjusted to be zero. Different initial conditions can be generated by making extra calls to the random number generator. Thus the calculated velocity field has four parameters: 1) number of vortices, 2) range of circulation strength, 3) range of core size, and 4) the particular initial conditions. Notice that none of these parameters would be experimentally measured. Consequently, in order to characterize the velocity field in terms of experimental quantities, several long-time calculations have been made to measure the root-mean-square velocity (RMS) and the velocity spatial and time correlations. The two correlations can be integrated to determine the integral length and time scales (Tanner and Lumley, 1972). The velocity-time correlation, or autocorrelation, was calculated at four equally spaced locations along a diagonal of the square for a time period of $5\tau$, where $\tau$ is the time unit by which these results may be scaled.

Calculations with a core radius of zero.3/8 unit were made. With this core range, calculations have been done for three ranges of circulation strength: $\Gamma = 1, 1/2, 0, 0.2, 0, 0.4$, and $\leq 0.4$ in units of $L^2/\tau$, where $L$ is the square edge length. When $\Gamma = 1/2L^2/\tau$, the RMS velocity is 0.39 and 0.05L/τ and the average velocity autocorrelation decays to zero in about $5\tau$. Changing only the correlation parameter creates a simple time scaling relation between the results: the velocity scales directly with the circulation strength and the time scales inversely. Therefore, for the weakest case the RMS velocity is 0.20 and the autocorrelation decays to zero at 6τ, while for the strongest case considered the RMS velocity is 0.78 and the decay time is 1.5τ.

The effect of the vortex core parameter was determined by reducing the maximum core size by factors of two and thirty and recalculating the long-time correlation. For $\Gamma = 1/2L^2/\tau$ and maximum core size of 0.01L, the autocorrelation decays to zero at 5τ (about half of the large core value) and the RMS velocity increases to 0.32 and 0.02L/τ from 0.2L/τ. The core value also has a large effect on the spatial structure of the flow. For the two largest core ranges, the correlations indicate that the flow field structure is comparable to the zero core size whereas the smaller core results in spatial correlations that are one-tenth of the square edge, see Ashurst (1981).

DIFFUSION FLAME RESULTS

Assuming chemical reaction rates to be much faster than turbulent mixing rates produces an infinitely thin reaction zone which is spatially located wherever there is a stoichiometric ratio of fuel to oxidizer. This assumption of infinite reaction rates combined with the conserved scalar technique makes the diffusion flame calculations extremely simple. The conserved scalar equation is created by adding the species equations together in such a way that the chemical reaction term is eliminated. Thus only a single transport equation, which has no chemical source terms, needs to be solved. The conserved scalar will be normalized so that pure fuel corresponds to unity and pure oxidizer to zero. The reaction zone value can be left unspecified for this general study.

The fuel consumption rate is calculated by considering a volume which contains an oxidizer and into which a fixed amount of fuel is introduced at time zero. If the velocity field at time zero is turbulent, then fuel consumption is expected to occur faster than in a pure diffusion experiment, i.e., zero velocity for all time. Thus comparisons will be made with respect to pure reaction with flame-sheet-model conditions. Because of the dependence on the type that is used for the numerical calculation. Instead of using a source of zero size, the initial distribution of fuel and oxidizer (i.e., conserved scalar) is confined to a circle in the $x$, $y$ plane whose radius is 0.2L, where L is the square edge length. The concentration is unity at the circle center, zero for the boundary (pure oxidizer). A cube distribution is used with zero concentration gradients at the center edge of the circle approximately a Gaussian profile. The calculations are done for a time period of 5τ, at this time the maximum scalar value is 0.2. By analogy with the source time dependence, the time $t$ is adjusted to be zero. Different initial conditions are used to have a time dependence of $C(t)=C_0\exp[-(t/L)2]$ where $C_0$ and $L$ are related to the initial conditions. The result of a laminar calculation is shown in Figure 1 along with a curve fit with this functional form. The agreement with the desired coefficients of 0.000352/τ is very good.
Calculations have been done for three ranges of vortex strength: ±0.1, ±0.2, and ±0.4 in units of $L^2/r$. Two hundred discrete vortices have been used. In Figure 2, contour plots show the evolution of the conserved scalar interacting with one of the stronger turbulent velocity fields. During this same unit time period, the pure diffusion contours expand by only twenty-five percent and of course remain circular. At time $r$, the maximum scalar concentration in Figure 2 is 0.27, whereas in the pure diffusion case the corresponding time to reach 0.27 maximum concentration is 3.5 $r$. Thus if a particular fuel-oxidizer system reacts only at this 0.27 scalar concentration, the effect of turbulence in this case would be an apparent fuel consumption rate 3.5 times the laminar value.

For each range of vortex strength, an ensemble average was formed by using five different initial conditions obtained with different random numbers in selecting the initial vortex locations and core sizes. The variation in the scalar contours produced by the weakest vortex field after two time units are shown in Figure 3. Figure 4 shows the average time history of the maximum scalar amplitude and the standard deviation about the mean. In addition, a curve linearly divided with the form of $r_1/(r_1 + 4D_1)$ is shown by the chain-dashed line. The initial time period was ignored in determining the curve fit. The apparent values of $D$ are 0.0039, 0.0042 and 0.0050 $L^2/r$, in order of increasing velocity field turbulence intensity. A plot of these values versus the turbulence intensity yields a straight line, but the line does not pass through the laminar value of 0.0025. This extrapolation would imply enhanced diffusion at laminar schemes. Discussions with Drs. R. T. Ashurst, W. T. and Kee. T. have been very helpful.

CONCLUSIONS

The combination of a Lagrangian calculated velocity field with an Eulerian scalar transport method allows new insight into turbulent combustion problems. It will now be possible to use the calculated flow structure to generate probability distribution functions of scalar diffusion. These results could be used to improve existing models of turbulent diffusion. The need for turbulence modeling assumptions in this Lagrangian-Eulerian method has been greatly reduced because subgrid-scale fluxes on the Eulerian mesh can be directly calculated from the known discrete vortex locations. In this work, the dramatic effect of turbulent mixing upon diffusion flame propagation has been shown by calculation of time dependent conserved scalar diffusion. Premixed combustion can also be investigated if one calculates transport equations which include chemical reaction rate terms. Extending this work to cover heat release effects upon the turbulence, by adding volume change and the term of density gradient vector crossed with the pressure gradient vector in the vorticity transport equation, will provide a major advance in turbulent reacting flow analysis.
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Figure 2. Two-dimensional turbulent mixing of a conserved scalar is shown by contours of scalar concentration. The vortex circulation range is ±0.4L²/r and the figures are at 0.2r intervals, starting with 0.2 in figure a and ending with 1.0 in figure e. Without the turbulent velocity field, the contours at time 1.0 would be circles with a radius of 0.4 of the square edge.
Figure 3. Ensemble variation of scalar concentration contours at time 2:
The vortex circulation range is $\pm 0.12/r$. The contour lines at the edges of
the square are connected via the periodic boundary conditions.
Figure 4. Variation of maximum scalar amplitude with velocity field intensity: from top to bottom the RMS velocity is 0.2, 0.39, and 0.78 L/r, corresponding to vortex circulation ranges of ±0.1, ±0.2, and ±0.4 L/r. The mean value (solid line), standard deviation about the mean (dash line) and a curve fit with the laminar functional form (chain dash line) are shown.

Figure 5. The enhanced turbulent diffusion effect is shown by the ratio of laminar to turbulent scalar amplitude. The RMS velocities are 0.2 (solid line), 0.39 (chain dash line) and 0.78 L/r (dash line).

Figure 6. The linear slopes from Fig. 5 are plotted versus the RMS velocity and do reveal a linear dependence on turbulence intensity.
SESSION 4 - CURVED FLOWS

W. Rodi - Chairman
ABSTRACT
The paper deals with the application of a Reynolds stress closure model of turbulence to the calculation of wall jets developing on plane and convex curved surfaces. Good results are obtained for the mean flow field, the growth rate of the jet and, in particular, the distance between the points of zero shear stress and zero mean velocity gradient which increases as the result of the suppression by convex curvature of the turbulence in the inner layer. The turbulence field is less well predicted although the results are not significantly inferior to those obtained previously for curved wall boundary layers. Deficiencies are identified in the modelling of turbulent diffusion and energy dissipation rate.

NOMENCLATURE

- b: jet slot height (Figure 1)
- cf: skin friction coefficient defined with respect to 1.05
- F: factor applied to mixing length for curved flow
- n: normal distance to half-velocity point (Figure 1)
- P: production rate of turbulent kinetic energy
- P1: production rate of Reynolds stress $u'u''$
- $q_1$: fluctuating pressure
- $q_2$: 2 x (turbulent kinetic energy) = $q_1 + q_2 + q_3$
- R: surface radius of curvature
- r: local streamline radius of curvature = R+n
- s: distance measured along curved surface
- U: streamwise component of mean velocity
- $U_m$: maximum mean velocity
- $U_w$: velocity at edge of wall jet (plane flow only)
- U, U*: velocity, n is the co-ordinate normal to the local flow direction, r is the local streamline radius of curvature and $\delta$ is an empirical coefficient of order ten. (Figure 1 is a definition sketch for the wall jet). Unfortunately it turns out that $\delta$ is not universally constant for different types of curved flow and this lack of generality has led to the abandonment of (1) in favour of predictive schemes based on the numerical solution of modelled transport equations for the Reynolds stresses which, in the case of curved flow, contain in exact form extra-strain production terms introduced by the curvature (4,5).
- The shortcomings of eddy viscosity modelling are further emphasised by the curved wall jet. Intuition suggests, and experiment confirms, that the suppression of turbulence in the wall layer and its augmentation in the outer flow result in an inward shift of the zero shear stress point relative to the velocity maximum. The distance between these two points is too great to be ignored, turbulent stress diffusion assumes an important role, and local conditions depart from the quasi local equilibrium implicitly assumed by the simpler models. It appears

INTRODUCTION

The turbulent wall jet is an interesting flow because it consists of a wall layer and a free shear layer interacting with each other and thus it possesses many of the characteristics of both. It is also an example of a relatively simple shear layer in which the point of turbulent shear stress reversal does not coincide with the point of maximum mean velocity but lies inside it, closer to the wall. This feature of the flow obviously cannot be predicted by simple gradient transport models of turbulence although it turns out that for the wall jet developing on a flat surface, the zeros of shear stress and mean velocity gradient are close enough to one another for the difference to be overlooked so that eddy viscosity models can be used to describe the principal features of the flow (1). In the case of a wall jet developing on a longitudinally curved surface the turbulence structure is affected by the curvature in ways which cannot be satisfactorily accounted for in terms of simple gradient hypotheses. If, for example, the surface curvature is convex the extra strain introduced by it tends to reduce the turbulence intensity and shear stress in the near wall layer where the angular momentum of the flow increases in the direction of the radius of curvature. The reverse occurs in the jet-like layer outside the velocity maximum where turbulent activity is increased by the curvature. Curved wall boundary layers and other curved shear layers without a velocity maximum may be calculated with fair accuracy when the ordinary plane flow mixing length distribution is modified as suggested by the buoyancy analogy (2,3) by a factor

$$F = 1 - 8U/nP = 1 - 8S$$

where U is the streamwise component of the mean velocity, n is the co-ordinate normal to the local flow direction, r is the local streamline radius of curvature and $\delta$ is an empirical coefficient of order ten. (Figure 1 is a definition sketch for the wall jet). Unfortunately it turns out that $\delta$ is not universally constant for different types of curved flow and this lack of generality has led to the abandonment of (1) in favour of predictive schemes based on the numerical solution of modelled transport equations for the Reynolds stresses which, in the case of curved flow, contain in exact form extra-strain production terms introduced by the curvature (4,5).
that the minimum requirement for a satisfactory prediction method in this case is that a transport equation for the shear stress be solved and the importance of turbulent transport makes this flow an important and stringent test of transport equation modelling.

The flow in wall jets is well documented and in recent years a number of detailed turbulence measurements have been published. The literature has recently been critically reviewed by Launder and Rodi (6) for the 1980-81 AFOSR-Stanford Conference on the calculation of complex turbulent shear flows. Of four studies of constant-radius convex curved flow the most recent and by a considerable margin the most detailed is that of Alcaraz (7, 8) in which a relatively low slot height to radius ratio (b/R = 0.0032) was used to obtain a closely two-dimensional flow. The curvature was, however, large enough to produce measurable effects on the turbulence structure along the lines described above. A self-preserving form is achieved when the wall jet develops on a logarithmic spiral; of three sets of data reviewed in (6) the most closely two-dimensional is that of Guitton and Newman (9) which is also particularly suitable for stress model validation in that (as in [7]) hot-wire data are provided for all four non-zero Reynolds stresses.

Proposals for closing the Reynolds stress equations abound in the literature and form the bases for numerous prediction methods which have been applied to complex shear layers with varying degrees of success. Irwin and Arnot Smith (10) first used the method to calculate curved flow with the model of Lauder et al. (11). The treatment was formally limited to shear layers with mild longitudinal curvature by the use of the plane boundary layer form of the mean momentum equation and the consequent neglect of the cross-stream variation of pressure. Results were obtained for curved wall jets, boundary layers and a curved free jet and demonstrated the capability of the model to predict the influence of curvature on flow development, although on account of the limitation noted the agreement with experiment deteriorated for flows of large curvature, the rate of growth of the wall jet (9) being significantly underpredicted. Moreover the limited amount of turbulence (as distinct from mean field) data available at the time of this pioneer study meant that very searching comparisons could not be undertaken.

Irwin and Arnot Smith (10) modelled the difficult pressure strain redistribution terms in the Reynolds stress equations in the way suggested by Lauder et al. (11):

\[
\begin{align*}
\frac{\partial}{\partial x_i} (\rho u_i u_j) &= -C_1 \frac{\partial}{\partial x_j} (u_i u_j - \frac{1}{3} \delta_{ij} \bar{u}^2) - \alpha \left( \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_k} \right) Q_i^j_k + \left( \frac{\partial^2}{\partial x_j^2} \frac{\partial^2}{\partial x_k^2} - \frac{1}{3} \frac{\partial^2}{\partial x_j^2} \frac{\partial^2}{\partial x_k^2} \right) P_i^j_k
\end{align*}
\]

where \( P_i^j_k \) is the rate of production of \( u_i u_j \),

\[
\begin{align*}
P_i^j_k &= -\frac{\partial u_i}{\partial x_j} \frac{\partial u_k}{\partial x_j} - \frac{\partial u_k}{\partial x_i} \frac{\partial u_j}{\partial x_j} - \frac{2}{3} \frac{\partial u_i}{\partial x_j} \frac{\partial u_k}{\partial x_j} + \frac{u_i u_k}{\partial x_j}
\end{align*}
\]

\[ P \] is the rate of production of turbulent energy \( \frac{1}{2} \bar{u}^2 \) and \( C_1, \alpha, \beta \) and \( \gamma \) are constants evaluated from simple shear flow data (the last three are simple functions of a single empirical constant). Term (a) in (2), originally due to Rotta (12), represents the wholly turbulent contribution to pressure strain and the remaining three terms are the mean-strain, or rapid, terms which Chou's (13) analysis shows should be present. Equation (2) requires some modification to take account of the influence of the wall on inter-component energy transfer; these effects were modelled differently in (10) and (11) but the details are inessential to the present discussion.

Recently the present authors (5) used an abbreviated form of (2), in which only terms (a) and (b) appeared, to calculate for curved wall boundary layers with fairly satisfactory results. The isolation of the 'anisotropy of production' term (b), which Launder et al. (11) in their original paper recognised as the dominant one in the rapid part of pressure strain, permits different interpretations of \( P_i^j_k \). When the Reynolds stress equations are transformed from Cartesian to curvilinear co-ordinates there appear extra generation terms due to rotation of axes. Although these have the same form as the other stress generation terms: the product of a Reynolds stress and a mean rate of strain (in this case the 'extra' strain \( \bar{u}^2 \)), they do not appear in \( P_i^j_k \) defined by (3) when this is transformed to curvilinear coordinates. In using the shortened form of (2) the present authors had no inhibitions about interpreting \( P_i^j_k \) in term (b) as being the total production rate of \( u_i u_j \) including terms arising from axis rotation. The effects on model predictions for curved flow are significant. In the local-equilibrium limit, when mean flow and turbulent transport become negligible, the Reynolds stress equations reduce to a set of algebraic equations for the stress ratios. Irwin and Arnot Smith showed that for these conditions the pressure-strain model (2) predicts collapse of the shear stress in curved flow when the curvature parameter \( S \) (defined in (11)) reaches a critical value of 0.1 in free flow and 0.085 when a near-wall correction factor is applied. In contrast our simpler model, which includes the axis rotation terms, and constants evaluated from plane flow data, predicts (14) collapse at \( S = 0.17 \). The measurements of So and Mellor (15) in a boundary layer subjected to severe stallingCurso suggest a critical value of about 0.15.

The present contribution may be regarded as an extension of our previous curved wall boundary layer calculations (5) to the rather more difficult case of a wall jet on a convex surface. It is unnecessary to repeat here the full description of the turbulence model and calculation method which is given in (5) but it may be helpful to itemise the principal features as follows:

1. the pressure-strain correlation of the Reynolds stress equations is modelled by an abbreviated form of (1)

\[
\begin{align*}
\frac{\partial}{\partial x_i} (\rho u_i u_j) &= -C_1 \frac{\partial}{\partial x_j} (u_i u_j - \frac{1}{3} \delta_{ij} \bar{u}^2) - \alpha \left( \frac{\partial}{\partial x_j} \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_k} \right) Q_i^j_k + \left( \frac{\partial^2}{\partial x_j^2} \frac{\partial^2}{\partial x_k^2} - \frac{1}{3} \frac{\partial^2}{\partial x_j^2} \frac{\partial^2}{\partial x_k^2} \right) P_i^j_k
\end{align*}
\]

\[ C_2 (P^j_k - \frac{2}{3} \delta_{ij} \bar{u}^2) \]

in their study of swirling jet flow Launder and Morse (16) used (2) and treated the equivalent extra terms as convection terms.

4.2
where $P_{ij}$ is interpreted as discussed above and $C_1$ and $C_2$ are constants, equal to 3.6 and 0.6 respectively, evaluated from plane flow data.

2. both terms in (5) are modified by a wall damping factor based on an original proposal by Shir (17) and extended by Gibson and Launder (18) to account for wall effects on density stratified turbulence.

3. turbulent transport of Reynolds stress is modelled by a simple gradient diffusion hypothesis for the triple correlations:

$$
\frac{\partial u_i u_j}{\partial x_k} = -C_{ij} \frac{\partial u_i}{\partial x_k} - (\nabla u_i u_j - \nabla u_i u_j)
$$

4. the turbulence energy dissipation rate $\epsilon$, is obtained from a modelled transport equation identical in form to that proposed in (11).

5. the cross-stream variation of pressure in curved flow is accounted for in a marching boundary layer procedure by assuming

$$
\frac{\partial p}{\partial x} = \frac{u^2}{\partial \rho} \frac{1}{\partial r}
$$

6. near the wall the finite-difference solution is matched to the logarithmic law of the wall consistent with the observed persistence of a logarithmic law in curved flow albeit much diminished in extent by strong stabilising curvature.

We have also tried the long expression (2) for pressure strain and various alternatives to the triple correlation model (6) whose shortcomings are exposed by the wall jet in which turbulent diffusion is more important than in a boundary layer.

In adapting (2) to wall flow we have used the Shir (17) correction of our other model so that the full wall-flow version differs in detail from those of Irwin and Arnot Smith (10) and Launder et al (11). The additional constants involved ($C_1$ and $C_2$ defined in (2)) are set equal to 0.5 and 0.1; these give approximately the correct stress levels for plane wall boundary layer flow. Wall jet predictions are compared with the very detailed measurements of Alcaraz (7,8) and those of the self-preserving flow studied by Guitton and Newman (9); the data of Irwin (19) are used to check model performance for plane wall jet flow.

RESULTS AND DISCUSSION

We first checked the model and calculation method for plane flow using as a standard the self-preserving wall jet data published by Irwin (19). The jet develops in a moving stream and self-preservation is accomplished in a tailored pressure gradient; the maximum to free-stream velocity ratio is 2.65. Figure 2 shows the measured and predicted development of the mean flow downstream of the injection slot. The symbols are defined in Figure 1 with the exception of $6'$ which is the distance from the surface of the point of zero shear stress. The ratio $6/6'$, in which $6'$ is the distance from the surface of the mean velocity maximum, is about 1.4 and increases very slightly with distance measured downstream, a slight departure from exact self-preservation. This value, and the slight increase, are closely reproduced by the model as are the growth rate, decay of maximum velocity and streamwise variation of skin friction displayed in Figure 2. Profiles of mean velocity and of the four non-zero components of Reynolds stress are shown in Figure 3. Two sets of predictions are represented by continuous and broken lines; the latter were obtained from the Irwin-Smith pressure-strain hypothesis, equation (2), the former from equation (5). The differences here, for plane flow, are within the data scatter; both tend to overpredict the turbulent kinetic energy just outboard of the velocity maximum, mainly because high values of $u_2^2$ are calculated. Otherwise the agreement appears to be very good apart, perhaps, for the slight discrepancies observed at the edge of the jet.

We expected good mean field predictions because Ljuboje and Rodi (1) had demonstrated that these were obtainable with the equivalent algebraic stress model (which reduces to an eddy viscosity form). It was pleasing to find that the full stress model reproduced so closely the distance between the points of zero stress and maximum velocity which must have been calculated as coincident in (4).

Turning now to the curved wall jet, Figure 4 shows the predicted development of the mean flow compared with the measurements of Alcaraz (7,8). The agreement, though satisfactory, is not quite as good as for the plane jet and significant differences appear in the results given by the two pressure strain hypotheses, particularly in respect of the ratio $6/6'$ which increases sharply, and continues to increase, in the curved flow to double the plane layer value. This increase which, as noted, is due to suppression by curvature of the turbulence in the near wall layer and the reverse in the outer flow, is closely predicted by the model (5), while that of Irwin and Smith (2) tends, relatively, to exaggerate these effects. The predicted cross-stream variation of mean velocity and the Reynolds stresses plotted in Figure 5 show reasonably good agreement with the data. Also plotted is the shear stress profile deduced from the mean flow measurements and momentum equation; this shows some evidence of three dimensionality in the destabilised outer layer which possibly accounts for the deteriorating level of agreement there.

The Irwin-Smith pressure strain model (broken-line predictions) again predicts higher stress levels in the outer layer; in the inner flow the difference between the two models is less apparent.

Both models give fairly good results for the shear stress and $u_2^2$ in the near wall layer but neither reproduce the redistribution of energy between the other two components and, most noticeably, the significant increase in $w^2$ to a value greater than that of $u_2^2$ as the wall is approached. This phenomenon appears to be genuine since it appears also in the measurements of Guitton and Newman (2) presented in Figure 9.

The turbulence energy and shear stress balances presented by Alcaraz provide a welcome opportunity to test the model assumptions in detail. The most noticeable feature of the measured energy balance shown in Figure 6 is the important role apparently played by pressure diffusion in the wall layer. This rises to a sharp peak inboard of the velocity maximum where it is offset to a large extent by velocity (triple correlation) transport of the opposite sign. The net turbulent transport is thus relatively small but by no means insignificant: it and the energy dissipation rate appear to be the dominant terms in this region. The pressure diffusion data reproduced in Figure 6 were not obtained by direct measurement but by difference to complete the energy balance. The net turbulent transport near the wall is quite well represented by the gradient diffusion hypothesis (6) although the level of agree-
ment deteriorates further from the wall. Equation (6) has been criticised because it is not compatible in its symmetry properties since only the left hand side is independent of the order of the indices i, j and k. Lumley (20) has suggested that a possible reason why it usually gives good results for wall flow may be that it absorbs some pressure diffusion which is not symmetrical and which is not modelled explicitly. The present results tend to support this view but we would not press the point too hard. Of the remaining terms in the energy balance the mean flow transport and production rate, which present no problems in measurement or prediction, are reasonably well predicted. The discrepancies noted for turbulent transport are reflected by the significant difference between measured and predicted values of the dissipation rate outside the velocity maximum. This apparent failure to reproduce the dissipation rate is rather surprising in view of good results obtained for $q^2$ in this region and may be contrasted with the much better level of agreement obtained in this respect with the same models for a curved (stable) mixing layer (4). The flow in the outer layer is not unlike that in a mixing layer but these results seem to be in variance with those previously reported for such flows (see, for example, the review by Rodi (21)) and with what might be expected intuitively. The dissipation rate was obtained by Alcaraz from the isotropic relation:

$$\varepsilon = 15\nu \frac{u'^2}{\bar{c}}$$

(8)

Closure of the modelled equations is effected by solving the simple and widely used equation recommended by Launder et al (11) for the dissipation rate:

$$\frac{D\varepsilon}{Dt} = C_\varepsilon \frac{\bar{u}'^2}{\bar{c}} \left( \frac{\bar{u}_1^2}{\bar{c}} + \frac{\bar{u}_2^2}{\bar{c}} + \frac{\bar{u}_3^2}{\bar{c}} \right)$$

(9)

This equation has given good results for simple shear layers but its usefulness in more complex flows has recently been questioned. For example, Launder and Morse (16) identified the modelling of the source terms in (9) as a major weakness in their Reynolds stress model of a swirling jet and Rodi (22) describes empirical modifications which improve performance for the analogous effects of buoyancy and rotation. Hanjalic and Launder (23) now recommend the inclusion in (9) of additional normal stress generation terms. We found that neither of these proposals made significant differences to the predictions (4) of a curved mixing layer and so, for the time being, we are content to retain (9) for curved flow calculations.

The shear stress balance, Figure 7, reveals high measured rates of turbulent transport in the vicinity of the velocity maximum which are not reproduced adequately by the simple gradient transport model (6) where the deficiency is offset in the predictions by an equivalent discrepancy in pressure strain, obtained from the measurements by difference. We have experimented with alternative models for the triple correlation without achieving significantly better results. Figures 6 and 7 show turbulent diffusion calculated from the invariant relationship recommended by Launder et al (11):

$$u' \bar{u}_j u_k'' = C_\theta \left( \frac{u' \bar{u}_j}{\bar{c}} + \frac{u' \bar{u}_k}{\bar{c}} \right) \frac{\bar{u}'_j}{\bar{c}} \frac{\bar{u}'_k}{\bar{c}} \left( \frac{\bar{u}'_j}{\bar{c}} + \frac{\bar{u}'_k}{\bar{c}} \right)$$

(10)

The result is to increase the net diffusion near the wall but the change is very small.

The final comparison is made with the data of Guitton and Newman (9) whose nominally self preserving wall jet developed on a logarithmic spiral. The results for $s/R = 1$ are presented in Figures 8 and 9 and show much the same level of agreement as that noted for the other flows. The ratio $6/30$ cannot be obtained accurately from the published data; the large predicted value of 7.0 appears to be broadly consistent with the measurements.

CONCLUDING REMARKS

The calculations presented in this paper have been carried out as part of an ongoing programme of research motivated by the requirement for a generally applicable predictive procedure for complex shear flows with density stratification, rotation and/or streamline curvature. The work is thus a continuation of our studies of buoyancy (10), curved free flow (4) and curved wall flow (5) with the same turbulence model, and it is a logical extension of the latter. Moreover the wall jet possesses interesting and individual features which are exaggerated when the flow develops on a convex curved surface. One of these, which can only be predicted with a stress equation model, is that the zeros of shear stress and mean velocity gradient occur at different places. The present model accurately predicts the distance between these two points and the extent by which this distance is increased by the stabilising action of convex surface curvature.
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Figure 1. Definition sketch for wall jet

Figure 2. Measured and predicted development of a plane self-preserving wall jet. Data of Irwin (19).
Predictions ---- eq (2), --- eq (5).

Figure 3. Profiles of mean velocity and Reynolds stresses in a plane self-preserving wall jet. Data of Irwin (19).
Predictions ---- eq (5), --- eq (2).

Figure 4. Measured and predicted development of a wall jet on a convex surface.
Data of Alcaraz (7, 8).
Predictions ---- eq (5), --- eq (2).

Figure 5. Profiles of mean velocity and Reynolds stresses in a curved wall jet. Data of Alcaraz (7, 8).
Predictions ---- eq (5), --- eq (2).
Figure 6. Turbulent energy balance in a curved wall jet. Data (7, 8). Predictions — eq (5), --- eq (2), — diffusion eq (10).

Figure 7. Shear stress balance in a curved wall jet. Data (7, 9). Predictions — eq (5), --- eq (2), — diffusion eq (10).

Figure 8. Measured and predicted development of a wall jet on a logarithmic spiral. Data of Guitton and Newman (9).

Figure 9. Profiles of mean velocity and Reynolds stresses in a wall jet on a logarithmic spiral. Data (9). Predictions — eq (5), --- eq (2).
MEASUREMENTS IN THE HEATED TURBULENT BOUNDARY LAYER ON A
MILDLY CURVED CONVEX SURFACE

M.M. Gibson, C.A. Verriopoulos
(Imperial College, London)

and

Y. Nagano
(Nagoya Institute of Technology, Japan)

ABSTRACT

Measurements of mean velocity and temperature, and of surface heat flux, have been made in a turbulent boundary layer on a heated convex surface of modest curvature (6/R - 0.01). The results show surprisingly large curvature effects on heat transfer: at the end of the curved plate the Stanton number fell by 18 per cent of the predicted flat plate value; the corresponding fall in the skin friction coefficient was 10 per cent.

Profile measurements of temperature and velocity were obtained well into the viscous sublayer.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_f$</td>
<td>skin friction coefficient, equation (4)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>static pressure coefficient, $2(p_{ref}/p)_{pw}$</td>
</tr>
<tr>
<td>$q^*$</td>
<td>heat flux</td>
</tr>
<tr>
<td>$R$</td>
<td>radius of curvature of plate</td>
</tr>
<tr>
<td>$y$</td>
<td>distance measured normal to the wall</td>
</tr>
<tr>
<td>$y^*$</td>
<td>dimensionless distance, $yu_T/u_T$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>enthalpy thickness, equation (2)</td>
</tr>
<tr>
<td>$\delta_p$</td>
<td>momentum thickness, equation (1)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>boundary layer thickness</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$\mu$</td>
<td>viscosity</td>
</tr>
<tr>
<td>$u_T$</td>
<td>friction velocity, $\sqrt{k/u}$</td>
</tr>
<tr>
<td>$U$</td>
<td>velocity</td>
</tr>
</tbody>
</table>

Subscripts

- $p$ potential flow
- $w$ wall
- $\infty$ free stream

INTRODUCTION

The effects of longitudinal curvature on the turbulence in boundary layers are well known. When, for example, a boundary layer develops on a convex curved surface, such as the suction surface of a wing or turbomachine blade, the angular momentum of the flow increases in the direction of the radius of curvature with the result that the shear stress and turbulence intensity are reduced to values often substantially less than those in an equivalent plane wall flow. The reverse occurs in the flow on a concave surface where the turbulence is increased by curvature. In contrast to laminar flow, where the fractional change in shear stress is of the same order as the ratio of the boundary layer thickness to the radius of curvature, turbulent flow measurements show fractional changes an order of magnitude greater. These effects on the turbulent velocity field are now well documented particularly for convex-wall flow. The survey paper by Bradshaw (1) contains details of research up to 1973; since that date a number of detailed hot-wire measurements in isothermal curved flow have been reported (2-6).

In marked contrast to this activity in the study of the hydrodynamics of curved flow the effects of curvature on turbulent heat transfer have received little attention. The supersonic flow measurements of Thomann (7), and the more recent results from an incompressible boundary layer reported by Mayle et al (8), show that the turbulent heat flux is affected in the same way as the shear stress: depressed in flow on a convex surface and augmented in flow on a concave surface. Since, however, the corresponding variation of shear stress is not given in these papers it is impossible to judge whether the heat flux changed by a greater or lesser amount. There is no reason to suppose a priori that the changes in these two quantities are equal; on the contrary, in the analogous (9) case of density stratified flow the differences are appreciable. Measurements (10) in the atmospheric surface layer show heat transfer to be significantly more affected by buoyancy than momentum transfer or, stated alternatively, that the turbulent Prandtl number is a strong function of the stratification and increases with increasing stability. The curvature and buoyancy generation terms appear differently in the stress and heat flux equations in each case and suggest that changes of the same order might appear in curved flow (11).

An estimate of the relative changes may be made from the mean temperature and surface heat flux measurements of Simon and Moffat (12) because details of the turbulent velocity field are reported by Gillis et al (13)*. Measurements were made in the boundary layer on a ninety degree bend followed by a flat plate recovery flow. The test wall was constructed of individually heated segments which allowed steady state measurement of the spanwise averaged wall heat flux by energy balance. In two experiments maximum values of $\delta/R$ were 0.051 and 0.077. In each case the Stanton number at the end of the curved

*Earlier measurements (3) referred to in (12) were made in a nearly but not quite identical wind tunnel and show slight but significant differences in flow conditions and results.
section fell by approximately 34 per cent of the calculated plane-flow value while the skin friction coefficient (13) showed only a 30 per cent fall.

The experiment now to be described, which was conceived before we became aware of Simon and Moffat's work, stems from Gibson's (11) speculations based on modelled equations for Reynolds stress and heat flux. The model, which gives good results for heat transfer in density stratified flow (14), suggested that the effects of curvature on heat transfer are less than on shear stress, with the turbulent Prandtl number in local equilibrium flow decreasing with increasing stability. Coincidentally so obtained the contrary result from a different model and has since (16) used the data of (12, 13) to support his hypothesis. We are not, however, concerned here with the minuets of turbulence modelling. In the present paper we report measurements of mean velocity, mean temperature and surface heat flux made in the boundary layer growing on a moderately curved convex plate for which $\delta/R = 0.01$. Previously published data (4,5) show that this degree of curvature is sufficient to produce measurable effects and it was chosen in order to minimise problems with secondary flow which might be exacerbated by heat transfer. Measurements of the mean and turbulent velocity fields have been described elsewhere (6); these exhibit the characteristic features of convex wall flow: a diminished rate of layer growth and a progressive damping of turbulence in the layer.

**Experimental Arrangement and Procedures**

The measurements were made in the boundary layer on the lower, heated, convex wall of an open circuit wind tunnel (Figure 1). The boundary layer developed first on a flat heated plate 1.22 m long to a thickness, $\delta$, of 17 mm at the start of the curved section, also heated, of constant nominal radius of curvature, $R$, 2.44 m and length 1.22 m. The tunnel cross section in the plane approach flow was constant at 305 x 102 mm² but at the start of the curved plate the section height was increased to 105 mm in order to reduce the negative pressure gradient on the test wall. Figure 1 shows the positions of the traverse stations; the reference free stream velocity measured at station 1, 705 mm upstream of the curved plate, was nominally 22.6 m s⁻¹ throughout the experiments.

The boundary layer was tripped at the start of the flat plate and the momentum thickness Reynolds number at inlet to the curved section was 3300. The maximum value of $\delta/R$, measured at the exit, was 0.011 and the free stream turbulence level was less than 0.4 per cent throughout. Preliminary pressure tube measurements showed that the mean flow was closely two-dimensional up to 150 mm from the curved section exit; in the exit plane the two sides of the mean flow integral momentum equation differed by no more than 10 per cent when the skin friction coefficient was evaluated by the Clauser chart method. The 12.5 mm thick aluminium test plate was heated to 14 deg C above ambient with an electric blanket. Sets of three copper-constantan thermocouples spaced at 50 mm in the spanwise direction were located at intervals of 120 mm along the flat and curved sections. The variation in plate temperature along the measurement length was found to be within ±0.75 deg C from the mean, the greatest temperatures being recorded around the start of the curved section (Figure 2). Provision was made for inserting miniature heat flux meters at ten locations spaced unevenly (~150 mm) on the centre line in downstream half of the flat plate and in the curved section. These meters are of the Schmidt-Boelter multiple thermocouple type, 9.4 mm diameter, and were specially made by the Medtherm Corporation in aluminium so as to be compatible with the plate material. Their sensitivity is 40 mV W⁻¹ cm⁻² and their accuracy is estimated at ±2 per cent.

Mean velocity measurements in the boundary layer were made with a flattened Pitot tube except very close to the wall ($y^+<25$) where a constant temperature 5 μm tungsten hot wire was employed. Corrections for wall proximity have not been made in view of the evidence that these are significant only for $y^+<4$, or roughly the lower limit of the measurements. Mean temperatures at the same traverse stations were measured with a 12 μm chromel-alumel thermocouple of length-to-diameter ratio 580. Errors associated with conduction to the thermocouple supports and radiation from the heated plate were estimated (18,19) to be less than 0.03 deg C. The thermocouple output was amplified (x 1000) in a Precision-Monolithic OP07A low noise amplifier to be digitised and linearised in an Apple II microcomputer. The hot wire and thermocouple were positioned when close to the plate with a micrometer traverse accurate to 10 μm. The wall temperature recorded by the thermocouple probe differed by no more than ±0.1 deg C from the temperatures recorded by the thermocouples set in the plate.

**Results and Discussion**

The pressure distribution obtained from static pressure tappings in the test plate before the electric blanket was fitted is shown in Figure 2. The pressure coefficient $C_p$ is defined with respect to reference
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*In which the mean strain contributions to the difficult pressure scrambling terms, included by Gibson (11), are omitted.
Figure 3. Growth of boundary layer momentum and enthalpy thicknesses.

Figure 4. Streamwise variation of skin friction coefficient and Stanton number plotted against length Reynolds number.

Figure 5. Measured velocity profiles in universal wall co-ordinates. Symbols defined in Figure 1.

Figure 6. Velocity profiles in the sublayers.

Figure 7. Measured temperature profiles in universal wall co-ordinates.

Figure 8. Temperature profiles in the sublayers.
conditions at the first traverse station and the local potential velocity at the wall, \( u_{pw} \). The integral momentum and enthalpy thicknesses evaluated from mean velocity and temperature traverses on the plate centreline are plotted against streamwise distance, \( s \), in Figure 3. These quantities are defined as

\[
\delta_2 \equiv \frac{U}{U_0} \left( 1 - \frac{1}{U} \right) dy
\]

(1)

\[
\delta_2 \equiv \frac{U}{U_{pw}} \left( 1 - \frac{1}{T_2} \right) dy
\]

(2)

The observed higher rate of growth of \( \delta_2 \) is consistent with values of Stanton number

\[
St = \frac{q_v}{\rho C_p (T_2 - T)}
\]

(3)

where the quantities are defined in Figure 4. These are greater than values of one half the skin friction coefficient defined by

\[
C_f = \frac{\frac{1}{2} \rho U^2}{\frac{1}{2} \rho U_{pw}^2}
\]

(4)

over the entire measurement length. Fluid property values used in (3) and (4) have been evaluated at the mean, or film, temperature 0.5\((T + T)\). In the plane approach flow values of the wall heat flux \( q_v \) recorded by the local heat flux meters are supplemented by and checked against the local Stanton number obtained by plotting temperature profiles on the thermal equivalent of a Clauser chart. The results are entirely consistent and agree with plane wall values given by the correlation recommended in (20). The Clauser chart method has been used throughout to calculate \( C_f \) from the velocity profiles. The most striking feature of the results plotted in Figure 4 is that the Stanton number in the curved flow falls more rapidly from flat plate values than does the skin friction coefficient. Thus at the last traverse station, \( s = 1 \, \text{m} \), \( \delta_2 \) has fallen to 82 per cent and \( C_f \) to only 90 per cent of their respective plane flow values. These disproportionate effects are even more marked upstream where in the first half of the curved section a significant drop in \( St \) is observed and \( C_f \) is but little affected. The results are broadly consistent with those of Simon and Moffat (12) for the milder curvature of the present experiment produced smaller falls in \( St \) and \( C_f \) but not proportionately so. The fall in \( St \) relative to \( C_f \) is apparently much greater than that reported in (12) and (13) and the effects on \( C_f \) in the present case of the mild favourable pressure gradient (Figure 2) must be considered. The pressure gradient term contributes up to 15 per cent of the mean flow momentum balance; this is offset to some extent by the lower growth rate of the accelerated boundary layer (the present measurements of \( d \delta_2/dx \) are fully 20 per cent lower than those quoted by Coles (21) for uniform pressure flow) so that the net effect on \( C_f \) is relatively small, as is suggested by the excellent agreement with the flat plate correlation in the plane approach flow.

Figure 5 is a semi-logarithmic plot of the mean velocity profiles in universal wall co-ordinates \((U^+/y^+\)) and the local heat transfer by mean velocity and temperature profiles both exhibit clearly defined logarithmic regions in the curved flow. Approximate estimates of the turbulent Prandtl number obtained from the gradients in the logarithmic layer show this quantity to increase from 0.85 at the start of the curved plate to a value of 0.9 at the wall, confirming the internal consistency of the results.

A significant difference from the velocity profiles is that the 'constants' \( K_t \) and \( C_t \) change in the curved flow as indicated on the graph, the slope increasing \((K_t \text{ decreasing})\) with distance along the curved plate. The first two profiles of the plane flow are fitted by (6) where \( K_t = 0.46, C_t = 3.8 \) to give an approximate value* of the turbulent Prandtl number near the wall \( Pr_t = K_t/C_t = 0.85 \) consistent with values estimated in the Kader and Yaglom (22) survey of flat plate data. Towards the end of the curved plate, however, the profiles are best fitted using \( K_t = 0.4 \) so that the turbulent Prandtl number rises to approximately 1.03. This result, which is at variance with our model predictions (11), is not as surprising as it might have been had we not seen the Stanford results (12, 13) which, according to So's (16) analysis of the data, exhibit the same trend. Sublayer profiles of \( T^+ \) are presented in Figure 6. In contrast to the Simon-Moffat data for stronger curvature these all show well defined logarithmic regions fitted by the expression

\[
T^+ = \frac{\rho C_p (T_2 - T)}{\frac{1}{2} \rho U_{pw}^2} \ln y^+ + C_t
\]

(6)

*Assuming uniformity of shear stress and heat flux in the logarithmic layer.

**4.10**
The work presented here is still continuing. Hot-wire measurements of the four non-zero components of Reynolds stress have been made (6) and in the near future we intend to complete our investigation of the velocity field by measuring triple correlations and energy spectra. The mean temperature and surface flux data presented here will be supplemented by profile measurements of the cross-stream and longitudinal components of the heat flux, the temperature variance and the triple correlations.
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Experimental study has been carried out to clarify the effects of centrifugal force on the two- and three-dimensional wakes behind a circular cylinder and a sphere installed in curved channels. From the experimental results, large-scale longitudinal vortices with axis in the streamwise direction were found to exist in the wakes behind the circular cylinder and the sphere on the convex and concave walls. Although the width of the wake behind the circular cylinder was the same size as that of the sphere, one pair and two pairs of vortices were observed in the wakes behind the circular cylinder and the sphere, respectively. The width of the two-dimensional wake behind the circular cylinder, spanning the longest dimension of the cross-section of the channel, was nearly independent of the radius of the curved channel. However, the unstable region was wider than the stable region in the two-dimensional wake.

**NOMENCLATURE**

- \( d \) = Diameter of circular cylinder or sphere, mm
- \( R \) = Radius of curved channel, mm
- \( R_e \) = Reynolds number, \( U_l d / \nu \)
- \( s \) = Streamwise coordinate, measured along axis of channel, mm
- \( U \) = Freestream velocity at inlet of channel, m/s
- \( U_l \) = Representative velocity, m/s
- \( U_m \) = Mean velocity, m/s
- \( u' \) = Root-mean square value of fluctuating streamwise velocity, m/s
- \( y \) = Transverse coordinate, distance normal to wall, mm
- \( z \) = Spanwise coordinate, mm
- \( \nu \) = Kinematic viscosity, \( m^2/s \)

**INTRODUCTION**

The effects of body force (buoyancy force, centrifugal force due to the curvature of the streamlines, Coriolis force, etc.) on the turbulence shear flows are very interesting problems in physics, engineering and the environmental sciences. The apparent analogy between the stability effects of buoyancy force in density stratified flow, centrifugal force in curved flow and Coriolis force in rotating flow was mentioned by Bradshaw[1]. The author investigated the effects of Coriolis force on the turbulence structure of a rotating two-dimensional turbulent boundary layer[2,3]. From the experimental results, Taylor-Görtler type vortices were found to exist inside the turbulent boundary layer on the high pressure side wall. The vortex structure was broken up at the higher rotation number (effects of Coriolis force were stronger). The same phenomena were observed by So and Mellor[4] inside the turbulent boundary layer on a concave wall. The basic equations governing the generation of the secondary vorticity which arises when a non-uniform stream is turned were derived by Squire and Winter[5], Hawthorne[6] and Preston[7]. The author mentioned in [3] that the change in the mean vorticity and the fluctuating vorticity along the streamwise direction is equivalent to the "secondary flow effect" and the "stability effect" of body force in turbulent shear flows. The author also considered that the above-mentioned vortex was broken because the destabilizing effect became much larger than the secondary flow effect. The mechanism of the breaking of the vortex, however, is not yet understood completely.

The object of the present investigation is to make clear the effects, especially the secondary flow effect, of centrifugal force due to the curvature of the streamlines on two- and three-dimensional turbulent shear flows. Thus, quantitative experiments were performed on wakes behind a circular cylinder and a sphere installed at the inlet of straight and curved channels.
The experimental apparatus employed in the present investigation is shown in Fig. 1. Air is delivered to a wind tunnel by a single-stage Roots blower, having a capacity of 0.5 m³/s at a delivery pressure of 100 kPa. The air flows through a rectification chamber to the test channel via a 14.8 to 1 contraction chamber. The rectification chamber is made up of several layers of honeycomb flow-straighteners and screens. The contraction chamber is followed by a 210 mm length straight channel (or curved channel), which has a cross section of 280 mm x 50 mm (the aspect ratio 5.6:1). The origin of the coordinates is taken at the inlet of the test channel with the s axis in the streamwise direction, the y axis in the direction perpendicular to the wall, and the z axis in the spanwise direction.

Measurements of the mean velocity and the longitudinal component of turbulence intensity were made using a constant temperature anemometer and an I-type sensor with a 5 μm tungsten wire. All measurements were made at the freestream velocity of 10 m/s. The boundary layer at the inlet of the test channel was laminar and its thickness was about 2 mm. The freestream turbulence intensity was about 1.5%.

A circular cylinder of diameter 2 mm, spanning the longest dimension of the cross-section, was installed as shown in Fig. 2-a to generate a two-dimensional wake at the centre section of the test channel. In this experiment, the Reynolds number was about 1250. To generate two various three-dimensional wakes on the walls, a circular cylinder of diameter 4 mm and a sphere of diameter 4 mm were installed at the inlet of the test channels as shown in Figs. 2-b and 2-c, respectively.

 Rena 2. Three inlet conditions at test channels (All dimensions are given in mm)

EXPERIMENTAL RESULTS AND DISCUSSIONS

Two-dimensional wake behind cylinder

Measurements were performed at the exit of the test channels, 208 mm downstream of the circular cylinder of diameter 2 mm and length 280 mm. Fig. 3 shows the mean velocity and turbulence intensity profiles between the side walls of the straight and curved channels. The wakes behind the circular cylinder at the centre section of the test channel are two-dimensional. The boundary layer on the wall of the straight channel is transitional. The boundary layer on the concave walls of the curved channels (R = 200, 400 mm) are turbulent, whereas on the convex wall (R = 400 mm), the boundary layer is laminar. It is well known that the laminar-turbulent transition is found to be suppressed on the convex wall, while promoted on the concave wall by the effects of centrifugal force due to the curvature of streamlines. In the present results, it is considered that the effect of the boundary layer development on the side walls on the wake is not direct because there are freestream regions between the boundary layers and the wake. The width of the wake is nearly independent of the radius of the curved channel. However, the position of the peak velocity defect is shifted toward the concave wall when decreasing the radius of the curved channel. This means that the unstable region is wider than the stable region of the two-dimensional wake. The turbulence intensity in the unstable region is higher than that of the stable region.

Fig. 3. Mean velocity and turbulence intensity profiles between side walls

Three-dimensional wakes behind cylinder and sphere

Wakes behind circular cylinder. Typical mean velocity profiles in a wake behind a circular cylinder are illustrated in Fig. 4. The basic equations governing the generation of the secondary vorticity which arises when a non-uniform stream is turned were derived by Squire and Winter[5], Hawthorne[6] and
Fig. 4. Secondary vorticities due to spanwise gradient of mean velocity on curved surfaces

Preston[7]. The author mentioned in [3] that the change in the mean vorticity and fluctuating vorticity along the streamwise direction is equivalent to the "secondary flow effect" and the "stability effect" of body force in turbulent shear flows. It is considered that the secondary vorticities as illustrated in Fig. 4 arise due to the spanwise gradient of the mean velocity on the curved surfaces. Therefore, the fluid in the wake behind the circular cylinder installed between the convex and concave walls of the curved channel sweeps from the concave side to the convex side.

Fig. 5 shows the mean velocity and turbulence intensity profiles at the centre section over 120 mm spanwise width. It is observed that the decrease in the mean velocity defect in the curved channel is greater than that in the case of the straight channel. The width of the wake decreases with the decrease in radius of the curved channel. The turbulence intensity profiles with two peaks, where the secondary flows are strong, are also observed. These experimental results demonstrate that the secondary vorticity, which leads to the secondary flow, is a function of the spanwise gradient of the mean velocity and the curvature of the streamlines.

Fig. 6 shows the mean velocity and turbulence intensity profiles at the fixed height(y = 2 mm) from the convex walls over 120 mm spanwise width. The boundary layer outside of the wake is laminar for the case of the radius 400 mm. However, the laminar boundary layer including separation region(dashed lines) was observed outside of the wake for the case of the radius 200 mm. The thickness of the separation region was about 2 mm at the channel exit. The mean velocity in the wake is faster than that outside of the wake. The turbulence intensity at the edge of the wake is higher than that in the central section. From the negative correlation between the mean velocity and turbulence intensity profiles, one pair of large-scale longitudinal vortices with axis in the streamwise direction as illustrated in Fig. 6 is considered to exist in the wake on the convex wall.

Fig. 7 shows the mean velocity and turbulence intensity profiles at the fixed height(y = 2 mm) from the concave walls over 120 mm spanwise width. The boundary layers outside of the wake are turbulent.
in this figure, the dashed lines are the mean velocity and turbulence intensity profiles without circular cylinder at the inlet of the straight channel. There is no difference between the mean velocity profiles in the wakes on the flat, convex and concave walls. Negative correlation between the mean velocity and turbulence intensity profiles is observed for the case of the radius 200 mm. From these results, one pair of large-scale longitudinal vortices with axis in the streamwise direction as illustrated in Fig. 7 is considered to exist in the wake on the concave walls. The vortices convey the fluid of lower mean velocity and higher turbulence near the wall toward the outer layer. The vortices on the concave wall are the same size as that on the convex wall. However, the rotating directions of the vortices on the concave wall are counter-wise as compared with those on the convex wall.

Wakes behind sphere. Fig. 8 illustrate a typical wavy distribution of the mean velocity behind a sphere on a flat surface, and also the secondary vorticities on curved surfaces due to the spanwise wavy variation of the mean velocity.

Fig. 9 shows the mean velocity and turbulence intensity profiles at y = 2 mm, 52 diameters downstream of the sphere over 120 mm spanwise width. The periodic variations of the mean velocity and turbulence intensity are observed in this figure. The negative correlations between the mean velocity and turbulence intensity profiles are also observed. The wavelength of the spanwise variation of the mean velocity and turbulence intensity is nearly independent of the radius of the curvature of the convex wall. From these results, two pairs of longitudinal vortices as illustrated in Fig. 9 are considered to exist in the wake on the convex wall. As mentioned above, the system of the longitudinal vortices is considered to be produced by the secondary flow effect of centrif-

Fig. 6. Mean velocity and turbulence intensity profiles at y = 2 mm over 120 mm spanwise width on convex walls

Fig. 7. Mean velocity and turbulence intensity profiles at y = 2 mm over 120 mm spanwise width on concave walls
ugal force due to the spanwise gradient of the mean
velocity on the curved surface.

Fig. 10 shows the mean velocity and turbulence
intensity profiles in the wakes behind the sphere on
the concave walls. The periodic variations of the
profiles are observed. The negative correlations
between the mean velocity and turbulence intensity
profiles are also observed. It is seen from the
results that two pairs of the longitudinal vortices
with axis in the streamwise direction are found to
exist in the wake as illustrated in Fig. 10. The
vortices are the same size as that on the convex
wall. However, the rotating directions of the
vortices on the concave wall are counter-wise as
compared with those on the convex wall. Although the
width of the wake behind the circular cylinder is the
same as that of the sphere, the longitudinal vortex

**Fig. 8. Secondary vorticities due to spanwise**
**gradient of mean velocity on curved surfaces**

**Fig. 9. Mean velocity and turbulence intensity**
**profiles at y = 2 mm over 120 mm spanwise**
**width on convex walls**

**Fig. 10. Mean velocity and turbulence intensity**
**profiles at y = 2 mm over 120 mm spanwise**
**width on concave walls**
in the wake behind the circular cylinder is about twice the size of that of the sphere.

CONCLUSIONS

This experimental study has been carried out to clarify the effects of centrifugal force on the wakes behind a circular cylinder and a sphere in curved channels. Conclusions based on the experimental results on the mean velocity and turbulence intensity profiles are summarized as follows:

(1) The width of the two-dimensional wake behind the circular cylinder is nearly independent of the radius of the curved channel. However, the position of the peak of the velocity defect is shifted toward the concave wall when decreasing the radius of the curved channel.

(2) Large-scale longitudinal vortices with axis in the streamwise direction are found to exist in the wakes behind the circular cylinder and the sphere on the convex and concave walls.

(3) Although the width of the wake behind the circular cylinder is the same size as that of the sphere, the longitudinal vortices in the wake behind the circular cylinder are about twice the size of that of the sphere. The rotating directions of the vortices on the convex wall are counter-wise as compared with those on the concave wall.
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ABSTRACT

Mean velocity and turbulence measurements are described for a turbulent flow over a concave surface with a strong streamwise curvature. Different kinds of uniform shear flow are provided at the inlet to the curved section. Three-dimensional longitudinal vortices are found to occur under all free-stream conditions. In an unstable free stream, turbulent intensities in the boundary layer as well as in the free stream are enhanced. The unstable free-stream condition affects the structure of the boundary layer and of the free stream itself.

NOMENCLATURE

A
Aspect ratio, \( h/B \)
B
Channel height
\( C_f \)
Skin friction coefficient
h
Channel width
k
Surface curvature
R
Radius of surface curvature
Re
Reynolds number, \( U_p B/v \)
Rf
Flux Richardson number, \( 2k/\sqrt{\frac{3U}{U_p} + k乌/1+Rf} \)
\( U, V, W \)
Mean velocities in \( x, y \), and \( z \) coordinates
Up
Free-stream velocity
\( U_p \)
Free-stream velocity extrapolated to the wall
\( x, y, z \)
Curvilinear coordinate
\( U, V, W \)
Fluctuating velocities in \( x, y \), and \( z \) directions
\( \delta \)
Boundary layer thickness
\( \delta' \)
Thickness where vorticity is 95% of free stream
\( \delta_z \)
Momentum thickness
\( \nu \)
Kinematic viscosity
\( \rho \)
Density
\( \zeta \)
Vorticity around z-axis, \( -U_y - k乌/1+Rf \)

INTRODUCTION

Much attention has been paid to the turbulent boundary layer over a concave surface, since striking changes in turbulence properties can occur, even for a slight surface curvature. Hoffmann & Brachet [1] and Hunt & Joubert [2] have provided data on slight surface curvatures. Data reported by Zo & Mellor [3] shows that over a concave surface, Reynolds stress increases and three-dimensional vortices are found to occur under all free-stream conditions. Furthermore, because concavity increases turbulent mixing [4], the effects of a stable or unstable free-stream velocity gradient on the flow structure and heat transfer over the concave surface have become an important subject of concern. Castro & Bradshaw [5] have explored the effect of streamwise curvature on the free shear layer, but no data on unstable effects has been obtained with the exception of the strongly unstable case described by Marcolli [6]. Previous experiments done on the mixing process of free shear layer itself ignored the interaction with the concave boundary layer, indicating that free-stream interaction with a strongly unstable boundary layer is not understood in detail.

The purpose of the present paper is to clarify experimentally the influence of flow conditions upstream from the curved wall section on a turbulent structure over a concave surface. These test flow conditions correspond to a stable or unstable free stream.

APPARATUS AND TECHNIQUES

Figure 1 shows the schematic arrangement of the curved wall tunnel used. The tunnel is an open-return suction type. A flow straightener with a honeycomb section, three screens, and a two-dimensional contraction nozzle are set at the inlet section. The test channel is a 300 mm straight section and a curved test section with a 50 mm radius of concave curvature. A tripping wire 0.6 mm in diameter is attached at the nozzle throat to create a turbulent boundary layer in the test section. While no attempt was made to minimize the secondary flow created by end-wall flow or to separate acceleration or deceleration effects, the use of a large aspect ratio kept secondary flow effects small. The Reynolds number based on channel height is \( 1.0 - 1.1 \times 10^5 \).
Different kinds of uniform shear flow were provided at the test channel inlet, with shear changed by means of 1.6 mm diameter wire grids placed normal to the stream at equal intervals. Wire grid spacing was determined by Ven’s method [6]. The same grids could be used for experiments by reversing grid direction in the channel. Inlet conditions obtained in the curved channel’s free-stream region are (i) shear free, which produced a uniform flow in the upstream straight channel, i.e., the “neutral case,” (ii) positive shear flow, and (iii) negative shear flow. Positive shear flows produce a stable free stream in the curved section, while negative shear flows produce an unstable free stream.

Nondimensional velocities were measured at five stations in the downstream direction. A hot-wire probe was continuously traversed both spanwise and normal to the wall. The hot-wire anemometer was a linearized constant temperature type. Wire output signals near a wall were not modified to compensate for extra heat loss from the wire to the wall, since no serious error was observed in the wall remote region, i.e., y > 10 mm.

Reynolds stress measurement was made to involve rotation of the wire around two axes. The normal wire around the z-axis was rotated to provide \( \overline{U^2}, \overline{V^2}, \) and \( \overline{W^2} \) in a similar method [7]. The same wire was also rotated around the y-axis to give \( \overline{U'V'}, \overline{U'W'}, \) and \( \overline{V'W'} \). Accuracy appears to be lessened when rotating normal and slanted wires are used [8], since slanted wire data includes errors resulting from the data processing of normal wire.

Hot-wire signals through a low-pass filter and a PZ meter were recorded on an X-Y plotter, then converted manually to digital form. The resulting data was reduced by a computer program including temperature compensation and modification of angle characteristics of the rotating wire. Figures 6 to 9 show the effects of RMS signal scatter on reduced results. The severest uncertainty for \( \overline{U^2} \) is \( 7\% \) and uncertainty for \( \overline{V^2} \) amounts to \( 6\% \) near the wall in an unstable free stream.

RESULT AND DISCUSSION

Figure 2 shows profiles of streamwise mean velocity normalized by \( U_p \), with the free stream velocity \( U_p \) given as,

\[
U_p = \frac{U_{pw}}{1+ky} + \frac{1}{2U_{pw}^2} \left[ \frac{1}{1+ky} - \left( 1+ky \right) \right] \tag{1}
\]

Figure 2 shows profiles of streamwise mean velocity normalized by \( U_p \), with the free stream velocity \( U_p \) given as,

\[
U_p = \frac{U_{pw}}{1+ky} + \frac{1}{2U_{pw}^2} \left[ \frac{1}{1+ky} - \left( 1+ky \right) \right] \tag{1}
\]

where \( U_{pw} \) and \( \xi \) were determined by a least squares method using velocity data measured in the free-stream region. Their vorticity intensities \( \xi \) and free-stream velocities extrapolated to the wall \( U_{pw} \) at the first station, \( x = -350 \text{ mm} \), are shown in Table 1. “Bulging” near the wall region at the straight section, in an unstable case, is produced by the grid arrangement, even though it disappears further downstream. In all cases, comparisons with a flat or convex wall boundary layer flow show a smaller velocity defect near the wall, especially in an unstable free stream, which is quite small in comparison.

In accord with previously obtained results for strong curvature [9,10], the tendency toward a vortex-free flow was obtained even near the concave wall when a fully developed flow was given at a straight section. Hunt [2] classified these flows into two categories depending on curvature, i.e., inertia-dominated and stress-dominated. As Figure 3 indicates,

<table>
<thead>
<tr>
<th>Flow Condition</th>
<th>Neutral</th>
<th>Stable</th>
<th>Unstable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \xi ) ( \text{sec}^{-1} )</td>
<td>0</td>
<td>63.8</td>
<td>-37.8</td>
</tr>
<tr>
<td>( U_{pw} ) ( \text{m/sec} )</td>
<td>16.3</td>
<td>18.8</td>
<td>12.8</td>
</tr>
<tr>
<td>( R \xi /U_{pw} )</td>
<td>0</td>
<td>0.34</td>
<td>0.30</td>
</tr>
<tr>
<td>( \delta ) ( \text{mm} )</td>
<td>7.5</td>
<td>5.4</td>
<td>6.2*</td>
</tr>
</tbody>
</table>

* \( \delta \) is used
Vorticity in the free-stream region is apparently maintained in the downstream direction. The rate of vorticity change toward zero in the free stream shows a very slow response, while in the boundary layer or for an inertia dominated flow the time constant is shorter.

Figure 4 indicates distributions of momentum thickness, reduced by the usual definition,

\[
\delta_2 = \int_0^\infty \frac{U}{U_p} \left( 1 - \frac{U}{U_p} \right) dy
\]  

Although an exact momentum thickness should be defined as

\[
\int_0^\infty \frac{U}{U_p} dy = \int_0^\infty \frac{U}{U_p} \left( U_p - U \right) dy
\]

the expression for \( \delta_2 \) in Equation (3) becomes excessively complicated when shear flow is employed. The difference in \( \delta_2 \) between Equations (2) and (3) was estimated as less than 5% when \( |\delta| < 0.1 \) [11]. Momentum thickness distribution at the first and second stations in an unstable flow is not shown in Figure 4.

Because the bulging profiles are produced there, data shows that \( \delta_2 \) in a stable flow is thicker than in other cases and that it still develops even at the last station, \( x = 750 \) mm, though other cases tend to decrease there.

Figure 5 shows distributions of skin friction coefficient, \( Cf/2 \), determined from the law of the wall. Some deviation from the law of the wall was certain to occur, thus resulting in a similar tendency [3] containing some doubts about accuracy.
Figures 6, 7, and 8 present the profiles of normal components of Reynolds stress, $u'$, $v'$, and $w'$. Shear stress distribution, $-\tau_{xy}$, is also shown in Figure 9. All stresses are normalized by $U_{up}$. In figures of unstable case $\delta^*$, which denotes a thickness where vorticity is 95% of free stream, is used instead of $\delta$. Reynolds stress, excluding the neutral case, shows some finite values in the free-stream region at the straight section because of the wire grid at the nozzle exit. The boundary layer on the straight wall differs slightly from Klebanoff's data [12], since the upstream straight section is not long enough to provide an equilibrium flow.

Regarding turbulence structure within a boundary layer, the striking feature of $v'$ and $-\tau_{xy}$ profiles is that a maximum is observed half way through the boundary layer in all free-stream conditions. Similar maxima located at $y'/\delta=3$ were found in mild curvature [11] as well as stronger curvature [3], though their free-stream were of the neutral case. Of these, a second maximum appears to exist near the boundary layer edge, a position of minima of mean velocity $U$ in the vortex center, hereafter referred to as a "trough".

Figure 6 Turbulent normal stress profiles, $\tau_{xy}$

Figure 7 Turbulent normal stress profiles, $v'$

Figure 8 Turbulent normal stress profiles, $w'$

Figure 9 Turbulent shear stress, $-\tau_{xy}$
Regarding the turbulence profile in the free-stream region, turbulent intensities in the neutral and stable cases become zero or almost zero. In contrast, an unstable free stream is associated with marked production of turbulence energy. The Reynolds stress trend obtained can be shown to be consistent with the argument that each component is enhanced by an extra term due to curvature together with a mean strain rate based on a thin shear layer assumption. This is easily demonstrated by each production term in transport equations for Reynolds stress given as,

\[-u'v'(1+k\gamma)'(\frac{3}{2}u + kU) - u'v'(1+k\gamma)'(\frac{3}{2}u + kU)\]

for \(u'v'\) production (4),

\[-u'v'(1+k\gamma)'(\frac{3}{2}u + kU) - u'v'(1+k\gamma)'(\frac{3}{2}u + kU)\]

for \(u'v'\) production (5),

\[\frac{\partial}{\partial z}(1+k\gamma)'(\frac{3}{2}u + kU)\]

for \(u'v'\) production (6),

\[-u'v'(1+k\gamma)'(\frac{3}{2}u + kU)\]

for \(u'v'\) production (7).

The first term denotes the production in a two-dimensional curved flow.

Figure 10 shows the production mechanism of \(u'v'\) and \(-u'v'\) to illustrate the contribution of the above two terms to production of turbulence energy and shear stress. The solid line indicates positive contribution and the dashed line negative. A ratio of the extra strain rate, \(-2\cdot kU\), and the mean strain rate, \((1+k\gamma)'(\frac{3}{2}u + kU)\), is considered a useful measure denoting the effect of curvature on turbulence structure. This ratio corresponds to a plus Richardson number, \(Rf\). A positive \(Rf\) first introduces the \(u'v'\) production by the mean strain rate, then \(-u'v'\) is produced by the extra strain rate through \(-u'v'\) generation. Finally, \(-u'v'\) goes into \(-u'v'\) generation, like a chain reaction. By this cyclic production mechanism, turbulence energy and the shear stress are increased, where an unstable condition is applied, and vice versa.

The effect of the free stream on the production mechanism within a boundary layer is not so straightforward that the mean strain rate in the boundary layer becomes dominant, having a higher order than that in the free stream and extra strain rate. The free stream may cause only an additional effect, yet remarkable production, even for spanwise component \(w'\), is observed within the boundary layer in an unstable case. No extra generation for \(w'\) is seen in a neutral case, except on the mean generation by pressure fluctuation, if the mean strain rate were confined to a two-dimensional mean flow field. One reason complicating the turbulence structure is the influence of three-dimensional longitudinal vortices first detected by Tani [13]. Their existence was confirmed by a spanwise flow survey and results in wavy profiles of the mean and fluctuation velocity, even in the wall remote region in an unstable case. The spanwise location selected for the experiment corresponds to a central part between the trough and crest of a vortex at channel midspan.

When a mean flow is three-dimensional, each additional term of turbulence energy production and shear stress generation is given as the second term in Equations (4) to (7). One of the additional mean strain rates due to the vortex motion is \((1+k\gamma)(\frac{3}{2}u + kU)\), which might a relevant or dominant effect with respect to a plane of symmetry like a trough or crest of the vortex. An additional loss or gain for \(w'\) and \(w''\) is followed by \((1+k\gamma)(\frac{3}{2}u + kU)\) and \((1+k\gamma)(\frac{3}{2}u + kU)\). Thus, a mechanism of the extra production for \(w'\) and \(w''\) in an unstable case might be seen by activities of longitudinal vortices. However, line of hot at several spanwise positions makes it impossible to demonstrate the three-dimensional production mechanism in detail.

**CONCLUSION**

Measurements made over a concave surface with different kinds of uniform shear flow at the inlet show markedly increased effects on turbulence structure. In an unstable free-stream condition, Reynolds stresses are increased both in the boundary layer and free stream, even for spanwise component \(w'\). The striking feature of \(v'\) and \(-u'v'\) profiles is that a maxima exists at \(y/\delta = 0.4\) independent of free-stream conditions. A high level of turbulence intensity is associated with the growth of longitudinal vortices.
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ABSTRACT
This paper is concerned with the prediction and measurement of flow and heat transfer in motored diesel engine swirl chambers. Measurements are mainly carried out by a temperature-compensated hot-wire anemometer and a high speed camera. Predictions are based on the solution of the finite-difference form of the governing differential equations for the transport of mass, momentum and energy by way of digital computers. In general, the obtained agreement between predictions and measurements is fairly good which confirms the accuracy of the described prediction procedure.

NOMENCLATURE
- $A_C$: influence coefficient
- $A_p$: equal to $A_C$
- $C_{u1}, C_2$: constant of the turbulence model
- $C_{pm}$: mean piston velocity
- $h$: total enthalpy
- $K$: turbulence kinetic energy
- $M_p$: mass flow rates across cell boundaries
- $M_{p+n}$: equals to $(\partial V/\partial t)$ old values at time $t$ and equals to $(\partial V^2/\partial t)$ new values at time $t+\delta t$
- $P$: pressure
- $p^*$: pressure correction
- $u$: tangential velocity
- $r$: radial position
- $S_p$: coefficient of linearized source term
- $S_u$: coefficient of linearized source term
- $S_t$: source/sink term for variable $t$
- $v$: radial velocity
- $V$: cell volume
- $f$: equal to $(\partial c/\partial t)$T
- $g$: effective diffusivity coefficient for variable $t$
- $s$: dissipative rate of turbulent kinetic energy
- $K$: angular position
- $\delta$: arbitrary dependent variable
- $\nu$: laminar viscosity
- $\nu_{eff}$: effective viscosity
- $\rho$: density
- $\chi, \beta, \gamma$: constants of turbulence model for $h, K, \nu$
- $\sum$: summation for neighbouring nodes of typical grid node.

Subscripts
- $E, W, N, S$: East, West, North and South neighbouring nodes
- $e, w, n, s$: midway nodes between each node.

INTRODUCTION
The availability of very large, high speed digital computers has encouraged efforts to simulate the compression ignition engines. Complete mathematical model for the calculation of the heat release in a swirl chamber of a diesel engine is still not available. The heat release in multifuel engines depends to a great extent on the hydrodynamic mixing and transport processes, the fuel atomization and evaporation, the chemical reaction mechanism and reaction rates, heat transfer and environmental conditions, all of which vary inside the swirl chamber. The fuel mixing process prior to autoignition is important in diesel engines, in general, and swirl chambers of diesel engine in particular. Moreover, the mixing process controls combustion which in turn controls the rate of pressure rise, noise emission and pollutant formation in engine cylinders (1, 2, 3). The study of pure phenomena in subclasses helps in solving more complex combustion phenomena resulting from multifuel combustion.

Therefore, a mathematical prediction model capable of predicting the air velocity inside swirl combustion chambers is required for the development of multifuel engines as well as saving time and cost.

There have been several experimental investigations, as a consequence of the development of swirl chambers; for the determination of the swirl chamber parameters. However, it was found that the study of flow is the more accurate method for determination of swirl chamber parameters. Theoretical investigations have been therefore reported (4, 5, 6). Most of these investigations are based on the evaluation of the intensity of charge motion which relies on empirical correlations. Moreover, they are based on the application of evaluating parameters recommended from the analysis of present swirl chambers. Such evaluating parameters have a quite wide range that they cannot give sufficient accurate
results. Recently, Elkotb (2) proposed a new theoretical model based on the equality of the moment of momentum resulting from the ejection velocity to the swirl chamber and the moment of momentum of the rotating air inside the swirl chamber provided that the air motion in the central zone is solid vortex and that in periphery is free vortex. This model can define the average velocity to the swirl chamber and the moment of momentum of the rotating air inside the swirl chamber but is not useful in the study of the interaction between fuel and air. Over the past decade a fairly considerable effort has been expended on computational procedures with the aid of mathematical models, for reciprocating engines (8,9,10). These prediction procedures are based mainly on the solution of the finite difference form of the governing differential equations for the transport of mass, momentum and energy.

Although these attempts have been made to predict the properties of turbulent motion by mathematical models, no explicit consideration of the physical properties in swirl chambers is taken. Moreover, the shape of the combustion chamber with its effect on the air flow was not included.

The objective of this work is to develop a complete mathematical model for the prediction of the turbulent flow field in swirl chambers. Experimental measurement of the air flow velocity is planned to satisfy careful comparison, over a wide range, with the predicted values to obtain reliable information about the constants of the turbulence model. Therefore an experimental setup has been built up to facilitate measurements of the air velocity components inside the swirl chamber with the highest possible accuracy. The experimental swirl chamber has been built up in one of the engine cylinders of a 2-cylinder, 4-stroke, water cooled medium speed diesel engine. The other cylinder has been used for motoring the engine to the required regime. The engine is directly coupled with a hydraulic dynamometer for engine loading and equipped with various instruments required for measuring the main engine parameters.

The scope of this investigation includes the measuring of the instantaneous velocity components and finding out the effect of various constructional and working conditions on the air flow inside swirl chambers. For this reason the cylinder head is modified and a swirl chamber is constructed and attached instead of the original chamber. A schematic drawing of the experimental setup is shown in Fig.(1). A cylindrical combustion chamber of 48.5 mm diameter, Fig.(2), satisfying a relative swirl chamber volume ratio of 0.507 is constructed with an optically flat fused quartz window on one of its sides. The swirl chamber is built up with compression ratio 17. Two oblique washers are fitted on either sides of the quartz plate to avoid stress concentration. The quartz lens is fastened by a self locking screwed collar facilitating easy firm and quick assembly. The test swirl chamber is fitted with a cooling jacket supplied with glysine from an independent circulating system to control its
The chamber is equipped with a temperature-compensated hot wire anemometer to measure the air velocity components. The probe of the hot wire is connected to an ultrasonic recording oscillograph through the compensating bridge. It is equipped also with two ferrous-constantan thermocouples for measuring the surface temperature. The quartz window is used to photograph the air motion inside the swirl chamber with a high-speed camera. The gas pressure variations inside the main and swirl combustion chambers together with the crankangle were picked by a highly sensitive Piezo-electric transducer and an external X-generator. The display of the gas pressure is synchronised with the disc displaying the signal of the top dead centre. The data recorded during an engine run include combustion chamber pressure, velocity variation for two inclination angles of the hot wire at each location, crank-angle, top dead centre and two surface thermocouples. Because of the cycle to cycle variations in data recorded and hence in air velocity components, it is required to examine a large quantity of data to obtain a quite sufficient reasonable results. Thus, a high speed multi-channel data recording and processing system is applied. The output of the hot wire anemometer is magnified and recorded by a magnetic tape-recorder. A calibration signal is recorded at the start of recording. Thereafter, the analog signal representing the air velocity at two inclination angles are played back at a lower speed to the analog/digital converter and digitized at every crank angle for 50 cycles. The output of the 50 cycles is then processed and an average cycle of the velocity variations is determined and recorded on magnetic tape in digital form for subsequent processing on a digital computer to determine the mean velocity and the random velocity.

The governing conservation equations

The flow inside diesel engine swirl chambers is a transient turbulent flow. For the case of motored engines, thermal radiation may be neglected. The flow is, thus, governed by the differential conservation equations of energy, mass and momentum. In the present investigation, the swirl chamber is cylindrical and the flow may thus be assumed two-dimensional.

The equations governing the flow in a cylindrical swirl chamber of a diesel engine can be obtained by decomposing the velocity, pressure, density and enthalpy into a mean and a fluctuating value respectively(2,11).

The turbulent diffusion fluxes which appear in the governing equations are modeled using Boussinesq approach in terms of the mean flow gradients and eddy diffusivities. These eddy diffusivities are determined by solving additional differential conservation equations for the time-averaged kinetic energy of turbulence $k$ and its dissipation rate $\varepsilon$. This kind of model was originally developed for steady turbulent flows (12) and has been modified to introduce compressibility effects by analogy with the laminar stress tensor, by Ramos (2).

Within the above framework, the governing set of equations may be compactly represented in terms of a single general equation for an arbitrary dependent variable $i$;

$$\frac{\partial}{\partial t}(\rho i) + \frac{1}{r} \frac{\partial}{\partial r}(r \rho v_i) = \frac{1}{r} \frac{\partial}{\partial r}(r \rho S_i) - \frac{1}{r} \frac{\partial}{\partial r}(r \rho S_i) + \frac{1}{r} \frac{\partial}{\partial r}(\rho \tau_{ir}) - \frac{1}{r^2} \frac{\partial}{\partial r}(r \tau_{rr})$$

where $\tau$ stands for radial velocity $v$, tangential velocity $v$, total enthalpy $h$, $k$ and $\varepsilon$; $t$ is time; $r$ is radius; $v_i$ and $S_i$ are respectively the effective diffusivity coefficients and source/sink terms for variable $i$. Equation (1) represents also the continuity equation by replacing $i$ by 1. The definition of $T_{ij}$ and $S_i$ are given in Table (1). In Table (1) $\nu_{eff}$ is the effective viscosity which is given by:

$$\nu_{eff} = \nu + C_{ij} \frac{h^2}{\varepsilon}$$

where $\nu$ is the laminar viscosity, $C_{ij}$, $C_1$, $C_2$, $C_3$ and $C_4$ are constants of the turbulence model and are given in ref. (3,11). $u$ is the velocity vector at any point in the swirl chamber.

The imposion of the boundary conditions for diesel engine swirl chambers is not as straightforward as it may seem. At chamber walls, the velocity components all obey the no slip conditions; the walls are insulated and hence the wall heat flux is taken equal to zero in this stage; the turbulence fluctuations and their dissipation rate are also zero. Wall functions are used for grid nodes adjacent to the chamber walls to avoid using many grid lines in the boundary sub-layer (13). At the inlet plane, i.e., the tangential port which connects the swirl chamber with the main chamber, the inlet velocity, density and temperature vary with crank angle (or time). They are specified by solving an ordinary differential equation for the flow from the main chamber, or vice versa, through the tangential port, in the manner explained in ref. (14).

The finite-difference equations

For the purpose of deriving the finite-difference equations, the swirl chamber is overlaid with a grid of nodes, formed by the
Table (1): Definitions of $r^t$ and $S^t$

<table>
<thead>
<tr>
<th>$r^t$</th>
<th>$S^t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>$u^t$</td>
</tr>
<tr>
<td>$w^t$</td>
<td>$h^t$</td>
</tr>
<tr>
<td>$k^t$</td>
<td>$e^t$</td>
</tr>
</tbody>
</table>

intersections of meridunal lines and circles (Fig.3), at which the scalar variables $h,K,e$ and $P$ are stored; while the velocities are located mid-way between the pressures which drive them. Equation (1) is formally integrated over imaginary control volume or 'cell', surrounding each variable and for a time increment $\Delta t$. The finite-difference approximation to equation (1) is written as:

$$A_p (P^n - P^0) = \Delta t \left[ c_u A_e e^n + M_p c_p + S_u \right]$$

where $A_p = A_c - 2A_e$, $A_e$ denotes summation over the four neighbouring nodes of a typical grid node $P$, $o$ and 'n' denote 'old' and 'new' values at times $t$ and $t+\Delta t$ respectively, $M_p$ equals $(pV)F/\Delta t$, $V$ is cell volume, $S_p$ and $S_u$ are coefficients of a linearized source term obtained by integrating $S_u$ and $c_u$ are influence coefficients which give the combined effect of diffusion and convection.

The continuity equation is integrated to give:

$$M_p c_p + \Delta t \dot{m}_c = 0$$

where $\dot{m}_c$ are mass flow rates across cell boundaries. Equation (3) can be solved for $u,v,h,k$ and $c$ in space and time domains if the pressure field is known at each time step. The solution of Equation (3) may be obtained economically if coefficients $A_e,c_p$ and $S_u$ are computed at 'Old' time $t$, leaving $e^n$ and $c^n$ to be calculated in the 'new' time $t+\Delta t$. This solution approach parallels that of a parabolic flow which is justifiable because equation (1) is indeed parabolic in time[15]. The set of difference equations (3) are linked through pressure differences terms.

OUTLINE OF THE SOLUTION PROCEDURE

At any instant of time $t$ the $h^0$ fields of the variables are known, predictions for a time increment $\Delta t$ are then obtained by solving the difference equations for the $h^n$ fields by a marching-integration algorithm. The latter then becomes the $h^0$ for the prediction of the next time step; in this way the solution is marched forward in time until the desired period has been covered. The next section is devoted for the solution of the difference equations.

SOLUTION OF DIFFERENCE EQUATIONS

The energy equation is first solved, using the old fields of $h,u,v_p$ and $(3P/\Delta t)$, to yield the new enthalpy field $(h^n)$ and hence the new temperature field $(T^n)$.

The next step is to obtain a preliminary set of new velocity components $v^n$ and $u^n$ for an estimated new pressure field $P^n$ by solving their difference equations; $P^n$ is actually estimated as equal to the 'old' pressure $P^0$.

The computed velocities $v^n$ and $u^n$ will not, in general, satisfy the local continuity equation (4) but will produce a net mass source at each grid node. The pressure, density and velocities are then corrected so as to reduce the mass source at each grid node to zero in the following manner:

$$p^n = p^*n + p'$$

$$\rho^n = \rho^*n + \rho'$$

5.4
\[ v^n = v^n + D_v (P' - P^n) \]  
\[ P = P_n + P^N \]  
\[ u^n = u^n + D_u (P'^n - P^n) \]  
\[ \text{locations. Finer grid could be employed at the expense of an increase in computational time. The computations are started at zero time, defined as the time at which the compression stroke has started. The inlet values to the swirl chamber are taken from the previous computational method, reported in [15].} \]

Equations (6-8) are substituted into the continuity equation (4) to give:

\[ (A_p - S_p) P' = \frac{\rho}{C} A_C P^N + S_u \]  
\[ \text{where:} \]
\[ A_p = \xi A_C, S_u = \left( \frac{\rho^N}{\rho^C} + \frac{\rho}{C} \right) \xi n \]
\[ \xi = \frac{\rho^N}{\rho^C} A_C \]
\[ \text{and} \xi ; S_p \text{and} A_C \text{are coefficients which are defined as follows:} \]
\[ S_p = -\frac{\rho}{C} \frac{\rho^N}{\rho^C} \xi n \]
\[ A_C = \frac{\rho^N}{\rho^C} A_C \]
\[ \text{where, subscripts} E,W,N,S \text{and} e,w,n,s \text{are neighbouring nodes and corresponding nodes mid-way between each node and a typical node} \]

\[ \text{in proving equation (9) terms involving} P' \text{were ignored because} P' \text{itself should be small. It should be noted that the pressure correction equation does not include} P' \text{of 'old' time because there is no question of correcting 'old' velocities and pressure fields.} \]

Equation (9) is solved to yield the \( P' \) field which is required to correct \( P, \rho, v \) and \( u \) fields. The new \( K \) and \( C \) are then computed from their difference equation (3).

**OTHER FEATURES**

The difference equations (3) & (9) are modified at cells adjoining the swirl chamber boundaries to incorporate the conditions imposed there. In addition to \( P' \), a global pressure correction \( P \) is computed based on overall continuity balance and is added to the existing pressure field before solving the pressure correction equation (11). The method of solution used to solve equations (3) & (9) is a Gauss-elimination line-by-line double-sweep technique. While equation (3) converges very fast, equation (9) needs more sweeps and some times more than one iteration to reduce the residual mass errors to an acceptable level. The modified form of the pressure correction equation, developed here, gives a fast convergence which reduces the total computational time. The time increment \( \Delta t \) used in the present work is \( 2.22 \times 10^{-4} \) s which is equivalent to 20 crank angle.

**PREDICTION AND MEASUREMENT RESULTS**

The computational grid inside the swirl chamber consists of 10 angular and 16 radial
turbulence intensity distributions \((\sqrt{2k/3}/C_{pm})\) where \(C_{pm}\) is the mean piston velocity (\(C_{pm} = \text{7m/s}\)), are shown in Fig.6.

Fig.6 Turbulence intensity contours during compression stroke.

In time sequence, one can observe the features of the flow evolution. At crank angle 180°, it can be seen that the air jet exists at the tangential port with a small velocity which is principally directed from both sides of the port to the opposite wall surface. The flow in the swirl chamber during the initial part of the compression stroke is almost pure radial flow. After some time, for example at 58° crank angle, the pressure gradient built up at the opposite surface have already initiated rotational flow in the bulk of the swirl chamber. Before the initiation of the complete rotational flow a vortex is noticed at the right-hand side of the jet. Before the end of the compression stroke the radial pressure gradient have strengthened to the point of inducing strong flow recirculation which was observed from the high speed photographing of the flow field as shown in Fig.7. The strong recirculating flow inside the swirl chamber produces a large tangential velocity component along the chamber surface and small tangential velocity component at the centre, as shown in Fig.8. It is noticed also that the tangential velocity component increases during compression stroke reaching its maximum value at about 15° crank BTDC, as shown in Fig.9. At the beginning of the expansion stroke the recirculating flow is unable to reverse its direction to flow through the tangential port in spite of the absence of a jet flow into the swirl chamber, as shown in Fig.5. Before the complete reverse of the flow a vortex is noticed at the opposite side to the port. It should be mentioned that by this time, the flow velocities are low.

Fig.7 Photography of the flow field at T.D.C.

Fig.8 Predicted and measured tangential velocity in plane 3 at various radii at 20° BTDC.

Fig.9 Predicted and measured tangential velocity during compression in plane 3 at 10 mm. from inside surface.

The turbulence contours during compression stroke are also shown in Fig. 6 in which it is noticed that the turbulence levels at the beginning of the compression stroke are low. By increase of time the inflow to the swirl chamber increases and separates, at the beginning, near to the tangential port to form eddies at either sides of the jet. Turbulence intensity generation is particularly strong reaching maximum value of 1.33 near to the entry port. Substantial decrease of the turbulence intensity has been obtained by BTDC where a complete recirculating flow is established. This decrease of turbulence intensity presumably being a consequence of the gradual reduction of the inflow rate by 12° crank angle as the piston approaches the end of the compression stroke.

Figure (10) shows the variation of the turbulence intensity along the radius (plane 3). Maximum turbulence intensity is noticed near chamber walls while the minimum intensity occurs at a radius of about 1.0 mm.
The measured values are clearly sensitive to this inclination angle which can be defined accurately after the circulating flow has been established.

It is planned to investigate the effect of various geometry parameters of the swirl chamber and working conditions on the flow field to isolate some of the important features of flow and to validate the computational procedure. The present work lays the framework for a more detailed study including spray mixing and combustion which might well prove helpful to the engine designer.

**CONCLUDING REMARKS**

A measuring technique and a prediction procedure for flow and heat transfer in motored diesel engines swirl chambers are presented. The prediction procedure is based on solving numerically the differential conservation equations for a transient turbulent flow with heat transfer. The obtained agreement between predictions and measurements is fairly good which confirms the accuracy of the prediction procedure. However, the prediction procedure is currently being tested for variables more relevant to turbulence modeling such as the turbulence intensity and the turbulent shear stresses.
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COMPARISON OF CALCULATED AND MEASURED VELOCITIES
FOR A TURBULENT SWIRLING FLOW INSIDE A CYLINDRICAL ENCLOSURE

T. Morel, N. N. Mansour, V. Saxena, and R. B. Rask
General Motors Research Laboratories
Warren, MI, 48090

ABSTRACT

This paper presents a comparison of computations with experimental data generated specifically for the purpose of computer code validation. The particular test flow presented here was chosen because of its relevance to flows inside the cylinders of internal combustion engines. The velocity and turbulence measurements were made with a laser Doppler anemometer. The computer code used in the calculations is a time-averaged Navier-Stokes code for time-dependent three-dimensional compressible flows. The turbulence model used is a standard version of the k-ε model; however, new near-wall submodels for velocity and turbulence dissipation rate are employed.

Calculations of the flow inside a cylindrical enclosure containing a steady-state swirling flow reproduced the major overall features of the flow, including the flow pattern, recirculating flow regions, decay of the tangential momentum flux, and turbulent kinetic energy levels. There were some disagreements in the details of the velocity profiles but, overall, the profiles were in good agreement with experiment. It is worth emphasizing that the present flow has a strong swirling component. It has been reported in other investigations that the standard k-ε model does not produce good results for swirling flows, e.g., swirling jets. Nevertheless, for this particular swirling flow, the results obtained were quite satisfactory.

NOMENCLATURE

- $C_a$ constant in the viscosity model ($=0.09$)
- $C_{1a}$, $C_{2a}$ constants in the c-equation ($=1.44$, 1.92)
- $e_i j g$ strain rate tensor
- $h_{ij}$ metric scale factor
- $h$ static enthalpy
- $k$ turbulence kinetic energy
- $l_e$ dissipation length scale
- $M$ tangential momentum flux (see eqn. 1)
- $M_{ref}$ reference-run tangential momentum flux
- $n$ coordinate in the normal direction
- $P$ pressure
- $r$ radial coordinate
- $R$ radius of the cylinder
- $Re$ Reynolds number
- $T$ temperature
- $T_a$ ambient temperature
- $U, V, W$ mean velocity components; radial, tangential, and axial
- $u', v', w'$ rms velocity fluctuations; radial, tangential, and axial
- $\bar{U}, \bar{V}, \bar{W}$ area-averaged mean velocity
- $z$ axial coordinate
- $\varepsilon$ dissipation rate of $k$
- $\Gamma_h$ effective enthalpy diffusion coefficient
- $\nu$ viscosity
- $\nu_e$ effective viscosity ($=\nu+\nu_T$)
- $\nu_T$ turbulent viscosity
- $\rho$ density
- $\text{Pr}_h, \text{Pr}_k, \text{Pr}_c$ Prandtl numbers for $h$, $k$ and $c$ ($=0.9, 1.0, 1.3$)
INTRODUCTION

Swirl is often used in systems of practical interest to provide a certain degree of control over the flow field. In furnace applications, swirl is used to stabilize the flame and enhance the mixing between the reacting gases. In internal combustion engines, swirl is used in different types of engines for different purposes: Diesel engines use swirl to enhance the mixing during injection; direct injection stratified charge engines use swirl to control the flow pattern inside the cylinder as the piston reaches top dead center, and to enhance the mixing in homogeneous-charge engines swirl is used to create a more repeatable flow field to reduce cycle-to-cycle variability, and to increase the turbulence inside the cylinder. Consequently, the capability of predicting confined turbulent swirling flows is of practical importance.

We are developing a code for predicting the detailed flow field inside cylinders. As part of this work we have compared calculations to detailed measurements of a steady-state (no piston motion) swirling flow in an engine-cylinder-like geometry.

DESCRIPTION OF THE EXPERIMENT

As this paper is primarily concerned with the computation of the first two authors, only a brief description of the experimental results of the third and fourth authors will be provided. The velocity measurements were made with a single-component, counter-based, laser Doppler anemometer operated in the forward scatter mode. A digital tape drive was used to store the data, and an off-line computer system to determine mean velocity and rms velocity fluctuations for all three components. Frequency shift, beam-intersection angle, and counter validation were adjusted on a point-by-point basis to minimize measurement errors.

The geometry of the experiment is described in Figure 1. The flow enters at one end of the cylinder through an inlet ring with 16 equally spaced holes which are inclined at 17° to the local tangential direction. The measured effective inlet hole area is 18.35 mm² per hole, or 293.6 mm² in total. An effort was made to insure both uniform distribution of the inlet flow over all 16 holes. The flow exits at the opposite end of the cylinder, through a narrow circumferential slot. The result was a flow pattern which was closely axi-symmetric (this was checked by making all measurements on full traverses across the diameter of the cylinder).

The volume flow rate through the experimental set up was fixed at 0.0154 m³/s, and at that flow rate the average axial velocity through the cylinder was 1.785 m/s. This velocity was chosen in the present report as the most appropriate normalizing velocity for presentation of data. Reynolds number based on this velocity and the diameter of the cylinder was Re = 12,180.

The average velocity through the inlet holes (through their effective area) was \( \Omega \) hole = 52.45 m/s, or 29.4 times the reference velocity. The inlet jet Reynolds number based on the effective hole diameter (4.83 mm) was 16,400. The average radial velocity out through the exit slot was \( \bar{U} \) exit = 26.28 m/s, or 14.7 times the reference velocity.

Based on geometrical considerations alone, the flow in the vicinity of the inlet holes would be expected to have a radial component of \( \Omega \) hole sin 17° = 0.292 \( \Omega \) hole, a tangential component of \( \Omega \) hole cos 17° = 0.956 \( \Omega \) hole, and approximately zero axial component. However, since the inlet flow was through discrete holes, the actual radial and tangential components downstream of the holes would be expected to drop rapidly to a lower level as the individual inlet jets merge together in the immediate vicinity of the inlet holes.

SET UP OF THE NUMERICAL SIMULATION

The computer code used in these calculations is a derivative of the code MINT described by Gibling, et al. in Reference [1]. It is a time-averaged Navier-Stokes code for time-dependent three-dimensional compressible flows. By making the velocities dimensionless with the average axial velocity \( \bar{U} \), the distances with the radius \( R \) of the apparatus, and the remaining variables with reference values subscripted by \( D \), the modeled equations of motion are given as:

\[
\frac{\partial}{\partial t} \left( \rho \bar{u}_i \right) = - \frac{\partial}{\partial x_j} \left( \rho \bar{u}_i \bar{u}_j \right) + G_i - \frac{P}{\rho} \frac{\partial}{\partial x_j} \left( \rho \bar{u}_i \right) - \frac{1}{Re} \frac{\partial}{\partial x_j} \left( \frac{1}{2} \nabla \rho \bar{u}_i \right) + \frac{1}{Re} \frac{\partial}{\partial x_j} \left( \frac{1}{2} \nabla \rho \bar{u}_i \right)
\]

where \( G_i = \rho \bar{u}_i^2 / R \), \( G_2 = -\rho \bar{u}_i \bar{u}_j / R \), \( G_3 = 0 \), \( Re = \rho D \bar{U} / \mu D \) and \( \mu \) is the strain rate tensor. In the above equation \( \mu_e \) is defined as

\[
\mu_e = \mu + \nu_T
\]

where \( \mu \) is the laminar viscosity, and \( \nu_T = C_\mu \nu^2 / \epsilon \), \( k \) is the turbulence kinetic energy and \( \epsilon \) its dissipation rate.

Fig. 1 Schematic of the Experimental Apparatus

*All variables are averaged variables but the symbols describing the averaging are dropped. \( x_1, x_2, x_3 \) correspond to the cylindrical-polar coordinate system \( (r, \theta, z) \) and \( u_1, u_2, u_3 \) correspond to the velocities \( (U, V, W) \).
Energy Equation

\[ \frac{\partial}{\partial t} (\rho h) = - \frac{1}{2} \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i h + \frac{\partial P}{\partial x_i} - \frac{1}{2} \frac{\partial}{\partial x_i} \left( \frac{1}{\mu} a_i a_j \frac{\partial E}{\partial x_j} \right) \right) + \frac{1}{Re} \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i h \frac{\partial \Gamma}{\partial x_i} \right) + \frac{\rho^2}{\mu^2} \left( \frac{\partial}{\partial x_i} \right)^2 [ \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i h \right) ] \]

where \( \phi = 2 \epsilon_{k} - 2/3 \epsilon_{k} \) and \( \Gamma = \left[ \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i h \right) \right] \), is assumed to be constant (=0.9).

For this particular case where the divergence of the flow field is very small, the equation for the turbulence kinetic energy and its dissipate rate are modeled as follows.

Turbulence Kinetic Energy

\[ \frac{\partial}{\partial t} (\rho k) = - \frac{1}{2} \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i k + \frac{\partial P}{\partial x_i} \right) + \frac{1}{Re} \frac{\partial}{\partial x_i} \left[ \frac{\rho}{\mu} a_i k \frac{\partial \Gamma}{\partial x_i} \right] + \frac{\rho^2}{\mu^2} \left( \frac{\partial}{\partial x_i} \right)^2 \left[ \frac{\rho}{\mu} a_i k \right] \]

Dissipation Rate of Turbulence Kinetic Energy

\[ \frac{\partial}{\partial t} (\rho c^2) = - \frac{1}{2} \frac{\partial}{\partial x_i} \left( \frac{\rho}{\mu} a_i c^2 + \frac{\partial P}{\partial x_i} \right) + \frac{1}{Re} \frac{\partial}{\partial x_i} \left[ \frac{\rho}{\mu} a_i c^2 \frac{\partial \Gamma}{\partial x_i} \right] + \frac{\rho^2}{\mu^2} \left( \frac{\partial}{\partial x_i} \right)^2 \left[ \frac{\rho}{\mu} a_i c^2 \right] \]

The equations of motion are differentiated using a standard (non-staggered) mesh, central differencing in space, and backward (fully implicit) differencing in time. The differenced equations are then linearized in time as described by Briley and McDonald [2], then solved using the Douglas-Gunn [3] technique to generate an Alternate Direction Implicit (ADI) scheme.

The physical flow situation was represented in the calculations as a cylindrical domain, whose length to radius ratio was 2.059. The outflow boundary was represented as a circumferential slot in the cylinder wall flush with the end plane. The size of the opening (slot height) was the same as in the experiment. The calculations were found to be insensitive to the size of the slot height, except for the absolute level of the static pressure which depended on the pressure drop across the opening.

The inflow boundary was more difficult to set. To take advantage of the axisymmetry of the flow in the bulk of the domain, the individual inlet nozzles were not modeled; instead a circumferential slot was used. The individual jets in the experimental apparatus are expected to merge very close to the wall, and the discrepancy between the modeled and the real configuration is expected to be localized and not too serious. The slot height was made the same as the inlet hole height to match the location of the inlet flow separation from the cylinder side wall. Sensitivity runs with different slot heights showed that the results in the bulk of the cylinder were insensitive to inlet slot height. Only near the inlet opening was there an effect, the size of the local separation from the cylinder wall changing with the slot height.

Boundary Conditions on Open Boundaries

Inlet. The inlet radial velocity was prescribed to be uniform over the slot height except for thin boundary layers on top and bottom, with a magnitude such that the total flow rate was the same as in the experiment. The inlet radial velocity was 8.39 m/s, or 55% of the radial component of the average inlet-hole velocity \( \bar{U}_{h} \).

The tangential velocity was also prescribed to be uniform with thin boundary layers; its magnitude was set at a level deduced from the experimental data taken in a plane passing through the inlet holes \( z = 1.89 \) ft and extrapolated to the cylinder wall. This magnitude was 39 m/s, or only 60% of the tangential component of \( \bar{U}_{h} \). This immediate drop of the inlet tangential velocity by 40%, indicates that the jet merging and intermixing take place very close to the wall, the flow becoming axisymmetric almost immediately. This is a positive sign that the experiment's deviations from axisymmetry, due to discrete jets are restricted to a very small region close to the jet inlets. It is also reassuring that the indicated drop in the tangential velocity is about the same as the drop in the radial velocity.

Other boundary conditions on the inlet opening were:

- axial velocity set to zero, \( \bar{U} = 0 \), \( T = T_{\infty} \), Turbulence intensity of the inlet flow was \( \bar{U} \) fixed at \( 2 k/3 \gamma^{1/2} / (U^{2} + V^{2} + W^{2})^{1/2} = 0.14 \), i.e., a fairly elevated level consistent with the highly turbulent flow conditions upstream of the inlet holes and with the high turbulence intensity generated by the incoming jets. The dissipation length scale was prescribed to be on the order of 0.1 times the slot height, a typical value for turbulent flows. Experimentation with different inlet velocity profiles, and different levels of both the turbulence intensity and scale showed only a very small sensitivity of the results to these parameters.

Exit. At the exit opening, where the flow is oriented radially outward, the simple extrapolative boundary condition \( \bar{U} = 0 \) was used on \( U, V, W, k, c \). A prescribed uniform static pressure (ambient) over the slot-height was used as the boundary condition on \( T \), continuity equation.

Near-Wall Submodels at Solid-Walls

At solid-wall boundaries, near-wall submodels were employed to bridge the gap between the wall and the first grid point away from the wall. The same set of submodels was used for all solid walls.

Velocity. The normal velocity component was set to zero at the wall. The velocity components parallel to the wall were handled by a combination of two submodels. One submodel was a wall function based on the law of the wall, and the other was a "limited slip" submodel developed specifically for regions near flow separation and reattachment. The combination was weighted towards the law-of-the-wall submodel when the flow near the wall was boundary-layer like (in which case the two submodels are similar). When the law-of-the-wall submodel predicted implausible (negative, or too large) wall slip velocities, occurring typically near separation or reattachment, the combination was weighted towards the limited-slip submodel. In this way advantage was taken of the law of the wall wherever its use was appropriate, while avoiding unphysical wall slip velocities elsewhere.

\( k \) and \( c \). \( 2k/3n = 0 \) was used for the \( k \) equation. The dissipation equation at the first point away from the wall (point 2) was replaced by

\[ \epsilon_{2} = C_{\mu}^{3/4} \lambda_{2}^{3/2} \frac{\bar{U}}{\lambda_{2}} \]

where the dissipation length scale \( \epsilon_{2} \) was obtained by interpolation, assuming that the dissipation length scale varies linearly between its value on the wall \( \epsilon_{1} \) and the value at the second grid point away from the wall \( \epsilon_{3} = C_{\mu}^{3/4} \lambda_{3}^{3/2} \).
h and \( p \). Fixed wall temperature \( T = T_a \) was used for the energy equation. The boundary condition for the continuity equation was \( 3 \frac{\partial p}{\partial n} \), calculated from the momentum equation for the normal velocity component evaluated at the wall.

RESULTS

The results of the calculations are compared to the experimental data in Figures 2-4, which show radial profiles of the velocity and rms velocity fluctuation at different \( z \) planes, where \( z \) coordinate is measured from the exit end-wall. The axial velocity profile (Figure 2) is seen to be in good agreement with the experiment. The salient features of the axial velocity profile are reproduced: a dominant peak near the wall, reverse flow with a magnitude of about 20\% of the maximum velocity near the wall, a small second positive peak, and practically zero axial velocity at the center. The only notable disagreement concerns the location of the reverse flow peak and the second positive peak; both are predicted to be farther away from the wall than the experimental ones. The same findings apply to comparison with data at other \( z \)-planes.

The axial velocity profiles are shown in Figures 2 and 4. The calculations are seen to predict the location of the peak axial velocity very well, as well as the axial decay of the velocity maximum caused by friction on the cylinder side wall. On the other hand the calculations over predict the swirl at the center of the flow, indicating a solid-body rotation, and with angular velocity approximately constant along the cylinder axis.

The experimental data show a parabolic variation of swirl velocity in the central region, with zero swirl near the axis. It is not obvious what produces the zero swirl near the axis in the experiment. It appears to us that the only mechanism that could be responsible would be friction on the two end walls, opposing the diffusion towards the central region of the tangential momentum of the spinning fluid near the sidewall. However, in that case one would expect that the center-core swirl would be lower in \( z \)-planes close to the end walls than in planes away from these walls, but this is not the case: the experimental profiles at \( z/R = 1.77 \) and at \( z/R = 0.31 \) are practically identical between the centerline and \( r/R = 0.5 \).

---

Fig. 2 Axial Velocity at \( z/R = 0.60 \)
--- Predicted Mean Velocity
--- Predicted Turbulence Intensity \( \frac{\Delta k}{\Delta x} \).
Symbols are the Experimental Data.

Fig. 3 Tangential Velocity at \( z/R = 1.77 \)
--- Predicted Mean Velocity
--- Predicted Turbulence Intensity \( \frac{\Delta k}{\Delta x} \).
Symbols are the Experimental Data.

Fig. 4 Tangential Velocity at \( z/R = 0.31 \)
--- Predicted Mean Velocity
--- Predicted Turbulence Intensity \( \frac{\Delta k}{\Delta x} \).
Symbols are the Experimental Data.
Several attempts were made to diagnose the source of the discrepancy between the parabolic variation in tangential velocity observed experimentally and the linear variation obtained with our calculation. One of the attempts was to modify the k-c model as recommended by Rodi [4], where solid-body rotation is the neutrally stable profile. Also, the recommended modification of Launder, et al., [5] was tried where the free vortex is the neutrally stable profile. Neither modification changed the center core solid-body swirl results. Since these modifications were so markedly different, and neither offered an improved agreement with experiment, both were abandoned. Finally, several runs were carried out where the skin friction at the top and bottom walls was changed. Again, these results did not change the shape of the tangential velocity profiles. Thus, at the present time we regard the difference as unexplained.

The radial velocities were the smallest of the three velocity components. Because of this they were subject to the largest relative error experimentally (and likely also computationally). Comparisons with experimental data at different axial locations showed a similarity in shape and peaks in approximately the same locations, but the magnitudes were often substantially different. However, the absolute differences between the predictions and the data were not much larger than for the other two components.

The experimental data also include measurements of the three components of rms velocity fluctuation—u', v', and w'. Since the calculations predict only the turbulence kinetic energy k, and not the individual fluctuation components, direct comparison can be made only at planes where all three components were measured and k could be determined. Figure 5 shows the comparison (made at z/R = 1.28) of the turbulence intensity $\sqrt{k/3}/W$, representing the intensity of velocity fluctuations averaged over the three coordinate directions. The agreement is good in both the shape of the profile and the magnitude of the intensity. The profiles show two peaks, the one right at the wall being due to large shear near the wall, the other to the shear generated on the centerline side of the maxima of the tangential and axial velocity profiles. The only area of disagreement is near the centerline, where the flow is essentially shear-free and so the level of k is set by convection and diffusion from other parts of the flow. This disagreement is fairly typical for slowly moving, or shear-free, portions of any flow field, and is apparently one of the weaknesses of the k-c model. Those portions of the flow where shear is high, and which usually are the important ones, are handled quite well by the k-c model. These conclusions appear to hold for other simulations we have made for a variety of different flowfields.

![Fig. 5 Profile of Turbulence Intensity at z/R = 1.28](image)

Fig. 5 Profile of Turbulence Intensity at z/R = 1.28
--- Prediction, — Experiment

![Fig. 6 Contours of Turbulence Intensity, Uniformly Spaced Between $2k/3W = 0$ and 5](image)

Fig. 6 Contours of Turbulence Intensity, Uniformly Spaced Between $2k/3W = 0$ and 5

Inspection of the experimental profiles of u', v', and w' showed that their magnitudes are not too different from each other, and so it made sense to insert into Figures 2-4 the profiles of predicted $2k/3W$ for comparison with the data. These provide some indication of the capability of the turbulence model to predict the intensity of turbulence.

The contours of turbulence intensity, characterized by $2k/3W$ in Figure 6, show that the flow inside the chamber has a typical intensity of 0.3-1 times the average axial velocity. The exceptions are the regions around the flow inlet where additional turbulence is generated due to large shear, and at the exit where its level grows rapidly due to higher local velocity levels. The length scale of turbulence (Figure 7) has fairly simple onion-like contours with a maximum of 0.14 R, a value not too different from that found in pipe flows and sudden expansions.

![Fig. 7 Contours of Dissipation Length Scale, Uniformly Spaced Between $k/\rho = 0.0$ and 0.13](image)

Fig. 7 Contours of Dissipation Length Scale, Uniformly Spaced Between $k/\rho = 0.0$ and 0.13

Effect of Inlet Tangential Momentum Flux

One of the important advantages a calculation scheme has over an experiment is that, once it is set up, parametric studies are much easier to perform than they would be experimentally. Since the predictions that have been reported
here compared well enough with experiment to give us confidence in the results, it was very tempting to make a parametric calculation. It was of interest to know how the flow would have looked if the experimental apparatus had been constructed somewhat differently. The particular parameter chosen for variation was the inlet flow angle, in effect the inlet flux of tangential momentum.

Calculations were made for five different values of the inlet tangential momentum flux: 2.0, 1.0, 0.5, 0.2, 0.1, and 0.0 times the original value, keeping the flow rate constant. Figure 8 shows the streamline patterns for half the cylinder (the other half can be deduced from axisymmetry) for the different momentum fluxes. These results show that reducing the inlet tangential velocity component leads to progressively milder curvature of the inlet flow as it changes direction from a radial to an axial orientation. This change in curvature must be consistent with the radial pressure gradient set up by the swirling velocity component, which weakens rapidly as the swirl velocity decreases. Consequently, the size of the separation region grows rapidly, to encompass a large portion of the cylinder volume for zero tangential velocity. The streamlines near the cylinder wall, which were practically parallel over most of the cylinder length in the original case, are progressively less and less parallel. In consequence, the radial velocity profiles grow substantially in magnitude, and both the axial and tangential velocity profile begin to differ to a much greater degree from plane to plane. The tendency for the main flow is to move away from the cylinder wall toward the centerline.

One striking feature of the flow is the presence of recirculating regions in the center of the cylinder. As may be seen in Figure 8, increasing the tangential velocity component increases the number of these regions, taking the shape of alternating fingers protruding from the end walls. There is one recirculating region for $M/M_{\text{ref}} = 0.1$ and 0.2, two for $M/M_{\text{ref}} = 0.5$ and three for $M/M_{\text{ref}} = 1.0$ and 2.0. The changeover from one pattern to another with one more recirculating region is not likely to be abrupt; it is probably a gradual evolution. This may be inferred from the sequence of Figures 8(c), (b) and (a), where the development of the third recirculating region may be observed, starting from a small bulge on the first recirculation region in Figure 8(b). Similarly, a bulge is seen to develop on the second recirculation bulge in Figure 8(a), undoubtedly a precursor of a fourth recirculating region which would emerge at yet higher values of $M/M_{\text{ref}}$.

**SUMMARY**

1. Calculations using the $k-\varepsilon$ turbulence model were found to reproduce the major features of a swirling flow inside a cylindrical engine-like geometry. In particular, the calculations predict well the flow pattern, presence of recirculating flow regions, decay of tangential momentum flux due to wall friction, and turbulence kinetic energy levels.

2. The details of the velocity profiles exhibit some disagreement. The tangential velocity profile is predicted to have solid-body rotation in the vicinity of the centerline, while the experiment shows less rotation in that region. Another difference is in the axial velocity profiles, whose local extrema are predicted to lie closer to the centerline than the experimental ones.

3. A parametric study was run in which the inlet tangential velocity into the cylinder was varied over a wide range, from two times the experimental value down to zero. The results show a strong dependency of the major flow features on this parameter. This demonstrates an attractive feature of numerical simulations: they are very useful for parametric studies around given, experimentally validated, baseline configurations.
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FEATURES OF TURBULENT PIPE FLOWS IN DEVELOPMENT AND DECAY
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ABSTRACT

Highly distorted time mean velocity profiles in turbulent pipe flow, given sufficient downstream development length, revert to profiles more typical of established pipe flows.

A detailed study of the decay process for a wide variety of initial conditions has been conducted. The results obtained from this investigation reveal some insight into the mechanism of profile decay and distinguish interesting features associated with the decay process.

In this paper some of this data is presented and a description of the decay of an arbitrary initial velocity profile is suggested.

NOMENCLATURE

D Pipe diameter
K Turbulent kinetic energy = \( \frac{1}{2} (u'^2 + v'^2 + w'^2) \)
\((r, \theta, z)\) Polar co-ordinates, \( \frac{1}{2} \theta + 0 \)
R Pipe radius
U, V Axial and radial time mean velocity components
u, v Non-dimensional time mean velocities \( \frac{U}{U}, \frac{V}{U} \)
\( u', v', w' \) Fluctuating velocity components
\( u'', v'', w'' \) Turbulent shear stress
\( y \) Friction velocity
\( r, \theta, z \) Distance measured from pipe wall
n, \z Non-dimensional co-ordinates \( r/R, z/R \)
\( \lambda, \mu \) Profile decay functions

Subscripts

O Initial profile
\( \infty \) Final, fully developed profile

INTRODUCTION

Few previous investigations have deliberately set out to study the behaviour of highly non-uniform decaying flows. Many examples of such flows can be found in previously reported work. However in most cases the decay process has been secondary to the main objective (for example see Moon and Rudge(1), Deshpande and Giddens(2), Hussain and Clark(3)).

The decay of a given velocity profile is likely to be most strongly influenced by the initial velocity profile shape and its degree of non-uniformity. Other factors will have some effect in particular the turbulence structure. The turbulence structure will be a result of the combination and interaction of the turbulence present upstream of the profile generator and the turbulence introduced by the method of profile generation (e.g. gauze, baffle plate, grid of rods etc) or the preceding fluid system. Additionally during the decay process a new turbulence structure is established resulting largely from the presence and decay of the high shears in the non-uniform flows and the developing wall boundary layer.

About 10-20 pipe diameters of development is sufficient to achieve an apparent reversion to a pipe-type time mean profile (note however that variations of the other flow quantities are still marked) though this profile will be far removed from the classical fully-developed profile.

In practice the fully-developed profile may never be achieved but will be closely approached after about 100 diameters of development length.

The attainment of fully developed flow starting from the highly distorted inlet condition has been considered by the authors(4) in which interest was focussed on the axial profile changes which occur during the decay.

This paper also considers the decay process but focuses interest on the radial profile changes which occur.

EXPERIMENTAL PROGRAMME

All the experimental work was carried out in an 0.103m diameter smooth pipe preceded by a well designed 16:1 area ratio contraction. The undisturbed pipe inlet profile was practically uniform with a thin inlet boundary layer \( (\delta/D = 0.02) \) with a centre line turbulence level \( (u''/U) \) of about 0.05%. The test Reynolds number based on mean velocity and duct diameter was \( 2.5 \times 10^5 \).

All the non-uniform profiles were generated by gauze screens placed close to the contraction outlet. A wide variety of velocity profiles were studied with differing non-uniformity and turbulence structure.

EXPERIMENTAL RESULTS

Some of the results obtained from this investigation are presented here.

Figure 1 shows the axial profiles of non-dimensional velocity \( u \) for three different types of profile (marked cases 1, 2 and 3) over a development range extending up to \( z/D = 76.5 \). The key to this figure and all subsequent figures follows figure 1.

The three different profiles were selected as being widely different in both profile type (and hence shape) and degree of non-uniformity. Case 1 corresponds to developing pipe flow.

Figures 2, 3 and 4 illustrate the corresponding plots of radial velocity \( v \), turbulent kinetic energy
K/U² and turbulent shear stress U'V'/(U²). The axial variation of these quantities has already been illustrated in reference 4. It has been necessary to limit the data included with the paper, more information on the development is available.

The wide difference between the magnitudes and form of the various quantities for case 1 and the corresponding values for the non-uniform flows cases 2 and 3 is very evident particularly for the development range up to z/D = 10. This is clearly illustrated by

In view of the large and striking variations in both axial and radial directions of the various turbulence quantities it is surprising that the time mean flows exhibit such orderly behaviour.

The most striking common feature which was clearly evident from the experimental programme and which figure 1 (cases 2 and 3) illustrate is the occurrence of common intersection points in at least one radial location in each flow.

At this intersection point the axial change in
The data of the present investigation and other data quoted in the literature of which references 1-3 provide some examples would suggest that these intersection points are a feature of many flows.

Taking figure 1, case 2 as one example, for \( 0.5 \leq \frac{z}{D} \leq 8 \) at \( \frac{r}{R} = 0.87 \) and 0.5 the axial velocity remains constant at values of 0.80 and 1.25U. Thus the development takes the form of sketch (a). Beyond \( \frac{z}{D} = 8 \) a different type of flow development is found and only one intersection point occurs at \( \frac{r}{R} = 0.65 \) with a velocity of 1.05U. Again the flow pivots about this point, see sketch (b).

INTERSECTION POINTS

Many examples of common intersection points can be found in published literature, (references 1-3 provide some examples). In the majority of cases however they are not noted as a feature of the studied flows.

Historically Preston(5) and Preston and Norbury(6) established that for a pipe-type profile the non-dimensional velocity \( u \) measured at about \( y/R = \frac{1}{2} \) gave a fixed value of 1.05. This fact they used to develop the \( \frac{1}{R} \) radius flow meter which was designed as a simple method of obtaining the mean velocity in pipe flows.
To demonstrate the existence of intersection points in a definitive way is not immediately obvious. Any valid explanation must reflect the fact that the number and position of these points is dependent on the initial profile and allow for the fact that the number and position of the points can change during the profile development.

Studying the profile changes occurring during the decay process the changes in profile can, on a crude phenomenological basis, be seen to contain two main elements:

a) The decay of the initial non-uniform profile and position of the intersection points will be $z/D$.

b) Growth of a typical pipe flow profile and inevitable interactions.

Therefore, considering an initial profile developing over the range $0 \leq z \leq 2z_0$ (where at $z_0$ the profile would have reached the fully developed condition) it should be possible to describe the development in the form:

$$\Delta u_z = \lambda(z)\Delta u_0 + u(z)\Delta u_0$$

where

$$\Delta u = u - 1$$

This will be recognised as a defect type formulation and $u_0$ is the initial profile and $u_0$ is the typical pipe profile existing in the absence of the initial flow non-uniformity.

To satisfy the wall boundary condition it is necessary that $\lambda(z) + u(z) = 1$ so that:

$$\Delta u_z = \lambda(z)\Delta u_0 + \left(1-\lambda(z)\right)\Delta u_0$$

(1)

The initial and final conditions will be satisfied by $\lambda(0) = 1$, $\lambda(z_0) = 0$ and $\lambda'(z_0) = 0$ (implying zero radial velocity).

In the early development stage the decay will be dominated by the first term in the above expression i.e. the damping of the initial profile since $(1-\lambda(z))$ will be small and the contribution from the term $\Delta u_0$ significant only near the wall.

Thus for low values of $z/D$ if a point is to exist for which $\Delta u = 0$ it will occur where $u_0 = 1$. Therefore, in the initial development stage the number and position of the intersection points will be governed by the initial profile and the number and the location and possibly the number of the points will therefore change.

Referring to figure 1, case 1 which shows the flow development for undisturbed pipe flows it can be seen that beyond $z/D = 9$ the axial changes which occur between $0.5 \leq \eta \leq 1$ are of small magnitude, though more significant changes are still evident for $0 \leq \eta \leq 0.5$. Beyond $z/D = 34.5$ (the location of the maximum overshoot position) though profile changes are still obvious these changes are of small magnitude so that the second term will approximate to $(1-\lambda(z))\Delta u_0$.

Thus the development would then be approximated by

$$u = \lambda(z)u_0 + (1-\lambda(z))u_0$$

(2)

When this stage in the flow development is reached (and for many profiles this could be as early as $z/D = 9$) the intersection points in both number and position will coincide with the points for which $u_0 = u_0$. At this stage the locus of all intersection points will be the fully developed profile.

This to some extent, provides an explanation for the change in both position and number of the intersection points within the overall profile development. Initially the position of such points is dictated by the condition $u_0 = 1$ and subsequently by $u_0 = u_0$.

Figure 5 Locus of Intersection Points ($z/D < 10$)
Full line is 'fully developed' profile.

Figure 6 Locus of Intersection Points ($z/D > 10$)

Figures 5 and 6 show the locus of intersection points obtained from the data for the development range up to $z/D = 10$ and beyond $z/D = 10$ respectively. The good agreement obtained between the fully developed profile and the data presented with Figure 6 is obvious.

An identical relationship to equation 2 can be deduced directly from the continuity equation if it is assumed that the radial velocity can be expressed in separable form.

The continuity equation in non-dimensional form gives

$$\frac{1}{\eta} \frac{d}{d\eta} (\eta v) + \frac{2}{\eta} \frac{d}{d\eta} \left(\eta \frac{d}{d\eta} v\right) = 0$$

so that

$$u(\eta) = u_0(\eta) - \frac{2}{\eta} \left(\eta \frac{d}{d\eta} \eta \right) \frac{d}{d\eta} v$$

(3)

If $\frac{2}{\eta} (\eta v)$ can be expressed as a separable function of $\eta$ and $z$ so that

$$\frac{2}{\eta} (\eta v) = F(\eta) G(z),$$

say, then equation 3 will imply that

$$u(\eta) = u_0(\eta) + F(\eta) \left[G(z) G(\eta) \right]^{-1}$$
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where \( u(n) = u_w(n) \)

\[
u(n) - u_0(n) = \frac{G(n) - G(0)}{G_w(n) - G_0} u_w(n)
\]

so that

\[
u(n) - u_0(n) = \frac{G(n) - G(0)}{G_w(n) - G_0} = 1 - \lambda(n)
\]

thus \( u(n) = (1 - \lambda(n))u_0(n) \) \( + (1 - \lambda(n))u_w(n) \) (4)

This is simply equation 2 written in different non-dimensional form and it would thus imply that common intersection points will occur and that the locus of such points would be the fully developed profile.

Since the basis of the development of the expression is that in effect \( v \) can be expressed in separable form it is necessary to consider what restrictions will apply to the applicability of (4).

Since from equation (4)

\[
v = - \lambda'(n) \int_0^n (u_0(n) - u_w(n)) dn / \eta
\]

then \( v = 0 \) at \( \eta = 0 \) and 1 and \( v = 0 \) for all \( \eta \) at \( \zeta = \zeta_w \). However, if \( v = 0 \) at some intermediate value of \( \eta \) and \( \zeta = \zeta_w \), then for \( 3 \) to remain valid either \( v \) must be zero for all \( \eta \) at \( \zeta_k \) or \( v \) must be zero at \( \eta_k \) for all \( \zeta \).

Since one of these two conditions is satisfied the expression in 4 would no longer be valid over the whole development range.

Referring to figure 2 which shows the plots of radial velocity for the three cases we can see that at many points over the development range the condition \( v = 0 \) occurs. In some cases one of the above conditions is satisfied and in many cases neither applies. Thus it is likely that the whole profile development range can be split into sections in each of which the decay could be expressed by a modified form of 4.

From figure 2 taking case 3 as an example, the initial development range extends up to \( z/D = 4 \), a second range up to \( z/D = 8 \) and the final range from \( z/D = 10 \). Studying the corresponding time mean profiles in figure 1 the slight shift of intersection point at \( z/D = 4 \) is clear. Because the profile does not change significantly between \( z/D = 8 \) and \( z/D = 4 \) lies close to the intersection with the fully developed profile.

DISCUSSION

The assumption of a separable solution has obvious limitations and cannot be used to describe the behaviour of all flows. The best specific empirical profile descriptions (e.g. following Prandtl, Karman, Clauser, Coles) contain both a separable and a non-separable formulation (e.g. law of the wall, law of the wake).

The more general empirical functional description given here, though not universal, enables the occurrence or absence of common intersection points to be better understood.

The existence of common intersection points is demonstrated as being directly related to specific conditions on the occurrence of zero local radial time mean velocities.

The formulation is compatible with the oscillatory axial profile development noted by the authors in reference 4.

CONCLUSIONS

An empirical description of the decay of an arbitrary initial profile is suggested. This description can imply the existence of common intersection points in the profile development. At some stage within the profile development the locus of these points must be the fully developed profile.

The analysis, though empirically based, can be of direct application in the areas of profile simulation and characterization. Though no attempt is made to involve the turbulence structure the data available is of sufficient detail and quality to be of use as test cases for turbulence modelling.
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ABSTRACT

A solution procedure has been developed and applied to the prediction of the flow properties downstream of coaxial jets issuing into a confining duct with an expansion ratio of 2.81. Three turbulence models comprising a mean flow closure (two-equation model) and two Reynolds-stress models were used and the results compared with measured results obtained for two velocity ratios of 1 and 3. The main features of the flow fields are correctly predicted by the three models with the Reynolds-stress models providing better accuracy near and inside the recirculation zone. Discrepancies between measured and calculated flow properties exist, particularly in regions of more than one major component of the velocity-gradient tensor and near the axis of symmetry. The reasons for the discrepancies and the consequent value of the calculation methods are discussed.

INTRODUCTION

Recirculating turbulent flows downstream of coaxial jets, with a sudden expansion, are of relevance to many engineering applications and, in particular, to furnaces and combustion systems. The turbulent mixing which occurs in the vicinity of the shear layers between the two jets and between the outer jet and the reverse flow is the main feature of the present flow. Previous calculations of similar flows are referred to in Table 1 and make use of two-equation turbulence models which imply the local isotropy and a generalised Boussinesq effective viscosity concept. In practice, all real flows show some degree of anisotropy and the turbulent stress is usually less directly connected with the mean velocity field than is required by the notion of a turbulent viscosity. As a result, the present investigation includes solutions of transport equations for the Reynolds stresses, and allows comparison with results obtained with the two-equation model. A similar comparison, for bluff body flows, was included in the work of Pope and Whitelaw (1976) and the results appear to have been influenced by numerical effects. As a consequence, the numerical aspects of the present work are considered in some detail.

The calculations are compared with the measurements of Habib (1980) which include values of mean velocity and normal stresses for two different velocity ratios and at high Reynolds number. These results were obtained by laser-Doppler anemometry and the accuracy of the results has been extensively discussed. The flow conditions at exit from the coaxial jet were known to correspond to those of fully developed pipe and annulus flow.

The following section states the differential equations which have been solved in finite-difference form. The solution procedure is described in the third section which deals with boundary conditions and comments on the numerical accuracy and economy. The results of the calculations are then presented and the paper ends with a summary of the more important conclusions.

Differential equations

The time averaged forms of the continuity and momentum equations may be written in the form

\[ \frac{\partial u_j}{\partial x_j} = 0 \]
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was prescribed by:

\[
\epsilon_p = (c_1^{1/2} K_p)^{3/2} \frac{\delta}{y_p}
\]

and the integral of \(\epsilon\) from the wall to \(y_\infty\) which is required for the kinetic energy or the Reynolds-stress equations given by:

\[
\int \epsilon \ dy = (c_1^{1/2} K_p)^{3/2} \ln(y_e y_p) 0
\]

The values of constants used in the models are shown in Table 2. The constants of Model 1 are identical to those of Launder et al. (1972) and have been used for the prediction of recirculating flows, see for example Khalil et al. (1975). The coefficients of Models 4 and 3 are in accord with Launder et al. (1975), and have previously been applied to axisymmetric flow cases by Nact and Launder (1975) and to recirculating flow behind bluff body by Pope and Whitelaw (1976).

TABLE 2

<table>
<thead>
<tr>
<th>Constant</th>
<th>Model 1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_1)</td>
<td>0.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(c_2)</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(c_3)</td>
<td>1.22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(c_4)</td>
<td>- 0.25</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>(c_5)</td>
<td>- 0.15</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>(c_6)</td>
<td>- 2.50</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>(c_7)</td>
<td>- 0.40</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>(c_8)</td>
<td>1.44</td>
<td>1.45</td>
<td>1.45</td>
</tr>
<tr>
<td>(c_9)</td>
<td>1.92</td>
<td>1.92</td>
<td>1.92</td>
</tr>
</tbody>
</table>

In the iteration procedure, the initial values were chosen to minimize the instability in the first number of iterations, for example, specification of the mean velocity satisfied continuity throughout the solution domain. In the case of the Reynolds-stress models, the initial values were taken from the results of solutions based on the K-\(\epsilon\) model, as indicated on Fig. 1.

Convergence was assessed at the end of each iteration with a convergence factor, taken to be 0.1%, which equals the residual source of each finite difference equation normalised by the fixed flux of the relevant extensive property fed into the solution domain. Under-relaxation was used to improve convergence. It is clear from figure 1 that the number of iterations and, consequently, the computation time required by the Reynolds-stress models is larger than that of the K-\(\epsilon\) model to achieve the same convergence. The figure indicates also that the rate of decay is much larger in the case of the solution of Model 1 which is due to the lesser number of equations interconnected in the model.

With the small convergence factor noted above, the errors due to the degree of convergence are negligible. The effect of the number and location of grid nodes is more important and, when the Peclet number is large and the flow is inclined to its mesh, donor-cell differencing is used with consequent numerical diffusion. The effects are important where the mean flow component is not aligned with the grid direction and the problem has been examined, for example, by Wolfstein (1969), Gosman et al (1969) and Raitby (1976). The present number of nodes and their distribution were selected after experiments with fewer nodes and different distributions had indicated that the present arrangement led to results which are reasonably free from numerical errors. Thus, an increase in the number of grid nodes from 396 to 432 led to differences in calculated dependent variables which did not exceed 3% and the trend in values was monotonic for a number of nodes greater than 256. Grid-dependent tests made with (18 x 14) and (30 x 22) nodes and (24 x 18) grid used for subsequent results, are shown in Figs. 2 and 3 and were obtained with the two-equation model. The calculated values are of the mean axial velocity and the kinetic energy of turbulence along the centre-line and at the radial profile of \(x/D = 0.616\) and suggest that the numerical accuracy is reasonable even with a 18 x 14 grid. Since the numerical diffusion is likely to be greatest in the same locations where the turbulence control is greatest, it is nearly impossible to provide a more definitive statement.

The finite-difference equations were solved iteratively by a TEACH Fortran program on a CDC 6600 digital computer. The calculation time to convergence is shown on Table 3 for each model; the increase in time in the Reynolds stress models, 2 and 3, is due to the solution of eight dependent variables rather than for five. The storage requirements by the two-equation model was 0.73 of that required by the Reynolds-stress models.

TABLE 3

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Iterations</th>
<th>Total Time</th>
<th>Time per Iteration per grid node</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>277</td>
<td>198</td>
<td>0.0017</td>
</tr>
<tr>
<td>2</td>
<td>299</td>
<td>373</td>
<td>0.0028</td>
</tr>
<tr>
<td>3</td>
<td>333</td>
<td>422</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

Results

The calculations are presented for two velocity ratios, the ratio of the annulus maximum velocity to the maximum pipe velocity, \(U_a/U\), of 2 and unity. The axial distributions of the axial mean velocity, normalised by the mean velocity value on the axis at the exit plane of the coaxial jets, are compared with measurements on Fig. 4. The calculated centre-line velocity distribution is in reasonable accord with the measurements except in the region immediately downstream of the exit in the case of the higher velocity ratio where the velocity is underpredicted especially with models 2 and 3. However, this is due at around \(x/D_a = 4.0\) (do is the annulus outer diameter), and again for the higher velocity ratio, the mean velocity maximum is underpredicted by about 15%.
The discrepancy in the calculations by Model 1 has been attributed (see Habib and Whitelaw, 1979) to the incorrect representation of the turbulent diffusion process as a result of the isotropic-viscosity hypothesis and Fig. 4 shows that the same discrepancy occurs with the Reynolds-stress models. This suggests that the predicted mixing is lower since the increase in the mean velocity along the centre-line in the case of the higher velocity ratio is attributed to the diffusion of the flow of the outer jet towards the centre-line. The magnitude of the discrepancy attributable to numerical accuracy can be deduced from figures 2 and 3, and is small compared to that associated with the turbulence models.

Fig. 5 represents the normalised variance of the axial velocity fluctuations along the centre-line and is underpredicted by all models, with the Reynolds-stress approach giving better accuracy in most regions. The agreement improves in the downstream region where discrepancies are less than 10% at $x/D = 4.0$. The normal stress distributions predicted by the two Reynolds-stress models are nearly the same and are not affected by the difference in the form of the redistribution terms. Comparison of measured and calculated values of the kinetic energy of turbulence show similar trends.

The distributions of the normalised rate of dissipation along the centre-line are presented on Fig. 6 together with values deduced from the measured dissipation. The rate of dissipation is overpredicted by the three models with the Reynolds-stress models giving smaller discrepancies. These results are consistent with those of Fig. 4 and the overprediction in the values of the rate of dissipation may explain the underestimated values of $K$ along the centre-line. The overprediction of $c$ and underprediction of $K$ near the centre-line are expected to decrease the transport in the momentum equation by diffusion processes through the decrease in the effective viscosity, $\nu_e = (\nu + c)K/c$, as shown from the relation $u' = \rho c K/c$, in model 1 and through the decrease in the level of the normal stresses in models 2 and 3. This explains the underpredicted mixing shown by Fig. 4 and discussed above. Fig. 6 also indicates that the inlet distribution of length scale has a large effect on the $c$-distribution in the upstream region where the diffusion terms have a large effect in the momentum equations; it has no significant effect in the downstream region where the diffusion effects are small.

Figs. 7 and 8 present the radial profiles of the calculated and measured flow properties at $x/D$ of 0.016 and shows that the two Reynolds-stress models give nearly the same distribution for both the two velocity ratios. It can be concluded that the difference in the forms of the redistribution terms has little effect on the mean velocity distribution along the radius. The results of the Reynolds-stress models are more precise for unity velocity ratio and show better agreement than in the case of the higher velocity ratio. The $Kc$ model predicts the velocity maximum in the $3:1$ velocity ratio case more accurately but shows greater discrepancies in the region of rapid velocity decay, $0.4 < y/R < 0.6$. The width of the recirculation region is underestimated by the three models with the Reynolds-stress models giving slightly smaller discrepancies and better representation of the mean velocity near the wall.

The calculations of normal stress indicated that the Reynolds-stress models were preferable but still led to significant underprediction in the region of $r/R$ less than 0.3. Pope and Whitelaw (1976) observed similar discrepancies in their calculations for the near-wake flows near the axis of symmetry. The reason may be the gradient assumption embodied in the Boussinesq equation in the two equation model or in the diffusion terms in the Reynolds stress models which break down near the axis of symmetry. The profiles of shear stress showed that the changes in the sign are correctly represented and that no one model can be identified as a clear improvement over any other in the upstream region. At $x/D = 6.7$, the two stress models provide results which are more than 50% larger than those of the $Kc$ model and are in good agreement with the measurements.

**Discussion**

The results show that the mean velocity can be represented by the three models with the maxima along the centre-line and radius underpredicted by around 20%. The discrepancies may be attributed to the underprediction of the turbulent diffusion and this is confirmed by the underestimation of normal and shear stresses and their gradients, particularly near the centre-line.

In the case of the $Kc$ model, the effective viscosity formulation implies that the principal axes of the Reynolds stress tensor are parallel to the principal axes of the strain rate tensor so that any change in the strain rate affects the stresses. This instantaneous change of the Reynolds stresses with the strain rates is not supported by the experimental observations because the Reynolds stresses, due to the vorticity fluctuations, require time to exist. Near the centre-line, the effective viscosity formulation is. The isotropic-viscosity formulation can, therefore, be expected to lead to errors particularly in regions of high velocity gradients, i.e. regions of high rate of strain.

The calculations of the Reynolds stress formulations of the Reynolds-stress models 2 and 3 may be attributed to the incorrect representation of the diffusive mechanism. Ribiero (1976) suggested that the diffusive mechanism is associated with the larger scales of the motion and can not be represented by second order closures. This is particularly true in regions of high velocity gradients where the local turbulent field is strongly asymmetric and, therefore, the third order correlations play an important role on the transport of the Reynolds stresses. These correlations have been expressed in terms of second order terms and their gradients.

The rate of dissipation of the kinetic energy of turbulence is overpredicted by the three models and is attributed to the strong link between $c$ and the mean flow field incorporated in the models and represented by the term $G/K$. Dissipation occurs in the finest scales of motion and these do not reflect the local mean strain field. This connection tends to increase the local level of $\epsilon$ and consequently decreases the level of the kinetic energy of turbulence. The replacement of $G$ by $\gamma\alpha A$ (A being the anisotropy of stresses defined as $\langle u'\lambda^2 V^2 \rangle = \frac{1}{3} \langle |\lambda| \rangle^2 K/K^2$, Zaman and Lumley (1979), seems physically better but does not work well in practice (Launder and Whitelaw, 1977).
The form of the dissipation equation was also criti-
cised by Bradshaw (1973) and Pope and Whitelaw
(1976) particularly in relation to flows with stream-
l ine curvature.

In complex flows, where there is more than one
major component of the velocity gradient tensor,
extra strain rates are added to the generation
terms. Bradshaw (1973) suggested that the Reynolds
strains change by amounts which are much larger
than the direct effect of these strains and that
mither of the effective viscosity model nor the
Reynolds stress models represent these changes
correctly. In the case of $K-
u$ model, the changes
in the shear stresses are directly related to the
strain rates through a factor $(\beta \mu_0 (\partial U/\partial y + \epsilon)$
where $\epsilon$ represents any other strain rather than
$\partial U/\partial y$ which is very small with respect to ex-
perimental evidence which suggests $(\beta \mu_0 (\partial U/\partial y + \epsilon)$,
with a of order 10, see Bradshaw (1975). In the
case of the Reynolds stress models, changes of a
similar order may also be required in destruction,
redistribution and turbulent diffusion terms. This
can be achieved in the present models by replacing
constants with functions of a parameter which can
represent streamline curvature, for example a
Richardson number.

It may be noted here that the effect of the
extra strain rates is especially important in the
regions of $\partial U/\partial y = 0$, near the axis for example.
These effects contribute to the underprediction of
the Reynolds stresses near the centre-line and it
may be anticipated that these effects are of
greater importance with the higher velocity ratio.
This is consistent with the better agreement
between the calculations and experimental results
in the case of unity velocity ratio.

Recent attempts to modify the dissipation
equation to better represent flows with streamline
curvature have been reported. Morse (1979), for
example, found it necessary to make the dissipation
equation constant $c_\nu$ a function of the Richardson
number to increase the rate of spread in his free-
swirling flows. A modification of the dissipation
equation was also made by Rodi (1979) in which one
of the empirical constants in the equation is made
a function of the flux Richardson number based on
the extra production of the lateral fluctuations of
$\partial U/\partial y$. Such modifications were shown to be useful in
the predictions of swirling jets (Rodi, 1979) and,
although so far considered only in the context of
boundary-layer flows, are likely to decrease the
discrepancies between measurements and predictions
for flows with recirculation.

Concluding Remarks

The solution procedure has been applied to the
prediction of the flow properties of the confined
double coaxial jet for two different velocity ratios and the results compared with corresponding experimental data. The agreement between experi-
mental data and predicted results of the three
models are varied according to the flow conditions and, for example, the mean velocity distribution near and inside the recirculation zone was better predicted by the Reynolds-stress models than the
eddy-viscosity model. Significant discrepancies
exist and the size of the recirculation zone
was underpredicted by the three models with the
Reynolds-stress models giving lower discrepancy. The
normal stress was underestimated by the three models
particularly near the centre-line and the rate of
dissipation overestimated. The discrepancies are
associated with streamline curvature and appropriate
modifications to the Reynolds stress equations and
the equation for the rate of dissipation are required.
In the first instance, the application of a Richardson
correlation for $c_\nu$, as proposed by Rodi (1979),
should be evaluated but to need for additional chan-
ges can be anticipated for the strong streamline cur-
vatures associated with separated flows.
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Fig. 1 The Convergence of the Solution Procedure

--- Model 1; ---- Model 2; --- Model 3

Fig. 2 Effect of Grid Size on the Mean Velocity Values Along the Radius (X/D = 0.616)
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Fig. 3  Effect of Grid Size on the Values of the Kinetic Energy of Turbulence Along the Radius (X/D = 0.616; U/U = 3) Notation as in Fig. 2

Fig. 4  Axial Distribution of Axial Mean Velocity U, measurements, U/U = 3.0; measurements, U/U = 1.0; calculations, Model 1; calculations, Model 2; calculations, Model 3

Fig. 5  Axial Distribuions of Axial Normal Stress; Notation as in Fig. 4.

Fig. 6  Axial Distributions of the Dissipation Rate of the Kinetic Energy of Turbulence:
(i) ε = 0.01 U; (ii) ε = 0.04 U_p;
(iii) ε = U/ε. Otherwise as in Fig. 4

Fig. 7  Radial Profiles of Axial Mean Velocity (X/D = 0.616, U/U = 3.0); Notation as in Fig. 4.

Fig. 8  Radial Profiles of Axial Mean Velocity (X/D = 0.616, U/U = 1.0); Notation as in Fig. 4.
EXPERIMENTAL AND NUMERICAL STUDIES
OF THE TURBULENT SHEAR FLOW IN A PIPE
WITH A WEAKLY WAVY WALL.
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ABSTRACT

The complex turbulent flow in a pipe with a weakly wavy wall is studied. Experiments include measurements of mean flow and turbulent quantities in the air and visualizations in water. The flow characteristics proved to be very different from those observed in a usual straight pipe. Moreover an unstationary reverse flow behind every crest has been found. Numerical predictions based on the low-Reynolds k-ε model are performed in order to test usual closure hypothesis in a complex flow. The comparisons with the experimental measurements have shown that such a simple turbulence model gives qualitative agreement in several aspects but discrepancies remain on the turbulence quantities that are attributed to the complex character of the flow.

NOMENCLATURE

k............. kinetic energy of turbulence
p.............. pressure
r.............. radial coordinate
R(x)........... local radius at abscissa x
R_H........... mean radius of the pipe (arithmetic mean between maximum and minimum radius)
R_H*........ Reynolds number R_H* = 2u_R_H/u
u............. mean longitudinal velocity
̅u............. bulk velocity
v............. radial component of velocity
x.............. longitudinal coordinate
y............. distance from wall
y*............ normalized distance from wall y u_H*/v
ν............. cinematic viscosity
D............. density
τ(x)........... wall shear stress at abscissa x
τ_H......... wall shear stress in a straight pipe of radius R_H at the same experimental Reynolds number.

INTRODUCTION

Our aim is to present a study of the turbulent shear flow in a pipe with a weakly wavy wall (fig 1). Several approaches have been used together: an experimental study including measurements in an air flow and some visualizations in water, and a numerical prediction using a classical model of turbulence. Such a flow is a complex one, indeed near the wall curvature effects, acceleration and deceleration effects due to section variation are important. In fact the flow characteristics are very different from those obtained in a usual turbulent pipe flow /1/. Besides, the experiments have shown the occurrence of an unstationary reverse flow downstream every crest. We can note that in the literature only few experimental studies are available on this subject; we mention for instance the work of S.T. Hsu and J.F. Kennedy /2/.

Several numerical predictions of the laminar or turbulent flow above irregular boundaries of various shapes have been made these last years including mainly studies above solid or moving waves /3/, /4/ and constricted pipes /5/, /6/.

Present numerical computation of this flow has been made using the k-ε model of W.P. Jones and B.E. Launder /7/. These calculations of such a complex flow are useful for testing usual turbulence closure hypothesis and for discussing their ability to predict the flow characteristics. Before presentation of the results we first give a brief description of experimental dispositive and conditions for the measurements in the air and for the visualizations in water. We give also the main informations concerning the numerical treatment.

EXPERIMENTAL SET-UP AND PROCEDURES

Pipe characteristics

Mean diameter 2R_H = 38.89 mm, total length : 450 mm, wave length of undulation : λ = 55 mm, amplitude : 3 mm, number of undulations : 8. The
shape of the wall undulation are discarded on figure 1.

**Instrumentation**

The pressure has been measured by a classical static probe connected to a water micromanometer, that allows to distinguish 0.02 mm pressure differences.

Longitudinal mean velocity profiles have been measured with hot wire anemometer, from axis to the viscous sublayer. In all cases the wall distance is determined with 0.01 mm accuracy. The wall shear stress evolution has been obtained from the slope of velocity profiles at the wall. A special correction procedure, based on a probe calibration in a turbulent pipe flow for every distance close to the wall (y+1, 30), has been used to take into account near wall effects /8/.

The variances and covariances \( (u'^2, v'^2, w'^2, u'v') \) have been obtained from single wire and x-wire probe. Moreover to define the unstationary reverse flow region (fig. 2), we use a special probe sketched below:

As it can be seen on this sketch if an instantaneous reverse flow happen, we can detect a temperature wake on the upwind cold wire.

**Visualization**

A similar model to the one for experimental study in the air has been built in plexiglas. A dye of same density than water is injected at different positions of the wall. The flow is driven by gravity. Instantaneous pictures have been taken (fig.4).

**Experimental conditions**

The Reynolds numbers based on the bulk velocity \( U \) and the mean diameter \( D_u = 2D \) are 30 000 and 115 000 for experiments in the air flow and numerical predictions and only 30 000 for visualizations.

**Numerical treatment**

The numerical treatment /9/ has been developed within the framework of the classical k-\( \epsilon \) model of W.P. Jones and B.E. Launder /7/ with low Reynolds number modifications.

**Geometric description of the flow**

The main difficulty stems from the undulated shape of the wall : a curvilinear grid (fig.3) is well suited to describe the wavy boundary. The coordinate transformation has been defined by conformal mapping. The shape of the wall boundary has been approximated within a precision of about 0.2 per cent of the pipe radius, that is about 1.5 per cent of the wave amplitude.

Within undulation, the grid presents 22 points in the x direction, 40 points on the radial direction. This latter distribution has been refined in the wall region (half of the points are within the zone \( y^+ < 30 \)), the ratio between two successive steps remaining constant.

**Numerical method**

The set of partial differential equations governing the flow together with those for turbulence kinetic energy and dissipation rate has been transformed to be formulated in a curvilinear frame of reference. The finite difference counterpart of these equations is derived in the transformed plane using the micro-integral approach. This finite difference scheme embodies upwind-differencing for the approximation of convection terms. Shifted grids are used to calculate \( \overline{u} \) and \( \overline{v} \) mean velocity components. The solution algorithm is developed on the basis of the calculation procedure of W.M. Pun and B.B. Spalding /10/ for recirculating elliptic flows. The discretized equations, written in a linearized form are solved by iterations using a line-by-line procedure. Solution for all variables on a cross-stream section is performed before advancing the sweep (NEAT method). Conservation continuity is enforced by solving a pressure correction equation but is also preceded by a strip-wise adjustment of overall continuity with consequent pressure changes over the remainder of the field.

This overall correction has been adapted to curvilinear geometry. Due to the nonlinearity and the coupling of the equations, a combination of under-relaxation and linearisation of source terms is necessary to ensure convergence of the overall procedure. Convergence is controlled through residual sources calculation and evolution of variables at preselected modes.

**Experimental and numerical results**

The pressure and velocity fields have been measured between the 4th and the 5th crests to avoid the entry effect and exit effect.

Numerical calculations have been carried from the entry section down to the 4th crest, undulation after undulation. The entry conditions at the inlet of the first undulation have been obtained from the steady solution in a straight pipe. The inflow conditions in the calculation domain correspond to the values obtained at the exit of the previous undulation. The outflow conditions imposed at a crest
location, where no recirculation happen, assume that the second derivative of each function falls locally to zero. This means the continuity of the variations of the flow quantities.

**Pressure field**

The evolution of radial distribution of pressure is presented in fig. 5. We find that the maximum of pressure occurs near the wall at the section 3 and the minimum at the crest. This is in accordance withPrevord's and accelerated flow respectively. The pressure gradient vanishes near section 2 (fig. 1). The localization of the inflexion point of the wavy wall is midway between sections 1 and 2 (fig. 1). The evolution of the pressure for Reynolds number 30 000 is delayed compared to the curvature variations of the wall. This point will be discussed later.

**Mean velocity field**

Fig. 6 and 7 gives the experimental and numerical profiles for the different sections. We note that, due to the presence of undulations, a zone of dynamic equilibrium does not exist as it would be the case for the turbulent flow in a straight pipe. However some discrepancies appears between experimental and numerical values, though the shape of the different profiles at the respective sections is qualitatively the same. Of course, we have verified that the calculated mean velocity profile using the k-c model in a straight pipe is in good agreement with the universal log. law. Thus, the previous discrepancies come from the complex character of the flow with the presence of undulations. We remark also that the use of a calculation grid in expansion from wall to axis diminishes the precision of results near the center of the pipe, but our computer limitations precluded much finer resolution.

**Turbulent kinetic energy**

The turbulent kinetic energy (fig. 10) is always higher than in a straight pipe. The experimental determination of normal stresses has shown that the high values of k were mainly due to an increase of \( u^2 \) component compared to the straight pipe result /1/ and attribution to classical turbulent interaction mechanisms.

Numerical results in figure 10 suggest that a peak of energy begins to grow near the wall in the zone of reverse flow and is progressively absorbed by neighbouring regions.

The evolution of the stress is presented in figure 11. The most important difference between experimental and numerical results appears on these terms. In particular the negative values have been calculated near the crest section. It seems that this is a consequence of relatively high values of the term \( \nabla \times \tau \) which appears in the expression of the Reynolds stress tensor (if \( i \neq j \):
\[
\tau_{ij} = (2\sigma_i + \tau_{ij})/\nabla \times \tau
\]
cartesian system using turbulent eddy viscosity concept. This point seem to be a limitation to the applicability of the k-c model to predict a flow with curvature effect.

**Conclusions**

Results presented in the above sections have shown that the flow in a wavy pipe presents many basic differences compared to classical turbulent pipe flow. In addition to the curvature effects, the existence of an unsteady reverse flow region, which is depending on Reynolds number, affects pressure and velocity fields along an undulation, thus adding new complexities. Comparisons between experimental results and numerical predictions have shown that a qualitative agreement is obtained in the description of mean flow. This agreement is rather better at the higher Reynolds number. However, several discrepancies remain attributed to a basic limitation of the simple k-c closure applied in such a complex flow. In order to take into account curvature effects on turbulence it seems suitable to refine the model by including correction factors in the way proposed by P. Bradshaw /11/. In the long, Reynolds stress closures may probably be useful in such a case, but if they are potentially more general their precise formulation demands a more complete knowledge of turbulent interaction mechanisms in presence of curvature.
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FIGURES

Fig.1: Shape of a Wave.

Fig.2: Regions of continuous reverse flow

Fig.3: Computational grid (near wall)
Fig 4 Instantaneous picture of reverse flow.

Fig 5 Radial distribution of Pressure

Fig 6 Mean velocity profiles, $R_H = 30000$, Universal profile

Fig 7 Mean velocity profiles, $R_H = 115000$, Universal profile

Fig 8 Stream function contours, $(n+1)\lambda$

Fig 9 Wall shear stress evolution, $(n+1)\lambda$
Fig. 10 Turbulent kinetic energy profiles
measured \( \bar{K}/U_{m}^2 \) = 30000 calculated \( \bar{K}/U_{m}^2 \) = 30000
Laufer \( \bar{K}/U_{m}^2 \) = 40000

Fig. 11 Reynolds shear stress profiles
measured \( \bar{\tau}/U_{m} \) = 30000 calculated \( \bar{\tau}/U_{m} \) = 30000
SESSION 6 - JETS AND WAKES
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ABSTRACT

Attention is focused on a complex turbulent flow formed by merging of two two-dimensional far turbulent wakes. Slight heating of only one of the original single wakes provided the temperature trace for a conditional sampling investigation of the interaction process. A special four wire probe and signal processing enabled measurements of extensive number of correlations of predictive and physical interest. Among significant findings are: increased spread of heat (temperature), enhanced lateral movement of large eddies despite decreasing turbulence intensity in the merging region, increased intermittency of the thermal interface, increased turbulence intensity when eddies originating from a single wake cross the adjacent wake.

INTRODUCTION

Methods of predicting turbulent flows have made remarkable progress during the last decade thanks to the efforts of a number of scientists and advances in available computational power. Additional closure equations have been conceived requiring more detailed information or modeling of third order correlations. The most attention is still focused on about a dozen so-called basic turbulent flows. The reason for this interest perhaps being that almost all of the basic flows exhibit features unique enough to frustrate efforts to devise a prediction method of acceptable universality at this time. However most flows of engineering interest are "complex" turbulent flows which represent interactions of two or more "basic" turbulent flows. It is safe to assume that complex turbulent flows are likely to possess some "new peculiarities." Accordingly, by redirecting some of the fundamental experimental and predictive research to complex flows gains will be made in the knowledge of turbulence.

The present study represents such an attempt. The complex wake was formed by merging the far fields of two equal cylinder wakes. One cylinder was slightly heated so that the temperature could be used as a tracer and in conjunction with the conditional sampling technique provide detailed insight into the intriguing merging process. Since the single (basic) wake was studied in parallel (2) "reference" was available to judge interacting influence of the second wake. Probe and method developed by Fabris (3), capable of providing accurate instantaneous $u, v, w, \theta$, and at a point, was essential to the quality and completeness of data obtained in this study.

It is encouraging to notice that some predictors have recently made serious attempts (4,5) to use available conditional sampling data in theoretical analysis. These new methods use the intermittency function as one of the variables.

This paper covers conditional mean flow characteristics and second order correlation at downstream location $X/D = 400$. Interested readers can find data on the third order correlations, statistics of turbulence, including time derivatives at $X/D = 200$. Reference 6 and 7. Information in the vicinity of the instantaneous thermal interface is also presented.

EQUIPMENT OF THE COMPLEX WAKE

Mutual lateral spacing of two cylinders of $b_y/D = 8$ was chosen so that the two single "basic" wakes were formed undistorted. This spacing should produce no noticeable coupling of the vortex shedding phenomena (8), (9), (10), (11). The aim was to study merger of their far fields. Downstream development of the velocity defect of the complex wake shown on Figure 1 indicates no interaction at $X/D = 25$. At that location, von Karman vortex streets have already practically disintegrated (12). At $X/D = 50$, the defect at the centerline (of the interaction region) is only eight percent of the local maximum defect indicating weak interaction of zones of low turbulent intensity. At $Z/D = 400$ the overall complex wake defect profile begins to resemble the defect of a single wake. There is a rather wide region of weak shear $u'v'$ in the merging region of intriguing portent to the turbulence structure and production. $X/D = 200$ and 400 locations were chosen for a detailed conditional sampling study of the turbulent structure of the complex wake. However due to limited space only information at $X/D = 400$ will be presented here.

Figure 1 suggests that at two locations chosen there is a rather rapid transition from two single equilibrium wakes to a complex "transient" wake on a course of further transfiguration to a new wider single self-preserving wake. With this in mind, we shall embark into presenting a few conditional insights into the merging process. (Normalizing factors are: $R' = 6.46 \text{ m/s}, U' = 0.4277 \text{C and D} = 6.2486 \text{ mm}$).
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ON CONDITIONAL DISCRIMINATION CRITERIA

A number of criteria has been proposed to distinguish between potential and turbulent fluid on instantaneous basis. Originally different combinations of time derivatives of the streamwise velocity were used (13). There is no guarantee that this kind of discrimination truly detects the correct location of turbulent/potential interface. Comparing traces of generated intermittency function and the velocity provides some subjective judgment. Any passive scalar, such as low level incrementation of magnitude faster in turbulent than in potential flow where diffusion is by conduction only. Accordingly it seems apparent that for flow with at least some positive production of turbulence where potentially entrained by turbulent flow the thermal interface will coincide with potential/turbulent interface. There were several publications recently concerning discrimination based on temperature and velocity criteria. Generally it was found that some increased temperature fluid extends into zones called "potential" based on velocity discrimination. The question is: which criteria to trust? Of course, the definition of turbulent fluid is that it possesses vorticity. One would have to compare the three-dimensional instantaneous velocity vector (practically impossible to measure) with the temperature signal. Even if that could be done, the vorticity vector would show short regions of zero vorticity within "the fully turbulent" flow (internal intermittency factor) up on this assertion the author reasonable to accept that the temperature front coincides to an acceptable degree with the turbulent/potential interface. It appears the most natural to apply a small temperature threshold to detect the thermal front. However, difficulties have been reported (14) such as pronounced variations of computed intermittency factor and bursting rate with the level of the threshold. It was found necessary to introduce a time delay to bridge over "bursts" probably caused by electronic noise and extraneous undulations in the temperature signal. Objections were raised (15) against bridging over short cold spots since a number of them may represent potential (potentially entrained by turbulent fluid) mixed with cold fluid. During this study the threshold level and the hold time were changed systematically. However, no appreciable effect on the intermittency factor and the bursting rate was noticed. It is believed that achieved quality of the temperature signal was the best. Namely the signal to noise ratio was about thirty times higher than had been obtained with standard hotwire equipment. Examination of the instantaneous temperature trace revealed that within turbulent fluid there were indeed many tongues of colder fluid; however, their temperature was still comfortably above the threshold level. If the temperature went below the threshold then it "stayed" there for a time interval longer than a reasonable hold time.

INTERMITTENCY RESULTS

Since only the lower cylinder was heated, the thermal front was bounded to the lower side of the complex wake. At the upper side the thermal front was within fully turbulent fluid which provided the opportunity to investigate some subtle characteristics of interaction between turbulent flows. Appropriately the intermittency function was defined as being one in heated, and zero in unheated fluid. This renders results at the lower side of the complex wake, quite similar to those in the single wake (2). In such a way we will be able to infer effects of the second turbulent wake just by comparing results at the upper and lower sides of the thermal part of the complex wake. In a few cases results in the single basic wake will be provided for better contrast.

Intermittency Factor

Figure 2 compares the intermittency factors for the single and the merging wake. Apparently on the lower side results are very similar, as was expected. At the upper side, additional turbulence enhances mixing or the entrainment into the "thermal wake" process, contributing to its more extensive upward spreading. This upward shift is especially pronounced for the intermittency factor suggesting strong lateral penetrations of crests or top portions of the heated turbulent bulges. Plot in the probability coordinates is not provided here, but Figure 2 suggests that approximate Gaussian distribution of γ is retained.

Bursting Rate

Bursting frequency on Figure 3 indicates virtually the same number of heated turbulent bulges in the merging and the single wake. However at X/D = 400 the peak number of heated bulges in the merging wake is about 20 percent higher. Only two to four percent of this increase can be attributed to higher convection velocity. It suggests that the turbulent to turbulent fluid entrainment is preferential in this case or occurs in such a way that not only lateral undulations of the thermal interface increase but it also becomes more corrugated.

Distribution of the Intermittent Heated and Cold Fluid

Statistical properties of heated and cold fluid intermittent time intervals were computed. "Complete cycle" intervals were defined as the time elapsed between passage of the backs of two consecutive heated bulges. Figures 4 and 5 display the average durations and its standard deviations of the intermittent time intervals. General trends are as expected with the "full" intervals being the shortest approximatively at γ = 0.5 location. In the interacting region the minimum is 10.5, while at the lower side it is 15.

MEAN FLOW CHARACTERISTICS

Streamwise Velocity

Conditional streamwise velocity defect is given on Figure 6. At the lower side, characteristics are similar to those of the single wake as described elsewhere (2). At the upper side, heated fluid moves significantly more slowly than average flow as compared to results at the lower side even though the lateral mean velocity gradients are the same. The answer should be looked for in faster lateral movements at the upper side (as explained next), or that the upward erupting heated fluid has to cross wider velocity defect region. Regarding the unheated zones, tendencies are reversed. Namely, potential zones (at the lower side) moves considerably faster than the conventional average. It is easy to find the reason in this case by noticing that at Y/D = 3 the cold fluid is fully turbulent. "Promonts" of heated zones move faster than "backs" at both sides of the wake.
An attempt was made to check the superposition method (16,17). However, superimposing the velocity defects of two single wakes resulted in an overestimate of the defect of the merging wake especially at its centerline. It appears that the superposition method could provide acceptable approximation only in the far quasi-similar fully merged wake as proposed by its originators.

Lateral Velocity

Conditional lateral velocity are given on Figure 7. Comparison of the heated and unheated conditional zone velocities at the upper side with those in the single wake (2) leads to the striking realization that the interaction of two wakes caused the lateral movement to be two to three times faster. It appears that counter rotating eddies of two merging wakes enhance each others lateral motion (most of it being in the region of negligible $\delta U/\delta y$ and diminished production of turbulent energy). This is contrary to the hypothesis (16) that turbulent bulges from the two separate wakes "collide" and bring the lateral velocity to zero. Figure 8 illustrates the mechanism of enhanced mixing. It had been observed (18) that a heated interface in a uniform turbulent flow spread faster than if the unheated co-flowing region were present. Now the large-scale motion adds still another factor.

Experimental and predictive analysis of mixing multiple jets in a duct (19) indicated the interesting and puzzling phenomenon of increased decay rate of jets in the overlapping region. It was necessary to increase the eddy viscosity in order to get a good prediction in the overlapping region. It is believed that Figure 7, i.e. enhanced lateral movements, reveals the underlying physics behind it.

FLUCTUATING VELOCITIES - MEAN SQUARES

The Streamwise Fluctuations

The conditional squared streamwise velocity fluctuations are given on Figure 8. The conventional profile has a deep trough in the center, and its maxima are somewhat lower than for the single wake (2) and, again correspond to the region of maximum mean strain rate (see Figure 6). It is most significant that the conventional $U^2$ distribution is symmetrical to the accuracy of the measurements. Thus, the differential heating indeed had negligible effect on the dynamics turbulence field. In addition, the measurement technique had fully eliminated cross-contamination of signals. The cold-zone average profiles differ almost the same level as the conventional average. However, it exceeds the conventional average far where the cold-zone defect $U_d$ had shifted inward with respect to the conventional $\bar{U}$ average on Figure 6. Figure 6 discloses how the heat zone defect curve is displaced outwards: the warm lumps have been slowed down (streamwise) in penetration of the cold upper wake.

The Spanwise Fluctuations

Figure 9 displays the variation of conditional $U^2$ that is again symmetrical. The most interesting feature in the interacting region are high $\overline{R}$-averages in both directions (cold fluid penetrating close to the centerplane and in the warm fluid at the upper edge). In the cold $U^2$ averages thus differ from the $U^2$ averages near the centerplane. The outward shift of the maximum of the fluctuations in the warm lumps follows the shift of the corresponding averages of $\overline{U_d^2}$ and $\overline{U^2}$.

The Lateral Fluctuations

Figure 10 shows that the unheated turbulent fluid intermediately maintains the turbulent shear stress of spanwise fluctuations. This would indicate that large counterrotating interacting eddies are primarily two-dimensional, enhancing each other's lateral movement but not the spanwise movement. The heated bulges again exhibits a high level of fluctuation at the wake's periphery. However, the warm peaks are displaced outward less than for the $\overline{U^2}$ and $\overline{U^2}$ cases, a behavior which would be consistent with an increased degree of two-dimensionality of the thermal front interface. Namely, detailed information on basic two-dimensional turbulent flows (instantaneous $\omega$ trace (2), or smoke visualized mushroom-like formations) (20) suggests (21) the existence of eddies possessing strong streamwise vorticity out of phase "direction" with the mean fluid vorticity. Figure 10 seems to suggest that these eddies of high $\overline{U}$ have diminished lateral penetration ability once they encounter another turbulent fluid.

UV CORRELATION

This is the most important second-order correlation called they Reynolds shear stress. Multiplied by it represents the turbulent shear stress in the momentum equation. Its product with the mean shear $\overline{U} \overline{V}$ is the rate of production of turbulent kinetic energy (that is fed solely to $\overline{U^2}$ fluctuations). Its own production rate is $-\overline{U^2} \overline{V^2}$. The Reynolds stress are given in Figure 11. The conventional average exhibits a wide region of small values near the wake center. The stress changes sign three times times as if it were following the mean velocity gradient even in this region of interaction between opposite vorticities and stresses of the component wakes. In the upper part of the wake, the Reynolds stress of the cold zones follows the conventional average but remains more negative as the wake center is approached. $\overline{U}$'s bifurcation apparently reflect the bifurcation of the corresponding defect curve (and their slopes) in Figure 6. The higher peaks in the heated bulges and their outward shift resemble that in the $\overline{U^2}$ case and was previously discussed. Because the "production" depends on the product of $\overline{U^2}$ and $\overline{U^2}$, the outward shift of these two characteristics for the heated zones in Figure 9 and 6 is relevant.

Correlation $U_V$ shown on Figure 12 represents rates of lateral transport of the momentum defect. It is clear that in the upper part of the heated and unheated bulges transfer much more momentum defect on a conditional basis than on the lower side (which resembles the single wake).
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Figure 1. Mean Velocity Defect of the Complex Wake

Figure 2. Intermittency Factor

Figure 3. Bursting Rate

Figure 4. Durations of the Intermittency Intervals; X/D = 400
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Figure 8. Conditional Streamwise Fluctuations; $X/D = 400$

Figure 9. Conditional Lateral Fluctuations; $X/D = 400$

Figure 10. Conditional Spanwise Fluctuations; $X/D = 400$

Figure 11. Reynolds Stress; $X/D = 400$

Figure 12. $\overline{U_d V}$ Correlations; $X/D = 400$
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ABSTRACT

Measurements of velocity fluctuations with a triple hot-wire probe are presented for a jet in a cross flow situation at various ratios of the jet to cross flow velocity. Profiles of the three mean-velocity components, the six normal and shear stresses and higher order moments were obtained at different spanwise positions and several down stream stations. It was found that almost all terms involved in the turbulent kinetic energy or shear stress transport equations are of significance. In the lower blowing case most of the Reynolds stresses reach their maximum value after the bending over of the jet fluid streamlines, where the entrainment of cross stream fluid is expected to be high. The presence of two bound vortices which enhance entrainment has also been found in the lower blowing case. The normal spreading rate of the jet in the near field was equal to that of a round jet in a stagnant surrounding while at the far field a gradual reduction occurs to the zero pressure gradient boundary layer. The lateral spreading rate was found to be like that of a plane shear layer and remains constant at all the investigated stations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>$V_j/U_e$, jet to cross-flow velocity ratio</td>
</tr>
<tr>
<td>$U, V, W$</td>
<td>instantaneous velocity components, in $x, y, z$ direction respectively</td>
</tr>
<tr>
<td>$\bar{U}, \bar{V}, \bar{W}$</td>
<td>mean velocity components</td>
</tr>
<tr>
<td>$u, v, w$</td>
<td>fluctuating velocity components</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>coordinates (see fig. 1), streamwise, normal and lateral respectively</td>
</tr>
<tr>
<td>$\Omega_x, \Omega_y, \Omega_z$</td>
<td>vorticity components in $x, y, z$ directions respectively</td>
</tr>
<tr>
<td>$\varphi, \theta$</td>
<td>pitch, yaw angles</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e$</td>
<td>cross-flow at infinity</td>
</tr>
<tr>
<td>$j$</td>
<td>jet-flow at infinity</td>
</tr>
</tbody>
</table>

INTRODUCTION

Numerous experimental and analytical studies of the jet in a cross flow problem are available in the literature due to the relevance which this geometry has in a variety of engineering applications. Depending on the jet-to-cross stream velocity ratio, examples of this flow can be found in turbomachinery, internal flows, aircraft aerodynamics and environmental flows such as plume dispersals and pipe discharges into rivers. Few of these studies, however, include reliable measurements of turbulence quantities throughout the flow. Exceptions to this include investigations by Crobb [4] and Crobb, Durao and Whitelaw [5] who reported data for a relatively high jet to cross flow velocity ratios ($R = 2.3$ and $1.15$). Also some of the basic features associated with larger $R$ values as motivated by the VTOL applications have been presented by Keffer [6].
and Baines (7), Komotani and Greber (8) and Mousa et al (9). Ramsey and Goldstein (10) reported measurements of film cooling effectiveness in a heated jet and Bergeles et al (3) indicated the non-uniformities of the velocity profile at the exit plane of the jet (for low R), although the accuracy of their single sensor hot-wire measurements must be taken into consideration.

The objective of the current research program on the jet in a cross-flow case has to increase the understanding of the flow and to obtain reliable turbulence data throughout the flow field which could be subsequently used for testing and improving numerical calculation methods. The experimental program included a flow visualisation study with dye injection and surface streaking which have been reported on by Foss (6), and measurements inside the discharging pipe to fully document the cross stream effect on the pipe flow upstream of the exit (see Andreopoulos (1)). Here it was found that the non-uniformities of the velocity and temperature profiles within the pipe extend as far as 3 pipe-diameters upstream of the exit. The extremely high gradients in x, y, z directions at the exit plane result in high rates of turbulent kinetic energy production, a great part of which is transported outwards by the mean flow of the jet fluid.

**EXPERIMENTAL TECHNIQUES AND DATA REDUCTION**

The measurements were made in the closed circuit wind tunnel at the Institut für Hydromechanik, University Karlsruhe, which has a 6 m long by 1.5 m internal diameter octagonally shaped working section. A flat plate was installed at about 0.28 m from the tunnel's floor (see Fig. 1) and the pipe-jet flow was driven by a 2 stage-compressor through a plenum chamber and a heat exchanger to control the air flow temperature. The brass pipe had a 50 mm internal diameter and its exit plane was 12 diameters downstream the plenum chamber. Velocity and turbulence measurements were made with DISA anemometers and DISA miniature slant-wire, cross-wire and triple-wire probes. All signals were digitized at 5 kHz per channel and stored on mag tape for later data reduction, to give statistical averages. The data acquisition system and the statistical analysis program are fully described in (11).

![Fig. 1 Experimental arrangements](image)

All mean turbulence quantities which are reported here, have been obtained with a triple hot wire probe DISA type 55P91. The basic feature of such a probe is that its wires are parallel to the axis of an orthogonal coordinates system, so that the tangential component of one wire is the normal for another and binormal for the third. If the instantaneous velocity has components X, Y, Z parallel to the respective axis x, y, z in probe coordinates, then the effective velocity for each wire is given by

\[
U_{t1}^2 = 2k|\psi_1|X^2 + Y^2 + \frac{|h\psi_1|}{Z^2}
\]

\[
U_{t2}^2 = 2k|\psi_2|X^2 + \frac{|k\psi_2|}{Y^2} + Z^2
\]

\[
U_{t3}^2 = X^2 + \frac{|k\psi_3|}{Y^2} + 2|\psi_3|Z^2
\]

This system of equations is linear with respect X^2, Y^2, Z^2, has three unknowns, and the instantaneous velocity components in probe coordinates can be obtained easily by the matrix inversion method. A similar technique has been described in (12) where the matrix was inverted using a flow analyser device whose analog output could then be digitized to give velocity components. The present approach is fully digital (no linearisers used) and has the novelty to allow the coefficients k and h to vary with pitch and yaw angles as it has been found in calibrations. Since the yaw and pitch angles of the instantaneous velocity vector are not known "a priori" an iterative numerical scheme has been used to solve the before mentioned system with the matrix corresponding to the true angles. The method which has been documented and tested by Andreopoulos (13) greatly improved the performance of the probe.

Both interacting flow fields i.e. the pipe flow and the cross flow, were found to be developing turbulent flows for all the investigated velocity ratios (0.25 ≤ R ≤ 3). At x/D = -4 upstream, the jet exit on the plate, where the jet interference on the cross stream was negligible, a friction coefficient c_f = 0.0034 and boundary layer thickness δ = 0.34 D at U_e = 12.8 m/s were measured. The results which are presented here cover the case with velocity ratio R = 0.5 and are nondimensionalized by D and U_e. The corresponding Reynolds number for the pipe flow is Re = V_D/D = 20500 i.e. one order of magnitude higher than that in the flow visualisation studies of Foss where both flows were laminar.

**RESULTS AND DISCUSSION**

Sufficiently strong deflection of mean streamlines in a shear flow can lead to the creation of discrete longitudinal vortices. The "skew-induced" or pressure driven secondary flows (Prandtl's first kind) decay under the action of Reynolds stresses and their generation is basically due to an inviscid mechanism. In the present experiment "skewing" of streamlines takes place in two characteristic directions, namely normal and lateral. Deflection of the streamlines in y-direction leads to the generation of \( \Omega_z = \frac{\partial U}{\partial x} - \frac{\partial V}{\partial y} \) vorticity which, in regions above the dividing streamlines is positive (\( \Omega_z \)) because \( \frac{\partial V}{\partial x} \) is drastically increased in the region over the exit and \( \frac{\partial U}{\partial y} \) is becoming small, having therefore the same sign as the initial vorticity of the
approaching tube and negative ($\Omega_z$) below the dividing streamline). This negative vorticity can be added to the negative vorticity of the oncoming boundary layer which because of the divergence of streamlines in $z$-direction is intensified by the lateral positive stretching $\delta W/\delta z$.

Together these negative vorticity contributions form a "horseshoe vortex" similar to that generated by the atmospheric boundary layer in front of tall buildings. Actually, the oncoming boundary layer separates already upstream of the jet at the saddle point of the skin friction lines; there the separated shear layer rolls up forming a "horseshoe vortex" which wraps around the jet exit as found in the measurements by Andreopoulos (1) and in the flow visualisation and surface streaking patterns in (6).

The lateral deflection of the streamlines is shown in Fig. 2 where the mean $W$ velocity is plotted as a function of $y/D$ at $z/D = -0.5$ for various downstream positions $x/D$. Mean $W$ is zero at $z/D = 0$ i.e. the plane of symmetry. It is clear that at the two upstream stations $x/D = -0.5$ and $-0.25$, $W$ can reach values as high as $-0.16$ $U_e$ at which point $U$ takes values of approx. 0.5 $U_e$ (not shown here). The resulting lateral rate of strain is therefore roughly 0.32 $U_e/D$.

Divergence of streamlines in the $z$-direction in addition to stretching of $\Omega_z$ vorticity can generate also longitudinal or normal vorticity, with opposite sign than the "horseshoe vortex", which with the reoriented and stretched initial vorticity of the approaching flow in the pipe form the "bound vortices". The normal "skew induced" vorticity $\Omega_n$ is responsible for the vortex shedding which is present in the high velocity ratio cases ($R > 1$). However, vortex shedding, strictly speaking shedding of $\Omega_n$, vorticity, is quite unlikely to take place in low $R$ cases, at least in the usual sense of regular periodic phenomenon. There was at least no strong evidence in the present investigation to contradict this hypothesis. Strong evidence exists, however, to confirm the existence of the pair of "bound vortices", even in the low velocity ratio case $R = 0.5$. Two results verify this: first, the change of sign of $W$ velocity at

![Fig. 2 $W$-velocity profiles at $z/D = -0.5$ as a function of $y/D$](image)

![Fig. 3 $V$-velocity profiles at $z/D = -0.50$](image)

![Fig. 4 $V$-velocity profiles at $z/D = 0.0$](image)
very close to the vortex core, for example at $x/D = 1$ in Fig. 4. Here the induced $V$ velocity is higher particularly on the plane of symmetry $z = 0$. In addition $\Omega x$ vorticity is intensified by longitudinal stretching $\partial U/\partial x$ (accelerating flow) in this region.

Fig. 5 shows the $U$ velocity profiles at $z/D = 0$. The approaching boundary layer flow is decelerating i.e. $\partial U/\partial x$ is negative while $\partial V/\partial x$ is increased considerably (Fig. 4). In addition it was found in (1) that the mean velocity profiles at the exit plane of the pipe were highly distorted by the presence of the cross flow: at the leading edge of the exit ($x = -D/2$) $V$ velocity is smaller than $V_y$ i.e. the jet flow in that part of the tube is decelerated under the influence of an adverse pressure gradient which has been imposed by the cross stream, while at the trailing edge the flow is accelerated and $\partial V/\partial x$ is 50% greater than $V_y$. The $U, V$ profiles over the exit from $x/D = -0.5$ to $x/D = 0.5$ show similar behaviour i.e. $\partial V/\partial x$ increases with $x$ while $U$ decreases. Since the jet-streamline curvature commences inside the tube, the jet fluid in the immediate region of the hole acts like a "cover" over the jet exit. The cross stream then is lifted up as the $V$ profiles show and flows over and around the "cover" at least in the sense of the mean flow velocities.

$$R = -0.5 \quad z/D = 0$$

Fig. 5 $U$-velocity profiles at $z/D = 0$ as a function of $y/D$

The profiles downstream of the jet-exit postulate clearly a "wake" like region and/or a "mixing layer" like region with more or less monotonic variation of $U$ with $y$ except probably at $x/D \geq 2$ where $U$ overshoots its free stream value before it reduces to $U_y$. In the "wake" like region the longitudinal acceleration is important and the conservation of mass requires fluid from the sides to rush inwards towards the plane of symmetry. The present measurements show clearly that both gradients $\partial V/\partial y$ and $\partial U/\partial y$ are negative. In fact, checks on the conservation of mass are fairly easy to do because 3-Dimensional velocity profiles exist, and within the limits of graphical differentiation the results are satisfactory.

It is generally agreed upon that a normal jet separates from the exit surface and there always exists a region downstream of the exit where flow reversal takes place. It is not a "close" recirculating flow region because of the high entrainment rates from the cross flow on the sides. This moderates significantly the reverse flow action and the actual reverse flow region is considerably restricted. The surface streaking patterns given by Foss (6) which are time integrated pictures of the flow give a good indication of the extension of that zone. However, occasional flow reversal can happen also at different heights from the wall. A tuft study has been undertaken to investigate the regions in which instantaneous flow reversal may occur. Observations show that within the region 2 diameters downstream 0.4 diameter spanwise from the jet and up to $y/D = 0.1$ above the floor, instantaneous flow reversal can occur (the probability decreases with $y$). These results were used to select the measuring points at which to operate the hot wire probe. For lower velocity ratios another separation region was found to exist inside the tube near the leading edge where the adverse pressure gradient is high (see (1)).

Figure 6 shows the turbulent kinetic energy profiles on the plane of symmetry. There are three distinct regions which can be observed in the profiles: the near region over the jet exit where the boundary layer is subjected to high rate of strain $\partial V/\partial x$ due to streamlike curvature, resulting in an overshoot of $E'$; the immediate downstream region where high $E'$ is produced; and the far downstream region where $E'$ starts to decay and velocity gradients are smaller. In the first region, where the interaction between the two vortical fields begins to take place, turbulent mixing of the two flows is important even though the mean field picture indicates that the jet fluid acts like a "cover" over the jet. The fluid there is also subjected to lateral divergence leading to an extra component of mean rate of strain $\partial W/\partial z$ ($\rho > 0$) although $W = 0$, at $y/D = 0$, in addition to $\partial V/\partial x$. A positive value of $\partial W/\partial z$

$$R = 0.5 \quad z/D = 0.0$$

Fig. 6 Turbulent kinetic energy profiles at $z/D = 0.0$

implies immediately "negative" production of turbulent kinetic energy because of the term $\rho W' \partial W/\partial z$ in the turbulent kinetic energy transport equation. Furthermore $\partial W/\partial z$ must be balanced by negative values of $\partial U/\partial x + \partial V/\partial y$. In that specific region $\partial V/\partial y$ seems to be fairly small but negative and only the longitudinal deceleration
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close to the exit; roughly equal to 0.32 and is seen to be greater than the lateral spreading rate of 3-Dimensional jets on plane surfaces, which according to the review of Rodi and Launder (15) is equal to 0.26. At the immediate downstream region the spreading rate is gradually reduced up to the station $x/D = 5$ at which point it takes on a value similar to that of an axisymmetric jet in stagnant surroundings. It then reduces further until the boundary layer growth is asymptotically reached. The lateral spreading rate, however, seems to be fairly constant (0.105) for all the investigated $x$ positions and almost equal to the mixing layer spreading rate. It seems that the bound vortices and the low back pressure greatly affect the spreading of the jet in these two directions. The low back pressure opposes the normal growth of the jet by causing the "downwash" effect in the streamline as it has been shown in the $V$-profiles. Here the action of the longitudinal vortices is presumably suppressed. The lateral spreading of the jet, however, is likely to be controlled by the vortices rather than the back pressure since pressures in this direction are smoothly varying.

Figure 12 shows the turbulent kinetic energy $K^2$ at $x/D = 4$, on the plane of symmetry $z = 0$. The terms $\partial K^2/\partial x$, $\partial K^2/\partial z$, and $\partial K^2/\partial y$ are zero by arguments of symmetry; the remaining terms are as following:

**Advection:**
$$\frac{\partial K^2}{\partial x} + \frac{\partial K^2}{\partial y} \cdot \frac{\partial U}{\partial x} + \frac{\partial K^2}{\partial z} \cdot \frac{\partial U}{\partial z} - \frac{\partial U}{\partial y} \cdot \frac{\partial U}{\partial z}$$

**Production:**
$$\frac{\partial K^2}{\partial x} + \frac{\partial K^2}{\partial y} \cdot \frac{\partial K}{\partial x} + \frac{\partial K^2}{\partial z} \cdot \frac{\partial K}{\partial z} - \frac{\partial U}{\partial y} \cdot \frac{\partial K}{\partial z} - \frac{\partial U}{\partial z} \cdot \frac{\partial K}{\partial y}$$

**Diffusion:**
$$\left( \frac{\partial U}{\partial x} + \frac{\partial U}{\partial y} \right) \cdot \frac{\partial K^2}{\partial y} + \left( \frac{\partial K}{\partial x} + \frac{\partial K}{\partial z} \right) \cdot \frac{\partial K^2}{\partial z}$$

6.12
Dissipation is obtained by difference, neglecting the contribution of the pressure-velocity terms $p\overline{u'}\overline{v'}$ and $p\overline{w'}$ to the diffusion term on grounds described in (16). It is obvious that some changes to the turbulence structure occur: The extremely high gain by production is counterbalanced not only in dissipation but also in diffusion, which also shows a gain at the edges of the jet. This confirms that the transport equations can be reduced to "mean transport" = "turbulent transport" near the outer edge of the jet, where the measured longitudinal and lateral diffusion is small. Then it can be easily argued that the entrainment velocity $V_E$ is high although not equal to $V_E = \sqrt{\overline{u'^2}/\overline{w'}}$ because longitudinal advection $\overline{u'}(12)\sqrt{\overline{w'}}/\overline{u'}$ is also high.
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ABSTRACT

An experimental investigation of the turbulence characteristics in the near-region of a steady incompressible turbulent plane wall jet of air injected from a small inclined slot into still surroundings is performed by use of a large apparatus which has a height of injection slot approximately ten times greater than that used by the previous investigators. The present wall jet is injected under the initial conditions of the uniform time-mean velocity distribution and very low turbulence intensity. The turbulence characteristics are obtained in detail by use of the hot-wire anemometers within a non-dimensional downstream distance up to about 20 at the injection Reynolds number $6 \times 10^4$. It is found that the turbulence characteristics are less affected on the injection conditions and the existence of the corner of small inclined slot than the time-mean characteristics obtained in the previous investigation. The effectiveness of "Coanda Effect" is confirmed also from a view of turbulence characteristics.

NOMENCLATURE

- $b$: width of the wind tunnel
- $h$: height of the injection slot
- $k$: wave number
- $Re_j = U_j x / h$: injection Reynolds number
- $R_{uu}$, $R_{uv}$, $R_{ww}$: autocorrelation of $u$, $v$, $w$
- $\tau_u$, $\tau_v$, $\tau_w$: time-scales of $u$, $v$, $w$
- $T$: time separation
- $u$, $v$, $w$: components of turbulence
- $u'$, $v'$, $w'$: root-mean-square values of turbulence
- $u_s$: friction velocity
- $U$: mean velocity component parallel to the wall
- $U_m$: maximum value of $U$ at a given section
- $x$: distance measured along the wall downstream from the corner of small inclined slot
- $x'$: distance measured along the nozzle surface
- $y$: perpendicular distance from the wall
- $y'$: perpendicular distance from the nozzle surface
- $A_{0.5}$: half-jet-width of the wall jet
- $\nu$: kinematic viscosity of fluid
- $\theta$: inclination angle of the injection slot

INTRODUCTION

Wall jet is formed when a fluid jet is injected from a nozzle along a solid surface. The motivation for investigating such a flow is that the wall jet is very important in connection with many practical applications, such as boundary layer control on aircraft wing, film cooling of rocket engine and prevention of flow separation in diffuser. The another motivation comes from a hydrodynamic interest that the velocity profiles show the combined feature of free jet and boundary layer. Accordingly, a number of investigations have been reported on this flow, since the first paper by Glauert(1). But theoretical and experimental investigations on turbulent wall jet, as well as on turbulent free jet, have been devoted mainly to the mean flow characteristics in the fully developed similar region which is formed sufficiently far downstream from a thin injection slot. In various applications, including the upper surface blowing wing, problems are also concerned with the flow region near the nozzle. For the flow in this near-region of jets, the turbulent mixing and entrainment are quite complicated and largely depend on the injection conditions: for example, geometrical shape of nozzle, injection pressure, velocity profile at nozzle section, and turbulence level and distribution of flow in the nozzle. Then the simple models of turbulence hitherto existed are not adequate, so the analytical treatments are extremely difficult for the near-region.

Moreover, most of the previous measurements are confined to the plane wall jet issued tangentially from the so-called "step slot" type nozzle. But making steps on the surface of the real applications is usually undesirable for the reasons of increasing skin friction and heat transfer. When the "flush slot" type nozzle is used, on the other hand, the jet will separate at the corner of the slot when an external flow is absent.

The present author(2-4) investigated previously the flow in the fully developed region of wall jet issued from a specially designed small inclined "flush slot" using the "Coanda Effect". He also investigated mean flow characteristics in the near-region of wall jet issued from this slot by use of the enlarged apparatus(5).

The purpose of the present investigation is to add the experimental results of the turbulence characteristics to the previous investigation on the time-mean characteristics in the near-region of a steady incompressible turbulent plane wall jet of air issued into still surroundings from the small inclined slot, under the initial conditions of the uniform velocity distribution and very low turbulence intensity at the nozzle section, by use of the cross-wired probe in the same enlarge apparatus as used in the previous investigation, with high degree of accuracy.
EXPERIMENTAL APPARATUS AND PROCEDURE

The small inclined slot shown in Fig. 1 is especially designed by the present author and used in his previous investigations. It has already been confirmed that the jet injected from this nozzle flows around the corner attaching firmly on the wall surface without separation and forms the fully developed similar wall jet in downstream sections, even if there is no external flow. The wall jet with an external flow will be complicated and altered significantly by the velocity ratio and the upper lip thickness, then one had better begin with simpler case. More detailed description of this nozzle can be seen in the previous reports (2-6).

Figure 2 shows the enlarged experimental apparatus used in the present investigation. It was constructed in the testing section of an open-circuit flow-off "blower" type low speed wind tunnel, having a 600mm x 600mm square exit nozzle with large end plates to prevent disturbances from the outside. The geometrical section of this nozzle is exactly similar to the previous one shown in Fig. 1, except that the height of slot (h) is increased to 60mm and axes are rotated clockwise around the corner (0) by an angle of 15 degree.

Figure 3 shows the main part of the apparatus and the coordinate system used in the present investigation. The height of slot is larger than that used in conventional jet studies by about 10 times. The span of nozzle slot is equal to the width of wind tunnel b = 600mm, then the corresponding aspect ratio of nozzle is AR = 10. Using a part of wind tunnel exit as a wall jet nozzle assures the perfect two-dimensionality of wall jet. From Fig. 3, it can be considered that the flow field in the small inclined slot is identical with the one injected tangentially from the new step slot nozzle having same slot height
and located at the position upstream 220mm from the corner. This flow may be termed "two-dimensional upper surface blowing", as the lower surface of nozzle corresponds to the wing and the test surface corresponds to the flat flap deflected downward by 15 degree.

The experiment was performed at an injection velocity \( U_j = 15.0 \text{m/sec} \), which corresponded to the injection Reynolds number \( Re_j = U_j \times h / v = 6 \times 10^4 \). The turbulence intensity was measured by the constant-temperature hot-wire anemometers with the standard cross-wired probe. The probe was mounted on the universal traversing mechanism which can shift the probe in the three coordinate directions. Figure 4 shows the block-diagram of the instrumentation for turbulence data processing. This on-line system worked very satisfactorily.

EXPERIMENTAL RESULTS AND DISCUSSION

Injection Conditions

Figure 5 shows the distributions of the mean velocity and the longitudinal relative turbulence intensity at the new nozzle section \( x' = -220 \text{mm}, \ x' / h = -3.67 \). It can be seen that the mean velocity \( U \) across the nozzle section is uniform over 75% of the height of the injection slot, except in the thin boundary layers on the inside surfaces of nozzle. More precisely, the boundary layer on the inner surface of the upper lip of injection nozzle is much thinner than that on the lower surface. And the relative turbulence intensity \( u'/U_m \) in this section is uniform over 60% of the height of the injection slot and has the intensity \( u'/U_m = 0.0023 \), which is as low as that in the empty testing section of the low speed wind tunnel used in the present investigation.

It is very interesting fact that the respective extent of the constant velocity layer and the constant turbulence layer are different.

Local Turbulence Intensity

The contours of longitudinal local turbulence intensity \( u'/U \) in the near-region of wall jet issued from a small inclined slot are shown in Fig. 6. No distinct patterns are seen even in the region around the corner of slot, where the negative peak value of static pressure and the maximum value of mean velocity appeared in the previous investigation.

The one-dimensional turbulence data obtained by means of a cross-wired probe agree very well with the corresponding results obtained by the smaller single-wired probe. This indicates that the influence of cross-wired probe on the turbulence characteristics in the present jet is small.
Relative Turbulence Intensity

The distributions of longitudinal relative turbulence intensity $u'/U_m$ in the sections $x'/h = -3.67$ and $x'/h = 0$ are shown in Figs. 7 and 8, respectively. Proceeding from the new nozzle section to the downstream sections, the width of the region where $u'/U_m$ remains constant becomes narrower and the minimum intensity increases with $x$. The figures indicate that the longitudinal relative turbulence intensity develops smoothly across the corner sections and reaches the state of similar or self-preserved turbulence at $x/h > 12.5$.

Figures 9 and 10 show the distributions of lateral relative turbulence intensity $v'/U_m$ and $w'/U_m$, respectively. The graphs also show the smooth development of $v'/U_m$ and $w'/U_m$.

Figure 11 indicates that the relative turbulence intensity distributions $u'/U_m$ at the corner sections $x' = 0$ and $x = 0$ agree very well when they are plotted non-dimensionally by use of the same scales. Though the distributions of $v'/U_m$ and $w'/U_m$ in the same sections are shown only by the mean curves in this figure, the scatter of data is in the same order as $u'/U_m$. It is clear that $v'/U_m$ is the highest intensity in the main region $0.2 < y'/h < 0.8$ at this section. However, it can be seen from Fig. 8 that in the region $x/h > 12.5$, the order of three components of relative turbulence intensity is $u' > w' > v'$, as can be seen in the fully developed region of general turbulent shear flows.

Autocorrelation Curves and Time Scales

The one-point autocorrelation coefficient, e.g. $R_u$ for the turbulent velocity component $u$, is defined by

$$R_u(x,y,z,T) = \frac{u(x,y,z)\cdot u(x,y,z+T)}{U_m^2},$$

where $U_m$ is the mean velocity obtained from the Clauser chart. Figure 14 shows the time scale $t_u$ as a representative. It is seen that the distributions of time scale in downstream sections are nearly linear.
Reynolds Shear Stress

Figure 15 shows the Reynolds shear stress obtained from the one-point cross correlation of turbulence components u and v for the time separation $T = 0$. The Reynolds shear stress $-uv/ux^2$ has positive value in the boundary layer region and negative value in the free mixing layer region. The curves of the Reynolds shear stress for two regions are connected each other in the so-called core region and become a single smooth curve in the downstream sections $x/h = 9.17$. The Reynolds shear stress curves in this region pass through zero at the point nearer to the wall than the position of maximum velocity. This result has been observed in the previous investigations for the fully developed similar flow region of wall jet and lead to the difficulty that there is a definitive difference between the inner layer of wall jet and the conventional boundary layer. This difficulty suggests that the analyses dividing the flow field of wall jet into several layers and regions proposed by Glauert(1) and Myers et al.(7) are not suitable for highly sheared complex turbulent flow. The accumulation of much more detailed and numerous measurements is necessary.

Turbulent Energy Spectra

Figures 16 and 17 show the turbulent energy spectra of $u^2$ obtained by use of the technique of fast Fourier transformation. The spectra obtained at the position very near to the wall in the section $x/h = -1.25$ extend up to nearly 5kHz, but that obtained in the downstream section $x/h = 15.83$ extend up to 2kHz at most. The local maximum peak in the spectra was not observed even in the section just downstream from the corner, which indicates no separation in the flow around the corner of small inclined slot.
CONCLUSIONS

The conclusions of the present investigation on the turbulence characteristics in the near-region of the wall jet issued from a small inclined slot under the initial conditions of the uniform mean velocity distribution and very low turbulence intensity are summarized as follows:

(1) The effectiveness of the "Coanda Effect" is confirmed not only from a point of view of time-mean velocity characteristics but also from that of turbulence characteristics.

(2) The contours of local turbulence intensity are less complicated than the isobar and the isolux patterns obtained from the time-mean velocity measurement in the previous investigation.

(3) The relative turbulence intensity grows very quickly but smoothly even in the region very near the corner of the small inclined slot.

(4) The different developing features of correlation coefficient, time scale, Reynolds stress and energy spectra of turbulence cannot lead to the simple characteristic scales which are suitable for complex turbulent flows.

(5) The analysis dividing the flow field of wall jet into several layers and regions is not suitable, and much more careful considerations must be necessary.

(6) It is expected, however, that the accumulation of such a detailed experimental investigation of these highly sheared complex turbulent flows will lead to the comprehensive information on the turbulent flows and more useful models of turbulence than have hitherto existed.

(7) The present investigation is directly concerned with the specially designed small inclined slot using the "Coanda Effect", so that the measurement is performed under the single geometrical condition of injection nozzle. The problem is easily extended to the wall jet on the inclined plate where the inclination angle (θ) and the distance between nozzle and corner may be the important variables. Further investigation on this problem will be made in the future.
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Response of a plane turbulent wall jet to the perturbation by a cylinder

Ikuo NAKAMURA
Dept. Mech. Eng., Nagoya Univ., Nagoya, Japan

Hideo OSAKA and Hidemi YAMADA
Dept. Mech. Eng., Yamaguchi Univ., Ube, Japan

Abstract

The change in the turbulence structure and relaxation features of the wall jet disturbed by a circular cylinder which is placed at various distances from the plane wall are investigated experimentally. The results show that the mean and fluctuating properties are considerably affected by the disturbance of the cylinder, and that both the change in the profiles of the turbulent field and the recovery of the turbulent structure from the disturbance exhibit different behaviour according to the locations of the cylinder. Changes in the scale and shape of the perturbing eddy are deduced from the measurements of correlation and spectra. The estimation of various terms of the turbulent energy equation reveals the effect of the disturbance by the cylinder for different cylinder heights.

Nomenclature

\( a_1 \): Bradshaw's parameter \( \left( E = -\frac{\nu^2}{\chi^2} \right) \)
\( b_2 \): half width
\( b_m \): value of \( y \) at \( U/U_m = 1 \)
\( d \): diameter of circular cylinder
\( k \): wave number
\( k_L \): integral scale
\( p \): fluctuating pressure
\( R_n \): auto-correlation coefficient
\( S \): jet nozzle slot height
\( U \): mean velocity in the \( x \) direction
\( U_m \): maximum velocity at any \( x \) location
\( u, v, w \): fluctuating components of velocity in the \( x, y \) and \( z \) direction
\( x \): distance measured along wall from the cylinder and in the downstream direction
\( y \): distance normal to wall
\( y_1 \): value of \( y \) at 0.5 percent of the maximum turbulent kinetic energy
\( z_0 \): height of the cylinder axis
\( \rho \): density of air
\( \nu \): kinematic viscosity of air
\( \nu_T \): eddy viscosity
\( \phi \), \( \phi_u \), \( \phi_w \): power spectra of \( u^2 \), \( v^2 \) and \( w^2 \) respectively

\( \langle X \rangle \): value of \( X \) for the undisturbed wall jet

\( \langle X \rangle' \): rms value of \( X \)

1. Introduction

From the methodological point of view there are two approaches to the shear flow problem. One is to use Clauser's black box analogy[1]. The latter was proposed about a quarter of a century ago and proved its usefulness in the research of turbulent shear flow as a fundamental method. For example, various responses of the boundary layers to the change of surface condition[2], pressure gradient[3], peripheral speed of the rotating cylinder[4] and the disturbance introduced by a cylinder[5] or a vibrating ribbon[6] were examined. In these studies fundamental concepts, such as inner layer and outer layer, self-preservation, large eddy, coherent structure and so on have been utilized to describe the change of flow field. A wall jet consists of an inner layer akin to the boundary layer and an outer layer resembling a free shear layer. There is an interaction between the two layers. Although the wall jet has this complex property, it shows a well-defined self-preservation and it is a basic turbulent shear flow. Extensive studies of the wall jet have been carried out, for example, see Townsend[7] and Rajaratnam[8]. The turbulence structure of the wall jet was measured by Irwin(with free stream)[9], Wilson & Goldstein(without free stream)[10] and Kacker & Whitelaw(with free stream)[11].

The present study is different from these experiments since we adopt Clauser's approach, that is, a response of a wall jet issuing in the still ambient air is analyzed for a disturbance. The current view of turbulent shear flow is that it has an identifiable large-scale structure which controls the development of the shear layer. The disturbance has been introduced simply by a circular cylinder which sheds two-dimensional eddies and makes two shear layers having the opposite sign of mean vorticity. The measurements of various quantities reveal the variation of the mean velocity profile, change of turbulent energy and Reynolds stress balance. The spatial correlation matrix with optimal delay time exhibit the deformation of the large eddy.

2. Experimental apparatus and techniques

The wind tunnel used has a rectangular nozzle \( 25 \times 50 \) \( \text{mm} \) in height and \( 350 \) \( \text{mm} \) in width. A wall jet develops on a smooth flat plate which is made from the aluminum alloy and is \( 1.67 \) \( \text{m} \) in length. Side-boards are attached to the plate to ensure the two-dimensionality of the flow. The configuration of the flow field and nomenclature are shown in Fig. 1. A cylinder of diameter \( 30 \times 0.1 \) \( \text{mm} \) which was made of stainless-steel pipe with very smooth surface was used for the experiment. The streamwise location of the cylinder was fixed at \( 350 \) \( \text{mm} \) downstream from the nozzle exit. The half width and the thickness of the inner layer of the undisturbed wall jet was \( 13 \) \( \text{mm} \) and about \( 4 \) \( \text{mm} \), respectively, at this station. The space between the cylinder axis and the wall was set at five different values.
the locations yc/d of the cylinder axis being 0.5, 0.8, 3.3, 5.3 and 6.6 above the wall. Measurements have been performed at 6 stations x/d = 6 - 150 with X-wire probes and a constant-temperature anemometer. The dissipation rate was computed from measurements of the time rate change of the instantaneous velocity. For the measurements of correlation coefficients and spectra a San-ei 7706 FFT real time data analyzer and a Bruel & Kjaer 2112 audio frequency spectrometer was employed. Reynolds number based on a cylinder diameter Uo-d/U was set at 10⁴ for all tests. At this time the velocity and turbulence level at nozzle exit was 30 m/s and 0.4% respectively.

The relative uncertainty of the data is estimated as follows: Primary quantities such as pressure, length, etc., are estimated at ±1 percent. Mean velocity from hot wire measurements are ±3 percent and turbulence quantities measurements ±6 percent.

3. Experimental results and discussion

Change of mean flow field

The undisturbed wall jet showed the self-preserving velocity profile in the region downstream from the station where a cylinder inserted[12]. Figure 2 presents a typical development of the mean velocity disturbed by the cylinder located at yc/d = 0.8, 3.3 and 5.3. At the station of x/d = 6, the positions of maximum velocity deficit almost coincide with the height of the cylinder axis. The relative magnitude of the velocity deficit is larger in the case of the cylinder close to the wall.

The decay of the velocity maximum which is usually selected as the velocity scale for all yc/d. In the figure the solid line represents the results of the undisturbed wall jet and coincides well with the measurements of other investigators. When the cylinder locates at yc/d = 3.3, the variation of the velocity maximum is in good agreement with that of the undisturbed wall jet. If the cylinder is set in the region yc/d ≤ 0.8, the value of Um/Uo is lower than that of the undisturbed wall jet. In particular, the velocity deficit has a maximum value for the case of yc/d = 0.8. On the other hand, when the cylinder is set at yc/d ≥ 5.3 the value of Um/Uo is larger than that of the undisturbed wall jet. The decay rate of Um/Uo is almost in accord with that of the undisturbed wall jet for each case in the downstream region.

Figure 4 shows the growth of the half width b3/d along the flow direction. In the figure, the solid line represents the undisturbed wall jet and reflects good agreement with the measurements of other investigators. The value of b3/d for the cylinder near the wall is larger than that of the undisturbed flow, whereas the results indicate the opposite tendency when the cylinder is away from the wall. The growth rate of b3/d with x/d almost agrees with that of the undisturbed wall jet for each case in the region greater than approximately x/d = 80.

From the results mentioned above two possibilities can be inferred in the recovery process of the mean flow field from the disturbance. Possibility 1 is that far downstream from the cylinder position the effect due to the cylinder disturbance effectively disappears, and the flow field becomes exactly the same self-preserving state as for an undisturbed wall jet. Possibility 2 is that although the flow field is also self-preserving, its profile becomes a new equilibrium state differing from the one of the undisturbed case. In this case, we may say that the new equilibrium state bifurcates from the original one asymptotically. The present result seems to suggest possibility 2, according to the considerations of the results mentioned below. This deduction is probable considering that the initial condition for the state of the nozzle exit has a large effect on the development of the free jet[13]. The discussion on the pressure distributions, coefficients of drag and lift of the cylinder and the wall shear stress will be given elsewhere.

Change of turbulent field

Figure 5 shows the distribution of the fluctuating components of velocity for yo/d of 3.3. The figure indicates that u-component of the fluctuating velocity has a maximum value at the region corresponding to both the upper and the lower side shear layers of

![Fig. 1 Configuration of the flow field](image)

![Fig. 2 Profiles of the mean velocity disturbed by the cylinder](image)

![Fig. 3 Streamwise variation of the velocity maximum](image)

![Fig. 4 Streamwise variation of the half width](image)
the cylinder up to \(x/d=10\). This maximum value of the profile is larger in the case of a low cylinder position and persists for a long distance along the profile of the streamwise fluctuating velocity \(u'\) in the undisturbed case. The contribution to the turbulence intensity by the disturbance shows a more pronounced peak in the profile of \(v'/U_m\). For example, at the location of \(x/d=6\) the result has the order \(v'/U_m > u'/U_m \approx v'/U_m(53)\) in the region corresponding to the lower side shear layer of the cylinder. This is because the mixing length in the \(y\) direction becomes larger than those in the other directions based on the formation of the shear layer. The peak of the profile disappears with increasing \(x/d\), and the distributions of each fluctuating velocity approach those of the undisturbed case.

Figure 6 shows the downstream development of the Reynolds shear stress for values of \(y/c/d\) of 0.8, 3.3, and 5.3. In the two cases \(y/c/d\) of 0.5 and 0.8, the distributions of \(\tau_{xy}/U_m^2\) have a counter S-type shape in the region of \(x/d=10\) and show a maximum value \(\tau_{xy}/U_m^2 < 0\) in the region corresponding to the upper side shear layer of the cylinder. When \(y/c/d \geq 3.3\), the profile has a maximum value in the regions corresponding to both side shear layers of the cylinder. At \(x/d=60\), it has been observed that the shear stress profiles are considerably closer to, but still different from, that of the undisturbed wall jet for each case. It may be considered that after \(x/d=120\) the Reynolds stress distributions are similar respectively for every case of \(y/c/d\), but slightly different from that of the undisturbed case in the same manner as the distribution of the fluctuating velocity components.

Figure 7 shows the turbulent kinetic energy difference at \(x/d=6\), that is \(1/2(u'^2 + v'^2)/U_m^2\) where \(1/2(u'^2 + v'^2)\) is the turbulent energy of the undisturbed wall jet. These profiles exhibit a large variation according to the location of the cylinder axis \(y/c/d\). When the cylinder is set in the region \(y/c/d \leq 0.5\), the energy difference shows a sharp peak in the region corresponding to the free shear layer generated from the upper side of the cylinder. Then the profile decreases rapidly and again increases in the region of \(y/c/d \geq 5.8\). The measurement indicated that the second peak of the turbulent energy difference for the disturbed case was due to the increase of \(v\) component. In the case \(y/c/d \gg 3.3\), the profile has a maximum in the region corresponding to the lower side shear layer of the cylinder; on the other hand, at the upper side of the cylinder the profile has a minimum. It is notable that the energy in the case of a disturbed wall jet decreases from that in the case of an undisturbed wall jet in the region \(y/c/d = 5-9\) when \(y/c/d = 5.3\) and 6.6.

This is due to the decrease of \(u\) and \(v\) components compared with the values of the undisturbed case as shown in Fig. 3.

Turbulent energy balance

The measured values of normal stress and of mean velocity gradient permit the evaluation of the production of Reynolds shear stress \(\tau_{xy}/U_m^2\). Typical values are shown in Fig. 6 for each case at \(x/d=53\). The solid line in this figure is the result for the case of an undisturbed wall jet. The profiles reveal a more pronounced variation when compared with the one for the undisturbed case. In the case \(y/c/d \leq 0.8\), the negative production of Reynolds shear stress is promoted in the region corresponding to the upper side shear layer of cylinder, while the production of turbulent kinetic energy has a maximum value in that region. The \(\tau_{xy}/U_m^2\) has a maximum value, which is larger than that of the undisturbed wall jet at \(y/c/d=0.7\). When \(y/c/d = 5.3\) and 6.6, the production of shear stress does not vary significantly near the wall and has a positive maximum value in the region corresponding to the lower side shear layer of the cylinder, whereas production of turbulent energy has a maximum value in this region. In the case \(y/c/d = 5.3\), the production of the shear stress has a minimum and a maximum value in the region corresponding to the upper and the lower side shear layer of the cylinder, respectively. The production of turbulent energy has a maximum value in the region corresponding to the lower side shear layer of the cylinder. The pressure distribution around the cylinder is symmetric with respect to the stagnation point and therefore the vortex shedding behind a cylinder whose periodic component contributes strongly to \(v\) component of fluctuating velocity exists.

The turbulent energy balance depicts the physical process occurring in the shear layer. Although Kacker and Whitelaw(111) and Irvin(93) estimated the turbulent kinetic energy for each case, it seems that only the authors' present experimental(114) are available for the case without the free stream flow. Figure 9, 10 and 11 show the distribution of various terms of the following turbulent energy equation for each case at \(y/c/d = 0.8, 3.3\) and 5.3 at \(x/d = 60\).

\[
(\frac{\partial u'^2}{\partial x}) = -\frac{\partial \tau_{xy}}{\partial y} - \frac{1}{2} \left( \frac{\partial u'}{\partial x} \right)^2 - \frac{1}{2} \left( \frac{\partial v'}{\partial y} \right)^2 - \varepsilon
\]

The dissipation rate \(\varepsilon\) has been evaluated with the aid of the assumption of local isotropy: \(\varepsilon = 15 \frac{u'}{U_m} \frac{\partial u'}{\partial x} \varepsilon^2\)
and the diffusion has been calculated as the value of $\frac{\delta(a^2)}{\delta y}$, so the pressure-velocity correlation has not been measured.

The disturbance generated by the cylinder makes a large contribution to the turbulent energy balance as seen from Figs. 9-11. In all cases, the advection term is very important even in the region far downstream from the cylinder ($y/d=40$). In the case $y/d \leq 0.8$, the advection shows a sharp peak in the region corresponding to the upper side shear layer of the cylinder, and it also exhibits a peak at the lower side shear layer of the cylinder for the case $y_c/d = 3.3$. When $y_c/d \geq 5.3$, the gain of the advection reveals a deficit in the region of the height of the cylinder axis. The relative increase of the advection may be caused by the large eddies shed from the cylinder. The decomposition of the advection term indicates the large component of $V\theta_0(2)/\partial y$. The production term shows a peak in the region corresponding to the height of the cylinder axis. When $y_c/d=0.8$, the gain of this term fairly increases, whereas the gain of the production is not significantly different from that of the undisturbed wall jet for the other cases. The diffusion term has a peak near the region where the production reveals a peak, and the profile shows the same trend as that of the undisturbed wall jet for each case. It may be considered that the pressure-velocity diffusion has an effect on the turbulent energy balance in the region corresponding to the upper side shear layer of the cylinder, comparing the measured value with that obtained by the difference from equation (1). The dissipation does not show a minimum value corresponding to the production term and increases by the cylinder irrespective of its position.

From both results mentioned above and that of the far downstream location, it is noticed that the turbulent energy balance is affected considerably by the disturbance generated by the cylinder, when the latter is near the wall. The recovery from the disturbance is faster when $y_c/d$ is smaller after the decision based on possibility 2.

Reynolds shear stress balance is as important as the turbulent energy balance, and Fig. 12 presents a typical profile of the terms of the following equation at $y_c/d=0.8$

$$
\left(\frac{u_1^2 + v_1^2}{2}\right) = \int \frac{\partial U}{\partial y} + \left[\frac{\delta(\mu_2)}{\delta y} + \frac{\partial(\mu_2)}{\partial y}\right] - \frac{\partial}{\partial y}(\mu_1 + \mu_1^2) \ldots \ldots (2)
$$

Advection Production Transport

In the case of the undisturbed wall jet the advection of the Reynolds shear stress is immaterial, and the Reynolds shear stress is in equilibrium in the sense that production equals transport ($\Gamma_L$). It is especially worth noting that the production of the shear stress in the near wall region becomes negative because the production is proportional to the mean vorticity times $\nabla \phi$, and the mean vorticity changes its sign in the wall jet. The inserted cylinder makes a great change in the shear stress balance as seen in the figure. In the disturbed wall jet the advection term contributes appreciably to the balance and it takes a negative value in the wall region and becomes positive in the middle of the layer. The transverse advection term becomes important in the disturbed wall jet. The importance of the advection suggests that the eddy issued

---

Fig. 8 Production of the turbulent shear stress

Fig. 9 Turbulent energy balance for $y_c/d=0.8$.

Fig. 10 Turbulent energy balance for $y_c/d=3.3$, see caption to Fig. 9

Fig. 11 Turbulent energy balance for $y_c/d=5.3$, see caption to Fig. 9

Fig. 12 Balance of terms in the UV equation, see caption to Fig. 9
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from the cylinder modifies the large-scale structure of the wall jet. The diffusion term is evaluated by the difference from equation (2) and this is balanced by the production term of the shear stress. The disturbance due to the cylinder causes rather large increase of the shear stress production.

Correlation and spectrum

The wake of a cylinder placed in a complete turbulent flow as in the present case may have a complicated structure, but it is reasonable to expect that some dominant frequency will appear in the power spectrum. Spectra of \( u^2 \), \( v^2 \) and \( w^2 \) for the case \( yc/d = 0.5 \sim 6.6 \) at \( x/d = 3 \) are shown in Fig. 13. The spectrum of \( v^2 \), that is \( \phi_v \), reveals more pronounced energy peaks except for the case of \( yc/d = 0.5 \). This characteristic frequency equals the Strouhal frequency due to the Karman vortex shedding from the cylinder. From the graph of the spectra it can be inferred that the contribution to the turbulent intensity by the disturbance has the order \( \nu^2 \sim u^2 \). This result corresponds to the variation of the spatial distribution of the turbulent intensity component.

Figure 14 shows the distribution of the integral length scale of the disturbed wall jet calculated from the following definition \( L_x = \int_0^T \langle u^2(t) \rangle dt \), where \( U \) is the local velocity and \( T \) is the time delay up to \( R_{uu}(T) = 0 \). The result in case of the undisturbed wall jet shown in the figure is nearly constant through the entire cross-section of the wall jet, and it takes \( L_x/d \sim 3.2 \). In the disturbed wall jet, the value of \( L_x/d \) increases roughly linear with increasing \( yc/d \), but it is considerably smaller than in the undisturbed case. This result suggests that the large eddy of the wall jet separates into the small eddies due to the disturbance of the cylinder.

Figure 15 and 16 show the so-called space-time iso-correlation surface with optimum delay for the cases \( yc/d = 0.8 \) and 5.3 at \( x/d = 6 \). The fixed probe is set at the same height of the cylinder axis, respectively. When \( yc/d = 0.8 \), the space-time iso-correlation surfaces are appreciably narrower than those found in the undisturbed wall jet. The negative value of the iso-correlation line exists in the upper part of the wall jet where the mean velocity causes an excess compared with that of the undisturbed case. In the case \( yc/d = 5.3 \), the extent of the space-time iso-correlation surface is still smaller than that of the undisturbed case. The iso-correlation line \( R_{uu} = 0.1 \) has a constriction in the region slightly above the cylinder location. This suggests that the eddies separated by the cylinder disturbance are merged into an eddy in the region downstream from the cylinder position. This trend is markedly evident in the case \( yc/d = 6.6 \). In the case \( yc/d = 5.3 \), the contour line of the
iso-correlation extends considerably outward to look up at the upstream which indicates the entrainment mechanism. The extent of the iso-correlation for positive $V/w$ seems to be smaller compared with that of the undisturbed case.

**Prediction model**

It is significant to check the typical concepts extending in the prediction model. Figure 17 shows the more popular eddy viscosity profile at $x/d = 6$ which is extensively used. The solid line in the figure indicates the result obtained in the case of an undisturbed wall jet. The profile of $\nu_\alpha$ has a maximum value in the region corresponding to the height of the cylinder and also reveals the point of singularity in that region. The value of $\nu_\alpha$ is negative near the wall, and thus the physical significance of References of the undisturbed flow will be established. Accord-

**when $yc/d$ is smaller.**

Thirdly, energy spectra of $u$, $w$, and $\nu_\alpha$ have been measured. In these spectra, $E_\nu$ clearly shows a dominant wave number which is most prominent when the cylinder is placed at $yc/d = 3.3$. The pattern of spectra indicates the $v$-energy component is affected by the disturbance most intensively in the wave number space. Fourth, auto and space cross correlations have been measured. In the disturbed wall jet, the value of the integral length scale increases roughly linear with increasing $yc/d$, but it is considerably smaller than that obtained in the undisturbed case. From the space-time iso-correlation surface with optimum delay, it is evident that the large eddy size and its shape are different due to the height of the cylinder, and the scale of the eddy is smaller than that in the undisturbed case. Fifth, the parameters used for the prediction model such as $\nu_\alpha$ and $\chi_\alpha$ vary significantly in terms of the cylinder height and are not constant. Therefore, predictions based on these models do not suffice.
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ABSTRACT

Measurements of velocities in the oscillatory turbulent boundary layer have been made using a large oscillating water tunnel. The procedure of periodic ensemble averaging, modified by an application of a finite Fourier series for the estimation of the most probable values of the periodic averages, has been used. The separation of the periodic components and the turbulent fluctuations from the data separated the vertical profiles and the time variations, of mean velocities, Reynolds stresses and turbulent energy, are obtained.

Turbulent structure of the oscillatory boundary layer has been studied utilizing the flow visualization technique of thin-layered milk method. Visual studies elucidate the results of measurement of turbulent quantities and explain the mechanism of the generation, development and decay of turbulence occurring during each cycle of the oscillatory motion. The large-scale features of turbulence which cause negative Reynolds stresses are examined.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_j$</td>
<td>Fourier coefficient of cosine part</td>
</tr>
<tr>
<td>$B_j$</td>
<td>Fourier coefficient of sine part</td>
</tr>
<tr>
<td>$a$</td>
<td>Free stream amplitude</td>
</tr>
<tr>
<td>$h$</td>
<td>Harmonics number</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulent energy</td>
</tr>
<tr>
<td>$T$</td>
<td>Period of oscillatory motion</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$U_o$</td>
<td>Free stream velocity</td>
</tr>
<tr>
<td>$U$</td>
<td>Mean velocity in longitudinal direction</td>
</tr>
<tr>
<td>$u'$</td>
<td>Velocity fluctuation in longitudinal direction</td>
</tr>
<tr>
<td>$\overline{u'}^2$</td>
<td>Cumulative variance</td>
</tr>
<tr>
<td>$\overline{u'}'$</td>
<td>Velocity fluctuation in vertical direction</td>
</tr>
<tr>
<td>$x_{i,j}$</td>
<td>A measured datum</td>
</tr>
<tr>
<td>$\overline{x}$</td>
<td>Periodic ensemble mean of data</td>
</tr>
<tr>
<td>$\overline{x}$</td>
<td>Estimated periodic ensemble mean of data</td>
</tr>
<tr>
<td>$\overline{x}$</td>
<td>Overall-time-averaged value of all data</td>
</tr>
<tr>
<td>$z_o$</td>
<td>Probe height measured from bed</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Variance</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Estimated variance</td>
</tr>
<tr>
<td>$\delta_{st}$</td>
<td>Stokes-layer thickness = $(2v/\nu)^{1/2}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Stokes parameter = $(U_o/2)(2v/\nu)^{1/2}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity of fluid</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Radian frequency</td>
</tr>
</tbody>
</table>

SUBSCRIPTS

$1, j$ | $j$-th sample obtained during the $i$-th cycle |
$2$ | Number of sampling during a cycle |
$m$ | Number of sampling of cycles |

INTRODUCTION

Experimental studies of the oscillatory turbulent boundary layer date back to the work of Jonsson [1], who determined the spatial correlations and visualizations of transition to turbulence, and provided new information on the structure of turbulence. In another recent research, Hino et al. [10] reported the spatial correlations determined for the purpose of elucidating the coherent structure of turbulence in the boundary layer.

In spite of these significant previous studies, a question remains whether the behavior of generation of turbulence is to be observed at the end of the decelerating phase of free stream velocity is similar to the behavior of generation of turbulence in the steady uni-directional flow, i.e. the behavior of burst, or not.
Another question to be elucidated is the large-scale features of turbulence which are supposed to exist immediately after the direction of free stream velocity is reversed, i.e. at the beginning of the accelerating phase of the free stream velocity.

The main purpose of this paper is to elucidate these questions performing detailed measurement of turbulence and also visualization of disturbances.

**EXPERIMENTAL APPARATUS AND DATA PROCESSING PROCEDURE**

The experiment was conducted in a Lundgren-Sørensen-type water tunnel. This simulates on a prototype scale - conditions due to the wave motion near the sea bed. The apparatus forms a U-shaped tube consisting of two vertical risers, each with a height of 3.5m, and a horizontal tunnel which is 17.5m long, 0.75m wide and 0.24m deep. By means of a piston the water is made to oscillate in the U-shaped tube with periods and amplitudes as desired. The general view of the apparatus is shown in Fig. 1.

The movement of the water surface in the open riser was recorded by the use of a wave amplitude meter. The phase angle of the oscillatory motion was defined as Fig. 2. Velocities were measured by a X-type hot-film probe. This probe was inserted in the water tunnel, and the height of the probe above the bed was changed with the distances 2mm between \( z = 0 \) and 20mm, 3mm between \( z = 20 \) and 35mm, 5mm between \( z = 35 \) and 50mm, and 10mm between 50mm and 120mm.

In order to estimate the most probable values of periodic averages of turbulent quantities of the oscillatory flow out of the data obtained the finite Fourier series described below was adopted to the periodic ensemble means of the data.

Let \( X_{ij} \) be a datum, in which \( i = \) cycle \( (i = 1, \ldots, n) \), and \( j = \) number of a datum in each cycle \( (j = 1, \ldots, m) \). All data obtained are arranged in a matrix form as

\[
\begin{bmatrix}
X_{1,1} & X_{1,2} & \cdots & X_{1,m} \\
X_{2,1} & X_{2,2} & \cdots & X_{2,m} \\
& \ddots & \ddots & \ddots \\
X_{n,1} & X_{n,2} & \cdots & X_{n,m}
\end{bmatrix}
\]

Then, the periodic ensemble mean is given as

\[
\bar{X}_j = \frac{1}{n} \sum_{i=1}^{n} X_{ij}
\]  

(1)

We fit a finite Fourier series with respect to \( j \) to the periodic ensemble means obtained by Eq. (1), the finite Fourier series being expressed as

\[
\hat{X}_j = \frac{1}{m} \sum_{s=1}^{m} (\hat{A}_s \cos \frac{2\pi sj}{m} + \hat{B}_s \sin \frac{2\pi sj}{m})
\]

(2)

where

\[
\hat{A}_s = \frac{2}{m} \sum_{j=1}^{m} (\bar{X}_j - \bar{X}) \cos \frac{2\pi sj}{m}
\]

\[
\hat{B}_s = \frac{2}{m} \sum_{j=1}^{m} (\bar{X}_j - \bar{X}) \sin \frac{2\pi sj}{m}
\]

(3)

\[ \sigma^2(\bar{X}_j) = \frac{1}{m} \sum_{j=1}^{m} (X_{ij} - \bar{X}_j)^2 \]

(4)

\[ \overline{\sigma^2(X_j)} = (\hat{A}_s^2 + \hat{B}_s^2)/2 \quad (s = 1, \ldots, h) \]

(5)

With these variances thus obtained we calculate the cumulative variance with respect to \( s \) as

\[ \text{Var}(\bar{X}_j) = \overline{\sigma^2(X_j)} / \sigma^2(\bar{X}_j) \times 100 \quad (s = 1, \ldots, h) \]

(6)

Now, the problem is to select an optimal number for this \( h \). For this purpose we first calculate the variance of \( \hat{X}_j \) from \( \bar{X} \) as Eq. (3) and the variance of \( \hat{X}_j \) from the periodic function adopted, as Eq. (4).

\[
\sigma^2(\bar{X}_j) = \frac{1}{m} \sum_{j=1}^{m} (X_{ij} - \bar{X}_j)^2
\]

(3)

\[
\overline{\sigma^2(X_j)} = (\hat{A}_s^2 + \hat{B}_s^2)/2 \quad (s = 1, \ldots, h)
\]

(4)

![Fig. 1. General view of oscillating water tunnel](image1)

![Fig. 2. Definition of the phase angle of oscillating motion](image2)

![Fig. 3. Records of velocity measurement](image3)
The number for $h$ was determined in such a way as to make the value of this cumulative variance 99%. Furthermore, the correlogram was calculated from the autocorrelation of $X_j - X_k$, and from this correlogram whether the periodic components had properly been eliminated was checked.

**EXPERIMENTAL RESULTS**

The experimental conditions adopted in this study are listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Experimental conditions</th>
<th>Run-1</th>
<th>Run-2</th>
<th>Run-3</th>
<th>Run-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$ s</td>
<td>9.6</td>
<td>9.7</td>
<td>11.5</td>
<td>13.5</td>
</tr>
<tr>
<td>$U_e$ cm/s</td>
<td>59.0</td>
<td>67.3</td>
<td>58.8</td>
<td>49.5</td>
</tr>
<tr>
<td>$\omega$ 1/s</td>
<td>0.63</td>
<td>0.65</td>
<td>0.55</td>
<td>0.47</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>439</td>
<td>498</td>
<td>473</td>
<td>433</td>
</tr>
<tr>
<td>$S$ cm</td>
<td>0.213</td>
<td>0.208</td>
<td>0.227</td>
<td>0.246</td>
</tr>
<tr>
<td>$\theta$ cm</td>
<td>93.7</td>
<td>103.5</td>
<td>106.9</td>
<td>105.3</td>
</tr>
</tbody>
</table>

Figs. 4 and 5 show the dimensionless velocity $\bar{U}/U_e$ of Run 1 plotted against dimensionless height from the wall. In these figures, Figs. 4 (a) and (b)
are for the acceleration period and deceleration period, respectively, of the free stream, and Figs. 5 (a) and (b) are for the early stage of the acceleration period and the finishing stage of the deceleration period, respectively. It is seen from Fig. 4 and Fig. 5 that the phase of velocity advances that of wave amplitude meter by about $\pi/12$.

Figs. 6 and 7 show the vertical profiles and the time variation, respectively, of turbulent shear stresses in Run-1, and Figs. 8 and 9 show the vertical profiles and the time variation, respectively, of turbulent energy of the same run. Since only two components of turbulent velocity were measured in this study, the turbulent energy $k$ was calculated assuming the formula written below, which formula was used by Eckelmann in his study on low-Reynolds-number turbulence [11].

$$k = \left(\frac{3}{4}\right) (u'^2 + w'^2)$$

(6)

Figs. 10 and 11 show the time variations of the Reynolds stresses and turbulent energy, respectively of Runs-2, 3 and 4.

It is seen from Figs. 6-11 that both the Reynolds stress and the turbulent energy are larger in the period of deceleration than in the period of acceleration, of the free stream velocity. It is to be noted also that appearance of the maxima of turbulent shear stress and turbulent energy tend to be delayed as the height of the point of measurement increases.

Runs-2, 3 and 4 have a same free stream amplitude. It is seen from Figs. 10 and 11 that the Reynolds stress does not show distinct difference between these runs, but time of occurrence of the maximum of turbulent energy tends to be delayed as radian frequency increases.

FLOW VISUALIZATION AND OBSERVATION

Flow visualization provides efficient means for the investigation of generation, development and decay of turbulence in oscillatory boundary layer. For the flow visualization the bed of water tunnel was covered by a thin layer of milk whose specific gravity is 1.02. The thickness of the layer was about 1mm. In order to make it possible to observe from vertically upward a lucite part was installed in the upper wall of the water tunnel (Fig. 12). The piston-stroke was started from rest to a sinusoidal movement (Fig. 13). The movement of milk was recorded photographically with a motor-driven camera set stationary above the tunnel.

A series of pictures of Fig. 14 show patterns of disturbances occurred on the bed of the tunnel. When the speed of the water flow was maximum, i.e. when $\omega t = \pi/2$ no disturbance was observed on the bed. Disturbances occur after $\omega t = \pi/2$. A series of pictures of Fig. 15 are for nearly a quarter period of oscillation having the instant of no free stream velocity $\omega t = \pi$ in it. This series of pictures was taken employing a micro-lens.

The process of generation and development of turbulence which have been observed from these series of pictures are as follows:

1) The configuration of disturbances formed at first is shown in Fig. 15 (a)
2) The amplitude of these disturbances increases, and the disturbances are deformed to U-shaped loops (Figs. 14 (c) and 15 (b)).
3) The tips of the U-shaped loops move away from the bed owing to the self-induction effect of the loops (Fig. 15 (c)).
4) When $\omega t$ approaches $\pi$, i.e. when the free stream velocity is decelerated nearly to zero, the U-shaped loops eject turbulent burst (Figs. 14 (e) and 14 (f)).
5) At an early stage of acceleration period a large-scale structure of eddies exists at the outer edge of the boundary layer (Figs. 15 (d), 15 (e) and 15 (f)).
6) These large eddies are decomposed into turbulence having higher frequencies (Fig. 15 (g)).
7) The turbulence tends to be relaminarized during the acceleration period. The clouds of milk already formed make few diffusion and are simply carried back.
as a whole by the flow (Figs. 15 (h) and 15 (i)). It is recognized from these pictures that the flow in the boundary layer does not always remain turbulent during a whole cycle.

Comparison between Fig. 7 and Fig. 15 indicates that the features responsible to the occurrence of negative values of Reynolds stress are such large-scale eddies as shown in Figs. 15 (d), 15 (e) and Fig. 15 (f). It is noticed in Fig. 7 that the absolute value of the negative Reynolds stress increases as the distance from the wall increases up to a certain value, although the value of the positive Reynolds stress decreases as the distance increases. This result of measurement can be interpreted also as the consequence of the formation of the large-scale eddies (Fig. 15 (d), 15 (e) and 15 (f)).

CONCLUSIONS

New details on the nature of turbulence in the oscillatory boundary layer were observed by dynamic measurement of turbulence and also flow visualization technique. Turbulence bursts occur in each cycle of oscillatory flow which bursts are followed by the relaminarization during the same cycle. The process of generation of turbulence in oscillatory boundary layer was elucidated by the flow visualization and compared with the results of dynamic measurements.
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Fig. 15. Large-scale eddies (Scope in actual size 18cm x 1cm) (Ur=49.2cm/s, T=13.0 sec, 1=13°)


ABSTRACT

The flow field of an axisymmetric turbulent vortex row impinging onto a flat surface was investigated experimentally. The vortices were generated acoustically by a loudspeaker installed in a specially designed ducting system yielding maximum intensity in resonance frequencies. The intensity was further increased using a nozzle of large contraction ratio. Thus, the system could be operated in several resonance frequencies, yielding high velocity fluctuations at the nozzle's exit that resulted in a row of vortices whose geometrical characteristics, velocities, and spacing were governed by those frequencies. Due to the periodic nature of the flow, ensemble averaging was used for data processing.

The results include time histories of the mean and r.m.s. velocities in a basic period, autocorrelations, power spectra and pictures of the flow field using smoke visualization.

The main conclusions are that this flow shows certain similarities to an impinging jet flow in both mean and fluctuating velocities, as well as in the turbulence augmentation by vortex stretching near the stagnation point.

1. INTRODUCTION

1.1 General Description

The initial motivation for this research stems from previous works that were concerned with heat transfer from a heated flat surface to an impinging flow. It was established in those works that the level of turbulence is increased when the flow approaches stagnation and the heat transfer rates are increased.

In order to study this phenomenon in a controlled flow field Gutmark et al [1] used a round jet that could be excited by a loudspeaker in a predetermined frequency. The flow field of this jet was studied at different excitation frequencies. In special frequencies the amplitude of the velocity fluctuations issued from the nozzle were exceptionally high due to an acoustic resonance of the ducting system. In addition, further augmentation of the turbulence at certain frequencies was generated by the stretching of the flow near the stagnation point. Since the relation between the heat transfer rate and the increased turbulence level in stagnation flow has been established in previous experiments, Gutmark et al [2] checked the heat transfer from a plate to an excited round jet. In these measurements the jet was excited at the resonance frequencies in order to get more energy into the flow in specific frequencies. Some of these measurements were carried out without any net jet-flow, so that the total flow field was created by the loudspeaker generated fluctuations at the nozzle. An interesting observation was that the cooling effect of the acoustic flow was dominant up to a relatively high Reynolds number of the jet flow.

The present research was carried out in order to study the flow characteristics of the acoustic flow, so that its high cooling effect might be explained.

1.2 Literature Survey

The present flow field is similar in some respects to impinging jet flows, and in other respects to the flow of free toroidal vortices. The round impinging jet flow has been investigated experimentally by some authors, e.g. Foreh and Cerav [3], Schauer and Eustis [4], Gutmark et al [1], Donaldson and Snedeker [5] and Yokobori et al [6]. Impingement at a short nozzle to plate distance was reported by Sadeh et al [7]. Similar configuration was studied by Castro and Bradshaw [8].
It is recognized now that vortex stretching near the stagnation point augments the turbulence energy, and that absolute increase of the turbulent fluctuations in the stretched direction occurs at low frequencies. Recently Ho and Nossir [9] found large scale structures in impinging jet, and these structures are very likely toroidal. Toroidal vortex chains were studied in many papers, for instance Sallet and Widmayer [10], Maxworthy [11], Sullivan et al [12], Yamada and Matsui [13], or Schultz-Grunow [14]. The vortices appear to be very coherent at least near the nozzle. They grow slowly as they move downstream. Usually they reach a fully-developed stage only after 2-3 nozzle diameters.

Theoretical investigations of the toroidal vortices allow prediction of their properties. Saffman [15] formulated a method for such calculations. Although he assumed that the core-diameter is small compared to the diameter of the vortex, his calculations are useful for comparison with the present investigation where this assumption is not satisfied.

In conclusion, vortex stretching near stagnation points plays an important role in such flows, by the augmentation of turbulence which it creates. Apparently, a jet flow shows somewhat similar properties to those of a chain of vortices, and therefore vortex impingement may be of significant practical use. In the present research we study this phenomenon experimentally, using hot wire anemometry, and flow visualization techniques. Our main objective is to understand the basic properties of the mean and turbulent flow.

As the mean flow is periodic, the conventional time-averaging techniques could not be applied here. Therefore we had to develop special sampling and processing techniques, which are described elsewhere [16].

2. EXPERIMENTAL METHODS

2.1 Apparatus and Procedure

A schematic of the experimental rig is shown in Figure 1. The vortex rings are issued from a 2.5 cm diameter nozzle after an area contraction ratio of 1:64.

The nozzle is connected to the settling chamber by a round duct of 203 mm diameter and 984 mm length. At one of the walls of the settling chamber a 50 watt 12 inches diameter loudspeaker is installed. Its vibrations produce the vortex-rings which are issued from the nozzle with. Increased intensity because of the contraction at the nozzle.

Behind the settling chamber a conical diffuser is installed to enable a proper connection to a blower whenever net flow is superimposed on the acoustic vibrations. The whole system is mounted on a lathe-slide enabling positioning of the nozzle in two horizontal directions with an accuracy of 0.05 mm.

A flat round plate, 1 meter diameter, is installed perpendicular to the nozzle's axis. The plate can be moved in the vertical direction with an accuracy of 0.25 mm. The hot wire probe is protruding through a hole in the center of the plate. The probe may be moved through the hole in a normal direction to the plate. The accuracy of the hot-wire location was ± 0.25 mm.

The hot-wire probe was operated by a DISA constant-temperature anemometer. It was calibrated against the nozzle velocity while flow was forced by the fan. The hot-wire signal was sampled and processed on a PDP 11/34 computerized data acquisition system as described in Reference [16]. The calibration was performed by the computer as well, using best fit to A, B and n in the anemometer response equation

\[ V = A + BU^n \]

The calibration errors were about ± 2% at 10 m/s and ± 4% at 1.5 m/s.

The experiments were performed at an acoustic frequency of 15 Hz. The number of sampling points per period was 256. Ensemble averaging was used for processing, and all the members of the ensemble were of equal length. The sampling quality was checked by its autocorrelations. The autocorrelation of the ensemble average was periodic to less than 1% and the autocorrelation of the turbulent fluctuations was stationary.

Very near to the nozzle the axial velocity is negative during a part of the period. We do not report measurements in this region due to the inherent difficulty to identify the direction of flow from hot-wire measurements. The axial velocity became fully positive at about one nozzle diameter from the nozzle.

2.2 Non-Dimensional Presentation

The present flow is governed by the following parameters:

- f - the acoustic frequency
- D - the nozzle diameter
- U - a characteristic velocity of the vortices
- h - the distance between the nozzle and the plate.

These parameters may be arranged in the following dimensionless groups:

- Reynolds Number \( Re = \frac{UD}{\nu} \)
- Strouhal Number \( St = \frac{fD}{U} \)

Non-dimensional distances \( h/D; X/D \).

Previous works showed that the viscosity has a secondary effect on the development of the vortices away from the nozzle and from the plate. Thus the Strouhal number is the dominant dimensionless parameter for this flow. This is illustrated in Figure 2, which shows the local Strouhal number (based on the local peak velocity) along the axis versus the initial Strouhal number, for various acoustic frequencies and intensities.

The resulting lines correspond to different normalized distances from the nozzle \( X/D \). A single functional relation is sufficient to describe the behavior at each distance, apart from \( X/D = 3.10, 3.16 \), which are very near the wall. The discrepancy at these two locations can be attributed to the high measurement-errors and the increased dependence on
viscosity near the wall.

In most of the measurements the Reynolds number based on the mean absolute nozzle velocity was 7326. This corresponded to Reynolds and Strouhal numbers based on the peak velocity at one nozzle diameter from the nozzle of 16 600 and 0.0375 respectively.

3. EXPERIMENTAL RESULTS

3.1 Flow Visualization

Flow visualization by dry ice was used to clarify the basic characteristics of the flow. In Figure 3 a fully developed vortex can be recognized beginning at X/D = 1. In the radial direction it extends to r/D = 1.5, which means that its core diameter is about 1D. Figure 4 shows the spreading of the vortex on the plate. The vortex diameter is decreased in this region. The vortex was axially-symmetric when viewed from the nozzle direction.

3.2 Ensemble Averaged Velocity

Figure 5 depicts a typical hot wire signature, and the loudspeaker input signals. The hot wire signature is positive at all times. High frequency turbulent fluctuations appear following the peak in the velocity. A remarkable difference between the signature of the leading and trailing edges of the vortex is apparent. A typical phase shift between the two signals is evident. This phase shift was found to depend on the distance from the nozzle and from the axis by analysis of many hot wire signatures.

The ensemble-average mean velocity variation of a flow-structure on the axis, at different axial locations is given in Figure 6. The velocity profiles at each location are shifted so that the peak value of each curve coincides with the others. The normalized time is f t; when f is the forcing frequency which equals 15 Hz in the present case, and t is the time, starting from the peak.

The mean velocity U is normalized by the peak velocity, which is termed U. The values of U change 10 m/sec at X/D = 1.25 to about 1 m/sec near the plate.

The overlapping of the velocity profiles at different X/D locations along the axis stems from the similarity of the profiles.

The lateral variation of U in different axial locations is given in Figure 7. The velocity is normalized by its value on the center-line. The velocity profiles are also compared with the calculated velocity profile of an inviscid vortex-ring whose total circulation is \( \mu \). The shape of the calculated profile fits quite well to the measured one at X/D = 1.25 especially in the inner and outer part of the vortex, but not near the core where the viscosity cannot be neglected.

Further downstream the vortex is stretched and entrains more fluid from the ambient air and thus the profile becomes broader and with a more even distribution of the mean velocity. Near the plate (X/D = 2.75), at the outer part of the vortex the velocity measured has a higher contribution of the lateral component.

Figure 8 shows the time-averaged velocity variations in the lateral direction where profiles from different axial locations are similar. The mean velocity is normalized by its center-line value, U, and the lateral coordinate Y, is normalized by the lateral distance to the point where the mean velocity drops to half its value on the center-line (Y). The profiles are compared with the mean velocity profiles of a developed axisymmetric-jet and of a developed plane mixing-layer. The former fits the present results in the outer part of the profile and the later in the inner part.

3.3 Ensemble Averaged Fluctuating Velocities

The root ensemble mean square (R.E.M.S.) axial velocity \( \left< u^2 \right> \), non dimensionalized by the peak velocity \( U_p \) is shown in Figure 9. All profiles were shifted so that the location f t = 0 corresponds to the location of the peak mean velocity of each velocity trace. In this way the relative fluctuations intensity of the leading and trailing edges of the structure can be compared.

The highest relative values of the R.E.M.S. were measured at the leading edge of the structure reaching a level of 20% near the nozzle and 35% near the plate. At the location of the peak mean velocity there's a dip in the normalized R.E.M.S. and another maximum in the R.E.M.S. follows in the trailing edge, but at a lower level. The tail of the structure at each location has a low constant intensity. One exception is the profile closest to the plate at X/D = 3.16 where the maximum intensity is located after the peak mean velocity and has a high value of more than 40%, which might lead to large measurement error. Another source of error in this profile is the very low mean velocity in this region which is of the order of 1 m/sec.

The distribution of the axial fluctuating velocity component at X/D = 2.75 is given in Figure 10. All the profiles measured in various Y/D feature the same double-peak structure. In most cases the peak in the accelerating side of the vortex is higher than the one corresponding to the decelerating side.

3.4 The Autocorrelation of the Fluctuating Velocities

The autocorrelation of the axial fluctuating velocity component is given in Figure 11 on the axis in different axial locations. All the autocorrelation curves have a typical shape of an isotropic developed turbulence. The autocorrelation decays to zero after less than 10% of the large structures period. Then the curve has a small negative dip, followed by a positive low peak.

The variation along the axis shows a slight narrowing of the autocorrelation in the downstream direction, followed by an increased width near the wall.

3.5 Spectral Distribution of the Fluctuating Axial Velocities

The spectra of the turbulent fluctuations was calculated from the Fourier integral of the autocorrelation using Wiener-Khinchine relation:

\[
p(f) = \int R(t) \cos 2\pi f t \ dt.
\]

8.9
The gradual development of the turbulence towards the plate on the axis is shown in Figure 12. In the beginning most of the energy is concentrated in the low frequency fluctuations of the order of up to 5 times the large structure frequency. The slope in the high frequency range is sharp and thus the energy level of the high frequencies is low. As the plate is approached this slope increases until an inertial subrange can be detected implying that the turbulence becomes more developed and energy is flowing to the higher frequencies.

CONCLUSIONS

The flow field of a row of toroidal vortices impinging onto a plate was investigated experimentally. It was found that only in a limited zone near the nozzle, of about 1.25 D there is a reversed flow region where the mean velocity could change its direction from forward to backward flow. Following this region the vortices, while entraining flow from the ambient air, gained axial momentum so that there was only forward velocity. The decay of this velocity towards the impingement plate was found to be very similar to that of an impinging jet or a stagnation flow. The profile of the axial mean velocity has also a similar bell shape profile as in the impinging jet but the width of the flow is kept constant till the immediate vicinity of the plate. The width of the mean velocity trace is not changed till a distance of about one wave length from the wall where it starts to decrease as a result of the vortex stretching, caused by the plate. The velocity trace becomes narrower at the maximum range until a real sharp variation of the velocity can be detected at the crest. Comparing the turbulent R.M.S. values it can be seen that the higher intensities of the turbulent fluctuations are found at the leading edge of the vortex where the flow is in the acceleration phase, indicating a dependence of the intensities on the local Reynolds Number. Similar results were recently found in pulsating flow in a pipe (Sherer & Wygnanski [17]).

The almost perfect periodicity of the large scale structures is well demonstrated by the autocorrelation measurements.
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Fig. 1: The experimental rig.

Fig. 2: Variation of the local normalized maximum velocity with Strouhal number.

Fig. 3: Visualization of the vortex before impingement. $f = 15\, \text{Hz}$, $h/d = 3.20$.

Fig. 4: Visualization of the vortex after impingement. $f = 15\, \text{Hz}$, $h/d = 3.20$.

Fig. 5: The exciting signal and anemometer output $f = 15\, \text{Hz}$, $x/d = 3.0$, $y/d = 2.08$.

Fig. 6: The ensemble averaged axial velocity distribution for a single period at different axial locations.
Fig. 7: Lateral variation of ensemble-averaged maximum velocity.

Fig. 8: Lateral distribution of time-averaged longitudinal velocity.

Fig. 9: The root-ensemble-mean-square axial velocity fluctuations at different axial locations.

Fig. 10: The root-ensemble-mean-square axial velocity fluctuations of different lateral locations.

Fig. 11: The autocorrelation of the turbulent fluctuations at different axial locations.

Fig. 12: The one-dimensional power spectra of the turbulent fluctuations along the axis.
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ABSTRACT

The paper describes measurements carried out in a pulsating, fully developed, pipe flow in laminar and turbulent regimes. A detailed description of the original facility was given by Wygnanski and Champagne (1973); a brief account is presented here for the sake of completeness. A straight and smooth aluminum pipe 3.3 cm in diameter and 17 m long was used. The mean flow was supplied by a high pressure (5 atm) compressor and regulated by a precision regulator. High resistance was introduced between the compressor and a large settling chamber in order that the flow rate would be independent of pressure oscillations and the flow regime in the pipe. As a source of pulsations a valveless piston pump, connected to the settling chamber, was used. The piston diameter was 9 cm, and its displacement could be changed from 3.5 to 7.5 cm in 17 steps. The pump was driven by a 1.5 hp variable speed motor permitting a change in the period of pulsations between 0.5 sec and 5 sec. The repeatability of the time period was better than 0.3%.

Velocity measurements were made with single x-wire or with a rake of 9 hot wires distributed evenly in the radial direction at distances \( r/R \approx 0.12 \) between the neighboring wires; so that when the location of the first wire was on the center line, the 9-th wire was located at \( r/R \approx 0.97 \). Velocity signals from the hot wire anemometers were digitized by a 12 bit analog to digital converter and processed on a PDP 11/00 minicomputer. Velocity measurements were taken at the exit plane of the pipe.

A pressure transducer (Valdyne DP 215-30) placed at the wall of the inlet nozzle monitored the instantaneous static pressure at the entrance of the pipe. An optical sensor-switch mounted on the flywheel of the piston provided a trigger signal, which was used as a phase reference. Both pressure and trigger signals were processed digitally. The period of the oscillations was measured by the computer. Two factors determined the sampling frequency which depended on the period of the oscillations: 1) the number of samples per channel per period had to be a power of 2 for the purpose of using a Fast Fourier Transform; 2) the maximum possible rate of continuous data processing and recording on a magnetic tape provided an upper limit on the total sampling rate which could not exceed 20 KHz. Thus, 1024, 2048 or 4096 points were sampled per period per channel, depending on the frequency of oscillations. The lowest sampling frequency used was 800 Hz. In laminar flow 56 periods were measured for each set of parameters while in turbulent flow the number was 240. In both cases 6 consecutive periods were sampled thus enabling one to ob-

A BRIEF DESCRIPTION OF THE APPARATUS AND DATA PROCESSING

The paper describes measurements carried out in a pulsating, fully developed, pipe flow in laminar and turbulent regimes. A detailed description of the original facility was given by Wygnanski and Champagne (1973); a brief account is presented here for the sake of completeness. A straight and smooth aluminum pipe 3.3 cm in diameter and 17 m long was used. The mean flow was supplied by a high pressure (5 atm) compressor and regulated by a precision regulator. High resistance was introduced between the compressor and a large settling chamber in order that the flow rate would be independent of pressure oscillations and the flow regime in the pipe. As a source of pulsations a valveless piston pump, connected to the settling chamber, was used. The piston diameter was 9 cm, and its displacement could be changed from 3.5 to 7.5 cm in 17 steps. The pump was driven by a 1.5 hp variable speed motor permitting a change in the period of pulsations between 0.5 sec and 5 sec. The repeatability of the time period was better than 0.3%.

Velocity measurements were made with single x-wire or with a rake of 9 hot wires distributed evenly in the radial direction at distances \( r/R \approx 0.12 \) between the neighboring wires; so that when the location of the first wire was on the center line, the 9-th wire was located at \( r/R \approx 0.97 \). Velocity signals from the hot wire anemometers were digitized by a 12 bit analog to digital converter and processed on a PDP 11/00 minicomputer. Velocity measurements were taken at the exit plane of the pipe.

A pressure transducer (Valdyne DP 215-30) placed at the wall of the inlet nozzle monitored the instantaneous static pressure at the entrance of the pipe. An optical sensor-switch mounted on the flywheel of the piston provided a trigger signal, which was used as a phase reference. Both pressure and trigger signals were processed digitally. The period of the oscillations was measured by the computer. Two factors determined the sampling frequency which depended on the period of the oscillations: 1) the number of samples per channel per period had to be a power of 2 for the purpose of using a Fast Fourier Transform; 2) the maximum possible rate of continuous data processing and recording on a magnetic tape provided an upper limit on the total sampling rate which could not exceed 20 KHz. Thus, 1024, 2048 or 4096 points were sampled per period per channel, depending on the frequency of oscillations. The lowest sampling frequency used was 800 Hz. In laminar flow 56 periods were measured for each set of parameters while in turbulent flow the number was 240. In both cases 6 consecutive periods were sampled thus enabling one to ob-

A BRIEF DESCRIPTION OF THE APPARATUS AND DATA PROCESSING
tain spectral information for frequencies lower than those of the forced oscillations.

Most of the measurements were made at mean Reynolds number 4000. The choice of Re was dictated by two main reasons: 1) to ensure that there is no back flow at any radial location, and 2) to assure that the relatively low sampling frequency is adequate for measurements of turbulence. The influence of the mean Reynolds number on the flow was tested and reported by Sherer (1981).

The undisturbed flow was laminar at all Reynolds numbers and frequencies used. Turbulence was triggered artificially by a perturbation (a cylinder 2.5 mm in diameter) which was inserted diametrically into the pipe 20 diameters from the entrance. The disturbance caused the steady flow to become fully turbulent at all Reynolds numbers above 3000. When the cylinder was pulled out of the pipe the flow became laminar, which enabled measurements in laminar or turbulent flow while keeping all other controllable parameters, like mean velocity, displacement amplitude of the piston and frequency of oscillations, constant.

The periodic nature of this flow suggests the decomposition of any flow variable \( g(x,t) \) into 3 components (Dussain and Reynolds (1970))

\[
g(x,t) = g(x) + g'(x,t) + g''(x,t) \tag{1}
\]

where \( g(x) \) is the time mean value of the variable \( g(x,t) \) at point \( x \)

\[
g(x) = \lim_{T \to 0} \frac{1}{2T} \int_{-T}^{T} g(x,t) \, dt
\]

\( \langle g(x,t) \rangle = \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} (g(x,nT) - g(x)) \)

and \( g'(x,t) \) is the random part. The difference between pulsating and non-pulsating turbulent flow is determined by the existence of \( g'' \), which vanishes in the steady case. From the definition of the phase mean component \( \langle \phi \rangle \) it is clear that the following relations must hold for the temporal mean values

\[
g' = \langle g' \rangle = \langle g'' \rangle = 0 \tag{2}
\]

Averaging experimental data at fixed phase angles determines the value of \( \langle \phi \rangle \).

Assuming that the flow is not only periodic, but also harmonic, restricts the oscillating part to a single Fourier component, thus

\[
\langle g(x,t) \rangle = \Re \{ g_1(\xi) \exp(i(U \xi + \phi)) \} \tag{3}
\]

where \( g(x) \) is the time mean amplitude of pulsations and \( \phi \) is the initial phase angle of the quantity \( g \). All phase angles referred to, in this work, are related to the pressure. In general, the time dependent variables can be expanded in Fourier series, so that the right hand side of Eq.(3) becomes the leading term in the expansion.

**EXPERIMENTAL RESULTS**

**Mean Flow: Steady vs. Pulsating Velocities and Pressure**

Fig.1 represents time mean velocity profile measured by an x-wire in laminar pulsating flow and normalized by the center-line velocity. The profile presented was taken at Re=4000, period T=1.34 sec and a relative amplitude of bulk velocity fluctuations \( U_1/U_0=20\% \).
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**Fig. 1 Time-mean velocity profiles**

a) Laminar Flow  
b) Turbulent Flow

In Fig.1(a) three measured turbulent velocity are shown; one of the profiles was taken in steady flow at Re=4000, while for the other two the amplitude of pulsations was varied. No significant difference could be observed between steady and pulsating time mean velocity profiles whether in laminar or turbulent flows. This result could be anticipated in fully developed laminar flow, because of the resulting linearity of the Navier-Stokes equations, but in turbulent pulsating flow it indicates, that the time mean Reynolds stresses are not affected by the harmonic oscillations.

The friction coefficient \( \lambda \), calculated from Darcy's formula

\[
\frac{p}{\rho} = 3L/D \frac{U^2}{2}
\]

did not show any difference between steady and pulsating flows for both laminar and turbulent regimes. The measured friction coefficient in laminar flow was higher by about 10\%, than the theoretically predicted value of 0.64/Re. In turbulent flow, the measured value of \( \lambda \) is in fair agreement with the values quoted in the literature for smooth pipes (see H.Schlichting (1975)).

**Phase Averaged Values: Laminar vs. Turbulent Flow**

Typical time dependencies of the phase averaged velocities in a turbulent pulsating flow are shown in Fig.2 and the concomitant reference pressure oscillations are shown at the top of the Figure. Each velocity trace is normalized by the time mean velocity on the center line of the pipe. The uppermost velocity trace corresponds to \( \theta = 0^\circ \) i.e. the velocity was measured on the center line and the bottom trace represents the velocity at \( \theta = 90^\circ \). During a fraction the pressure at the inlet of the pipe is lower than at the exit pointing to the existence of an adverse pressure gradient. The velocity however does not reverse itself at all radial posi-
tions and all phase angles. The validity of the assumption that pressure and velocity oscillations are harmonic may be checked by representing the ensemble averaged signals in Fourier series.

![Phase averaged velocities and pressure](image)

Fig. 2 Phase averaged velocities and pressure

The "power" spectra were calculated, and the ratio of the first two coefficients \( c(2\omega)/c(\omega) \), i.e. the coefficient of the fundamental frequency and its first harmonic, was determined. For moderate amplitudes of velocity pulsations, this ratio was less than 3\% thus providing the justification for the harmonic assumption. At high amplitudes, in turbulent pulsating flow, partial relaminarization occurs making the contribution of the second harmonic more significant.

The harmonic character of pulsations enables one to represent the instantaneous velocity by an exponential form (Eq.(3)), and alleviates the necessity of describing the temporal and spatial changes in velocity by plotting a large number of phase averaged velocity profiles. Two functions can fully describe the phase averaged component of the velocity at the imposed frequency: (i) the amplitude distribution \( \bar{u}(r) \); (ii) the phase angle \( \phi(r) \) relative to the phase of the pressure oscillations. The fully developed laminar pulsating pipe flow depends on \( Re \) and on a dimensionless frequency parameter \( \alpha \equiv \pi \sqrt{Re}/\omega \), which is referred to at times as Womersley number.

In the absence of viscosity, the pressure, being the only driving force, is in phase with the acceleration of the fluid. The velocity lags by 90° behind the acceleration, and thus also lags behind the pressure. The radial distribution of the phase angle is shown in Fig.3 for \( Re=4000 \) and for various periods of oscillations. The solid lines show the theoretical prediction of Uchida (1956), while the crosses and the triangles give the measured phase angles in fully developed laminar and turbulent flows, respectively. A good agreement with theory was obtained for the laminar case, with the exception of the very low frequencies which are most sensitive to the influence of the entrance region. The phase lag on the center line of the pipe in laminar flow is usually 90°, and it decreases to approximately 45° near the wall.

![Radial distribution of velocity](image)

Fig. 3 The radial distribution of \( u \) in laminar and turbulent flows.

In turbulent flow the results appear to be very different. The frequency parameter \( \alpha = \pi \sqrt{Re}/\omega \) no longer controls the flow because the relevant viscosity is no longer \( \nu \) but some turbulent exchange coefficient \( \epsilon \), which is orders of magnitude larger than \( \nu \). The effective \( \alpha \) is thus much lower, and the angle \( \phi \), in the central region of the pipe decreases more quickly with increasing period than in the corresponding laminar flow. In contrast to laminar flow, however, the phase lag increases towards the wall; the qualitative nature of this result was noticed by Ramaprian and Tu (1980). A more detailed explanation of this phenomenon, based on a single turbulent model will be discussed later.

The qualitative difference between laminar and turbulent pulsating flows also exists in the radial distribution of the amplitudes of the velocity oscillations. In laminar flow, the maximum amplitude of the velocity oscillations occurs in the Stokes layer near the wall, as noticed already by Richardson (1927/28), while in turbulent flow the maximum amplitudes occur in the center of the pipe. The radial distribution of the measured amplitudes of velocity oscillations in laminar and turbulent flows, resulting from identical forcing, is shown in Fig.4. The theoretically calculated amplitudes in laminar flow which were matched on the center line (Uchida (1956)) are shown also in Fig.4 for comparison. In turbulent flow the amplitude is uniform in the central region of the pipe, but decreases rapidly near the wall. The amplitude of pulsations in laminar flow also decreases near the wall. Increasing the mean \( Re \) or decreasing the frequency of oscillations leads, in turbulent flow, to a more uniform distribution of the velocity amplitudes.

**The Effect of Forcing on Turbulence**

There is no doubt, that some information related to the structure of the turbulent flow is lost by the conventional and phase locked averaging proce-
The oscillating part of the velocity during a single period, measured by the hot-wire rake and compared with the signature of the pressure oscillation, is shown in Fig. 5.

\[ \frac{u'}{U_0} \]

Fig. 4 Radial distribution of velocity amplitude

Fig. 5 Perturbation velocity during one period of oscillations

A partial laminarization of the flow is observed during the time at which the velocity is low. The amplitude of the turbulent fluctuations increases quite suddenly while velocity is high, but it decreases gradually during the decelerating portion of the cycle.

Time averaged Reynolds stresses \( \langle u'v' \rangle \), which were measured by an \( x \)-wire, are independent of the flow pulsations (Fig. 6a); this was inferred earlier from the similarity of time-mean velocity profiles. The fact that the time mean pressure drop along the pipe is independent of forcing, also indicates, that the pulsations have nearly no effect on the mean Reynolds stresses.

The radial distribution of the oscillating part of the Reynolds stresses for two amplitudes of pulsations is shown in Fig. 6b. The measured values of \( \langle u'v' \rangle \) were rendered dimensionless when divided by the amplitude of the pulsations of \( u_0 \) which in turn deduced from the oscillatory component of the pressure drop.

\[ \tau = \rho c \frac{u}{\theta} \left( \frac{2u}{\theta} \right)^2 \quad \tau = \frac{1}{2} \frac{u}{\theta} \]

(4)

where \( \theta \) is the mixing length. Introducing the de-
composition for the steady and time dependent parts of the phase averaged velocity $u \Delta \omega v$ and substituting into Eq.(4), and neglecting terms of second order, yields:

$$\tau = \frac{\rho \Delta u^2}{8\pi^2} + 2\pi \rho \frac{\Delta u v}{3 \pi^2 \tau}$$

thus implying that the eddy viscosity of the oscillating flow is:

$$\epsilon = \frac{\tau}{2\pi^2}$$

The simple model of Prandtl which uses a constant length-scale, gives for the time dependent part of the shear stress an eddy exchange coefficient $\epsilon$, which is twice the conventional, steady eddy viscosity.

For a more complex model, like the one of Van Driest (Lauder and Spalding 1972), the relation between $\epsilon$ and $\epsilon_1$ is not as simple. In order to obtain the eddy viscosity which represents the dependence of the shear stress on the velocity profile, the radial distributions of the velocity gradient and of the shear stress were calculated for two slightly different values of the friction velocity $u_f$ from equations of Van Driest. The eddy viscosity for the oscillating flow was then calculated following Eq.(6) from the equation:

$$\epsilon = \frac{\Delta u^2}{\Delta (\Delta u/\tau)}$$

The use of eddy viscosity suggests that the shear stress is proportional to the instantaneous value of the local velocity gradient, irrespective of to the rate of change of the phase-averaged flow. A careful examination of the experimental data reveals, that this is not always a valid assumption. From the definition of an eddy viscosity one obtains:

$$\epsilon = \frac{\Delta u^2}{\Delta (\Delta u/\tau)}$$

The phase angle of the Reynolds stress is thus related to the velocity gradient $\Delta \omega / \Delta r$. With the radial distribution of both amplitude $u(r)$ and phase $\sigma(r)$ of the velocity oscillations known, the time dependent velocity gradient is:

$$\frac{\Delta u}{\Delta (\Delta u/\tau)} = \frac{\frac{\Delta u^2}{\Delta (\Delta u/\tau)}}{\Delta (\Delta u/\tau)}$$

The phase angle of $\Delta \omega / \Delta r$ may thus be calculated from Eq.(6). The experimentally observed radial dependencies of $u(r)$ and $\sigma(r)$ are slowly varying function of $r$ with the exception of the wall area, thus the differentiation of these curves will inevitably result in a large experimental error. Consequently, an accurate evaluation of the eddy viscosity for the oscillating part of the flow from the measured values of $u' v'$ and $\Delta \omega / \Delta r$ seems impossible in practice.

There exists, however, a point, at which the phase lag $\Delta (\Delta u/\tau)$ attains a minimum, resulting in $\Delta (\Delta u/\tau) = 0$ at this particular radial position, and the phase angles of $u(\omega)$ and $u(\omega)$ are identical (Eq.(6)). The experimental data, however, shows a difference in phase of $u(\omega)$ and $u(\omega)$ at this, as well as at other radial locations. It follows from Eq.(6) that the turbulent part of the eddy viscosity for the time dependent flow, has to be a complex function which incorporates a phase-shift between $u(\omega)$ and $u(\omega)$. The turbulent structure thus lags behind the instantaneous velocity distribution, and the equation relating the shear stress to velocity gradient has to be modified in order to include a lag in response-time of the Reynolds stress:

$$u' v' = (\epsilon - \epsilon) \frac{\Delta u^2}{\Delta (\Delta u/\tau)}$$

The second term on the right hand side of Eq.(10) represents the "inertia" of the Reynolds stress, which may be large whenever the change in $u' v'$ is rapid in comparison with a characteristic time $\tau$, but vanishes for an infinitely slow processes. Substituting into the Eq.(10) the notation of (3) one obtains:

$$u' v' = \epsilon - \epsilon \frac{\Delta u^2}{\Delta (\Delta u/\tau)}$$

which gives an expression for the oscillating eddy viscosity:

$$\epsilon = \epsilon + \epsilon \frac{\Delta u^2}{\Delta (\Delta u/\tau)}$$

Eq.(12) indicates that the argument of the complex eddy viscosity, as well as it's absolute value are frequency dependent. At high frequencies relative to the relaxation time $f(\omega)$ the absolute value of the eddy viscosity for the oscillating flow decreases, and the Reynolds stress becomes independent of the phase angle. Thus, the turbulence depends on the mean flow only, while the pulsations are governed by the molecular viscosity and are in this sense laminar, although the mean flow remains fully turbulent.

As mentioned earlier, the phase difference between $u' v'$ and $\Delta \omega / \Delta r$ is known at one the radial location only, where the phase of the velocity gradient equals to the phase of the velocity itself. The experimentally measured $\epsilon$, at $T_{1,34}$ sec and $u_{1,34}$ attains a minimum at $r/\omega_{1,34}$, and the phase difference between the velocity and the Reynolds stress is equal at this radial position to 30° (see Fig.3 and Fig.6). The relaxation time $6$, obtained from the Eq.(11) is therefore $6 = \pi/360 = 0.012$ sec. Although the relaxation time, should in general depend on the radial position, it is convenient to assume it to be constant across the pipe. The relaxation time therefore is a universal constant for a given mean Reynolds number. Narasimha and Prabhu (1972) used a similar approach to calculate the influence of the finite relaxation time on the development of the turbulent wake in response to a steep change in pressure gradient. Neglecting the dependence of the relaxation time on the transverse coordinate proved, in their case, to have no significant effect on the results of the calculations nor on the agreement with experimental data.

Following equation (12), one may define a critical frequency of pulsations for $f_c^2 = \frac{1}{2\pi^2} \frac{1}{2\pi^2} = 1.3$ Hz. At $\omega < \omega_c$ the modulus of $\epsilon$ practically independent of frequency and equals to a limiting eddy exchange coefficient for very slow pulsations. At $\omega = \omega_c$ the oscillating eddy viscosity decreases to $1/2\pi^2$ its value at $\omega = 0$. When $\omega > \omega_c$, and $u(\omega) >> \epsilon$, the magnitude of oscillating shear stress decreases rapidly with increasing frequency for a given value of $u(\omega) / \Delta r$. The corresponding critical period of the pulsations is, in this case, $T_c = \pi/20.75$ sec. For the turbulent structure to become frozen (i.e., for the oscillating eddy viscosity to vanish) the frequency of pulsations has to be much higher than $f_c$, as may be
deduced from Eq.(12). On the other hand, even at small frequencies, the oscillating eddy viscosity still introduces a significant phase angle between \(\langle u'v' \rangle \) and \( \frac{3}{2} \frac{\partial u}{\partial r} \), thus influencing the balance among inertia, pressure, and viscous forces (Shemer (1971)). The eddy viscosity for the infinitely slowly oscillating flow was obtained by modifying the Van Driest model according to Eq.(7). The resulting complex eddy viscosity was substituted into the Navier-Stokes equation which was solved numerically.
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Fig. 7 The calculated radial distribution of \( u'(r) \) and \( \phi_u(r) \)

The results of the calculations are presented in Fig. 7, showing the radial distribution of the amplitudes and phase angles of the oscillating velocity. The calculations were performed for mean Re=4303 and T=1.0 sec. A qualitative agreement with the experimental results was achieved in this way. The calculated radial distribution of \( \phi \) is similar to the experimental observation. The calculated angle slightly decreases with increasing distance from the center line, and increases near the wall. It should be noted that efforts to use the real rather than complex value for the oscillating eddy viscosity resulted in the calculated radial distribution of \( \phi \) which resembled \( \phi \) in laminar flow, and decreased monotonically with increasing \( r/R \).

The calculated values of \( \phi(r) \) differ from the experimentally measured angles, implying that the theoretical model is not sophisticated enough to provide an exact balance between viscous, inertia and pressure forces, and perhaps it is not adequate for the low Reynolds number used. Nevertheless, even the very simple model which accounts for finite response-time of the turbulent structure to the rapidly changing mean flow appears to be qualitatively correct.
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Abstract

Measurements in turbulent channel flow with forced velocity oscillations of small amplitude have been performed over a wide range of frequencies. The results show that the mean flow and the mean turbulent intensity are not affected by the forced oscillations. The amplitude and the phase shift of the periodic velocity fluctuation follow the laminar Stokes solution at high frequencies. A low frequencies near the wall the gradient of the amplitude becomes steeper than in the Stokes flow and the phase shift decreases to slightly negative values. Further from the wall a phase lead is again observed. The results also show that the phase averaged longitudinal turbulent intensity is not simply proportional to the velocity oscillations; the amplitude ratio is position and frequency dependent. It is shown that the Stokes thickness non-dimensionalized with the mean viscous sublayer thickness is the important parameter.

INTRODUCTION

Many flows of practical importance in aerodynamics, hydrodynamics, turbomachines, bio-fluid dynamics are unsteady. Yet, in the turbulent regime these flows are not well understood even in the simplest case as the flow over a flat plate. Experimental investigations of unsteady turbulent boundary layers have so far been rather scarce and have yielded little information on the wall layer. For instance, such vital information as the amplitude and phase shift of the wall shear stress is almost completely lacking. On the other hand, several turbulent closures developed for steady flows have been applied to unsteady flows but their predictions of the wall shear stress differ considerably from one another giving even different trends for its phase shift towards large non-dimensional frequencies (fig. 6 of ref. 6). Since there is little experimental data available with which the various predictions can be confronted, it is difficult to evaluate the merits and defects of the various models.

The need for measurements in unsteady turbulent boundary layers is also patent and has been stressed many times in recent years. The purpose of the present investigation is to provide some data in this field and to contribute to the understanding of unsteady turbulent flows.

8.19
The measurements were performed in a water channel. A length of 2600 mm, height, 2h = 100 mm, span 1000 mm, v = 0-50 cm/s. The test section is 3000 mm long and located at the downstream end. A divergence, adjustable up to about 20°, can be imposed on the section walls in order to subject the flow to a mean unsteady pressure gradient. The oscillating flow is driven by a reciprocating piston with adjustable speed and stroke mounted on the cason axis upstream of the grids and honeycomb. The return flow is via a free surface in order to minimize the effects of unsteady gradients.

The velocities were measured with a laser-Doppler velocimeter operating in the fringe mode. The period of the laser signal was determined with a counter. One end of the channel was perforated by 10 holes close to wall it was necessary to minimize the size of the probe volume. The waist of the focused beam was reduced to 0.01 mm by making use of a beam expander (10). The apparent length of the probe volume was 0.6 mm. With this optical arrangement it was possible to make measurement as close as 0.05 mm from the wall, corresponding to \( y^* = 1 \) for \( u_* = 1 \text{ cm/s} \). So correction for probe volume truncation was necessary. Owing to the small size of the probe volume the shear noise contributed only 1% to the measured turbulent intensity at \( y^* = 1 \).

Great flexibility in the characteristics of the emission optics was achieved by use of standard optical components mounted on benches fixed onto a rigid plate.

The Doppler counter is intrinsically a digital period-meter delivering a digital word for every validated Doppler period. This word is fed into a microprocessor which is the phase locked ensemble averager. It is also programmed to perform simple tenure integralisation. The averaged data is transferred to a computer (IBM 11) were it is stored and analysed.

Averaging on the microprocessor is performed directly on the Doppler periods. It may be shown that the mean velocity in turbulent flow obtained from the mean Doppler period is not biased towards the larger velocities as would be the case if the mean frequency were used (HAGEDORN effect).

**AVERAGING PROCEDURE**

Ensemble averaging is done at 100 points equally spaced over the period called channels hereafter for the sake of clarity. A problem arises because the phase averaging has to be performed on digital values arriving randomly in time and not from a continuous analog signal as from a hot wire. For this reason, the averaged in the channel is calculated by taking all the values arriving at the microprocessor during the time interval \( T/100 \) to \( (i+1)T/100 \) from the beginning of each cycle. The maximum difference in phase angle of the value averaged in any channel is therefore \( \pm 1.66 \). Thus, if \( f \) is the average frequency at which the validated values occur (roughly equal to the average number of Doppler bursts per second), then the average number of values contributed to each channel during one cycle is \( f_i T/100 \). In particular, if \( f_i < 100 \) a sample is not contributed to the average at every cycle.

Let us notice that a systematic error is introduced if the analog output of a counter provides with a circuit holding the previous value between successive validations were periodically sampled by taking the value in each channel at each cycle. It can easily be shown that for a sin-wave the measured amplitude would be reduced by \( f_i / \pi^2 \) sin \( \pi f_i / f \) and the phase would lag by \( \pi f_i / f \). In addition there would also be an artificial increase in the measured turbulent intensity \( u^2 \).

For \( f_i = 100 \) the phase lag would be 1.66°, which is almost half the maximum phase lead of the velocity observed in unsteady boundary layers. This is even more serious because \( f_i \) depends upon the rate at which the particles cross the probe volume (proportional to \( u^* \)) and to the quality of the laser-Doppler, two factors which both decay rapidly as the wall is approached. The phase of the velocity published previously \( U \) may be accounted for by this systematic error. Such an error is, of course, avoided by the present phase averaging scheme.

This scheme has in addition the advantage of accelerating the statistical convergence especially near the wall where the turbulence intensity is high when \( f_i > 100 \), as long as really \( f_i > 100 \), where \( f_i \) is the characteristic frequency of the turbulent energy containing eddies. This is especially useful at low frequency contents which in the present experiments were as small as \( 10^{-2} \text{ cm/s} \). If in this case only one sample were taken at each point per cycle, it would take almost four hours to complete the phase average with a sample size of 100 values per channel. Actually such a sample size proved to be insufficient near the wall even for \( U \) and quite inadequate for \( U^2 \). The uncertainty in the phase due to insufficient statistical convergence is especially large. \( f_i \) depends upon many factors among which are escape any precise control. The measurements reported here correspond therefore to an average of 500 samples per channel or an integration over one hour. This proved to be adequate for \( U^2 \) as shown on Fig. 1 and 2, corresponding to measurements on the separation and at \( y^* = 4 \) for \( U = 1.5 \text{ cm/s} \). It may be observed that there remains appreciable scatter about the fundamental Fourier mode near the wall. \( U^2 \) at the same point is shown on Fig. 3, the periodic variations of

![Fig. 1 - Ensemble averaged velocity on channel centerline](image-url)
the turbulent intensity are clearly distinguishable from the random scatter. It should, finally, be remarked that the present measurements correspond to amplitudes of the forced oscillations on the centerline of 5% or less. For larger amplitudes the statistical scatter would be relatively smaller.

The two-dimensionality of the flow was checked at three stations 10 cm apart from each other. The mean flow is established at least 10h upstream of the section X = 2,4 m where the measurements were taken for the velocity \( u_0 = 1^7,5 \text{ cm/s} \).

The instrumentation and data acquisition were checked in two ways. Firstly in steady turbulent flow in the channel where good agreement was found for both \( u/\bar{u}_0 \) and \( \sqrt{\langle u^2 \rangle} \) vs \( y \) with previous measurements (fig. 1,5) and secondly in laminar oscillating flow in an oil channel where good agreement was found for the amplitude \( A_0 \) and the phase shift \( \varphi \), vs \( y \), with the theoretical values of the Stoker flow.

Vibrations of the wall generated by the oscillating pressure could produce large systematic errors on \( \varphi \), especially close to the wall where \( \Delta P \varphi \) is large. It should first be remarked that the oscillating pressure is a given section is proportional to \( \Delta P \)\( \varphi \), therefore most severe with high frequency and large amplitude oscillations. These vibrations were measured with an ultra-sonic depth gage having a sensitivity of \( 1^7,5 \mu \text{ m/s} \). The largest relative error on the amplitude is about \( \sqrt{\langle u^2 \rangle}/u_0 \) at \( y = 2,4 \text{ cm} \). Since \( \langle u^2 \rangle = 0,004 \text{ cm/s} \) and \( u_0 = 0,05 \text{ cm/s} \), the largest relative error on the amplitude is about \( \sqrt{\langle u^2 \rangle}/u_0 = 0,1% \). This error decreases with the distance from the wall because \( \Delta P \varphi \) decreases and \( u_0 \) increases.

\[ Fig. 2 - \text{Ensemble averaged velocity at } y = 4,6 \]

\[ T = 7,32 \text{ s} \]

\[ A_0 = 3,7^4 \text{ cm/s} \]

\[ A_1 = 0,16\% \text{ cm/s} \]

\[ A_2/A_1 = 1,1\% \text{ cm/s} \]

\[ Fig. 3 - \text{Ensemble averaged turbulent intensity at } y = 4,6 \]

\[ T = 7,32 \text{ s} \]

\[ A_0 = 1,31 \text{ cm/s} \]

\[ A_1 = 0,008 \text{ cm/s} \]

\[ A_2/A_1 = 1,1\% \text{ cm/s} \]

\[ Fig. 4 - \text{Mean velocity in steady and unsteady flow} \]
RESULTS AND DISCUSSION

Mean velocity and near turbulent intensity

Mean velocity profiles measured in oscillating flow are indistinguishable from the steady flow curve at all frequencies tested (Fig. 4). This confirms the previously published results (4, 6, 9) but is at variance with the latest data of KANSFILL and SCHAFER (7) whose profile seems to show a point of inflection near the wall. These authors argue that the mean flow in their experiment has been affected by the periodic oscillations because the forcing frequency \( \omega \) is of the same order as the characteristic frequency \( f \) of the turbulence \( \Omega = \omega f \), and that an interaction between the two types of fluctuations takes place. Since our highest Strouhal number based on the half channel width \( \Delta = 0.1 \), is even larger than the one of KANSFILL which was about \( \Delta = 0.1 \), in their case, a pipe radius \( \delta \), this argument alone cannot explain the differences between these observations. It should be added that the highest frequency in KANSFILL'S experiment and the two frequencies used by KANSFILL were each equal to the forcing frequency \( \omega \), and so it is possible that the mean flow had been observed.

The other parameter which, together with the frequency, would affect the turbulence and therefore the mean flow is the relative amplitude of the oscillation. This parameter is quite different in 4, 6, 9 and the present experiments, being respectively about 10%, 20%, and 1% in KANSFILL's measurements at high amplitude (955), and at a medium or high frequency, their seem to be a slight effect on the mean velocity but from the plotted data, it is difficult to conclude whether this effect is significant or not. In the present work the amplitude had to be kept small in order to avoid flow reversals near the wall because of some differences, the mean turbulent intensityology, and the mean shear stress of the oscillating wall are the same order near the wall and the laser velocimeter was not equipped with a frequency shifting device.

The mean turbulent intensity, Fig. 6, is affected either by the amplitude of the oscillation or the phase of the oscillations. In our experiments the phase \( \phi = \omega / \Omega \), the ratio of the pulsation frequency \( \Omega \) to the forcing frequency \( \omega \), was kept at 0.9. In the experiments of KANSFILL the ratio \( \phi \) was equal to 0, 0.2, and 1.2. Although it is shown in 7, that the mean flow is small even in an unstable boundary layer in a mean centrifugal pressure gradient.

Periodic velocity oscillations

The evolution of the amplitude and of the phase of the fundamental mode of the forced oscillations vs the non-dimensional distance \( x / \Delta \) for five cases are shown in Figures 5 and 6. The parameter \( \Delta = \rho / \Delta \), measures how far the viscous Stoker layer extends into the inner layer of the steady turbulent wall flow. It is clear that small values of \( \Delta \) correspond to high frequencies.

Despite some differences, it is quite remarkable how close the amplitudes fall to the laminar Stoker layer in all cases for \( \Delta < 1 \). To within about 2 of the slope \( \rho \Delta / \Delta \), of the line of the laminar oscillating flow. This behaviour contrasts sharply with that of the mean flow where the gradient at the wall in the turbulent case is \( \rho \Delta / \Delta \), and at least an order of magnitude steeper than in the laminar case \( \rho \Delta / \Delta \), where typically \( \Delta < 2 \Delta < 4 \). The distortion of the oscillating wall shear stress into the fluid seems also little affected by the presence of the turbulence produced by the mean flow.
In the two high frequency runs \( \lambda = 5.5 \) and 7 the amplitude and phase follow the laminar Stokes curve quite closely. In particular there is a large phase lead near the wall. The scatter of the data points is sufficiently small that the extrapolation to \( y = 0 \) is significant yielding a 45° phase lead at the wall as in laminar flow. KARLSSON (4) mentions that the largest phase lead obtained was \( 34° \) for \( y = 0 \) from his data. The corresponding Stokes flow at the same distance gives a phase lead of \( 36° \) which confirms the present high frequency results despite the difference in \( \lambda \). PARIKH et al. (9) also find a steep raise of the phase with a lead up to \( 30° \) near the wall at their highest frequency. An appreciable undershoot of the amplitude for \( \lambda = 5.5 \) is observed beyond \( y = 2 \) which does not exist in laminar flow. ACHARIA's (7) phase results are completely different since he measured a phase difference of \( 30° \) at the wall of about \( 160° \) for \( \lambda = 7.1 \). The present \( \lambda = 7 \) case was run precisely in order to be as close as possible to ACHARIA's experimental conditions. No plausible explanation for the large discrepancy in the phase angle between the two experiments has been found. But the amplitude agrees qualitatively.

The main features of the high frequency behaviour may be understood if it is recalled that in the steady turbulent wall flow the turbulent shear-stress is smaller than the viscous one for \( y < 12 \) and if it is observed that the thickness of the viscous Stokes layer is about 2 \( y_0 \). Hence, below \( y = 12 \), \( \nu \) (as \( \nu \)) is mainly subjected to viscous diffusion and if \( \lambda > 12 \) than the amplitude and phase of \( \nu \) reach the outer values before the turbulence can actively affect them. It is seen that the present high frequency cases \( \lambda = 5.5 \) and 7 approximately satisfy this requirement.

The evolution of \( \nu \) in the low frequency cases is more complex. In the proximity of the wall a steeping of the amplitude gradient with respect to the Stokes flow is clearly noticeable for \( \lambda = 16.6 \) and \( \lambda = 32 \). This is to be expected since most of the variations of \( \nu \) are in the fully turbulent part of the inner layer. Yet, it is surprising that there is so little difference between these two cases though the values differ by a factor of 2.5. For large values of \( \lambda \) one would expect \( 200° \) near the wall to become independent of \( \lambda \). This does not seem to happen or then the value of \( 16.6 \) is still too small. It should be remembered that because of the physical limitations of the pulsating device the amplitude on the centerline was only 25% in the latter case. But it is doubtful that at such low levels the amplitude itself influences the flow.

The evolutions of the amplitude for \( y > 0.5 \) at the two lowest frequencies are strikingly different. For \( \lambda = 16.6 \) \( 200° \) keeps roughly the same value until the amplitude reaches the outer level as in the high frequency cases while for \( \lambda = 32 \) the shape of \( \nu \) decreases abruptly, a behaviour reminiscent of the mean velocity's. The intermediate case \( \lambda = 12.2 \) is somewhat puzzling since near the boundary \( \nu \) varies as in the high frequency cases whereas further away it evolves nearly as in the lowest frequency case.

As \( \lambda \) increases the phase shifts away from the laminar Stokes curve. In particular, the phase lead at the wall tends to zero and becomes negative. Extrapolation to wall except for \( \lambda = 16.6 \) is hazardous because of the scatter of the data especially for \( \lambda = 39.4 \). In this latter case the evolution of \( \nu \) from the turbulence is much slower because of the small value of the centerline amplitude and it has been observed that the phase is quite sensitive to the scatter of

---

**Fig. 1** Relative amplitude of fundamental mode of the periodic velocity oscillations vs non-dimensional distance \( \lambda \) from the wall. (\( \lambda = 5.5 \); \( \lambda = 7.1 \); \( \lambda = 16.6 \); \( \lambda = 32 \); \( \lambda = 39.4 \); \( \lambda = 55 \); \( \lambda = 71 \). In the latter case the eduction of \( \nu \) from the turbulence is much slower because of the small value of the centerline amplitude and it has been observed that the phase is quite sensitive to the scatter of the points around the fundamental mode (see fig. 2). There is quite a bit of disagreement on the phase among the various experiments but it is felt that an appreciable part may just come from measurement inaccuracies.

---

**Fig. 7** Phase of fundamental mode of the periodic velocity oscillations vs non-dimensional distance \( \lambda \) from the wall for legend see Fig. 6.
Oscillating wall shear stress

Since the amplitude of \( \bar{u} \) follows approximately the laminar Stokes solution, the amplitude of the oscillating shear stress is

\[
A_{\bar{u}} = \mu \frac{2\mu_0}{\rho} \frac{A_{\bar{u}}}{A_{u_*}} = \sqrt{\frac{\mu}{\rho}} A_{u_*}
\]

so that:

\[
A_{\bar{u}} = \sqrt{\frac{\mu}{\rho}} A_{u_*} \frac{1}{\sqrt{C^*}}
\]

or

\[
\frac{A_{\bar{u}}}{\bar{u}_*} = \sqrt{\frac{\mu}{\rho}} \frac{A_{u_*}}{A_{\bar{u}_*}} \frac{1}{\sqrt{C^*}}
\]  

(2)

Let us recall that in a laminar boundary layer this relative amplitude ratio equals \( \sqrt{C^*} \) in the high frequency limit and \( 4/\sqrt{3} \) in laminar channel flow.

The above relation shows the importance of the non-dimensional Stokes thickness expressed in wall parameters \( C^* \). It seems that as long as \( C^* \ll \frac{1}{\sqrt{C^*}} \) or \( C^* \) is more relevant than \( \bar{u}_*/A_{\bar{u}_*} \).

The above relations also show the confined influence of the frequency and of the forcing amplitude on the oscillating shear stress. They further point towards the importance of a mean unfavorable pressure gradient due to the presence of \( \bar{u}_* \) in the denominator since then \( A_{\bar{u}} \ll \).

Periodic flow reversal requires \( |\bar{u}/\bar{u}_*| > 1 \)

\[
\frac{|\bar{u}|}{\bar{u}_*} > \frac{1}{\sqrt{C^*}} \frac{A_{u_*}}{A_{\bar{u}_*}} \frac{1}{\sqrt{C^*}}
\]

(3)

which shows that the amplitude must be large unless the frequency is very large or \( \bar{u}_* \) is very small as in a mean unfavorable pressure gradient.

Turbulence is only affected by the strain rate i.e. velocity gradients and not directly by oscillations whatever the frequency so that there can be no effect over the whole layer where \( \nabla \bar{u} \bar{u} \neq 0 \). The oscillating flow can therefore only modify the turbulence and hence the mean flow if the oscillating gradient \( \nabla \bar{u} \bar{u} \) contributes substantially to the total gradient \( \nabla \bar{u} \bar{u} \) in the wall layer, and if \( |\bar{u}/\bar{u}_*| > \). This requires \( |\bar{u}/\bar{u}_*| > \) to hold. In addition, since \( \frac{A_{\bar{u}}}{A_{u_*}} \) for \( y^+ \ll 1 \) it can be argued that one must also have \( \frac{A_{\bar{u}}}{A_{u_*}} > \) in order to have a substantial contribution to the turbulent production.

Therefore, the mean flow and turbulence can neither be affected if the frequency is very high, because condition (3) cannot be satisfied unless the amplitude is very large or \( \bar{u}_* \) very small nor if the frequency is high because \( \nabla \bar{u} \bar{u} \) is then too small.

Periodic variations of the turbulent intensity

The amplitude of the fundamental mode of the periodic variations of the turbulent intensity \( \sqrt{\frac{\mu}{\rho}} \) for four cases are shown on fig. 6, and 7 respectively with respect to \( \bar{u}_* \) and \( A_{\bar{u}_*} \). As \( \frac{A_{\bar{u}}}{A_{u_*}} \), \( \frac{A_{\bar{u}_*}}{A_{u_*}} \) tends to zero with \( y^+ \) it reaches a maximum and slowly decreases to zero as \( y^+ \) increases.

Since the amplitude of the run \( \ell^* = 39 \) is \( \ell^* \) times smaller than in the others, it may be seen that for \( \ell^* > \ell^* \) the maximum value of the ratio \( \frac{A_{u_*}}{A_{\bar{u}_*}} \) is reached.

The oscillations of the turbulent intensity is also larger than the forcing of the mean flow. It is clear also that these oscillations are much smaller at high frequency as \( \ell^* \) for values of \( \ell^* \). This seems to confirm partially the argument above concerning the requirement \( \ell^* > \ell^* \) for the turbulence to be affected by the forced oscillations.

The oscillations of the turbulent intensity are referred to the local amplitude of the velocity. It is also seen that the relative intensity near the wall reaches about \( 5 \% \) a value which is twice as large as that of the ratio \( \bar{u}/\bar{u}_* \) of the means which tends to \( \ell^* \) according to Euckenmann (3).

There appears also to be an amplification of the turbulent intensity with respect to the imposed velocity oscillations. This should lead to somewhat weaker requirements than (3) for a modification of the mean turbulence and mean flow.

Fig. 6 - Amplitude of fundamental mode of the periodic variations of the turbulent intensity vs \( y^+ \). For legend see fig. 7.

Fig. 7 - Relative amplitude of the periodic variations of the turbulent intensity vs \( y^+ \). For legend see fig. 6.
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ABSTRACT

A new computational procedure for the solution of the unsteady incompressible ensemble-averaged boundary-layer equations is presented. The procedure uses standard second-order accurate finite-difference techniques in the temporal and streamwise marching directions and splined-cubic Hermite polynomials together with orthogonal collocation in the stream-normal direction. This latter procedure is fourth-order accurate on a nonuniform mesh. The turbulent shear stress is modeled by means of a scalar eddy viscosity obtained from either the Cebeci-Smith model or the Glushko one-equation model. Any other turbulence model embodying the scalar eddy-viscosity assumption may in principle be incorporated without modification to the solution procedure of the main code. The numerics are verified by comparing the results of the present method with other numerical and analytic solutions for laminar flow with an oscillating free stream. The complete code, including the two turbulence models, is demonstrated by comparing it with other numerical solutions, and with experimental data for oscillating flow over a flat plate and for flow with an oscillating pressure gradient. The results of these comparisons demonstrate that the numerical procedures are satisfactory and that the correct qualitative behavior of unsteady turbulent boundary layers can be predicted with simple turbulence models.

INTRODUCTION

Although unsteady boundary layers have always been important, there appears to be a recent and substantial increase in interest in these flows on the part of both experimentalists and theoreticians. This is a result of the fact that both instrumentation and computation have advanced to the point where many believe they may be usefully brought to bear on the unsteady problem, and to the fact that future high-performance air- and rotorcraft will require the reliable prediction of dynamic flow parameters.

This is not to say that one can expect to predict an arbitrary unsteady turbulent flow reliably but rather that the art of calculation has advanced sufficiently to permit the economical evaluation of various unsteady turbulence models, with some assurance that the purely computational aspects of the study are under reasonable control.

The present method uses splined-cubic Hermite polynomials to represent the stream-normal variation of flow parameters, with the coefficients of these polynomials determined by orthogonal collocation. The streamwise derivatives are represented by classical second-order accurate finite difference approximations and the temporal variation-cum-linearization is accomplished by either a Crank-Nicolson method or by second-order accurate finite differences with Newton-Raphson iteration. The choice of iterative or non-iterative time marching is made by the user. The result is a hybrid finite-element finite-difference scheme which is fourth-order accurate in "Y" and second-order accurate in "X" and "t." The high accuracy in the stream-normal direction is consistent with the boundary-layer assumptions and permits accurate solutions on a relatively coarse mesh.

The present numerical method is a substantial improvement over that of Ref. 1, since it provides the same accuracy with a matrix block size half that of Ref. 1. Applied to the same problem, this would yield a factor of 8 in speed.

In the present paper the new method is applied to turbulent unsteady flows by means of the ensemble-averaged, unsteady boundary-layer equations. In addition, it is assumed that the characteristic frequency of the turbulence is sufficiently remote from that of the mean motion to preclude significant interaction. A scalar eddy viscosity is assumed to provide the relationship between stress and strain tensors. At present, the Cebeci-Smith model (2) and the Glushko turbulence energy equation model (3) have been considered. This latter model has been chosen because it is the simplest model that explicitly includes time dependence.

ANALYSIS

The ensemble-averaged incompressible unsteady boundary-layer equations incorporating a scalar eddy-viscosity relation between stress and strain may be written as:

\[ 8.26 \]
\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = 0
\]

Following McCroskey and Phillipe (4), we introduce the coordinate transformation \((x', y', t) = (x, y, \tau)\) where \(\zeta = x - x_0, \eta = (u_0/2\sqrt{\nu})z/2\), and \(\tau = ut\), yielding

\[
\frac{\partial \tilde{u}}{\partial \tilde{\tau}} + \tilde{u} \frac{\partial \tilde{u}}{\partial \tilde{x}} + \tilde{v} \frac{\partial \tilde{u}}{\partial \tilde{y}} = - \frac{1}{\rho} \frac{\partial p}{\partial \tilde{x}} + \frac{\partial^2 \tilde{u}}{\partial \tilde{y}^2} (1 + \xi) \frac{\partial \tilde{u}}{\partial \tilde{y}}
\]

(1)

where

\[
\tilde{u} = \frac{u}{u_e}, \quad \tilde{v} = \frac{v}{u_e}, \quad \tilde{\xi} = \frac{\xi}{u_e}, \quad \tilde{\eta} = \frac{\eta}{u_e},
\]

and \(\zeta\) is the dimensionless eddy viscosity. This latter parameter is taken, in the present study, from the Cebeci-Smith algebraic model or the one-equation model of Glushko. This latter model uses a single differential equation to describe the transport of turbulence kinetic energy in conjunction with an algebraic length scale equation. It is the simplest available model that explicitly admits time dependence.

In the stream normal discretization we represent \(\tilde{u}, \tilde{v}/\tilde{\eta}, \tilde{v}^2/\tilde{\eta}^2, \tilde{V}_{1}, \tilde{V}_{2}, \tilde{V}_{3}, \tilde{V}_{4}\) in Eqs. (2) by their approximations in terms of cubic Hermite splines. That is,

\[
\tilde{u}(x', y', \tau) = \tilde{u}_{ijk}\tilde{N}_1(s) + \tilde{u}_{ijk}\tilde{N}_2(s)h_j + \tilde{u}_{ijk}\tilde{N}_3(s)h_j + \tilde{u}_{ijk}\tilde{N}_4(s)h_j
\]

(3)

The X-derivatives are eliminated by the substitution of second-order accurate finite-difference approximations, and the temporal derivatives are treated in either of two ways. For attached laminar flow, the time marching is carried out by a standard Crank-Nicolson method with the usual linearization. If the flow is turbulent or separated (i.e., contains backflow) the time differencing is done by second-order accurate backward differences with Newton-Raphson iteration. The rationale behind this dichotomy is that despite the additional work required by the iteration scheme, the interchangeable module for turbulence modeling is more readily accommodated within the iterative procedure, and the linearization error in the neighborhood of a moving separation point may be significant in comparison with the temporal truncation error.

The resulting linearized algebraic system is advanced one time-step, or one iteration, at each X-station, by the solution of a \(4 \times 4\) block tridiagonal system having \(N\) blocks along the diagonal, where \(N\) is the number of mesh points normal to the wall.

The boundary and initial conditions are prescribed as follows:

1. At \(x = x_0\) for all \(y\) and \(t\), we prescribe \(\tilde{u}_{ijk}, \tilde{V}_{ijk}, \tilde{V}_{ijk},\) and \(\tilde{V}_{ijk}\). This can be accomplished in the present code by calling for steady similarity solutions.

2. At \(t = t_0\) for all \(X\) and \(Y\), we prescribe \(\tilde{u}_{ijk}, \tilde{V}_{ijk}, \tilde{V}_{ijk},\) and \(\tilde{V}_{ijk}\). This can be accomplished in the present code by calling for steady nonsimilar boundary layer solutions.

3. At \(Y = 0\), for all \(X\) and \(t\), \(\tilde{u}_{ijk} = 0\) and \(\tilde{V}_{ijk} = 0\).

4. At \(y = y_{max}\) for all \(X\) and \(t\), \(\tilde{u}_{jnk} = 1.0\) and \(\tilde{V}_{nk} = 0.5(\delta_x - \epsilon_1 + 1)\).
Note that the algebraic system solved in $\bar{u}$, $U$, $V$, and $V'$ requires four boundary conditions as opposed to the three boundary conditions required by the differential system. The additional condition, on $V'$ at $y_{\text{max}}$, above is obtained by collocating the continuity equation at the outer boundary.

The $4 \times 4$ block tridiagonal matrix has a particular sparsity structure which characterizes these collocation methods. This structure, shown schematically in sketch (a), has been exploited by the construction of a new block solver that is slightly more than twice as fast as the usual dense block solver.

Sketch (a). Schematic of matrix structure; x's denote nonzero entries.

The turbulence model is introduced to the mean flow portion of the code only through the values of $\overline{c}$ and $\partial c/\partial n$ which are provided by the EDDY subroutine. As a result, the model may be exchanged for any other eddy viscosity model without major structural changes to the code.

In the present version of the computer code, we have two subroutines defining the eddy viscosity and its derivatives. The first, denoted Eddy 1, embodies the Cebeci-Smith model (2), which can be written as

$$\overline{c} = \min \left\{ \begin{array}{ll}
\overline{c}_1 \\
\overline{c}_0
\end{array} \right. \right.$$

where

$$\overline{c}_1 = \frac{c_1}{V} = \frac{0.4 \nu (1 - e^{-y/\lambda + A^+})}{V} \left[ \frac{\nu}{\nu} \right]$$

$$\overline{c}_0 = \frac{c_0}{V} = 0.0168 \, \text{Re}_c$$

where

$$y^+ = \frac{\nu u_1}{V}$$

and

$$A^+ = 26$$

$$u_1 = \frac{\sqrt{\nu}}{c}$$

Note that if $\gamma \equiv 0$ the eddy viscosity damps to zero for all $y$. This model is very close to those of Refs. 4, 6, and 7. In Refs. 6 and 7 the inner eddy viscosity is modified by incorporating a pressure gradient correction into the parameter

$$A^+ = 26 \sqrt{\nu} - 11.8 (p_x^+ + p_y^+)$$

where

$$p_x^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3, \quad p_y^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3$$

In Ref. 6, the outer eddy viscosity is modified by an intermittency parameter as

$$\overline{c}_o = \gamma \overline{c}_0$$

where

$$\gamma = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\nu}{\nu - 0.78} \right) \right]$$

And in Ref. 7, the outer eddy viscosity is written as

$$\overline{c}_o = \alpha \overline{c}_o$$

where

$$\alpha = 1.55$$

and

$$\tau = 0.55 \left[ 1 - \exp \left( 0.243 \, Z^2 / 0.293 \, Z_1 \right) \right]$$

where

$$Z_1 = \frac{\text{Re}_c}{4.23}$$

Based on steady-state experience, for the range of flow parameters considered here, none of the above modifications would be expected to have a first-order effect on the predicted quantities.

The second EDDY subroutine, Eddy 2, embodies the unsteady Glushko model (3). This model relates the eddy viscosity to the turbulence energy described by the equations

$$\frac{3e_1}{\nu} + u \frac{3e_1}{\nu} + v \frac{3e_1}{\nu} = \nu \left( \frac{3e_1}{\nu} + v e(r) - H(r) r \left( \frac{3e_1}{\nu} \right) \right)$$

$$- C v_1 + e(r) \left( \frac{3e_1}{\nu} \right)$$

$$\tau = \frac{r}{r_0}$$

$$\overline{c} = H(r) a r$$

where

$$H(r) = \left( \frac{r}{r_0} - \left( \frac{r}{r_0} - 0.75 \right)^2 \right)$$

The model is

$$\begin{cases}
0 \leq r \leq 0.75 \\
0.75 \leq r \leq 1.25 \\
1 \quad 1.25 \leq r \leq r_0
\end{cases}$$

Note that if $\gamma \equiv 0$ the eddy viscosity damps to zero for all $y$. This model is very close to those of Refs. 4, 6, and 7. In Refs. 4 and 7 the inner eddy viscosity is modified by incorporating a pressure gradient correction into the parameter

$$A^+ = 26 \sqrt{\nu} - 11.8 (p_x^+ + p_y^+)$$

where

$$p_x^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3, \quad p_y^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3$$

In Ref. 6, the outer eddy viscosity is modified by an intermittency parameter as

$$\overline{c}_o = \gamma \overline{c}_0$$

where

$$\gamma = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\nu}{\nu - 0.78} \right) \right]$$

And in Ref. 7, the outer eddy viscosity is written as

$$\overline{c}_o = \alpha \overline{c}_o$$

where

$$\alpha = 1.55$$

and

$$\tau = 0.55 \left[ 1 - \exp \left( 0.243 \, Z^2 / 0.293 \, Z_1 \right) \right]$$

where

$$Z_1 = \frac{\text{Re}_c}{4.23} - 1$$

Based on steady-state experience, for the range of flow parameters considered here, none of the above modifications would be expected to have a first-order effect on the predicted quantities.

The second EDDY subroutine, Eddy 2, embodies the unsteady Glushko model (3). This model relates the eddy viscosity to the turbulence energy described by the equations

$$\frac{3e_1}{\nu} + u \frac{3e_1}{\nu} + v \frac{3e_1}{\nu} = \nu \left( \frac{3e_1}{\nu} + v e(r) - H(r) r \left( \frac{3e_1}{\nu} \right) \right)$$

$$- C v_1 + e(r) \left( \frac{3e_1}{\nu} \right)$$

$$\tau = \frac{r}{r_0}$$

$$\overline{c} = H(r) a r$$

where

$$H(r) = \left( \frac{r}{r_0} - \left( \frac{r}{r_0} - 0.75 \right)^2 \right)$$

The model is

$$\begin{cases}
0 \leq r \leq 0.75 \\
0.75 \leq r \leq 1.25 \\
1 \quad 1.25 \leq r \leq r_0
\end{cases}$$

Note that if $\gamma \equiv 0$ the eddy viscosity damps to zero for all $y$. This model is very close to those of Refs. 4, 6, and 7. In Refs. 4 and 7 the inner eddy viscosity is modified by incorporating a pressure gradient correction into the parameter

$$A^+ = 26 \sqrt{\nu} - 11.8 (p_x^+ + p_y^+)$$

where

$$p_x^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3, \quad p_y^+ = \frac{\nu u_1}{u_1} \left( \frac{\nu}{u_1} \right)^3$$

In Ref. 6, the outer eddy viscosity is modified by an intermittency parameter as

$$\overline{c}_o = \gamma \overline{c}_0$$

where

$$\gamma = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\nu}{\nu - 0.78} \right) \right]$$

And in Ref. 7, the outer eddy viscosity is written as

$$\overline{c}_o = \alpha \overline{c}_o$$

where

$$\alpha = 1.55$$

and

$$\tau = 0.55 \left[ 1 - \exp \left( 0.243 \, Z^2 / 0.293 \, Z_1 \right) \right]$$

where

$$Z_1 = \frac{\text{Re}_c}{4.23} - 1$$

Based on steady-state experience, for the range of flow parameters considered here, none of the above modifications would be expected to have a first-order effect on the predicted quantities.
The constants used were $\alpha = 0.2$, $r_o = 110$, $C = 3.93$, and $\lambda = 0.4$ as suggested by the author (3). He also proposed the boundary conditions

$$y = 0 \quad e = 0$$

$$y = y_{\text{max}} \quad e = 0$$

This latter condition is required by the form of the equations for large $y$.

**RESULTS**

To verify the numerical accuracy of the present method, the oscillating laminar flow over a semi-infinite flat-plate was solved. Figure 1 compares the phase lead of wall shear as predicted by the present method with the prediction of Cebeci and Carr (8) and with the low- and high-frequency asymptotic solutions of Lighthill (9). The reason for the leading phase angle is that, for unsteady flow,

$$\frac{\partial p}{\partial x} = \frac{3u_e}{2x} + r e u_e \frac{\partial u_e}{\partial x}$$

and the low momentum flow near the wall tends to follow $u_e/t$ which, for harmonic variations of $u_e$, leads $u_e$ by $\pi/2$. The small differences between the results of the present method and those of Ref. 8 are probably due to differences in the temporal integration scheme used to generate the phase angle from the computed unsteady wall shear stress.

Having established that the method is numerically accurate, we can now consider the more interesting problem of the prediction of unsteady turbulent flows.

As in the steady-state case, the only way to assess the utility of an unsteady turbulent boundary-layer code is by comparison with experimental data. Unfortunately, only a relatively small amount of data is available for unsteady turbulent boundary layers and, as always, a substantially smaller amount of reliable data.

There are, however, several programs under way to remedy this situation, notably at Stanford (10), Office National D'Etudes et de Recherches Aerospatiales/Center Etude Recherches de Toulouse (ONERA/CERT) (11), and Southern Methodist University (12). In the past, only Karlsson's data were available and they were used as a test for computational methods. In the present paper, comparisons are made with the data of Karlsson (13) which provides a common base for comparisons with computational methods, that is, Refs. 4, 6, and 14, and with the data of Parikh et al. (10). A. Enough solutions have been obtained for both the Cebeci-Smith and Glushko turbulence models, time and space limitations preclude a detailed discussion of all the results. In the comparison with experiment and the discussions that follow, the emphasis will be placed on the Cebeci-Smith model.

**Data of Karlsson**

Karlsson (13) measured the turbulent boundary layer on the wall of a wind tunnel with a rectangular cross-section that varied from $12 \times 18$ in. at the inlet to $13 \times 19$ in. at the outlet. The mean velocity was 15 to 17.5 ft/sec and the unsteadiness was introduced by four parallel rotating shutters in the tunnel exit plane. This gave rise to a free-stream velocity of

$$u_e(t) = u_o \left(1 + \frac{\Delta u_e}{u_o} \cos \omega t \right)$$

where $u_e$ is the instantaneous edge velocity and $u_o$ the average edge velocity. Amplitudes $(\Delta u_e/u_o)$ varied from 0.08 to 0.34 and frequencies from 0 to 46 Hz. The hot-wire signals were processed to yield

$$\bar{u}(y) = \frac{1}{T} \int_0^T u(y,t) dt$$

$$A(y) = \frac{\Delta u(y)}{u(y)} \cos \omega t = \frac{1}{T} \int_0^T u(y,t) \cos \omega t \ dt$$

$$B(y) = \frac{\Delta u(y)}{u(y)} \sin \omega t = \frac{1}{T} \int_0^T u(y,t) \sin \omega t \ dt$$

Fig. 1 Phase angle between edge velocity and wall shear stress for an oscillating flow over a flat plate.
where $T$ is the period of the, assumed, purely harmonic oscillation. Note that these three parameters $B$, $A$, and $B$ with the turbulence intensity $r(y)$ constitute the sum of the Karlsson data. Any other parameter must be deduced from those cited above with due appreciation of the experimental accuracy circa 1959.

The predicted results that are compared with the above data were obtained using the following procedure: at time $t = 0$, the code was run in the steady-state mode (i.e., $\partial U/\partial t = 0$) with $\Delta t = 0.58$, $v = 0.00016$, $u_\infty = 17.5$, and instantaneous transition at $x = 1.16$. That $x$, for which $C_f = 0.0034$ was chosen as the appropriate value for data comparison. The code was then run in the unsteady mode with a $\Delta t(t)$ of 10 deg through two full cycles with the appropriate data-reduction integrations being taken over the second cycle. Parametric studies were carried out with regard to time- and space-step size and will be described subsequently. The starting turbulent energy profile for the Glushko model was taken from Ref. 15.

Figure 2 shows the phase lead between wall shear and edge velocity for an oscillating flow over a semi-infinite flat plate. This figure was first presented by McCroskey (16) and subsequently, with additions, by Cebeci (7). All of the predictions and the experimental data are for the Karlsson experiment. The most disturbing thing about this figure is that the methods of Telionis and Tsafulis (6), Cebeci (7), and McCroskey and Phillipe (4) are all finite-difference methods in which essentially the same turbulence model was used; hence, they should produce nearly indistinguishable results. The fact that these very similar methods produce substantial scatter indicates that the parameter $\phi_t$ is very sensitive to the integration time-step. This conclusion is verified by comparing the present results obtained with a time-step of 10 deg of arc and the Cebeci-Smith model, with additional results, at a reduced frequency $\nu = \omega x/u_\infty$ of 8 with $\Delta t(t)$ of 20 deg and 30 deg of arc, shown as the error bar of Fig. 2. We should note that this time-step is the time-step used in the data reduction procedure and not that used in the boundary-layer calculation itself. The in-phase component of velocity is similarly sensitive, and the presentation of data in this form tends to give an erroneous impression of the accuracy of predictions. Since this uncertainty is a function of the time-step used in the data reduction procedure, it may well exist in the analogous procedure applied to the experimental data. In addition, if the angle $\phi_t$ is computed from the relation

$$\phi_t = \lim_{y \to \infty} \tan^{-1} \frac{B(y)}{A(y)}$$

it can be extremely sensitive to the stream normal nodal spacing in the near-wall region because of the rapid variation of $\phi$ as $y \to 0$. This can be clearly seen from Fig. 3. The data appear to reach a maximum near the wall, but these values are questionable since they are ratios of parameters each of which is tending to zero.

In contrast to the above, the mean velocity does not seem to be particularly sensitive to either amplitude or frequency, as can be seen in Fig. 4.

Figure 5 compares the predictions of the present method with Karlsson’s data for a frequency of 2 Hz and an amplitude $(A_{tu}/u_\infty)$ of 0.176. The distance normal to the wall is normalized on the experimental boundary-layer thickness. The difference between mean velocity profiles predicted by the Cebeci-Smith and Glushko models are typical of the differences obtained in steady-state calculations at matching values of $C_f$. The predicted in-phase components $A(y)$ are in substantial agreement with each other and in qualitative agreement with the rather badly scattered data. The predicted out-of-phase components do not agree nearly so well and, surprisingly, the Cebeci-Smith model appears to be in better agreement with the data, although both models provide the same qualitative behavior.

Figure 6 presents essentially the same information for a frequency of 7.65 Hz and an amplitude of 0.073. Again, both models agree qualitatively with the data, with the Cebeci-Smith model in somewhat better agreement. Comparing Figs. 5 and 6, we note that as the frequency increases, both the predictions and the experiment show a distinct thinning of the region characterized by significant phase shift. This behavior is analogous to the reduction in the depth of penetration with increasing frequency in the laminar flow over an infinite oscillating plate.

![Fig. 2 Phase angle between wall shear stress and edge velocity on an oscillating flat plate.](image)
\[ \phi(y) = \tan^{-1} \left( \frac{B(y)}{A(y)} \right) \]

Fig. 3 Phase angle for velocity and wall-shear; data of Karlsson; 2 Hz, amplitude of 0.286.

Fig. 4 Distribution of mean velocity for various frequencies; data of Karlsson.

\[ \phi_T \text{ COMPUTED FROM } T_w \text{ HISTORY} \]

Fig. 5 Comparison of predicted and measured velocity components at 2 Hz with an amplitude of 0.176; data of Ref. 13.
To provide the reader with some feeling of the magnitude of the dynamic effects, we present in Fig. 7 the extremes of the computed velocity profiles for the conditions of Karlsson's experiment ($\alpha u_\infty/u_0 = 0.176$ and $2\pi/\omega = 2$ Hz). These results show that nontrivial excursions in velocity occur and that wall shear-stress varies by more than a factor of 2. It is clear that the mean velocity, which can be predicted easily with a quasi-steady method, is meaningless and that if one seeks to predict, for example, the unsteady pressure distribution or drag coefficient, an accurate unsteady calculation scheme is necessary.

Data of Parikh, Reynolds, and Jayaraman

The experiment of Parikh, Reynolds, and Jayaraman (10) is again the unsteady flow over a tunnel wall. The edge velocity is given by the relation

$$u_e = 0.73 \text{ m/sec} \quad x < x_0$$

$$u_e = u_0 (x - x_0) \left(1 - \cos \omega t\right) \quad x \geq x_0$$

where $u_0 = 0.73 \text{ m/sec}; x_0 = 2 \text{ m}, a_0 = 0.05 u_0, L = 0.6;\text{ and } 2\pi/\omega = 0, 0.25, 0.5, 2 \text{ Hz.}$ At $x = 2.0 \text{ m},$ the end of the steady flat-plate flow, the experimental and predicted velocity distributions are compared in Fig. 8. The agreement is quite good, as would be expected for a steady flat-plate flow. In fact, since no matching procedure was used, the results are substantially better than might be expected.

Figure 9 shows a comparison of the measured and predicted mean velocity profiles at $x = 2.583.$ Note that for $0 \leq \omega/2\pi \leq 2 \text{ Hz},$ these profiles are independent of frequency and equal to the steady profile under the mean pressure gradient. The agreement is everywhere within about 5%, which is quite reasonable.

The present method fails rather badly to predict the skin-friction coefficient, as presented in Ref. 10. This may be due in part to the method of determining the skin-friction in Ref. 10, that is, a Clauser plot which ignores phase differences between velocity and shear stress. Our predictions indicate a 25 to 30 deg phase lead, whereas the data seem to show a significant phase lag; in addition, the predicted variation of $(C_f - \bar{C_f})/\bar{C_f}$ is strongly asymmetric (see Fig. 10 in Ref. 10). We do, however, predict an attenuation of amplitude $\Delta C_f/Cf$ at 0.25 and 0.5 Hz. At 2 Hz and higher frequencies, however, the amplitude increases with increasing frequency.
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Finally, Fig. 10 presents the predicted variation of skin-friction coefficient at a frequency of 2 Hz and an amplitude $\alpha = \Delta u_0 / u_0 = 0.15$. In Ref. 10 it is noted that this amplitude is sufficient to cause separation during a part of the oscillation cycle. To avoid semantic entanglement as to what constitutes separation, we note merely that the predicted skin friction is negative for $130^\circ \leq \omega t \leq 180^\circ$ where $C_f$

CONCLUDING REMARKS

One of the major conclusions of the present study is that there is not only a pressing need for additional experimental data, as always, but also an
equally pressing need for a consensus as to what kind of data are required and how they should be presented. The present authors would strongly advocate the use of ensemble-averaged velocity profiles at discrete cycle points as being the nearest thing to common ground between prediction and experiment.

The present numerical method is both accurate and efficient and appears to provide a good qualitative description of the behavior of unsteady turbulent boundary layers with the simplest of turbulence models. One must bear in mind, however, that the streamwise pressure gradients considered here are quite mild. Since the largest variations of parameters occur in the near-wall region, which is also the most difficult region for measurement, we can make no clear quantitative assessment of the turbulence models considered here.

Finally, consistent with earlier studies by authors cited above, we find that the present method can predict the unsteady flow in regions with negative skin friction without difficulty.
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Abstract

The response of a well-defined, steady, flat-plate turbulent boundary layer subjected subsequently to two types of oscillations of the free-stream velocity in the test section is studied in this investigation. In the first case, the free-stream velocity decreased linearly in the test section in a time-dependent manner such that the magnitude of the streamwise gradient of the free-stream velocity varied sinusoidally from zero to a maximum value at frequencies ranging from zero to approximately the bursting frequency. In the second case, the mean free-stream velocity decreased in the test section in a nonlinear fashion independent of the oscillation frequency, while the amplitude and phase of the free-stream oscillations varied along the streamwise direction in an arbitrary manner, depending upon the oscillation frequency. Detailed measurements are reported for the first case. It was found that the mean velocity and mean turbulence intensity profiles in the boundary layer were unaffected by the imposed oscillations. The ratio of the amplitude of the periodic velocity component in the boundary layer to that in the free-stream, although as much as 1.7 for quasi-steady oscillations, becomes unity over the outer region of the boundary layer at high frequencies. Also, at high frequencies of imposed oscillations, both the boundary layer thickness and the Reynolds stress distribution across the boundary layer becomes frozen over the oscillation cycle at their mean values. Only the mean velocity profile measurements were carried out in the second case. It was found that, despite the large streamwise variations of the amplitude and phase of the free-stream oscillations, the mean velocity profile in the boundary layer once again remained independent of the imposed oscillation frequency so long as the mean free-stream velocity distribution remained unchanged.

Introduction

The objectives of the Stanford Unsteady Turbulent Boundary Layer Program are: to develop a fundamental understanding of such flows, to provide a definitive data base which can be used to guide turbulence model development, and to provide test cases which can be used by computers for comparison with predictions.

Due to space limitations, work of other investigators will not be summarized here, except to note that all the previous experiments are characterized by unsteady flow at the inlet to the unsteady region. For a comparison of the present experimental parameter range with those of other investigations, see Reference 1. The distinctive feature of the present experiments is that the boundary layer at the inlet to the unsteady region is a standard, steady, flat-plate turbulent boundary layer. It is then subjected to controlled oscillations of the free stream. This feature is especially important from the point of view of a computer, who needs precise specification of boundary conditions for computation of the flow.

Free-Stream Boundary Condition of the Present Experiment

The free-stream velocity distribution is the free-stream velocity in the test section is studied in free stream. This feature is especially important from the point of view of a computer, who needs precise specification of boundary conditions for computation of the flow.

u(x,t) = u∞, free-stream velocity decreased linearly in the test section, starting at zero at the entrance to a maximum value of at the exit. Hence,

u(x,t) = u∞ - \frac{a(x-x_o)\omega}{\omega} \frac{\sin \omega t}{L}, x_o < x < x_o + L

The important parameters of this problem are the amplitude parameter \( a = \frac{u(x-x_o)}{u∞} \) and the frequency parameter: \( f_0 = f\delta/\omega \). Here \( f = \omega/(2\pi) \) and \( \delta \) is the thickness of the boundary layer at the inlet to the unsteady region. In the present experiments:

\( u∞ = 0.73 \text{ m/s}, \ \delta = 0.05 \text{ m}, \ 0 < f < 2 \text{ Hz}, \)

\( 0 < a < 0.25, \ 0 < f_0 < 0.14 \)

It should be mentioned that the value of the frequency parameter \( f_0 \) at the so-called "bursting frequency" in turbulent boundary layers is about 0.2 [2]. Thus the imposed oscillation frequencies used in the present experiments cover the range from quasi-steady (\( f = 0 \)) to values approaching the bursting frequency. The results reported here are for one non-dimensional amplitude, \( a = 0.05 \).

In the second case, the mean free-stream velocity distribution was nonlinear along but was independent of the oscillation frequency, as shown in Fig. 2. The amplitude of the imposed free-
stream oscillations near the test-section exit was comparable to that in the first case (54). However, the growth of the amplitude from nearly zero at the test section entrance to the maximum value at the exit was nonlinear and frequency dependent, as shown in Fig. 3. Furthermore, the phase of the free-stream oscillations varied dramatically along x and was also dependent on the oscillation frequency, as shown in Fig. 3. The net result at high oscillation frequency was a strong departure of the phase-averaged free-stream velocity distribution from a linear one accomplished in the first case (see Fig. 4).

**Experimental Facility**

Figure 5 is a schematic of the facility. The 16:1 nozzle contraction is followed by a 2 m long development section, where the test boundary layer is grown on the top wall. A constant head and a constant flow resistance provide a constant flow. The free-stream velocity in the development section is maintained uniform along x by bleed from the bottom wall.

The linear decrease in free-stream velocity in the test section, as desired in the first case, is accomplished by uniformly bleeding off some flow through a perforated plate which forms the bottom wall in the test section. The holes in the perforated plate are sized such that the pressure drop across them is large compared to the dynamic pressure in the test section. To make the amplitude and phase of free-stream oscillations dependent on oscillation frequency, the holes were made larger so that the pressure drop across the perforated bottom plate became small compared to the dynamic pressure. The remainder of the flow exits downstream. Each of these two flows exits the tunnel through slots in an oscillating plate. The design ensures that, regardless of the position of the oscillating plate, the total flow area of the slots remains the same. The slots are the controlling resistance of the entire fluid circuit, hence the constant flow. By sinusoidally oscillating the plate, a periodic free-stream distribution is established in the test section, while the upstream flow in the development section remains steady.

**Measurement and Data-Processing Techniques**

Pitot tubes are used for mean velocity measurements in steady flow regions. Unsteady velocity measurements use a single-channel, forward-scatter, Bragg-shifted DISA laser anemometer in the tracking mode.

Following Hussain and Reynolds [3], the instantaneous velocity signal from an unsteady turbulent flow may be decomposed into three parts:

\[
\bar{u} = \bar{u} + \bar{u}' + \bar{u}''
\]

where \( \bar{u} \) is the mean, \( \bar{u}' \) is the time-dependent, organized (deterministic) component, and \( \bar{u}'' \) is the random fluctuation. \( \bar{u}' \) is determined by long-time averaging of \( u \). Here \( \bar{u} \) is of a periodic nature and may be determined by first phase-averaging the instantaneous velocity signal and then subtracting out the mean. Thus,

\[
\bar{u} = \langle \bar{u} \rangle - \bar{u}
\]

Here \( \langle u \rangle \), the phase average velocity, is determined by averaging over an ensemble of samples taken at a fixed phase in the imposed oscillation. In the present experiments, with harmonic oscillation of the free stream, the response at points within the boundary layer is almost sinusoidal, with higher harmonics contributing less than 5%. Hence, \( \bar{u} \) may also be extracted from the instantaneous signal \( u \) by cross-correlation with a sine wave in phase with the oscillation. A digital correlator (HP 3721A) was used to determine cross-correlations leading to the \( \bar{u} \) data reported here. Currently a DEC MINC-11 laboratory minicomputer system is used for automatic data acquisition and processing, allowing the determination of phase averages of \( u \) and \( u'' \).

The measurements reported here were taken at a fixed streamwise location near the end of the test section at \( x - x_0 = 0.586 \) m.

**Results and Discussion**

**Case (i): Linear Phase-Averaged Free-Stream Distribution**

The mean velocity profiles measured with the oscillating plate in fixed positions \( \phi = 0, 90^\circ, 180^\circ \) are fit by dashed curves in Fig. 6. These represent phase-averaged profiles at zero frequency, i.e., quasi-steady profiles. At this amplitude \( a = 0.05 \), the response of the boundary layer is almost linear, so that the profile corresponding to \( 0 = 90^\circ \) lies nearly midway between the \( \phi = 0 \) and \( 180^\circ \) profiles. The \( 90^\circ \) profile represents the mean profile for quasi-steady oscillations. The difference between the 0 and \( 90^\circ \) profiles at a fixed y-location represents the amplitude of quasi-steady oscillations at that location in the boundary layer. Note that the quasi-steady amplitudes in the boundary layer are larger than the free-stream amplitudes.

The mean velocity profiles measured under oscillatory conditions at 0.5 hz and 2.0 hz are shown as data points in Fig. 6. Note that the mean velocity profiles at various frequencies are identical with the profile measured under stationary condition with pulser angle set at \( \phi = 90^\circ \). It may be concluded that the mean velocity profile (at a fixed amplitude \( a = 0.05 \)) is independent of the imposed oscillation frequency in the entire range 0 \( \leq \phi \leq 2 \) hz. The same behavior persists all the way up to the wall. This behavior of the mean velocity profile may be explained by an examination of the governing equations. Use of (1) in the momentum equation and time-averaging yields

\[
-\frac{\partial \bar{u}}{\partial x} + \frac{\partial \bar{u} u \bar{u}}{\partial y} = -1 \frac{\partial \bar{u} u}{\partial x} + \frac{\partial \bar{u}'}{\partial y}
\]

(3)

Equation (3) may be recognized as the equation governing an ordinary turbulent boundary layer, except for the addition of the term \( \bar{u}' \), which represents Reynolds stresses arising from the organized oscillations.

The time-mean pressure gradient \( \partial p/\partial x \) may be shown to be independent of the imposed oscillation.
frequency and, except for a higher-order term, it is the same as that obtained for \( f = 0 \) at \( \theta = 90^\circ \). Therefore, the mean velocity field will be frequency-dependent if and only if one or both of the following happen:

- The distribution of Reynolds stress \( \text{uv} \) is altered under oscillatory conditions and is dependent on the frequency of imposed oscillations.
- The Reynolds stress \( \text{uv} \) arising from organized fluctuations becomes significant compared with \( \text{uv} \).

We shall now argue that neither of the above requirements is met. Figure 7 shows the measured distribution of \( \text{uv}_{\text{rms}} \) under stationary condition with the pulser at \( \theta_{\text{rms}} = 90^\circ \) (the mean position) as well as those measured under oscillatory conditions at frequencies up to 2 Hz. Note that \( \text{uv}_{\text{rms}} \) is independent of the imposed oscillation frequency and, further, that it is the same as that measured at \( f = 0 \) and \( \theta = 90^\circ \). We believe that the same would be true for \( \text{uv} \), which at present we cannot measure. Figure 6 gives a comparison between measured values of \( \text{uv} \) at 2 Hz with data on \( \text{uv} \) obtained by Anderson [4] in a steady adverse pressure gradient boundary layer at comparable conditions. The present data on \( \text{uv} \) were obtained by separate LDA measurements of \( u \) and \( v \) and their respective phases. It may be seen that the contribution of \( \text{uv} \) to total Reynolds stress is insignificant over almost the entire boundary layer. Hence, \( \text{uv} \) is independent of frequency and \( \text{uv} \) is negligible, and so the mean velocity profile is also independent of frequency and is the same as that found at \( f = 0 \) with \( \theta = 90^\circ \).

The behavior of the periodic component \( \overline{u} \) will next be examined. We denote

\[
\overline{u} = a_1(y) \cos(ut + \phi(y))
\]

The profiles of amplitudes \( a_1 \) measured in the boundary layer and normalized by the free-stream amplitude \( a_1 \) are shown in Fig. 6. The profile for quasi-steady \( (f = 0) \) oscillations was determined, as explained earlier, from the mean velocity profiles measured at \( f = 0 \) with \( \theta = 0 \), 90°, and 180° (see Figs. 6(a), (b)). Note that, during quasi-steady oscillations, the amplitude in the boundary layer exceeds the free-stream amplitude by as much as 70%. It may be mentioned that data for \( f = 0.1 \) Hz, not shown on Fig. 9, do indeed come very close to the quasi-steady behavior.

As the frequency is increased, the amplitude within the boundary layer is attenuated. The amplitude appears to drop as \( f \) is increased and then rise again. At high frequencies, the amplitude in most of the boundary layer is the same as in the free-stream; near the wall the amplitude of the periodic component rapidly drops to zero.

The phase differences between the boundary layer oscillations and free-stream oscillations are shown in Fig. 10. For \( f = 0 \) there is no phase difference. The largest phase lags in the outer region of the boundary layer were observed at \( f = 0.25 \) Hz. The effect of increasing the frequency is to reduce the phase lag in the outer region, but to introduce large phase leads in the region very close to the wall. Clearly, the asymptotic behavior of the outer region for high frequencies is once again a zero phase lag with respect to free-stream oscillations, as in the quasi-steady case.

At high frequencies, the combination of the asymptotic behaviors of \( a_1/\lambda_1 \) and \( \phi \) in the outer region together with the fact that the mean velocity profile is unaffected by imposed oscillations, has the effect of freezing the boundary layer thickness. This is shown in Fig. 11, where the phase-averaged boundary layer thickness \( < \eta > \) is plotted as a function of the cycle phase angle for several frequencies. The quasi-steady behavior of \( < \eta > \) is quite obvious: at \( \theta = 0 \), the boundary layer in the test section continues to develop under a zero pressure gradient and is the thinnest at this point in the entire cycle. As the phase angle is increased, pressure gradients of increasing adversity are imposed on the boundary layer, causing it to thicken. The maximum thickness is attained at \( \theta = 180^\circ \) under the maximum adverse pressure gradient. Hence, at \( f = 0 \) & 6 oscillates 180° out of phase with \( u_0 \).

Under oscillatory conditions at \( f = 0.25 \), 0.5, and 2.0 Hz, two things happen: a significant phase lag develops from quasi-steady behavior and the amplitude attenuates with increasing frequency. For the \( f = 2.0 \) Hz case, the variation over the complete cycle is less than 1% and the boundary layer thickness is practically frozen during the oscillation cycle.

It may be shown by a simple argument based on a mixing length model of boundary layer turbulence that the freezing of the boundary layer thickness at high frequencies is also accompanied by freezing of the Reynolds stress over the oscillation cycle. To prove this, we hypothesize that the phase-averaged Reynolds stress distribution may be related to the phase-averaged velocity profile in the same manner as for a steady boundary layer, i.e.,

\[
- < u'v' > = \epsilon_m \frac{\partial < u >}{\partial y} , \quad \epsilon_m = \frac{\epsilon}{\eta} \frac{\partial < u >}{\partial y} \quad (3)
\]

Now, in the outer region of the boundary layer, the mixing length \( \lambda \) may be modeled as

\[
\lambda = \lambda_9 + \eta \quad (6)
\]

where \( \lambda \) is nearly a constant. Now,

\[
< u > = \overline{u} + \overline{u} + \overline{u} + a_1(y) \cos(ut + \phi(y)) \quad (7)
\]

However, in the high-frequency limit,

\[
a_1(y) = \lambda_9 \approx \text{const} , \quad \phi(y) = 0 , \quad \text{and} \quad < \eta > = \eta_9 = \text{const} \quad (8)
\]

Therefore

\[
\frac{\partial < u >}{\partial y} = \frac{\partial \overline{u}}{\partial y} \quad (9)
\]

Combining the above, one finds

\[
- < u'v' > = \lambda_9 \frac{\partial \overline{u}}{\partial y} = - u'v' \quad (10)
\]
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i.e., the phase-averaged Reynolds stress in the outer region also becomes frozen at \( \text{u'v'}. \)

Experimental evidence of this stress-freezing behavior was obtained by measurements of phase-averaged normal turbulent stress \( \langle u'^2 \rangle \). The quasi-steady \((f = 0)\) profiles of \( \langle u'^2 \rangle \) are shown in Fig. 12 for three phase angles \( 0^\circ, 90^\circ \), and \( 180^\circ \). Note that the distribution for \( 90^\circ \) lies nearly midway between those for \( 0^\circ \) and \( 180^\circ \). The distribution of \( \langle u'^2 \rangle \) for \( 90^\circ \) is the same as the distribution of \( u'^2 \), as seen earlier. Therefore, the difference between the \( 0^\circ \) and \( 90^\circ \) curves in Fig. 12 represents the amplitude of quasi-steady oscillations of \( u'^2 \) at any point in the boundary layer. This amplitude was determined graphically from Fig. 12 and is plotted in Fig. 13 for the case of \( f = 0 \). Under oscillatory conditions, the amplitude of the normal stress oscillations in the boundary layer attenuates as the frequency of imposed oscillations is increased from \( f = 0 \). At \( f = 2.0 \text{ Hz} \), the amplitude of stress oscillations across the boundary layer is almost zero over the outer region, as seen in Fig. 13, i.e., the stress is almost frozen over the oscillation cycle.

**Case (ii): Arbitrary Phase-Averaged Free-Stream Distribution**

In this case, the phase-averaged free-stream distributions become frequency-dependent, as shown in Fig. 4. However, the mean free-stream distribution remained almost the same as that shown in Fig. 2 at all frequencies employed. The mean velocity profiles in the boundary layer were measured at the same axial location as in Case (i). Fig. 14 shows that the mean velocity profile was still unaffected by the imposed oscillations at frequencies ranging from zero to \( 2.0 \text{ Hz} \). This shows that the mean velocity profile is dependent only on the mean free-stream velocity distribution ahead of the measurement station and is independent of the amplitude and phase distributions of the imposed oscillatory component in the free stream.

**Conclusions**

The conclusions from our experiments to date may be summarized as follows:

1. The mean velocity profile in the boundary layer is unaffected by imposed free-stream oscillations in the range of frequencies employed, and it is the same as the one measured with a free-stream velocity distribution held steady at its mean value. This is true even if the amplitude and phase of the imposed oscillatory component in the free stream vary arbitrarily along \( x \) as functions of imposed oscillation frequency.

2. This behavior of the mean velocity field is a consequence of two observations: (a) the time-averaged Reynolds stress distribution across the boundary layer is unaffected by the imposed oscillations and is indeed the same as the one measured with the free-stream velocity distribution held steady at the mean value; and (b) the Reynolds stresses arising from the organized velocity fluctuations under imposed oscillatory conditions are negligible compared to the Reynolds stresses due to the random fluctuations.

3. The amplitude of the periodic component in the boundary layer under quasi-steady oscillations \((f = 0)\) is as much as 70\% larger than the imposed free-stream amplitude. However, at higher frequencies the peak amplitude in the boundary layer is rapidly attenuated toward an asymptotic limit where amplitudes in the outer region of the boundary layer become the same as the free-stream amplitude, dropping off to zero in the near-wall region.

4. Quasi-steady boundary layer velocity response is in phase with the imposed free-stream oscillations. As the frequency is increased, phase lags begin to develop in the outer region of the boundary layer. The magnitude of this phase lag reaches a maximum and then decreases with increasing frequency until an asymptotic limit is reached where the outer region once again responds in phase with the free stream. Near the wall, however, large phase angles are present at higher oscillation frequencies.

5. A consequence of (3) and (4) above is that the boundary layer thickness becomes nearly frozen over the oscillation cycle at higher frequencies.

6. A consequence of (3), (4), and (5) above is that the Reynolds stress distribution in the outer region of the boundary layer also becomes frozen over the oscillation cycle at higher frequencies.
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Fig. 1. Free-stream velocity variation, first case.

Fig. 2. Free-stream velocity variation, second case.

Fig. 3. Streamwise variation of amplitude and phase, second case.

Fig. 4. Phase-averaged free-stream velocity distributions, second case.

Fig. 5. The apparatus.

Fig. 6. Mean velocity profiles at three frequencies and profiles at the extremes of the oscillation at zero frequency for $a = 0.05$. 
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Fig. 7. Mean turbulence profiles at three frequencies for $\alpha = 0.05$.

Fig. 8. Turbulent and organized Reynolds stresses for $\alpha = 0.05$.

Fig. 9. Amplitude of organized disturbance for $\alpha = 0.05$.

Fig. 10. Phase of organized disturbance for $\alpha = 0.05$.

Fig. 11. Phase of boundary layer thickness for $\alpha = 0.05$.

Fig. 12. Phase-average longitudinal fluctuation for $\alpha = 0.05, f = 0$.

Fig. 13. Reynolds stress oscillations at $\alpha = 0.05$.

Fig. 14. Mean velocity profiles at different frequencies, second case.
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ABSTRACT

The development of an oscillating turbulent boundary layer is studied along a flat plate. The Strouhal number, based on a fictitious origin of the boundary layer, varies from 1.5 to 18. Systematic measurements of the velocity profiles are carried out and are presented in the form of the harmonic analysis of the velocity, as well as of the displacement thickness. It is shown that any quantity, for example the phase and the amplitude of the displacement thickness, oscillates as the Strouhal number increases. The period of this oscillation can be correctly estimated from a small perturbation development of the Von Karman momentum integral equation.

The evolution of the phase of velocity profiles near the wall is carefully examined. An estimation of the harmonic analysis of the wall shear stress is given, assuming the validity of the law of the wall and the law of the skin friction coefficient.

The evolution in time of the u-component of the kinetic energy of turbulence and of the correlation coefficient, are presented in a typical case.

INTRODUCTION

The study of unsteady turbulent flows has developed greatly during the last few years, due to the improvement in prediction methods and closure models. Although the number of experimental investigations is also increasing, there exists a lack of experimental data to validate the theoretical work and also, to obtain a better understanding of the physics of the phenomenon. For these reasons, it was felt interesting to undertake the study of the response of a turbulent boundary layer over a flat plate, to an oscillating external velocity field. The simplicity of the boundary conditions, fixed walls and periodic external velocity, allows an extensive and systematic investigation of the boundary layer. This simplicity is also helpful for comparison with other experiments and with predictions.

In the present experiment, the range of the Strouhal number is quite large, between 1.5 and 18, and the velocity profiles are measured at close intervals of Strouhal number, to obtain a detailed description of the response of the boundary layer to the perturbation induced by the oscillation of the external velocity.

NOMENCLATURE

- $f$, $T$: frequency and period
- $U$: longitudinal velocity
- $X, Y$: longitudinal and normal coordinates
- $X_0$: distance from the fictitious origin of the turbulent boundary layer
- $S$: Strouhal number $S = \omega X_0/\bar{U}_e = 2\pi f X_0/\bar{U}_e$
- $H$: shape parameter
- $R_e$: Reynolds number $R_e = U_e X_0/\bar{U}_e$
- $C_f$: skin friction coefficient $C_f = \frac{1}{2} \rho \bar{U}_e U''_e$
- $U''_e = U'/U_e$: $Y'' = YU''_e/\bar{U}_e$
- $\delta_1$: displacement thickness
- $\theta$: momentum thickness
- $\mu, \nu$: shear stress
- $\rho$: dynamic and kinematic viscosity
- $\rho$: density
- $\bar{F}$: amplitude of $F$
- $\phi_F$: phase of $F$
- $(\bar{\cdot})$: time mean value
- $\langle \cdot \rangle$: ensemble average
- $\langle \cdot \rangle$: random fluctuation

This work was sponsored by the Direction de la Recherche et Etudes Techniques under Grant DRET n° 80.432 (lot n° 6).
**Subscripts**
- $\text{t}$: time mean value
- $\text{i}$: complex amplitude
- $\text{e}$: external value
- $\text{w}$: value at the wall

**EXPERIMENTAL SET-UP AND FLOW PARAMETERS**

The boundary layer under consideration develops on a 8 mm long, .22 m wide and .15 mm thick flat plate. The aspect ratio of the elliptic leading edge is 6. A transverse wire, 0.8 mm in diameter and located 70 mm from the leading edge of the plate, trips the transition of the boundary layer.

The pulsation of the flow is induced by a simple rotating butterfly valve, located 1.3 meter downstream the trailing edge of the flat plate. This valve generates a periodic pressure loss in the suction facility. By choosing the r.p.m. of the butterfly valve corresponding to the resonance frequencies of the wind tunnel, sinusoidal variation of the external flow can be detected.

The variation of the Strouhal number $S$ cannot be obtained, only by changing $X$, which corresponds to a displacement along the plate. Practically, a variation of $S$ from 1.5 to 18 is achieved by choosing two combinations of $\omega$ and $U_e$. Table 1 gives the parameters of the two experiments, as well as a description of the external flow fields in terms of their harmonic analysis. In both experiments, the mean velocity remains constant in the $X$ direction, but the relative amplitude of the fluctuation decreases linearly by a factor 1.5 at $f = 38$ Hz and 3 at $f = 62$ Hz, over a distance of 700 mm. At 38 Hz, the phase difference between the two extreme measurement stations is very small, but it reaches 65° at 62 Hz, which corresponds to a travelling wave with a celerity equal to 450 m/s.

For the calculation of the Strouhal number $S$ from (1), a difficulty arises due to the definition of the origin of the turbulent boundary layer. This origin is calculated from the mean momentum thickness, obtained at the first measurement station by using the steady flow flat plate approximation:

$$S = \frac{0.0221}{X_o} \left( \frac{U}{W} \right)^{1/6}$$

The quantity $X_0$ in the figures refers to this origin.

**MEASUREMENTS AND DATA REDUCTION**

Measurements of the longitudinal component of the velocity are done by constant temperature hot wire anemometry. The average velocity is defined using a conditional sampling technique, $U$ being the instantaneous velocity, $\phi$ the phase angle in the cycle and $n$ the number of the cycle, we have:

$$<U>_n = \frac{1}{N} \sum_{m=1}^{N} U(nT+m)$$

with $U = U_e U' \sin(n \phi)$ and $<U>_n = 0$

The $U'$-component of the turbulence energy is obtained using the technique of "Clauser plot", which consists in fitting the experimental velocity profiles by the law of the wall. The results are in good agreement with predictions using an integral method. Moreover, the slope of $\Theta(X)$ agrees well with the estimated values of the skin friction coefficient, which indicates a good two-dimensionality of the flow.

**Harmonic Analysis Of The Velocity**

Profiles of the relative amplitude of fluctuation and of phase shift with respect to the external velocity, are presented in figures 2 and 3 for several stations along the plate. A slight overshoot of $\Delta U'/U_e$ exists at the first station. It increases to reach 20% at $X_0 = .034$ m. Farther downstream, it decreases and disappears completely at $X_0 = .54$ m.

Then, this evolution repeats. If the boundary layer is considered as a resonant mechanical system, the observed periodicity along $X$ can be interpreted as the response of the boundary layer to the perturbation induced by the pulsation of the external flow.

<table>
<thead>
<tr>
<th>$F$ (Hz)</th>
<th>38</th>
<th>62</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_e$ (m/s)</td>
<td>21.9</td>
<td>16.8</td>
</tr>
<tr>
<td>$\Delta U_e/U_e$</td>
<td>0.152</td>
<td>0.118</td>
</tr>
<tr>
<td>$\Psi'_U U_e$</td>
<td>7.6</td>
<td>88.9</td>
</tr>
<tr>
<td>$X_0$ (m)</td>
<td>0.14</td>
<td>0.137</td>
</tr>
<tr>
<td>$\omega X_0/U_e$</td>
<td>1.52</td>
<td>3.2</td>
</tr>
<tr>
<td>$R X_0$</td>
<td>0.210 to 1.110$^6$</td>
<td>0.1510$^6$ to 0.8710$^6$</td>
</tr>
<tr>
<td>$U_{max}/\bar{U}$ (m/s)</td>
<td>350 to 120</td>
<td>270 to 90</td>
</tr>
</tbody>
</table>

Table 1: External velocity and main parameters of the flow
By assuming the existence of a travelling wave which affects the successives profiles, the convective celerity of this wave is of the order of $0.75 \frac{U_e}{\gamma}$. The results obtained at 62 Hz lead to the same interpretation.

The evolution with Strouhal number of the profiles of the phase shift of the velocity, also displays a periodicity, similar to that of the profiles of $\Delta U/\langle U \rangle$.

An interesting feature of the profiles $\Psi_U - \Psi_{U_{0}}$ is the maximum phase lead observed around $\gamma^* = 50$, corresponding to the logarithmic region of the velocity profile. Simpson [2] has also observed an extremum in the logarithmic region. This property will be interpreted later.

Integral Boundary Layer Thickness

The relative amplitude of fluctuation of the displacement thickness $\Delta h$, divided by the relative amplitude of the external velocity, and the phase difference with respect to $U_e$ are presented in figure 4. All the experimental results obtained at ONERA are plotted with those of Karlsson [3]. For the sake of uniformity, the Strouhal number is calculated using a fictitious origin of the turbulent boundary layer. Despite large differences in the initial conditions and the transition process, and although the Strouhal number is not the unique parameter to take into account, an overall good agreement is observed between the various experiments, especially the phase difference with respect to the external velocity. In experiments, this last quantity is measurable with a better accuracy than the relative amplitude of oscillation.

The striking result is the periodic oscillation of the quantities with a small damping as the Strouhal number increases. This oscillation has been previously observed as the shape of the profiles of relative amplitude and phase shift of the velocity. Its period is close to 5. This means that it can be detected only if the boundary layer is measured at close intervals of Strouhal number, which was not the case in the pioneering experiments of Karlsson.

The general feature of the response of the boundary layer to the oscillation of the external velocity, can be easily illustrated from a small perturbation expansion of the Karman's equation:

$$\frac{\partial \Phi}{\partial X} = \int_{0}^{\frac{2}{\gamma}} \frac{1}{\langle U \rangle (U_{0} \Phi^{1})}$$

By assuming that all the quantities appearing in equation (2) can be written in the form:

$$f = f_{0} e^{i \omega t}$$

and the modulus of $f_{0}$, the complex amplitude, being supposed small compared to $f_{0}$, the Karman's equation reads:

$$\frac{\partial \Phi}{\partial X} = \int_{0}^{\frac{2}{\gamma}} \frac{1}{\langle U \rangle (U_{0} \Phi^{1})}$$

To close equation (3), it is assumed that the shape parameter remains constant and that the skin friction is a function only of $R_{e}$ and $H_{o}$, or equivalently in the present case of $\theta$ and $U_{e}$, but is not explicitly a function of time. Then, equation (3) becomes:

$$\frac{\partial \Phi}{\partial U_{e}} \int_{0}^{\frac{2}{\gamma}} \frac{1}{\langle U \rangle (U_{0} \Phi^{1})}$$

Using the Strouhal number $S = \frac{\lambda}{X \cdot U_{0}}$ instead of $X$, equation (4) has a solution of the form:

$$\Phi = \Phi^{1} \exp [i \Phi_{H_{o}} - \Phi_{U_{0}} \Phi_{C_{l}}]$$

The period of $\Phi_{0}$ is equal to $2\pi \cdot H_{o} \cdot 4.5$, which is close to the experimentally observed value of 5. Moreover, the above calculation shows that the damping factor is strongly dependent on the chosen skin friction law.

Skin Friction Coefficient - Phase Shift Near The Wall

Direct measurement of the wall shear stress being particularly difficult in unsteady flow, it can be interesting to deduce it by using the technique of "clausier plot" as in steady flow. To do this, the experimental velocity profile is approximated by the law of the wall, which is supposed to remain valid at every instant of the cycle. Following law has been used:

$$U^+ = \frac{1}{\gamma} \ln Y^+ + C$$

In figure 5, profiles measured at a given location but at different instants during a cycle, are plotted in semi-logarithmic coordinates. At each instant, the value of $\Phi_{H}$ which gives the best fit with equation (6) is used to calculate $Y^+$ and $U^+$. A good agreement is observed between the experimental velocity profiles and formula (6) over a rather wide range of $Y^+$, as in steady flow.

The above method of determining $U^+$ has been used to obtain the harmonic analysis of $U_{0}$ presented in figure 6. The phase shift of $U_{0}$ with respect to $U_{e}$ remains small, less than 20 degrees and decreases when the Strouhal number increases. As regards the relative amplitude of fluctuation of $U_{0}$, the general trend is an increase, to which an oscillation with a period equal to 5.5 is superimposed. One can again notice the weakly damped response of the boundary layer to the perturbation of the external flow.

It has been shown by Simpson [2] that the existence of a logarithmic region of overlap, between the law of the wall and the law of the wake, implies that the velocity phase shift remains constant in such a region. In fact, this conclusion is a direct consequence of the assumption of the existence of a general universal law of the form:

$$U^+ = f(Y^+)$$

in which time does not appear explicitly, but only in $U^+$ and $Y^+$ through $U_{0}$.

A small perturbation expansion of (7) leads to the following equations, for the time-mean velocity and the complex amplitude:

$$U_{0} = \frac{f(Y_{u} U_{0})}{Y_{u} U_{0}}$$

$$U_{1} = U_{1} \frac{f(Y_{u} U_{0})}{Y_{u} U_{0}}$$

Equation (8) only indicates that the time-mean velocity profile obeys the steady universal law, which is not surprising. Equation (9) shows that the velocity phase shift is constant and equal to the phase of the shear velocity, or equivalently to the phase of the wall shear stress $U_{0}$.

Experimentally, the velocity phase shift is nearly constant in the region where a logarithmic behaviour exists. Actually, a local maximum of the velocity phase lead occurs around $Y^* = 50$. Despite the fact that the experimental velocity phase lead decreases rapidly near the wall, the phases of the wall shear stress determined by assuming the val-
...of the law of the wall, compare well with the maximum velocity phase shift. This can be seen in figure 3, where the triangles correspond to the phase of $T_W$.

A possible interpretation of the above results is that a universal law, such as eq. (7), does not cover the whole wall region, from $y = 0$ to the logarithmic region, but covers only this last region in the immediate vicinity of the wall where $U' = V'$. In other words, it is possible that the buffer layer does not obey the universal law (7).

Sublayer region

The existence of the universal law of the wall, which is indicated from figure 5, implies that the maximum phase lead of the velocity, observed in figure 3, is equal to the wall shear stress phase shift. For the coherence of the results, the phase of the velocity must increase in the sublayer region. This can be supported by considering the boundary layer equation written in the sublayer region:

$$-\frac{1}{2} \frac{\partial P}{\partial x} + \frac{1}{2} \left( \rho U' \right)^2 = 0$$

By setting $-\frac{1}{2} \frac{\partial P}{\partial x} = \frac{\partial}{\partial y} \left( \rho U' \right)^2$ and using a small perturbation expansion, the phase of the velocity is given by:

$$\tan(H(U_\infty - w_0 U_0) + \tan(U_\infty - w_0 U_0) \omega \left( \frac{x}{2} \right)^2 \frac{v}{\rho U_0} = \frac{y*}{v}$$

This equation shows that the velocity phase shift is not constant near the wall, but decreases as $y$ increases. Substitution of typical experimental values indicates that for $f = 38$ Hz, the velocity phase shift decreases by about 6° between $y^* = 0$ and $y^* = 5$. This decrease is about 13° for $f = 62$ Hz. The values so obtained agree well with the experimental phase differences plotted in figure 3, the measurement point closest to the wall corresponding to $y^*$ between 10 and 6, depending on Xo. The actual behaviour of the phase shift of the wall velocity near the wall can be thought of, as given in the figure 7.

In the above discussion, it is assumed that the scaling parameter $U_\infty$ which appears in the law of the wall, is equal to $\sqrt[3]{\tau_W/\rho}$. If it was not the case, the velocity phase shift would be constant in the logarithmic region, but not equal to the shift of the wall shear stress phase.

An Expression For The Velocity Phase Shift in The Logarithmic Region

To obtain this expression, it can be assumed that, at each instant, the skin friction coefficient obeys the same law as in a steady flow (4):

$$\frac{1}{2} \frac{\partial P}{\partial x} = \frac{1}{2} \left( \rho U' \right)^2 \frac{C_f}{x^2} \frac{D^m}{D^m}$$

with $D^m = 2 - 4.25 C_f^{0.5} + 2.12$.

And $G = \frac{H - 1}{H(C_f/2)^{0.5}}$

By carrying out a small perturbation expansion of equation (12), the phase and the amplitude of $T_W$ can be expressed as functions of the harmonic analysis of the displacement and momentum thicknesses, and of the external velocity (3). The results obtained from this calculation compare well with those deduced from the law of the wall (figure 6).

Turbulence Quantities

Figure 8 shows two cycles of the evolution in time of the $u$-component of the kinetic energy of turbulence, divided by its mean value. The distance to the wall corresponds to a constant value of $\langle u'^2 \rangle$ equal to $0.8$, and the distance between two successive stations is equal to 5 cm. The stars indicate the instants when $\langle u'^2 \rangle$ is maximum. The fact that they are along the dotted straight lines, the slope of which corresponds to $0.85$ $\mu_m$, leads to a result similar to that obtained in steady flow from space-time correlation measurements.

An other interpretation of the results of figure 8 is that the free edge of the boundary layer oscillates at the frequency of the external flow, and can be represented by a travelling wave, the velocity of which being equal to $0.85$ $\mu_m$.

An important turbulence parameter is the correlation coefficient. In the closure models for calculation methods, it is more or less explicitly assumed constant. The evolution in time of this coefficient is plotted in figure 9 for two cycles at increasing distances from the wall. Except in the external region where $\langle u'v' \rangle$ vanishes, the correlation coefficient remains constant and equal to the value commonly found in steady turbulent boundary layers, which is 0.45. This result tends to prove that, up to Strouhal number of 5, the development of the turbulence is not strongly affected by the unsteadiness of the flow.

Conclusions

The experimental study of the response of a turbulent boundary layer over a flat plate to an oscillating external virtual field has confirmed that the mean flow field is not affected by the unsteady effects up to Strouhal number equal to 15. A possible interpretation of the measurements is that the boundary layer responds to the perturbation induced by the pulsation of the external flow as a mechanical system with a small damping.

Although no direct measurement of the wall shear stress has been done so far, an estimation of this parameter can be obtained by assuming that the law of the wall remains valid. A consequence of this assumption is that the phase of the velocity near the wall is constant, and equal to the wall shear stress phase shift. Actually, a maximum of phase lead is measured at $y^*$ around 50, but the velocity phase lead decreases near the wall, which tends to prove that the buffer layer does not remain a universal function independent of time.
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Fig. 5: Velocity profiles at different instants - $g=5.9$ f=38 Hz. — Law of the wall (6)

Fig. 6: Harmonic analysis of the wall shear stress versus Strouhal number

Fig. 7: Possible evolution of the velocity phase-shift near the wall

Fig. 8: Evolution in time of the turbulence intensity at $y/\delta = 0.8$ for different stations along $X - f = 62$ Hz

Fig. 9: Evolution in time of the correlation coefficient at different distances from the wall. $S = 5$. 
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ABSTRACT

Concentration distributions that result from contaminant release from an elevated source are found from the solution of the convective-diffusion equation prior to the encounter of an appreciable amount of contaminant with the ground. The important role of the variability of diffusivity in diffusion problems in the atmosphere is clearly exposed.

NOMENCLATURE

a, b, c, d = coefficients in a Taylor series expansion of \( \xi \) and \( \eta \).
\( a, \xi, \eta = \) non-dimensional diffusive parameters.
\( C(x,t) = \) contaminant concentration.
\( D_{ijk}(t) = \) coefficients in Gram Charlier expansion.
\( \xi = \) non-dimensional dispersive-parameter.
\( F, P, Q = \) conveniently defined functions.
\( h = \) release height.
\( H_{ijk}(x) = \) Hermite polynomials.
\( \gamma_i(x) = \) diffusivities.
\( \gamma_{i}(x) = \) moments of \( C(x,t) \).
\( R, f_{ij} = \) correlation coefficient matrix and elements.
\( \rho_i(t) = \) standard deviation of \( C(x,t) \).
\( \sigma_\gamma = \) standard deviation of wind angle.
\( \tau = \) non-dimensional time scale.
\( u(x_1), U(x_1) = \) mean velocity profiles, the former relative to the velocity at the release position.
\( u_* = \) friction velocity.

\( v' = \) standard deviation for vertical fluctuating velocities.
\( \mathbf{x}, \mathbf{x}_1 = \) position vector and components from the release point.
\( \mathbf{x}, \mathbf{x}_1 = \) position vector and components relative to the centre-of-mass and normalized with \( \mathbf{x}_1 \).
\( \mathbf{x}_1 = \) co-ordinates of the cloud centre-of-mass.
\( x_m = \) down wind location of the maximum value of ground-level concentration.
\( z = \) non-dimensional vertical distance from the ground.

INTRODUCTION

The problem of contaminant release from an elevated source within the earth's boundary-layer is of particular practical importance. The customary procedure (10, 15, 16) for modelling atmospheric diffusion is to assume 'eddy diffusivities' where the principal axes of the diffusion tensor are aligned with the vertical, lateral and streamwise directions. For an instantaneous point source the resulting equations governing contaminant concentration \( C(x,t) \) are:

\[
\frac{\partial C}{\partial t} + \frac{\partial (uC)}{\partial x_1} = \frac{\partial}{\partial x_1} \left[ \frac{\partial C}{\partial x_1} \right] + \kappa_x \frac{\partial^2 C}{\partial x_1^2} + \kappa_y \frac{\partial^2 C}{\partial x_2^2} + \kappa_z \frac{\partial^2 C}{\partial x_3^2} 
\]

(1)

when

\[
\int_{all space} C(x,t) dV(x) = 1, \quad (2)
\]

and

\[
C(x,0) = \mathbb{C}(x_1) \mathbb{S}(x_2) \mathbb{S}(x_3). \quad (3)
\]

The downwind direction \( x_1 \) is measured relative to \( U(0) \) so that the velocity profile is

\[
U(x_1) = u(x_1) \bullet U(0) \quad (4)
\]
and the lateral direction $x$, and vertical direction $y$, are measured from the release position. $x_0 = 0$ is a plane of symmetry. The large amount of work based on (1) can be found summarized in (16) for example however the bulk of this work is applied to the steady plane model for specific forms of $u(x,y)$ and $\kappa_k(x,y)$. The intrinsically nonstationary character of the diffusion of a cloud in a turbulent shear flow suggests that (1) will be approximate and that the solutions to (1) be closely checked with experiment. Some discussion on this type of approximation is found in (11). It is desirable to assess the validity of (1) by comparison with experimental measurements that are taken before the contaminant has encountered the viscous-dominated or rough boundary region immediately adjacent to the ground. Not only is the detailed flow structure very uncertain in this region but its presence will have a dominant effect on the subsequent cloud evolution. Thus 'near-source' or 'small-time' solutions to (1) are required for a sensitive assessment of the basic modelling.

There are also compelling practical reasons, related to the deposition problem, for the investigation of the near-source diffusion from an elevated source within the earth's boundary-layer. Although some insight is available (mainly for ground-level releases) from a Lagrangian similarity analysis, the extension of this theory to encompass release from an elevated source would appear to require a distance downstream that is large with respect to the distance at which the maximum ground-level concentration occurs.

The 'moment of moments' (1,1,1) is used in a new way to investigate the 'small-time' diffusion problem with variable diffusivity as set out in (1), (2) and (3). First all of the moments of the concentration distribution $C(x,t)$ are found from (1) and the moments are then used to construct $C(x,t)$ using a generalized Hermite polynomial expansion. Although a great deal of information is contained in the first few moments of the distribution, important considerations such as the value and spatial location of the maximum concentration are not. Advocacy of the use of the Hermite polynomials in the asymptotically large time dispersion problem is found in (7) and for the fluctuation problem in relative turbulent diffusion in (8,9).

Defining moments as:

$$m_{n,p}(t) = \int_{\text{all space}} x^n y^p C(x,t) \, dx \, dy$$  \hspace{1cm}  (5)

one derives from (1) the recurrence relationship

$$m_{n,p}(t) = \sum_{j=1}^{\infty} t^j \frac{d^j}{dt^j} m_{n-p,j-p}$$

when a Taylor series expansion about the point of release and truncated after quadratic terms for $\kappa_k(x)$ is used and an arbitrary but finite number $q$ of terms for $u(x)$ is used. That is

$$\kappa_k(x) = a_k + b_k x + c_k x^2$$  \hspace{1cm}  (7a)$$

$$\kappa_k(x) = b_k + c_k x$$  \hspace{1cm}  (7b)$$

$$\kappa_k(x) = c_k$$  \hspace{1cm}  (7c)$$

$$u(x) = \sum_{i=1}^{q} d_i x^i$$  \hspace{1cm}  (7d)$$

It is apparent that, because of the plane of symmetry $x_2 = 0$

$$M_{m,2n+1,p} = 0.$$  \hspace{1cm}  (8)

The Taylor series expansion for $\kappa_k(x)$ and $u(x)$ will describe, locally, all reasonable functions and only as the cloud size grows in time will higher ordered coefficients $a_k, b_k, c_k$ and $d_i$ in (7a-d) be required for an adequate representation. For example, as $t \rightarrow 0$ only $a_0, b_0$ and $c_0$ are important. In the atmosphere the quadratic terms in (7a-c) represent first approximations to the deviations from the linear values occurring in neutral stratification. The inclusion of $x$ terms in (7a-c) does not permit the simple recursion relationships of (6) so that it is preferable to write the solution to (1) as

$$C(x,t) = \int \frac{C(x,t-T)C(x-y,t) \, dy}{\text{all space}}$$

with the initial conditions (5) and the understanding that $T$ is kept sufficiently small so that (7a-d) will apply at each point throughout the cloud of contaminant. The simple recurrence relationship (6) is ideally suited to recent developments in computer software that provide analytic solutions to such equations (2).

With the moments $M_{m,n,p}(t)$ determined from the solution of (6) a Gram-Chaitier series for $C(x,t)$ is constructed (10) such that

$$F(x,T) = H_{1,k}^{(*)} C(x,t)$$

$$= \sum_{n,p} M_{n,p}(t) r_{n,p} X^n Y^p$$

where $g(x) = X^T R X$ is a quadratic form in the standardized variable $X$ and $R$ is the correlation coefficient matrix. $H_{1,k}^{(*)}$ are Hermite polynomials and their coefficients $D_{1,k}^{(*)}$ (t) are conveniently expressible as functions of the moments of $C(x,t)$.

Because of the plane of symmetry in this problem ($x_2 = 0$)

$$D_{1,k}^{(*)} = 0.$$  \hspace{1cm}  (11)

9.2
III. PRESSURE PARAMETERIZATION FOR SINGLE-POINT

In which the parameterization of molecular
and the lateral direction \( x \), and vertical direction \( x \), are measured from the release position. \( x = 0 \) is a plane of symmetry. The large amount of work based on (1) can be found summarized in (16) for example however the bulk of this work is applied to the steady plume model for specific forms of \( u(x) \) and \( \kappa(x) \). The intrinsically nonstationary character of the diffusion of a cloud in a turbulent shear flow suggests that (1) will be approximate and that the solutions to (1) be closely checked with experiment. Some discussion on this type of approximation is found in (11). It is desirable to assess the validity of (8) in comparison with experimental measurements; that is, to determine before the contaminant has encountered the viscous-dominated or rough boundary region immediately adjacent to the ground. Not only is the detailed flow structure very uncertain in this region but its presence will have a dominant effect on the subsequent cloud evolution. Thus 'near-source' or 'small-time' solutions to (1) are required for a sensitive assessment of the basic modelling.

There are also compelling practical reasons, related to the depression problem, for the investigation of the near-source diffusion from an elevated source within the earth's boundary-layer. Although some insight is available (mainly for ground-level release) from a Lagrangian similarity analysis (4,5) the extension of this theory to encompass release from an elevated source would appear to require a distance downstream that is large with respect to the distance at which the maximum ground-level concentration occurs (10).

The 'method of moments' (1,17) is used in a new way to investigate the 'small-time' dispersion problem with variable diffusivity as set out in (1), (2) and (3). First all of the moments of the concentration distribution \( C(x,t) \) are found from (1) and the moments are then used to construct \( C(x,t) \) using a generalized Hermite polynomial expansion. Although a great deal of information is contained in the first few moments of the distribution, important considerations such as the value and spatial location of the maximum concentration are not. Advocacy of the use of the Hermite polynomials in the asymptotically large time dispersion problem is found in (2) and for the fluctuation problem in relative turbulent diffusion in (8,9).

Defining moments as:

\[
M_{m,n,p}(t) = \oint C(x,t) x^m y^n z^p \, dx \, dy \, dz
\]

one derives from (1) the recurrence relationship

\[
M_{m,n,p}(t) = \sum_{i=0}^{(m+1)n+(m+1)p} \frac{(-1)^i (m+n)!}{i! (m-i)! (n-i)! (p-i)!} \sum_{k=0}^{m} a_k \frac{1}{k!} \frac{d^{m+n+p-1}}{d \lambda^{m+n+p-1}} \left( M_{m-i,n-i,p-i}(0) \right)
\]

with a Taylor series expansion about the point of release and truncated after quadratic terms for \( \kappa(x) \) is used and an arbitrary but finite number of terms for \( u(x) \) is used. That is

\[
\begin{align*}
\kappa_1(x) &= a_0 + a_1 x + a_2 x^2 \\
\kappa_2(x) &= b_0 + b_1 x + b_2 x^2 \\
\kappa_3(x) &= c_0 + c_1 x + c_2 x^2 \\
\end{align*}
\]

\[
u(x) = \frac{1}{i=1} d_i x_i^1
\]

It is apparent that, because of the plane of symmetry \( x_2 = 0 \)

\[
M_{m,2n+1,p} = 0.
\]

The Taylor series expansion for \( \kappa(x) \) and \( u(x) \) will describe, locally, all reasonable functions and only as the cloud size grows in time will higher ordered coefficients \( a_1, b_1, c_1 \) and \( d_1 \) in \((7a-d)\) be required for an adequate representation. For example, as \( t \to 0 \) only \( a_0, b_0, c_0 \) and \( d_0 \) are important. In the atmosphere the quadratic terms in \((7a-c)\) represent first approximations to the deviations from the linear values occurring in neutral stratification. The inclusion of \( x^3 \) terms in \((7a-d)\) does not permit the simple recursion relationships of (6) so that it is preferable to write the solution to (1) as

\[
C(x,t) = \oint C(x,t) C(x-y,t) J_N(x) \, dx \, dy
\]

with the initial conditions (3) and the understanding that \( T \) is kept sufficiently small so that \((7a-d)\) will apply at each point throughout the cloud of contaminant. The simple recurrence relationship (6) is ideally suited to recent developments in computer software that provide analytic solutions to such equations (2).

With the moments \( M_{m,n,p}(t) \) determined from the solution of (6) a Gram-Charlier series for \( C(x,t) \) is constructed (12-14) such that

\[
\varphi(x,t) = \sum_{i,j,k} D_{i,j,k}(t) H_{i,j,k}(Y)
\]

\[
\varphi(x,t) = (8\pi)^{3/2} \int e^{-\|x-y\|^2} C(x,y,t) \, dy
\]

where \( X_R \) is a quadratic form in the standardized variable \( Y \) and \( R \) is the correlation coefficient matrix. \( H_{i,j,k}(Y) \) are Hermite polynomials and their coefficients \( D_{i,j,k}(t) \) are conveniently expressible as functions of the moments of \( C(x,t) \).

Because of the plane of symmetry in this problem \( x_2 = 0 \)

\[
D_{1,2j+1,k} = 0
\]
and
\[ r_{11} = r_{22} = r_{33} = 1, \quad r_{23} = r_{12} = 0. \] (12)

Thus the inertia tensor for the contaminant cloud \( C(t) \) will always have principal axes \([0,1,0]^T, [1,0,1]^T, [1,0,-1]^T\) and with relative magnitudes along these principal axes of 1, \( r_{11}(t) \), \( r_{22}(t) \), \( r_{33}(t) \) respectively. The Gram-Châlier series expansion for \( \sum_{j+k<3} \) in (10) is simply the (generalized) Gaussian distribution
\[ C(t) = \frac{Qg(x)}{(8\pi^3/3)^{3/2}} \] (13)

Finally, before proceeding to the problem specifics, it is to be noticed that the solution of (1) for an instantaneous point source is generic in that solutions to continuous plume models and line sources and distributed or non-uniform and time dependent source emissions are retrieved by superposition from (9) by
\[ C(t) = \int_{-\infty}^{\infty} S(t-T)C(x,t)dt \] (14)

where \( S(t) \) is the appropriate source emission rate (3).

ANALYSIS FOR \( m+n+p \leq 2 \)

The moments for which \( m+n+p \leq 2 \) in (5) determine the trajectory of the centre-of-mass of the contaminant cloud and the terms of the inertia tensor and give rise to the Gaussian distribution (13) when used in (10). The first moment, calculated with (6), (7a - d) and setting \( q = 2 \) in (7d), is for example
\[ M_{100} = \frac{2a_1}{2a_2} t \] (15)

It is impractical due to the length of the expressions to reproduce more of these moments here.

The trajectory of the centre-of-mass of the diffusing cloud remains on the \( x_2 = 0 \) plane and has the parabolic form
\[ \tilde{x}_3 = \frac{a_1 d_1 + 2a_0 d_2}{2a_2} (e^{x_2} - 1) \] (16)

provided that
\[ t < \frac{2a_2}{a_1} \] (17a)

and
\[ t < \frac{(3/2)(a_1 d_1 + 2a_0 d_2)}{2a_2^2 d_2 + a_2(a_1 d_1 + 6a_0 d_2)} \] (17b)

Thus the parabolic form of (16) provides one salient feature of all solutions to (1) which should be readily observed by experiment.

ORDERS OF MAGNITUDE OF \( D_{ij}(t) \)

It is useful to define
\[ r^2 = (\frac{1}{2a_0}) \quad a^2 = (\frac{a_0}{a_1}) \quad \gamma^2 = (\frac{a_1}{a_0}) \]
\[ \xi^2 = (\frac{a_2}{a_1}) \quad \beta^2 = (\frac{a_0 a_2}{a_1}) \] (18)

For a typical release in an atmospheric boundary layer at height \( h \)
\[ a_0 \sim b_0 \sim c_0 \sim u_0 h \]
\[ a_1 \sim b_1 \sim c_1 \sim u_0 \]
\[ d_1 \sim \frac{u_0}{2kh} \quad d_2 \sim \frac{u_0}{2kh} \] (19)

where \( u_0 \) is the friction velocity and \( k \) is von Karman's constant, so that \( a_0, \gamma, \xi \) and \( \beta \) are of order unity. The non-dimensional time scale \( \tau \) has the interpretation that for the gradient
\[ \frac{\beta}{\beta a_0} \quad \frac{\xi}{\xi a_0} \quad \frac{1}{\xi a_0} \] (20)

then
\[ \tau^2 = \frac{a_0^2 t}{\beta a_0^2} \] (21)

or, \( \tau^2 \sim 0(1) \) is the non-dimensional time required for an appreciable amount of cloud material to reach the ground. It is clear from (18) that \( a_0, \gamma, \beta \) all refer to diffusive effects while \( \xi \), which contains \( d_1 \), is a measure of relative dispersive effects.

The Gram-Châlier expansion (which follows in 5) shows that the convective effects, as indicated by the presence of \( \xi \) in the coefficient appear at lowest order of \( \tau \) in the term
\[ T_{13} \sim \xi^2 \] (22)

while the effects of a linear gradient in \( \widetilde{x}_1 \) appear to lowest order in \( \tau \) as
\[ D_{300} = \frac{r - 3}{2 \xi} \quad D_{120} = -\frac{1}{2} \frac{\xi^2}{Q \xi^2} \quad D_{102} = -\frac{1}{2} \frac{2 \gamma^2}{Q \xi^2} \] (23)

Here, for convenience, the following definitions are made.
\[ Q^2 = 1 + \tau^2 \quad P^2 = 1 + \xi^2 \tau^2 \quad F^2 = 1 + \gamma^2 \tau^2 \] (24)

This clearly shows the sequence of events in that a non-constant diffusivity will always be of consequence before the effects of dispersion are experienced by an evolving cloud of contaminant. (See (6) for a comparison with \( \kappa \) = constant case).
MARGINAL DISTRIBUTION ALONG THE VERTICAL DIRECTION

In order to more closely examine the diffusive effects, the marginal distribution—that is when (10) is integrated over \( x_2 \) and \( x_3 \), along the vertical direction \( x_1 \) (which is the most interesting since it is along this direction that the diffusivities vary) is investigated. Here, instead of using central-moments in standard form as the marginal distribution for (10) would literally imply, a slight departure is made in that a conventional one-dimensional Hermite polynomial expansion is used (13) but with a space variable non-dimensionalized as

\[
 z = \frac{x_1}{2a_0} . 
\]

There results

\[
 C(z, t) = \frac{e^{-z^2/2}}{\sqrt{2\pi}} \left[ 1 + t (H_1(z) + H_2(z)) ight] 
\]

\[
 + \frac{t^2}{2} (H_0(z) + H_2(z) + \frac{3}{3}) 
\]

\[
 + \frac{3}{2} t^2 H_2(x) \left[ H_2(z) + \frac{6}{3 \pi} \right] - 0(t^3) .
\] (26)

The advantage in using the representation given in (26) is that the co-ordinate frame remains fixed in space (i.e. \( z = 0 \) is the release position at all time) as opposed to the use of central moments where \( x_1(t) \) does not. It is interesting to notice on Figure 1 that although the skewness is increasing with \( t \) the location of the maximum value of concentration is rather permanent (i.e. \( z \approx 0 \)).

In figure 1 (26) is compared with a numerical solution, using a Crank Nicholson method, for various values of \( B \) and \( \tau \). The numerical solutions were checked by decreasing step sizes in space and time such that satisfactorily reproducible and accurate results were achieved. When \( B = 0 \), (26) provides a good representation for all practical times (that is prior to the encounter of an appreciable amount of contaminant with a boundary which occurs at approximately \( \tau < .1 \) in the numerical solution). It is only when \( B \) is approximately 10 that higher order terms than those used in (26) are required for \( \tau \) greater than about .05. From a review of measurements in (16), where a source height of 50m provided observed values in the location of the maximum value of ground-level concentration \( x_m \) of between 300 and 1000m, it was shown that

\[
 .76 < \frac{h}{\sigma_z x_m} < 1.38 .
\] (27)

By taking the root-mean-square value of wind angle \( \theta \) to be approximately \( \theta_0 \), a \( v'/U(h) \), where \( v' \) is the root-mean-square value of vertical velocity fluctuations at the source location, a non-dimensional time for released contaminant to reach the location \( x_m \) is approximately given by

\[
 .7 < \frac{t v'}{h} < 1.4 .
\] (28)

Equation (28) corresponds reasonably to both (21) and the numerical estimates above (i.e. \( \tau^2 \approx .3 \) which of course must be smaller than the range in (28) since this represents the time at which the wall becomes important).

\[
\text{FIGURE 1. A COMPARISON BETWEEN A NUMERICAL SOLUTION (+) AND A GRAM CHARLIER SERIES EXPANSION (SOLID LINE)}
\]
FIGURE 2. GRAM CHARLIER EXPANSION FOR CONCENTRATION $C(x,t)$ AS GIVEN IN EQUATION (10) WITH EQUATION (29) AND $\alpha = \gamma = \xi = 1$. SOLID LINES ENCLOSURE CONCENTRATION VALUES FROM 90% (INNERMOST) TO 10% (OUTMOST) OF THE MAXIMUM VALUE OF CONCENTRATION LOCATED BY $0$. 
It is important to notice here that the quadratic terms in $\kappa_1$ in (7a) as indicated by $\phi$ in (28) only occur at $O(\tau^2)$ -- that is along with the convective effects shown in (22), whereas the linear terms in $\kappa_1$ take effect at $O(\tau)$.

$C(\xi, \tau)$ FOR $\beta^2 < 1$, $\tau^2 < 1$

The non-zero coefficients $D_{ijk}$ to order $\tau^2$ follow.

$$D_{300} = -\frac{\tau}{2\Psi}, \quad D_{120} = -\frac{1}{2} \frac{\partial^2 \kappa_1}{\partial \xi^2} - \frac{\partial \kappa_1}{\partial \tau}, \quad D_{120} = -\frac{1}{2} \frac{\partial^2 \kappa_1}{\partial \xi^2} - \frac{\partial \kappa_1}{\partial \tau}$$

$$D_{400} = \frac{1}{4} \frac{\partial^2 \kappa_1}{\partial \xi^2} \frac{\partial^2 \kappa_1}{\partial \tau^2} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{040} = \frac{1}{4} \frac{\partial^2 \kappa_1}{\partial \xi^2} \frac{\partial^2 \kappa_1}{\partial \tau^2} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{004} = \frac{1}{4} \frac{\partial^2 \kappa_1}{\partial \xi^2} \frac{\partial^2 \kappa_1}{\partial \tau^2} \frac{\partial \kappa_1}{\partial \tau}$$

$$D_{202} = \frac{1}{3} \frac{\partial^4 \kappa_1}{\partial \xi^4} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{202} = \frac{1}{3} \frac{\partial^4 \kappa_1}{\partial \xi^4} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{022} = \frac{1}{3} \frac{\partial^4 \kappa_1}{\partial \xi^4} \frac{\partial \kappa_1}{\partial \tau}$$

$$D_{202} = \frac{1}{4} \frac{\partial^4 \kappa_1}{\partial \xi^4} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{202} = \frac{1}{4} \frac{\partial^4 \kappa_1}{\partial \xi^4} \frac{\partial \kappa_1}{\partial \tau}$$

$$D_{204} = \frac{1}{5} \frac{\partial^6 \kappa_1}{\partial \xi^6} \frac{\partial \kappa_1}{\partial \tau}, \quad D_{202} = \frac{1}{5} \frac{\partial^6 \kappa_1}{\partial \xi^6} \frac{\partial \kappa_1}{\partial \tau}$$
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ABSTRACT

Measurements have been made of mean concentration, concentration fluctuations and turbulent fluxes for two passive plumes from an elevated and a ground level source in a turbulent boundary layer. For the concentration fluctuations, results are presented for the variance, the integral time scale and probability density functions and the effect of the source on these is highlighted. The balance of terms in the variance transport equation is examined and it is shown that most of the production of fluctuations occurs very near the source, then the level of fluctuation decays, roughly in accordance with a balance between advection and dissipation. For the turbulent fluxes of concentration, results are presented for the vertical and lateral fluxes, and the associated behaviour of the vertical and lateral eddy diffusivities deduced. The balance of terms in the transport equations for the fluxes are examined. The essential differences between vertical diffusion from ground level and elevated sources and between near field and far field behaviour are shown to be due to the relative importance of the advection and diffusion terms in these equations.

NOMENCLATURE

- $C$: mean concentration
- $C_m$: maximum mean concentration at any downstream station
- $C_0$: ground level mean concentration
- $c'$: fluctuating concentration
- $c_r$: rms fluctuating concentration
- $c_p$: peak concentration exceeded less than 1% of the time
- $D$: molecular diffusion coefficient
- $H$: boundary layer height
- $p(c)$: probability density function of concentration
- $p^*$: fluctuating pressure
- $U$: mean velocity
- $u^*, v^*, w^*$: velocity fluctuations in $x$, $y$, $z$, directions
- $u_*$: friction velocity
- $x$, $y$, $z$: spatial co-ordinates in longitudinal, horizontally transverse and vertical directions
- $z_0$: source height
- $z'$: constants in pdf
- $\gamma$: intermittency factor (proportion of time with $C > 0$)
- $\delta_y$, $\delta_z$: plume half widths in lateral and vertical directions
- $c_c$, $c_{wc}$, $c_{vc}$: dissipation of $c^2$, $w^2$ and $v^2$, respectively
- $k_y$, $k_z$: eddy diffusivities in lateral and vertical directions
- $\nu_c$: eddy viscosity
- $\rho_c$: density
- $a_y$: plume lateral spread
- $T^*$: integral time scale of concentration fluctuations

An overbar denotes a time averaged quantity.

INTRODUCTION

In recent years, due to an increasing interest in environmental problems, considerable attention has been focussed on means of predicting concentration levels downwind of point sources in turbulent boundary layers. In practice, predictions are often required for dispersion in complicated flow fields influenced by buoyancy effects, buildings, topography, etc. By restricting consideration to a passive release into a known boundary layer flow, problems associated with the behaviour of the flow and with source momentum and buoyancy are avoided. Yet, even in this simple case, many aspects of the dispersion, especially the behaviour of the concentration fluctuations and fluxes, are poorly understood. Despite this, the recent tendency has been to attempt to overcome the inherent flaws in the simple gradient transfer approach to dispersion modelling by moving to higher order models, i.e. modelling the transport equations for the fluxes themselves (e.g. Lewellen and Teske, (1); El Tahry et al, (2)). There has been little experimental evidence to guide this work and it has been clear for some time that thorough experimental studies of plume structure and development were required. It is hoped that the present paper will go some way towards fulfilling this need.

A natural development of higher order models lies in the prediction of concentration fluctuations. This is a problem of considerable importance in assessing the likely effects of air pollutants on plants and animals or the hazard from releases of toxic or inflammable gases and in studying some of the chemical processes within plumes.

There is an important distinction to be made between elevated and ground level sources. For a ground level source the vertical scale of the plume always exceeds that of the turbulence, so that vertical dispersion progresses in a 'far field' manner and, consequently, can be adequately described by simple gradient transfer or similarity arguments. This is not the case for an elevated source, or indeed, ...
for lateral spreading from sources at any height. It has also been found experimentally (Robins and Fackrell, (3)) that many of the statistical quantities associated with a ground level plume exhibit an approximately self preserving form, at least until the plume begins to fill the boundary layer. An elevated plume can also be self preserving whilst it remains fully elevated, but at some stage in its growth the influence of the ground will begin to change its structure until, eventually, it comes to resemble a ground level plume. In the present work, a ground level source and a source at 0.19H (where H is the boundary layer height) were studied. The elevated source height was chosen as being roughly representative of many full scale emissions because it enabled examination of the change in plume structure from a fully elevated one towards a ground level form within the downstream distance available in the wind tunnel.

Because the main concern is in providing experimental information to aid prediction techniques, results will be presented solely in terms of dispersion in the laboratory boundary layer. However, much of the paper should be of direct relevance to short range dispersion in the neutral atmospheric boundary layer, at least for full scale quantities averaged over fairly short times, of a few minutes to about one hour. In addition, both the flux and fluctuation results should be of wider interest, with, for example, some application to combusting or reacting flows.

EXPERIMENTAL TECHNIQUES

The experiments were undertaken in the Marchwood Engineering Laboratories' 24 x 9.1 x 2.7 m, open circuit, wind tunnel. A 1.2 m high boundary layer was generated in the tunnel by the method of Counihan (4). Plumes from sources at two different heights were studied; x/H = 0.19 and 0. For the majority of the study the ground level source (GLS) consisted of a horizontal tube, 15 mm diameter, aligned with the flow and placed just above the roughness elements of the floor. It emitted at the average velocity of the flow over its height. The elevated source (ES) was an 8.5 mm diameter tube, similarly arranged, emitting at the velocity at its height. Specifically for the investigation of the importance of source size, a variety of sources were used, their diameters ranging from 3 to 35 mm; all being small compared to the boundary layer height. The source gas consisted of a neutrally buoyant mixture of propane and helium, the former being used as a tracer gas for concentration measurement.

Fluctuating concentration measurements were made with a modified flame ionisation detector system. A detailed description of this system, including its use in conjunction with DISA crossed hot wires to obtain the fluxes, is given by Fackrell (3). The -3dB point of the frequency response of the concentration sensing probe was about 300 Hz.

This allowed the most energetic fluctuations and some of the inertial subrange to be measured, although excluding the very fine scale structure. Signals from the concentration probe and the hot wires were all processed digitally to obtain the required statistical quantities, with enough samples being taken to achieve good repeatability. No corrections for high turbulence levels have been applied to the hot wire results, since turbulence levels were fairly low, resulting in errors of less than 10% in the shear stress. The accuracy of concentration and flux measurements is probably similar to this, except where the values are small, when the errors will be greater.

RESULTS

Flow Field

The boundary layer used in these experiments was artificially thickened using the method evolved by Counihan (4). A detailed discussion of the structure of such boundary layers is given by Robins (6), from which it follows that the flows are indistinguishable from naturally grown boundary layers beyond a certain distance from the devices used for thickening. The sources in the present case were located to satisfy this requirement and, consequently, the flow field may be assumed to be an ordinary, equilibrium, zero pressure gradient boundary layer, with height H = 1.2 m, roughness length, z0 = 2.4 x 10⁻⁶H and friction velocity, u* = 0.047 Ug.

Mean Concentration Field

Figure 3 shows the variation of maximum mean concentration, Cmax, with downstream distance for ground level and elevated sources. For the GLS, the maximum at any downstream position is always at ground level. For the ES it approaches the ground, being at ground level for the furthest downstream position; ground level concentrations, C0, are plotted separately. Also shown, are the vertical and lateral plume half widths, C50 and C90, where the half width is the distance in which the maximum concentration falls to half its value. The half width shows similar behaviour, but the GLS vertical halfwidth appears to have a power law dependence, consistent with similarity theory, approximately 0.19x/z, over all the distance covered by the results. The ES vertical halfwidth is significantly larger than the GLS one.

Vertical profiles of concentration for the ES can be reasonably well represented by a reflected gaussian form, although far downstream and for the GLS the form

\[ C = C_0 \exp \left( -0.693 \left( \frac{x}{z_0} \right)^{1.5} \right) \]  

(1)
gives a better fit. For both GLS and ES the lateral profiles at all stations were closely gaussian and the lateral plume halfwidth was found to be constant with height at any station.

Fluctuating Concentration

There are theoretical grounds for thinking that the observed statistics of a fluctuating concentration field are dependent on both sensor and source dimensions (Durbin (7), Chatwin and Sullivan (8)). For the present work, the former was fixed as described by Fackrell (5), but the latter was varied over a range of source sizes which would normally pass for 'point' sources in experimental work. Figure 2 shows the behaviour of the relative intensity of fluctuations, c/C0, with source size and downstream distance. For the ES the effects of source size are large, with the intensity growing to a maximum quite near the source and then decaying, but for the GLS they are not distinguishable from the experimental scatter and the relative intensity stays at a fairly constant level over the downstream distance measured.

Examination of the intermittent signals for the ES suggested that an adaptation of the flapping plume model of Gifford (9) might provide a reasonable...
description of the fluctuation behaviour, at least near to source. The model developed, described in more detail in Packrell and Robins (10), uses the theory of Hay and Pasquill (11) to predict mean plume spread and that of Smith and Hay (12) to predict instantaneous plume spread. At the source they both are the same but then increase at different rates. The lines in Figure 2 are predictions due to this model for source sizes corresponding to the experimental ones. There is only one disposable constant in the theory, relating real source size to an initial gaussian spread and it requires an input specification of the turbulence intensity and transverse integral scales at the source height. The agreement with the ES results is really quite good for such a simple model even in the decaying region. However, the model cannot be applied to a ground level source since it makes no allowance for velocity shear or the surface boundary condition.

The presence of the surface was found to have a pronounced effect on the concentration statistics. The condition of zero (or very small) transfer to the ground (2C/2z = 0, z=0) appropriate to most atmospheric plume situations, makes the behaviour near the ground quite different from the situation more usually considered high (bear or near) transfer to the boundary. It follows that modelling approximations that have been made in the latter case, assuming local equilibrium near the wall, cannot necessarily be applied to plume modelling. The behaviour near the surface of the variance and integral time scale of the concentration fluctuations is illustrated in Figure 3, results for the GLS (which are also representative of the behaviour of elevated plumes once they are influenced by the ground). The variance has a similar profile at different downstream positions with a maximum at about 0.7 H. There is a decrease in variance values near to the surface, although we cannot say whether C^2 actually reaches zero since measurements were not made amongst the roughness elements themselves. The integral time scale of the fluctuations, obtained from spectra, increases slightly with downstream distance and is substantially greater near the ground than higher in the plume. The increase in value near the ground is much greater than the decrease in mean velocity, so that a length scale obtained by multiplying 7 by the local mean velocity would still increase towards the ground, in contrast to the turbulent velocity length scale, which is roughly independent of the turbulent velocity fluctuations. All the quantities in this equation have been measured directly except the dissipation, which can therefore be obtained by difference, as well as being deduced from the inertial subrange behaviour of spectra as described by for example Bradshaw (11). Results showing the relative importance of the terms for two stations on the centreline of the ground level plume and at 3 stations on the centreline of the elevated plume are given in Figure 5. Except for the elevated case at x/H = 1.92, where diffusion is important, the resultant balances are dominated by advection and dissipation. The production was found to be small relative to the advection in all the measurements (unlike cases with high heat transfer at the surface). Checks at positions off the centreline, where the production is increased by a 3C/3y term, still showed the advection term significantly larger. The near source measurements for C^2/Cm given in Figure 2 suggest that most of the production of C^2 occurs very close to the source and the overall level of the fluctuations is decaying thereafter. Indeed, the value of C^2/Cm roughly proportional to the integral of C^2 over the plume, or the total flux of variance, monotonically decreases with increasing downstream distance from the nearest point of measurement. The overall level of the fluctuations is set in the production region near the source and this may pose problems for the numerical modelling of equation 2, since it implies that the near source region will have to be modelled in fairly fine detail.

Concentration Fluxes

It is the magnitude of the turbulent fluxes, \( \omega C \) and \( \omega vC \), which determines the rate of spread of the plume in the vertical and horizontal. Yet despite their importance, there have been very few reports of turbulent scalar flux measurements directly related to the present study. Most measurements that have been made are of heat fluxes in cases with high heat transfer to or from the wall and, as already indicated, a passive scalar with no transfer is a significantly different situation. Note that, since the mean concentration field, away from the immediate vicinity of the source, is observed to be source size independent, the time averaged turbulent fluxes \( \omega C \) and \( \omega vC \) must also be.

Figure 6(i) shows the variation with downstream distance of the vertical flux on the centreline of the
plume from the ES. The flux profiles develop from being anti-symmetric about the source height (1.19H) near the source, towards a GLS profile, indicated by the dotted line. The GLS results (not shown explicitly for clarity) were all fairly close to this line, which therefore represents the self preserving form. The lateral variation of \( wc \) at any downstream position was found to be close to gaussian and similar to that of the mean concentration. The usual first order closure models \( wc \) as \( \kappa C / \gamma z \), where \( \kappa \) is the eddy diffusivity. The GLS profile for \( wc \) together with the mean concentration vertical profile described by equation 1, yield an eddy diffusivity which is independent of downstream distance and proportional to the eddy viscosity, such that \( \nu_c / \kappa \approx 0.8 \). However, for the ES, the vertical eddies are not limited to the plume size, so the eddy diffusivity will be a function of downstream distance. This is illustrated in Figure 6(ii), where, although there is some scatter because of the difficulty of estimating \( 3C/\gamma z \) near the ground, the growth in eddy diffusivity with downstream distance can be seen.

Within experimental error it has been found that the lateral profiles of mean concentration at any downstream station are similar and independent of \( z \). This suggests that \( C = C(x,z)f(n) \), where \( n = y / \sigma_y \) and \( \gamma = \gamma (x) \). In addition, the results for \( wc \) indicate that its lateral variation is closely similar to that of the mean concentration, so that writing \( wc = wc(x,z)f(n) \) should be a reasonable approximation. It is shown in Robins and Fackrell (3) that these assumptions lead to an expression for the lateral flux at any position of the form

\[
\frac{\partial \nabla C}{\partial x} = U \frac{\partial C}{\partial y} \frac{\partial}{\partial y} \frac{\partial \nabla C}{\partial x} \tag{3}
\]

If the function \( f(n) \) is gaussian, as the results suggest, and an eddy diffusivity form for \( \nabla C \) is used, then equation (3) further implies that the eddy diffusivity, \( \kappa_c = U / 2 \sigma_y^2 \partial^2 \gamma / \partial x^2 \), i.e. a function of \( x \) only. This is the same relation as that obtained from the statistical theory for dispersion in a uniform wind, except that in the present case \( U \) varies with height. Equation 3 has been tested for the GLS and ES in Figure 7. Although there is some scatter, allowing for likely errors, the results provide a fairly good confirmation of equation 3; in particular, the results at each station are fairly uniform with height.

There is an increasing trend towards the use of 'second order modelling' in the calculation of turbulent dispersion, i.e. the modelling of transport equations for the fluxes themselves. It is hoped in this way to account for the advection and diffusion of the fluxes and so make a given calculation set more generally valid. The transport equation for the vertical flux, \( wc \), as applied to the present two dimensional boundary layer flow, is

\[
\frac{\partial}{\partial x} \left( \frac{\partial wc}{\partial x} + \frac{\partial wc}{\partial y} \right) + \frac{1}{2 \sigma_z} \frac{\partial}{\partial z} \left( \frac{\partial wc}{\partial z} \right) + \frac{1}{2 \sigma_x} \frac{\partial}{\partial x} \left( \frac{\partial wc}{\partial x} \right) + \frac{1}{2 \sigma_y} \frac{\partial}{\partial y} \left( \frac{\partial wc}{\partial y} \right) + \frac{1}{2 \sigma_w} \frac{\partial}{\partial w} \left( \frac{\partial wc}{\partial w} \right) = 0 \tag{4}
\]

The terms represent respectively: advection; production; diffusion due to turbulent velocity and pressure fluctuations; dissipation; and a pressure-concentration gradient correlation which acts to limit the growth of the fluxes. With the present measurement system it is not possible to measure those terms marked by an asterisk and they have been lumped together as a difference term to balance the equation. It is expected that final term will make by far the dominant contribution to this difference term and henceforth the two will be treated as being identical (e.g. see Launder, 14). Results for two stations on the centreline of the GL plume are given in Figure 8. At both stations, a balance between production and the difference term dominates, advection and diffusion being much smaller. Also shown are \( wc \) balances for the ES at three downstream stations on the plume centreline and in this case near to the source, advection and diffusion are the same order as the other terms, only becoming much smaller at the furthest downstream position.

A transport equation similar to equation 4 can also be derived for the lateral flux \( \nabla C \) and \( \nabla C \) balances obtained for the GLS and ES plume are given in Figure 9. In both cases, there is an approximate balance between production and the difference term only at the position furthest from the source. Closer to the source, the diffusion and, in particular, the advection become equally important. Note however, that for both the vertical and horizontal fluxes, where the advection and diffusion terms are significant, they do oppose each other, so that their nett contribution is smaller than either term separately. This implies that the advection term must be accurately modelled to keep the error in the nett contribution small. In general, whenever plume dimensions are less than the local turbulence scales, any eddy diffusivity term will be fetch dependent, so that using a fixed eddy diffusivity in the diffusion term will lead to errors in that term. By comparing predictions of first, second and third order models for plume dispersion in isotropic turbulence, Deardorff (15) has shown that the resultant error in mean concentration prediction using a fixed eddy diffusivity in the higher order models can be as great as that from doing so in the first order closure. We suspect that the same will be true in the simple boundary layer flow we have examined. Therefore, there may not be a great deal to gain from higher order modelling in such flows, although it may be of advantage in more complex flow situations. Finally, note that, whenever there is a balance between the production and pressure-concentration gradient terms, a fixed eddy diffusivity behaviour should result. For example, modelling the \( wc \) balances for the GL plume, where \( T \) is a time scale, leads to \( wc = - U \gamma / C / 2 \), the standard eddy diffusivity closure.
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ABSTRACT

The parameterization of pressure effects on triple correlations is shown to be an important part of the closure problem.

Based on arguments relevant to homogeneous and isotropic turbulence, it is argued that pressure effects are not only of relaxative nature. In the case of turbulent thermal convection, a parameterization scheme including non-linear and rapid effects is proposed and used within the framework of a third-order model. Comparison with experimental results by Ferreira (10) indicates that the rapid part of pressure effects represents an important contribution to the budget of triple correlations and that it prevents the development of spurious stable stratification in the interior of the convective layer.

NOMENCLATURE

C, C' Dimensionless constants
ε Eddy kinetic energy (per unit mass)
h Depth of the turbulent layer
i Square root of (-1)
k, i, q, r, s Wave-vectors in Fourier space
k, p, q, r, s Wave-numbers in Fourier space
t Time
T Temperature
Tc Convective temperature scale
y' = (u'1, u'2, u'3) = (u', v', w') = Fluctuating velocity
s (S, N, = 1 to 3) Fourier transform of the fluctuating velocity field
w' Convective velocity scale
z = (x1, x2, x3) = (x, y, z) Position
s Height
α Coefficient of thermal expansion
β Buoyancy parameter
δ Kronecker symbol
ε Eddy Kinetic energy dissipation rate
ν Kinematic viscosity
ρ0 Constant density

1. INTRODUCTION AND MOTIVATIONS

It is now widely known that the turbulent transfers which take place in convectively driven flows do not follow the simple Boussinesq eddy viscosity assumption, i.e. in many cases the turbulent flux of a property 'a' is oriented from regions with low 'a' toward regions with high 'a'. This "counter-gradient" turbulent transport has been documented experimentally for the case of a mean property like the mean temperature T (1) and also for the case of a second-order quantity like the eddy kinetic energy ε = 2ε1'2. Parameterization methods and numerical simulation techniques for convective flows have consequently undergone a significantly different development as compared to the one which occurred in the case of pure shear flows. It is indeed known that even simplified second-order models, like the so-called "k-ε" model, can be used quite successfully for the simulation of a variety of shear flows in different geometrical configurations (e.g. 2), while it has been shown that the numerical simulation of the most simple convective flows requires the use of sophisticated turbulence models (e.g. 4, 5).

These models are presently based:

(i) either on Lumley's idea that Boussinesq eddy diffusivity assumption can be properly generalized in order to account for buoyancy effects and can then be used to relate, in matrix form, third-order correlations to the gradients of second-order ones, in the framework of a more or less complex model (6, 7)

(ii) or on the explicit use of rate equations for the triple correlations (8, 9).

Both of these methods require the knowledge and parameterization of quadruple correlations, molecular and pressure effects on third-order terms. The two former problems are usually solved by retarding respectively the quasi-normal approximation and the assumption of isotropic dissipative scales, while the solution of the latter is based on the idea that pressure effects are indeed relaxative processes. One is then lead to the introduction of a relaxation time which directly determines the value of triple terms in Lumley's method, while the use of rate equations involves not only the above linear relaxation but also allows for more sophisticated, basically non-linear, pressure relaxation effects.
The purpose of this paper is to study these pressure effects on third-order correlations.

Up to now similar studies have been based either on theoretical considerations or on indirect experimental evidence since the only available laboratory measurements were quite scarce and restricted to the so-called case of penetrative convection, while another different physical phenomenon, i.e. entrainment of overlying stably stratified fluid into underlying turbulent convective layer, leads to additional complexity and does not allow for unambiguous determination of pressure effects. In this respect, the recent experiment by Fernand and Lumley seems to use in the present study, does not suffer from the same difficulties since it deals with non-penetrative convection between rigid boundaries. This experimental study has the further advantage of including more precise thermometric and velocimetric measurements of numerous triple correlations. Unfortunately, the price to pay for the reduction of complexity due to penetrative convection is the introduction of another viscous layer at the upper boundary. Our study will consequently be restricted to the interior of the convective layer, where it can be safely assumed that turbulence is fully developed, and will not deal with the adjacent viscous sublayers.

II. PRESSURE RELAXATION IN HOMOGENEOUS TURBULENCE

Before turning to the subject of convective flows, it is of interest to recall and summarize some general properties of the effects of pressure fluctuations on triple correlations.

The closure problem associated with pressure effects is mainly due to the fact that these effects are non-local in g-space and involve convolution integrals over the whole domain of the flow. It is consequently of much help to introduce two-point closures in order to solve, at least formally, the above closure problem. Due to its inherent complexity, it is unfortunately almost impossible to use this formalism in any case different from the simplest, but of much theoretical interest, case of homogeneous turbulence. In this case, and using Fourier transform of the velocity field \( \hat{u}(k) \), the exact rate equations for double and triple correlations read (e.g. 11, 12)

\[
\begin{align*}
\frac{3}{2} + 2k^2 & \left\langle \hat{u}(k) \hat{u}(k) \right\rangle > & 1, & \\
- \frac{1}{4} & D_{uu}(k) & \left\langle \hat{u}(k) \hat{u}(k) \hat{u}(k) \right\rangle > & 1, & \\
\frac{3}{2} - 2k^2 & \left\langle \hat{u}(k) \hat{u}(k) \hat{u}(k) \right\rangle > & 1, & \\
- \frac{1}{4} & D_{uu}(k) & \left\langle \hat{u}(k) \hat{u}(k) \hat{u}(k) \hat{u}(k) \right\rangle > & 1.
\end{align*}
\]

where \( \langle uu \rangle \), \( \langle uuu \rangle \) and \( \langle uuuu \rangle \) are the fourth-order cumulants, \( A \) a symbol representing additional terms obtained by the indicated permutations of indices and wave-vectors, and

\[
D_{uu}(k) = \frac{k^4 k^4 + 2 k^6 k^4 + k^8}{k^4 + 2 k^6 + 2 k^8 + 2 r^2}
\]

a geometrical tensor taking into account advective and pressure effects, the former being traced to the Kronecker symbol \( \delta \), and the latter described by the term involving \( k^2 \) (inverse Laplacian operator in \( k \)-space). The fact that pressure effects are always associated with \( k^2 \) makes it easy to trace their effects. By considering Eq. (2) one is then lead to the following conclusions concerning the effect of pressure fluctuations: (i) they are responsible, together with advective effects, for a linear relaxation of triple correlations. It has indeed been shown (13) that the term involving fourth-order cumulants were damping terms which could be approximated by

\[
B(k,r,s) = \frac{1}{4} \Delta (k^2 r^2 + s^2 + 2 r^2 s^2) > 0
\]

where \( \Delta \) is a totally symmetric quartic positive for \( k, r \) and \( s \) being the legs of a triangle

\[
\Delta = k^4 - r^4 - s^4 + 2 k^2 r^2 + 2 k^2 s^2 + 2 r^2 s^2.
\]

Distinction between advective (A) and pressure (P) effects in Eq. (4) leads to the partition of the geometrical coefficient into

\[
B(k,r,s) = B_A(k,r,s) + B_P(k,r,s)
\]

where the advective part is positive

\[
B_A(k,r,s) = \frac{k^2 r^2 + s^2}{4 k^2 r^2 s^4}
\]

as well as the pressure-pressure interaction part

\[
B_P(k,r,s) = \frac{k^2 r^2 - s^2}{4 k^2 r^2 s^4}
\]

and where the pressure-advective interaction part is typically negative

\[
B_{AP}(k,r,s) = B_A(k,r,s) - B_P(k,r,s). \Delta \frac{k^4 - r^4 + s^4}{4 k^4 r^4 s^4}
\]

(ii) they tend to reduce the magnitude of triple correlations, since their contribution leads typically to a decrease of the terms involving products of double correlations in Eq. (2).

In other terms, the above arguments do confirm that pressure fluctuations mainly destroy triple correlations. They also show that (unfortunately!) pressure effects are more complicated than the usually assumed relaxation to isotropy, and that they are not the only mechanism responsible for damping triple correlations. Consequently for preserving the realizability conditions see the discussion by André and Lumley in (13). In the more general case of convective flows, necessary simplicity will nevertheless lead us to adopt a parameterization of pressure fluctuations based on a relaxation assumption, but we shall keep in mind that it would not be reasonable to ascribe every possible unphysical growth of triple correlations to an underestimated pressure-induced relaxation.
III. PRESSURE PARAMETERIZATION FOR SINGLE-POINT HIGH-ORDER MODELING

The simulation of turbulent convective flows which are inhomogeneous along the vertical cannot, at least at the present time, be undertaken in the above presented two-point closure framework.

One has then to turn to the much more efficient single point closures.

Unfortunately, but this is the price to pay, these are less satisfactory from the theoretical point of view. A possible alternative would be to rely on the so-called "modal method" (e.g. 14), in which the simplification due to the use of a relatively crude and prescribed horizontal structure allows for high resolution along the vertical. There is then no need for sophisticated turbulence closure, turbulent transfer being then explicitly described.

The model we shall be dealing with is a third-order model already used for the simulation of various turbulent flows (15, 16). It should be noted here that the realizability conditions (8) which were used in the earlier simulations are not necessary anymore for the present study. Indeed, the refinements we shall introduce below for the closure assumptions prevent triple correlations from becoming too large and overshooting their maximum permissible values derived from generalized Schwarz's inequalities.

We shall not go here into all details of the model. Its description for the simulation of convective flows being given in André et al. (16), to which the interested reader is referred.

We shall simply recall that the rate equation for triple correlation read, with usual assumptions and standard notations

\[
\frac{\partial \mu_{ij}}{\partial t} = \frac{\partial \mu_{ij}}{\partial x_k} \left( \frac{\partial u_i}{\partial x_k} \right) - \epsilon_{ijk} + \alpha \left( \mu_{ij} \delta_{kl} + \mu_{kl} \delta_{ij} - \frac{1}{3} \sigma \delta_{ij} \delta_{kl} \right)
\]

where the 'c-term' corresponds to diagonal part and the 'cL-terms' correspond respectively to the non-linear and rapid parts.

IV. NUMERICAL RESULTS AND SENSIVITY STUDIES

Some "computer optimization" and sensitivity studies, which will be reported later, have been used to determine the "best" values of the constants \( c_9 \), \( c_{10} \), and \( c_{11} \):

\[
c_9 = 8.0 \quad ; \quad c_{10} = -0.67 \quad ; \quad c_{11} = 0.2
\]

where the value of \( c_9 \) is determined from the realizability constraint (13), \( c_9 = c_{10}^{-c_9} \). (18)

The corresponding results, normalized with the aid of Deardorff's (19) convective scaling, are shown in Figures 9 to 4 for respectively \( \text{w}^2 \), \( \text{w}^2 \text{w} \), \( \text{w}^3 \) and \( \text{w}^3 \text{w}^2 \). It must be noted here that the experimental results by Ferreira (10) which appear on these figures have been rescaled. The velocity scale

\[
\begin{align*}
\epsilon_{ij} &= \epsilon_{ijkl} = 0 \\
\epsilon_{ijkl} &= c_{10} \frac{\partial \mu_{ij}}{\partial \tau} - c_{10} \frac{\partial \mu_{ij}}{\partial x_k} \frac{\partial u_i}{\partial x_k} \\
\epsilon_{ijkl} &= c_{10} \frac{\partial \mu_{ij}}{\partial \tau} - c_{10} \frac{\partial \mu_{ij}}{\partial x_k} \frac{\partial u_i}{\partial x_k} \\
\epsilon_{ijkl} &= c_{10} \frac{\partial \mu_{ij}}{\partial \tau} - c_{10} \frac{\partial \mu_{ij}}{\partial x_k} \frac{\partial u_i}{\partial x_k}
\end{align*}
\]
Figure 1: Dimensionless profile of the eddy flux of vertical component of kinetic energy. Points: laboratory measurements; curve: numerical results.

Figure 2: Dimensionless profile of the eddy flux of horizontal component of kinetic energy. Symbols as in Fig. 1.

Figure 3: Dimensionless profile of the eddy flux of kinematic turbulent heat flux. Symbols as in Fig. 1.

Figure 4: Dimensionless profile of the eddy flux of temperature variance. Symbols as in Fig. 1.
w used in convective scaling depends in fact on the coefficient of thermal expansion $\kappa$. Since this coefficient varies significantly (almost linearly) with temperature in the range we are concerned with, we used the exact value of $\kappa$, corresponding to each particular experiment instead of a mean value as in the results shown by Ferreira. This did lead to a change in the dimensionless results by as much as 20% in the case of $\nu^2$ and $\nu^2 \nu^2$.

It can be seen that the agreement between our numerical results and the "corrected" measurements by Ferreira (10) is quite satisfactory in the convective layer interior, with the only possible exception that $\nu^2 T^2$ is slightly overestimated. This effect could maybe be ascribed to the fact that parameterizations (13) and (15) of molecular and pressure effects in Eq. (10) are not completely consistent with realizability conservation. Indeed, realizability constraint (18) is sufficient to insure that $\nu^2 T^2/\theta = 0$ whenever $\nu^2 = 0$ but is not to lead to $u' T'/\theta = 0$ when $u' = 0$.

These parameterizations consequently induce an overestimation of $\nu^2 T^2$ and $\nu^2 T^4$ which in turn, through the $c_q$-term describing return-to-isotropy, (see Eq. (15)), lead to an overestimation of $\nu^2 T^4$. Although a plausible explanation has been found, it has not been possible to derive, at least up to now, a completely satisfactory modification of parameterization (15).

It should also be noticed from Figs. 1 to 4 that, despite the fact that viscous wall layers are not taken into account in the simulation, the numerical results are still in agreement with experimental data close to the lower boundary.

The sensitivity of model results to a ± 20% modification of constants $c_8$, $c_{10}$ and $c_{11}$ is shown in Table 1 ($c_9$ being always determined from (18)).

<table>
<thead>
<tr>
<th>$\nu^2 (z/h=0.5)$</th>
<th>$\nu^2 T^2 (z/h=0.5)$</th>
<th>$\nu^2 T^4 (z/h=0.5)$</th>
<th>$T^4 (z/h=0.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20% +20% -20% +20% -20% +20%</td>
<td>+4% -2% +6% -% +% -%</td>
<td>+3% -% +3% -% +2% -%</td>
<td>+21% -% +1% -% +7% -%</td>
</tr>
</tbody>
</table>

TABLE 1 : Sensitivity of model results to changes in the constants

It can first be checked that an increase in the constants leads to a decrease of triple correlations (and vice-versa), in agreement with the general idea of damping by pressure effects. It must further be noticed that $c_8$ is the easiest constant to determine since it strongly influences the results, with the only exception that any significant increase of $c_8$ would lead to an important deterioration of $\nu^2$ and $\nu^2 T^2$ profiles without improving significantly the $\nu^2 T^4$ profile. Such an increase of $c_8$, i.e. of the linear relaxative effect, would furthermore be in contradiction with the developments of Section 2 and would also lead to much underestimated calculated triple correlations in the case of other turbulent flows like the asymmetric channel flow of Hanjalic and Lauder (20), see (16). Any significant increase of $c_9$ being ruled out, one has then to look for another pressure mechanism to efficiently destroy triple correlations. This is the main reason for the introduction of the rapid linear part described by the $'c_{11}'$ term.

Another justification for the introduction of rapid linear pressure effects is as follows. For stationary conditions, and near the middle of the convective layer where $\nu^2 T^2$ reaches a maximum, the budget for $\nu^2 T^2$ reduces to [see Eq. (10) with $i=j=3$ and (13), (15) and (18)].

$$c_8 \frac{\nu^2 T^2}{\theta} = \frac{\nu^2 T^4}{\theta} + \frac{\nu^2 T^4}{\theta} + \nu^2 T^4 (1.3, 1.4) \frac{\nu^2 T^4}{\theta}$$

Adapting to the triple correlation $\nu^2 T^2$, an argument developed by Wyngaard and Coté (21) for the double correlation, or kinematic heat flux, $\nu^2 T^4$ it can be said that introduction of the effect (c_q-term) decreases the magnitude of the buoyant contribution in Eq. (19), allowing in turn that the budget balances with larger values of $\nu^2 T^4 / \theta$, i.e. with smaller values of $\nu^2 T^4 / \theta$ or, in other terms, with enhanced unstable stratification. This argument has indeed been verified by running numerical experiments with $c_{11}=0$, and by noting that, in such cases, spurious stable stratification (positive $\nu^2 T^4 / \theta$) did appear in the lower half of the convective layer.

V. CONCLUDING REMARKS

Convective turbulent flows exhibit a lot of peculiar features : existence of countergradient transfer, presence of organized large-scale structures, importance of pressure effects. It is believed that these features are closely related to each other, the key mechanism being probably the appearance of quite regular mean motion at larger scales, even at very high Rayleigh number. These large structures develop in already turbulent flows and are probably the result of secondary instability mechanisms (see e.g. 22 for review). They bear some resemblances, from the morphological and also maybe mathematical points of view, to the more familiar convective patterns observed for much smaller Rayleigh number. Their physics and dynamics are however basically different since in this case the dissipative phenomena are due to the 'background' smaller scale turbulent motions, instead of being due directly to viscosity. One can then question about the relevance of 'direct' numerical simulations for the study of these convective turbulent flows. Can they shed some light on flow dynamics? Can they be of interest for the development of closure schemes and parameterization techniques? Whatever their precise type is, either "modal" (14) or "three-dimensional" with either subgrid-scale parameterization (e.g. 23) or large eddy simulation techniques (25), they are restricted to relatively small equivalent Rayleigh number.

They indeed can only deal with narrow turbulent spectra due to the limited memory size of presently available computers. Despite this limitation concerning their numerical simulation, it is believed that at least hoped that they will help for the understanding of many of the effects.
associated with large-scale convective structures.
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ABSTRACT

We apply two-points closures to study radiative cooling in homogeneous and isotropic turbulence. They should provide a systematic tool in this study.

The radiative dissipation of temperature inhomogeneities intervenes as a linear dissipative term in the equation of advection of temperature fluctuations.

A critical regime is studied which could not be analyzed by phenomenological models. In that regime, a balance occurs between the radiative dissipative term and a non local part of the transfer term. It creates an "interial-radiative" subrange, where the slope of the temperature spectrum is steeper than -3.

NOMENCLATURE

\[ \begin{align*}
K_v & \quad \text{Absorption coefficient for radiation of frequency } \nu \\
N(k) & \quad \text{Radiative dissipative term} \\
R_p & \quad \text{Radiative Prandtl number} \\
R_c & \quad \text{Critical radiative Prandtl number} \\
R_T & \quad \text{Thermal Prandtl number} \\
R = \frac{\nu}{\kappa} & \quad \text{Ratio of dissipation time scales} \\
R_e & \quad \text{Reynolds number} \\
t & \quad \text{Time} \\
T & \quad \text{Temperature} \\
T(k,t) & \quad \text{Temperature - variance transfer term} \\
T_{NL}(k,t) & \quad \text{Non local temperature variance transfer term} \\
U & \quad \text{Fluctuating velocity vector} \\
U^2 = \langle \nabla U \cdot \nabla U \rangle & \quad \text{Eddy kinetic energy} \\
\epsilon & \quad \text{Eddy kinetic energy dissipation rate} \\
\epsilon_c & \quad \text{Critical eddy kinetic energy dissipation rate} \\
T & \quad \text{Temperature fluctuation} \\
\nu & \quad \text{Frequency} \\
\nu & \quad \text{Kinematic viscosity} \\
\nu & \quad \text{Non linear flux of kinetic energy} \\
\rho & \quad \text{Density} \\
\rho_a & \quad \text{Density of the absorber} \\
\sigma & \quad \text{Stefan constant} \\
\tau_e(k), \tau_D(k), \tau_R(k) & \quad \text{Characteristic times of advection, molecular diffusion, radiative diffusion} \\
\tau_{k,p,q} & \quad \text{Characteristic time of triple correlation relaxation} \\
\tau(k,t) & \quad \text{Non linear flux of temperature variance} \\
F_D & \quad \text{Molecular temperature variance decay rate} \\
F_T & \quad \text{Injected flux of temperature variance} \\
F_R & \quad \text{Radiative temperature variance decay rate} \\
\vartheta & \quad \text{Spectrum of the temperature gradient variance} \\
\vartheta(k,t) & \quad \text{Spectrum of the temperature gradient variance} \\
\vartheta(k,t) = \int_0^k dk'k'\vartheta(k',t) & \quad \text{Flux of temperature gradient variance} \\
\langle .. \rangle & \quad \text{Average value of } 
\end{align*} \]
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1. INTRODUCTION

Two-point analytical closures have been success-fully developed for the study of a passively advect-
ted scalar as the temperature field, see Leslie (1) for review, and (2) - (5) for new developments.

These closures should provide a systematic tool for the study of interaction between turbulence and
g long-wave radiation. Coartic (6) analyzes extensively the importance of this interaction in the con-
text of geophysical flows. This interaction seems especially important in nocturnal planetary bound-
ary layers André et al. (7), since the radiative destruction rate of temperature variance, $\chi_{\text{rr}}$, is
then of the same order as the molecular one $\chi_{\text{rr}}$.

We first discuss a direct derivation in the Fourier space for the divergence of the radiative flux. Due to the fact that the radiative transfer equation is linear, Fourier space is rather conve-
nient to obtain such a result, which has been first obtained by Spiegel (8).

A phenomenological approach, slightly different from the one used by Schmed (9), points out the exis-
tence of a critical regime.

We characterize it by a critical "radiative Prandtl number" $P_r$. For radiative Prandtl number $P_r$ smaller than this critical value, radiative dissipation becomes of prime importance.

Local and non-local interactions, as analyzed by Lesieur and Schertzer (10), are discussed relatively to their influence.

For radiative Prandtl number $P_r$ larger than the critical one, local interaction are dominant as in the usual inertial-inertial range (i.e. inertial for the temperature and velocity fields). Simple phenomenological models of non-linear transfer of temperature variance may be used (11) to model the perturbed tempera-
ture spectrum.

On the contrary for lower $P_r$, non-local interactions become predominant and lead to the existence of an "inertial-radiative" subrange.

In this subrange, which is included within the velocity inertial range, a balance occurs between radiative dissipation (which is not of a perturbative nature anymore) and a non-local part of the non-linear transfer of temperature variance. The temperature variance spectrum has then a slope notably steeper ($k^{-5/3}$) than in the usual "inertial-
inertial" range ($-5/3$).

Some consequences of the appearance of such a subrange are discussed.

2. RADIATIVE DISSIPATIVE TERM.

Long-wave radiative cooling is described (e.g. g.) by the divergence of the radiative flux $F$:

$$\nabla \cdot \mathbf{F} = \nabla \cdot \left( \frac{\partial F}{\partial t} \right) \right| {x, t} \right) = \phi(x, t)$$

and introduces a linear dissipative term in the equations for the rate of change of temperature fluctuations $\theta(x, t)$.

In homogeneous and isotropic turbulence read:

$$\left( \frac{\partial \theta}{\partial t} + \mathbf{u} \cdot \nabla \theta \right) \right| {x, t} \right) = -N(k) \left( \phi(k, t) + \int \frac{k}{\phi} \left( k^2 \right) \frac{d \phi}{\phi} \right) + \chi_{\text{rr}}$$

(2)

where $\phi(k, t)$ is the non-linear transfer term of scalar variance, $D_0$ the molecular diffusivity, and $N(k)$ is the radiative dissipative term. It is worth-while to notice that $N(k)$ modifies the Green function of (2), so that it intervenes implicitly in the ex-
pression of $T_\varphi(k, t)$. We will precise this point later.

The reason for this relatively simple radiative term is that the radiative transfer equation (e.g. 12) is linear with respect to $\phi(x, t)$, the specific intensity at point $x$ of rays traveling in the direc-
tion $\ell (1d = 1)$:

$$\nabla \cdot \mathbf{I} = -K_\varphi \mathbf{I} + B_\varphi (T(x, t))$$

(4)

where $K_\varphi$, the coefficient of absorption at frequency $\nu$, is proportional to the mean concentration $\langle \rho_\varphi \rangle$ of the absorber, and has the dimension of a wave-number. $B_\varphi$ is the Planck function which is the appropriate source term in case of an Isothermal thermody-
namical local equilibrium (I.T.E.).

Fourier transform of equation (4), respectively to $x$, leads then to:

$$I_\varphi (k, \omega) = G_\varphi (k, \omega) B_\varphi (T(k, \omega))$$

(5)

$G_\varphi$ being the Green function:

$$G_\varphi (k, \omega) = K_\varphi / (\nu - i \omega - K_\varphi)$$

(6)

From the spectral intensity $I_\varphi$, it is then possible to compute the radiative flux and its diver-
gence according to:

$$i_k = \mathbf{\nabla} \cdot \mathbf{F} (k, \omega) = \int d \nu i_\nu (k, \nu) \int d k d \nu (I_\varphi (k, \nu) d d \nu)$$

(7)

Equation (2) is then obtained by using a linear approximation for the Planck function $B$:

$$T(x, t) = <T> + \theta(x, t)$$

$$B_\varphi [T(x, t)] = B_\varphi (T + \nu - i \omega) = \frac{4 \nu}{\pi} \nu \omega \chi_{\text{rr}}$$

(8)

no contribution to the evolution of fluctuations.

From (5)-(8), it follows that (11):

$$N(k) = \int d \nu \, A_\varphi [k \nu - (\nu - i \omega) \omega \mu \chi_{\text{rr}}]$$

(9)

In the "grey atmosphere" approximation (K, K), this expression reduces to (8):

$$N(k) = \sqrt{k} \left[ 1 - (k \nu) \omega \mu \chi_{\text{rr}} (\nu / k) \right]$$

(10)

A = $4 \sigma <T^2 > / 3 \nu C_p$

(11)

Though the approximation of grey atmosphere is not too badly suited for the case of stellar atmos-
pheres (12), it is not accurate enough for the earth atmosphere. In this last case, the dependency on fre-
quency of the absorption coefficient $K_\varphi$ may classically be taken into account by statistical mod-
els of absorption bands (13). The frequency spec-
trum is then divided into independent bands of frequencies $\Delta \nu$. In each band, $K_\varphi$ is considered as the cumulative absorption due to randomly distrib-
uted lines of absorption, each line having a ran-
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domly distributed intensity. Accurate modeling of
N(k) can thus be performed (13) for water vapor
in the case of the earth atmosphere for infra red
radiation. As a first approximation, and following
Simoin (14), K_p will be taken as its average value
K, in the f-th band of characteristic frequency : 
\[
\dot{N}(k) = \sum A_\varphi k_{\varphi}^2 \Delta \varphi \left[ 1 - \left( \frac{k}{k_f} \right)^{1+\lambda} \right]^{(d/k_f)}
\] (11)
\[
A_\varphi = (\pi^2/\varphi)^2 (\Delta \varphi / \lambda)
\]
We will refer to this last approximation, in the
rest of the text, by the expression of "non grey
atmosphere".

In each case, it is possible to define the two
classical limits (6):
(i) the opaque limit : $k \to 0$
\[
\dot{N}(k) \sim (4/3 \pi \varphi)^2 \int A_\varphi k_{\varphi}^2 \Delta \varphi / K
\] (12)
(ii) the transparent limit : $k \to \infty$
\[
\dot{N}(k) \sim (4/3 \pi \varphi)^2 \int A_\varphi k_{\varphi}^2 \Delta \varphi = A K_p
\] (13)
We may define a radiative diffusivity at each
wave number by:
\[
D_R(k) = \dot{N}(k) / k^2
\] (14)

In the case of a grey atmosphere, the Planck
mean absorption coefficient K_p and the Rosseland one,
K_R, are both equal to K.

On the contrary, Goody (13) indicates that for the
case of water vapor absorption in the lower
atmosphere, one has : K_p/K_R \sim 10^2.

The main effect of this difference between K_p and
K_R is that there exists a large subrange of
wave-numbers such that:
\[
\dot{N}(k) \sim k^p \quad p = 2/3
\] (15)
As we will see later, the indicated value (2/3) will
be of prime importance.

![Figure 1](image_url)

Figure 1 indicates, in log-log plots, the
behavior of N(k) in the precited cases and will be
further commented in the next section.

At this point, we have to emphasize that we have
neglected the fluctuations of the concentration of the
absorber, as usually done (13).

3. PHENOMENOLOGY

Classically (e.g. : 3), the local characteristic
time of turbulent advection is:
\[
T_c(k) \sim (c^{d/4} R \kappa^{2/3})^{-d}
\] (16)
while the molecular-conductive and radiative ones are respectively:
\[
T_{D_R} \sim (D_R \kappa^{2/3}) ; \quad T_{R_p} \sim (N(k)^{-1})^{-d}
\] (17)
where D_R is the molecular diffusivity. Recalling that the thermal Prandtl number is defined by:
\[
P_T = \bar{\nu} / D_R
\] (18)
(\bar{\nu} being the kinematic viscosity) we may define a "radiative Prandtl number" P_R by (see equation 12):
\[
P_R = \bar{\nu} / D_R
\] (19)
The inverses of these times are plotted in
figure 1.

A critical regime is obtained when the two curves $\tau_c(k)$ and $\tau_R(k)$ are approximately
tangent or intersect.

The possible point of tangency gives a certain
critical wave number $k_c$:
\[
\dot{N}(k) \sim \log \dot{N}(k_c) / d \kappa = 2/3
\] (20)

(\text{in case of a grey atmosphere} : k_c = 2.476...) K).

When an intersection occurs, we obtain a subrange
(k_{\varphi}, k_{\varphi}^f) inside which radiative effects are
presumably of prime importance, because $\tau_R(k)$ is the
smaller characteristic time. The first point of intersection $k_{\varphi}$ is on the side of opaque limit (small k),
the second one, $k_{\varphi}^f$, on the side of the transparent
limit (large k).

Of course, if the intersection of $\tau_c(k)$ and $\tau_R(k)$ occurs at a wave-number $k_{\varphi}$ smaller
than $k_c$, $k_{\varphi}^f$, instead of $k_c$, $k_{\varphi}^f$ characterized the
end of the precited subrange. It must be noticed,
that we may estimate P_T \sim 10^{-7} from Goody's computations (13), when P_T \sim 1.

In the case of a grey atmosphere, using crude
(but rather accurate) approximations of N(k) correspon-
ding to its two limits (equations 12 and 13) we may approximate $k_{\varphi}$ and $k_{\varphi}^f$ by:
\[
k_c \sim \left( c^{d/4} D_R \right)^{2/3} / \bar{\nu} \sim \left( D_R \kappa^{2/3} / \bar{\nu}^d \right)
\] (21)

In any case (grey or non-grey atmospheres), the
case of tangency between $\tau_c$ and $\tau_R$ is obtained
for the critical value $\epsilon_c$ of the rate of destruction
of turbulent energy satisfying $\epsilon_c$, being defined
by (20) $\epsilon$:
\[
\epsilon = \left( c^{d/4} R \kappa^{2/3} \right) \dot{N}(k_c)^{-1}
\] (22)
and for $\epsilon$ lower than $\epsilon_c$, we have a critical regi-
me. The relationship (22) can be adimensionalized,
by noting that in any case we may write:
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\[ N(\hat{\alpha}) = D(\hat{\alpha}) k_1^2 F(\hat{\alpha}/k_1) \]  

(22)

\( K_1 \) being some characteristic absorption coefficient, and, in the same time; some wave number (because of its dimension, as soon noted). In our study, we choose: \( K_1^2 = K_2^2 + K_3^2 \) Using the classical relations (e.g. 1):

\[ R_e \sim \left( \frac{\lambda}{k_1} \right)^{1/4} \quad k_1 \sim (\epsilon / \tau)^{1/4} \]

(23)

(24)

\[ \chi(k) = \int_0^\infty \delta(k') \Theta(k/k') \]  

Dimensional analysis, or examination of the local divergence of this flux in the framework of two-point closures (5), lead to:

\[ \chi(k) = \chi_2 \delta(k/k_1) \Theta(k) \]  

(25)

or:

\[ E_\theta(\hat{\alpha}, k) = \chi_2 \delta(k/k_1) \Theta(k) \]  

(26)

\( \chi_2 \) being the Corrsin-Obukhov constant. The variation of the flux \( \chi(k) \), with respect to \( k \), is due to the radiative dissipation as a quasi-equilibrium is obtained by an injection of a flux \( \chi_2 \) of temperature variance at wave-number \( k_1 \) :  

\[ \chi(k) = \int_0^\infty \delta(k') \Theta(k/k') \]  

(27)

It follows that:

\[ \chi(k) = \chi_2 \delta(k/k_1) \Theta(k) \]  

(28)

I.e. a slight modification, with respect to the usual inertial-inertial range. It may further be approximated, for non critical regime, in noting that in a certain subrange \( \chi(k) \), \( k_2 \) around \( k_1 \) we have (due to the definition of this wave number, see (21)):

\[ N(\hat{\alpha}) = D(\hat{\alpha}) k_1^2 \]  

(29)

Thus:

\[ \chi(k) \equiv \chi_2 \delta(k/k_1) \Theta(k) \]  

(30)

As noted earlier (12), in case of a non grey atmosphere \( k_1 \) may be near of \( k_2 \).

This explains the linear dependency of \( \chi(k) \) on \( \log(k/k_1) \), observed on figure 2. Equations (20) and (27) explain that the radiative dissipation spectrum is rather flat in an area preserving plot (11).

Fig. 3: weak radiative effect (grey atmosphere)

\[ K = 2.10^6; P_0 = P_g C/10 = 10^{-3} \]

- - - : global energy flux ; -- : local temperature variance flux ; --- : local temperature variance flux ; --- : non local one.

As soon as \( \hat{\epsilon} \) is near of \( E_{\lambda} \) (or \( P_{g} \) near of \( P_{g}^C \)) equations (28) or (30) shows that the exponent of the spectrum may largely change. There is consequently no more guarantee that the local interactions are predominant. For instance, if the slope of the spectrum becomes steeper than -3, the spectrum of the temperature gradient \( \Theta_\phi(k) \) is then concentrated in scales larger than \( k_1 \). Thus, some integrals for the \( \chi(k) \) are more locally divergent. Lously speaking, what is on the left of the spectrum may weight more than the rest on the right.

This point is totally missed by phenomenological models leading to (25), even if \( \Theta_\phi(k) \) is replaced by a time scale taking into account the dissipative one (12).

5. NON LOCAL INTERACTIONS: AN "INERTIAL-RADIATIVE" SUBRANGE

In the physical space, non local interactions mean interactions between very different scales. In the Fourier space a precise definition can be given (e.g. (10), i.e. a triad \( \left( k_p, P, \beta \right) \) is non local if:

\[ \min(k,p,q) / \max(k,p,q) \approx k \]  

(31)

where \( a \) is some fixed parameter, defining the amplitude of non-localness.

Suppose now, as the local analysis of the preceding section shows it, that around \( k \), the slope of the temperature spectrum becomes steeper. The main contribution for the non-linear flux \( \chi(k,t) \), \( k_1 \), are given by non local triads of interactions \( k, p, q \) corresponding to triple correlations \( \delta(k) \Theta(k) \Theta(k) \) with:

\[ r_{\delta(k)} \approx \delta \sim k \]  

(32)
As noted earlier, equation (40), the non-local correlation language (16) is nearly equal to
where we use the convergence of the temperature variance spectrum is largely affected
by: $D_{\text{NL}}$ the non local flux $\mathcal{F}_{\text{NL}}$, created by the non local interactions, is of an "inertial-dissipative" type, i.e.:
$$\mathcal{F}_{\text{NL}}(k,t) = \frac{1}{2\pi} \int_0^\infty \frac{dk'}{k'^3} E(k',t) \frac{\partial \omega}{\partial k'} E(k,t) \quad (33)$$

where $E(k,t)$ is the energy spectrum and $\tau_T$ is the characteristic time of relaxation of the correlation $\Theta(k) \delta(p) \mathcal{U}(\gamma)$. In the velocity-inertial range, we have, following Larchevèque et al. (2):
$$\mathcal{T}_{k,p,k} \geq \left( \mathcal{T}^{-1}_e(k) + \mathcal{T}^{-1}_T(t) + N[\gamma] \right)^{-1} \quad (34)$$

By derivation, with respect to $k$, (33) leads to the non local part of the transfer term:
$$\mathcal{T}_{k,p,k} \geq \left( \mathcal{T}^{-1}_e(k) + \mathcal{T}^{-1}_T(t) + N[\gamma] \right)^{-1} \quad (35)$$

$D_{\text{NL}}(k,j)$ being the eddy-diffusivity, taking into account the influences of scales smaller than $(k/a)$ on the scale $k^{-1}$:
$$\mathcal{D}_{\text{NL}}(k,t,a) = \mathcal{D}_e(k) + \mathcal{D}_{\text{NL}}(k,a) \quad (36)$$

As soon as $k$ is larger than $k_0$, i.e. $N(k) > (16)$, $\mathcal{T}_{k,p,k}$ may be approximated by:
$$p < k_0 < k : \mathcal{T}_{k,p,k} \geq N(k)^{-1} \quad (37)$$

On the other hand, we may introduce the "renormalized radiative diffusivity" $D^R_{\text{NL}}$ (using the renormalization language (16) - (18)):
$$D^R_{\text{NL}}(k,t,a) = D_e(k) + D_{\text{NL}}^R(k,t,a) \quad (38)$$

Equation (38) ensures the existence of an "inertial-range" between $k_0$ and $k_c$:
$$E(k,t) \sim k^{-1/2} \quad k > k_0 \quad (39)$$

Because of (36), (37), (38) could be roughly approximated by:
$$E(k,t) \sim \left( \frac{N(k)}{\mathcal{U}(\gamma)} \right)^{1/2} \quad k > k_0 \quad (40)$$

where we use the convergence of $\mathcal{D}_e$, i.e. $\mathcal{D}_e(k) \sim D_e(k)$.

After (40) indicates a return to the $-5/3$ law which is reached around $k_c$, if this wave-number is far enough in the transparent limit (30).

Figure 3 shows that in the subrange $k < k_c, k > k_0$ the exponent of the temperature spectrum remains nearly equal to $-3$, because $r$ remains itself nearly equal to $2/3$.

Using the technique developed in Lesieur and Schertzer (10) and applying it to (3), as partially done in Larchevèque et al. (3), the corresponding part $\mathcal{T}_{\text{NL}}$ of the non local flux $\mathcal{F}_{\text{NL}}$, created by the non local interactions, is of an "inertial-dissipative" type, i.e.:
$$\mathcal{T}_{\text{NL}}(k,t,a) = \frac{1}{2\pi} \int_0^\infty \frac{dk'}{k'^3} E(k',t) \frac{\partial \omega}{\partial k'} E(k,t) \quad (33)$$

In the velocity-inertial range, we have, following Larchevèque et al. (2):
$$\mathcal{T}_{k,p,k} \geq \left( \mathcal{T}^{-1}_e(k) + \mathcal{T}^{-1}_T(t) + N[\gamma] \right)^{-1} \quad (34)$$

By derivation, with respect to $k$, (33) leads to the non local part of the transfer term:
$$\mathcal{T}_{k,p,k} \geq \left( \mathcal{T}^{-1}_e(k) + \mathcal{T}^{-1}_T(t) + N[\gamma] \right)^{-1} \quad (35)$$

$D_{\text{NL}}(k,j)$ being the eddy-diffusivity, taking into account the influences of scales smaller than $(k/a)$ on the scale $k^{-1}$:
$$\mathcal{D}_{\text{NL}}(k,t,a) = \mathcal{D}_e(k) + \mathcal{D}_{\text{NL}}(k,a) \quad (36)$$

As soon as $k$ is larger than $k_0$, i.e. $N(k) > (16)$, $\mathcal{T}_{k,p,k}$ may be approximated by:
$$p < k_0 < k : \mathcal{T}_{k,p,k} \geq N(k)^{-1} \quad (37)$$

On the other hand, we may introduce the "renormalized radiative diffusivity" $D^R_{\text{NL}}$ (using the renormalization language (16) - (18)):
$$D^R_{\text{NL}}(k,t,a) = D_e(k) + D_{\text{NL}}^R(k,t,a) \quad (38)$$

Equation (38) ensures the existence of an "inertial-range" between $k_0$ and $k_c$:
$$E(k,t) \sim k^{-1/2} \quad k > k_0 \quad (39)$$

Because of (36), (37), (38) could be roughly approximated by:
$$E(k,t) \sim \left( \frac{N(k)}{\mathcal{U}(\gamma)} \right)^{1/2} \quad k > k_0 \quad (40)$$

where we use the convergence of $\mathcal{D}_e$, i.e. $\mathcal{D}_e(k) \sim D_e(k)$.

After (40) indicates a return to the $-5/3$ law which is reached around $k_c$, if this wave-number is far enough in the transparent limit (30).

Figure 3 shows that in the subrange $k < k_c, k > k_0$ the exponent of the temperature spectrum remains nearly equal to $-3$, because $r$ remains itself nearly equal to $2/3$. 

![Fig. 3: spectra for non grey atmosphere](image)
behaviour of the temperature spectrum. The slope of the spectrum being nearly a constant steeper than $-3$. In the case we have studied, water-vapour in lower atmosphere, this exponent remains very near to $-3$.

For different absorbers, or different conditions, the value of this exponent could be very different because it depends largely, see (38) - (40), on the behaviour of $N(k)$, the radiative dissipative term.

And, for instance, if $N(k)$ is steeper than the one we used, non-local interactions will be more effective than in our study.

In any case, the variance of the temperature gradient is mainly concentrated on scales larger than $k^{-1}$ or smaller than $k^{-2}$ (if, of course, an inertial-inertial subrange still develops for $k \gg k_D$).

On the other hand, the behaviour of the larger scales does not seem too much affected by radiative transfer in the case of grey atmosphere. Thus the ratio of dissipation times:

$$\frac{R}{\epsilon} \approx k^{-3} \ll \epsilon < 6^{-2}$$

remains nearly a constant ($R \approx 2.2$) in stationary case. This is not the same for non grey atmosphere, where $R$ may reach 3.5. This difference seems to rely on the fact that in non grey atmosphere the optical limit (small $k$) is very slowly reached. Thus the balance, which occurs between the "beating-term" and the eddy-diffusivity in the large scales (see (27)) seems largely affected.

It must be stressed that a cumulative effect of radiative dissipation and molecular one, as modeled by Andrè et al. (7) remains doubtful due to our remarks on the way the radiative diffusivity is renormalized (37). That is to say, for large radiative effects, the characteristic times of eddy-diffusivity and of radiative diffusivity do not intervene in an additive way. This point of view is supported by the corresponding study made by Kraichnan (46) in the case of low thermal Prandtl number.
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Fig.4: normalized fluxes (case Fig. 6,8)

- - : global energy flux ; - - : global temperature variance flux ; --- : local temperature variance flux ; --- : non local one.
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TURBULENCE MEASUREMENTS IN AN AXISYMMETRIC BUOYANT JET

Funiteru Ogino, Hiromi Takeuchi, Masaru Onki and Tokuro Mizushima

Dept. of Chem. Eng., Kyoto University, Kyoto, Japan

ABSTRACT

Measurements were made of the turbulent fluctuations of vertical velocity and temperature in vertical round buoyant jets. The jets were heated water jets with exit densimetric Froude numbers ranging from 1.3 to 3240. Measurements were carried out with two film probes. One probe was maintained at a constant temperature and the other was operated as a resistance thermometer.

The axial variations of the intensities of velocity and temperature fluctuations and of the streamwise turbulent heat flux in the established flow region of the buoyant jet are presented. It was found that they were well correlated with a scaling law proposed by Chen and Rodi. The radial distributions of the three turbulent properties are also presented. The results show satisfactory similarity profiles in both non-buoyant and plume regions but there is a certain difference in the shapes between the two regions.

EXPERIMENTAL APPARATUS AND PROCEDURE

The experimental apparatus is shown schematically in Fig. 1. The test tank was constructed of transparent acrylic plates with internal dimensions of 2 m long, 1 m wide and 1 m deep. Wall thickness was 2.0 cm.

Filtered city water was used as ambient fluid and its temperature was kept uniform during the measurements. For jet flows, three contraction nozzles of different diameters, 0.5, 1.0 and 2.0 cm, were used, so that a wide range of Froude number was covered. The jet fluid was also city water which was heated in a heater and of which temperature was regulated at 310 - 330 K in a head tank. Flow rate was measured by a calibrated orifice meter.

The velocity and temperature were measured with two I-type film probes (TSI 1210-20W) at neighboring
locations in the flow. The spacing of these two probes was 1 mm. The velocity signal was obtained by

![Diagram of experimental apparatus]

... (2). For comparison, the estimated frequency of the energy containing eddies was roughly 40 Hz and that of Kolmogorov microscale was about 300 Hz. Since the velocity probe was operated at constant temperature, its frequency response was orders of magnitude better than the temperature probe.

An error estimate by measured values of skewness and turbulence intensity indicates that the measured values of RMS of vertical velocity fluctuations may be underestimated by about 3% at the jet axis and by about 10% at $r/X=0.1$ (9).

Reynolds numbers at the nozzle exit ranged from 2290 to 4390 and the discharge Froude numbers were 1.3 to 3.34.

**EXPERIMENTAL RESULTS AND DISCUSSION**

**Axial Variation of the Intensity of the Vertical Velocity Fluctuations**

The measured values of the relative intensity of vertical velocity fluctuations at the centerline of the buoyant jet are plotted in Fig. 3 along with the experimental results of other investigators (7,12-13). As discussed by Chen et al. (3) the turbulent intensity first decays and then increases in the zone of flow establishment. The initial decay is due to the fact that the flow at the nozzle exit is uniformly flat and is being accelerated by a buoyant force. In this condition there will be no generation of turbulence. When the turbulent kinetic energy generated in the mixing layer reaches the centerline by diffusion, the turbulent intensity increases and after the flow is established it then decays again.

The experimental results of the authors, Toutouhno (13), Nakagome et al. and the result of Corrin et al. (12) obtained in the jet of large temperature difference at the nozzle exit confirm this expectation, whereas the experimental results obtained in the jet of small temperature/concentration difference by Corrin et al. and McQuaid et al. (11) show...
the continued increase of the relative intensity of data. For comparison between the decay of the intensity of the axial velocity fluctuations and that of the time-averaged centerline velocity, the measured result of \( V_m \) is also depicted in Fig. 4. Three regions shown in Fig. 4 are respectively non-buoyant, intermediate and plume regions and the demarcations of three regions have been determined by the time-averaged velocity and temperature measurements by Ogino et al. (4).

It is seen from Fig. 4 that the experimental data fall on a single curve and the ratio \( V_{um} / V_m \) is constant, the value being 0.22, over the whole range from non-buoyant to plume regions. The empirical equations of the intensity of the axial velocity fluctuations are given by

\[
\begin{align*}
X^# &< 1 & \quad \hat{u}_{m#} = 1.3 (X^#)^{-1} \\
1 \leq X^# &< 5 & \quad \hat{u}_{m#} = 1.3 (X^#)^{-2/3} \\
5 \leq X^# & \quad \hat{u}_{m#} = 0.76 (X^#)^{-1/3}
\end{align*}
\]

It should be noted that eq. (3) is not conclusive because of insufficient data in the plume region. However, an analysis by Chen et al. (2) predicts that the turbulent kinetic energy is proportional to \( (X^#)^{-1} \), suggesting the intensity of the axial velocity fluctuations to be proportional to \( (X^#)^{-2/3} \). The dashed line depicted in Fig. 4 show the variation of \( u_{m#} \) calculated from the result of Chen et al., which predicts higher values than the present experimental data in the intermediate and plume regions.

**Axial Variation of the Intensity of Temperature Fluctuations**

The experimental result on the axial variation of the relative intensity of temperature fluctuations is presented in Fig. 5. For comparison, the results of some other investigators (6, 7, 10-12, 13-15) are shown in Fig. 5 including the measurements of concentration fluctuations.

![Fig. 4](image-url)  
**Fig. 4** Axial variation of normalized intensity of velocity fluctuations

Although the results show much larger scatter than the results on that of velocity fluctuations, the relative intensities of temperature fluctuations for smaller Froude numbers seem to attain higher asymptotic values while those for larger Froude numbers, the jet with negligible buoyancy, the lower values. Chen and Rodi (8) have recommended an asymptotic value of \( \hat{u}_{m#} / (T_m - T_0) \) 0.21 to 0.24 for the non-buoyant jet, but the relatively high values of 0.35 to 0.4 have been obtained in the jet with negligible buoyancy.

![Fig. 5](image-url)  
**Fig. 5** Axial variation of relative intensity of temperature fluctuations

The experimental results of Oosthuizen and Corrsin et al. show a fair agreement with the present results.
been reported by George et al. and Nakagome et al. for the plume. This fact suggests that the relative intensity of the temperature fluctuations at the centerline of the buoyant jet may vary from about 0.2 in the non-buoyant region to about 0.3 - 0.4 in the plume region.

![Diagram](image_url)

**Fig. 6** Axial variation of normalized intensity of temperature fluctuations

In Fig. 6 the normalized intensities of temperature fluctuations in the established region of the buoyant jet are plotted against the normalized distance from the virtual source. The present experimental data and those of Corrsin et al. fall again closely on a single curve and empirical equations are given by

\[ \frac{\tilde{\sigma}^3}{\tilde{\sigma}_{0}^3} = 2.2 \left( x^* \right)^{-1} \]  

(4)

\[ \frac{\tilde{\sigma}^6}{\tilde{\sigma}_{0}^6} = 3.5 \left( x^* \right)^{-5/3} \]  

(5)

The distinction of the non-buoyant and intermediate regions cannot be noted in the decay of the intensity of temperature fluctuations within the accuracy of measurements.

The time-averaged temperature at the centerline is also depicted in Fig. 6, from which it is seen that the relative intensity of the temperature fluctuations varies from 0.25 in the non-buoyant region to 0.37 in the plume region.

**Axial Variation of the Streamwise Turbulent Heat Flux**

Figure 7 shows the axial variation of the streamwise turbulent heat flux at the jet axis. The experimental data are correlated into a single line in the plot of Fig. 7 and no distinction is observed between three regions. The empirical equation is expressed as

\[ \frac{\tilde{\theta}^2}{\tilde{\theta}_{0}^2} = \left( x^* \right)^{-5/3} \]  

(6)

**Fig. 7** Axial variation of normalized streamwise turbulent heat flux

![Diagram](image_url)

**Fig. 8** Axial variations of \( \frac{\bar{u}^2}{\bar{u}_{m}^2} / \bar{u}_{m} / \bar{u}_{m} \) and \( \frac{\bar{u}_{m}^3}{\bar{u}_{m} \left(T_{m} - T_{a}\right)} \)

George et al. reported the value of the correla-
tion coefficient of the streamwise heat flux being 0.65 at the jet axis and this value is in good agreement with the present experimental data in the non-buoyant and plume regions as shown in Fig. 8.

The lower values in the intermediate region is mainly due to the higher measured values of $\sqrt{\nu}$ as shown in Fig. 6. The solid lines are obtained from eqs. (1) - (6). The calculated line in the plume region is not conclusive because the empirical equations for the plume region are based on the insufficient data.

The experimental data of the ratio $u_m^2/\sigma_u^2(T_m-T_\infty)$ are also plotted in Fig. 8 along with the calculated lines. The ratio varies approximately in proportion to $X^{1/3}$ over the whole range of the buoyant jet.

Radial Distributions of the Intensities of the Vertical Velocity and Temperature Fluctuations and the Streamwise Heat Flux

The radial distributions of the intensities of vertical velocity and temperature fluctuations and of the streamwise turbulent heat flux are shown in Figs. 9, 10 and 11, respectively. These turbulence properties are non-dimensionalized with $U_m$ and $T_m-T_\infty$ and plotted against the non-dimensional lateral distance $r/X$.

The results show satisfactory similarity profiles of $u^2$, $v^2$ and $w^2$ in both non-buoyant and plume regions, but the shapes of the profiles are different between the two regions. The profiles in the plume region are narrower than those in the non-buoyant region for all three turbulent properties. There exists off-axis peak in the profiles of the intensity of the temperature fluctuations and the streamwise turbulent heat flux in the non-buoyant region as usually observed in the jet with negligible buoyancy (10, 11, 12, 17, 18), whereas nearly constant values are observed over the center portion of the jet in the plume region.

For comparison the experimental results obtained by other investigators are also shown in Figs. 9, 10 and 11 from which it is seen that the shapes of the profiles for three turbulent properties vary little between different experimenters, except for the level of the dimensionless properties as was discussed already by considering the values at the axis.

CONCLUSIONS

1. The intensities of the vertical velocity and temperature fluctuations and the streamwise turbulent heat flux at the axis of the vertical round buoyant jet are correlated well with the same scaling law as that used for correlating the time-averaged centerline velocity and temperature.
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ABSTRACT

Velocity and temperature fields associated with a turbulent spot developing in a laminar boundary layer reveal a number of similar features. With ensemble averaging performed with respect to a particular feature of the spot, the similarity between ensemble averaged longitudinal velocity and temperature is examined by considering the respective equations for these ensemble averaged quantities. The pressure gradient associated with the spot disturbance may be significant while the measured diffusivities of momentum and heat for the disturbance indicate values for their ratio which are significantly larger than unity.

NOMENCLATURE

\( C_p \) Pressure coefficient
\( f' \) A non-dimensional function, \( f' = \frac{<U>/U_m - 1}{h} \)
\( \epsilon \) Spot height, maximum height of \( Y \) contour \( \gamma/2 \) m
\( \nu \) Kinematic viscosity \( m^2/s \)
\( \eta \) Disturbance kinematic viscosity \( m^2/s \)
\( e = (x_s-x_0)/U_m(t-t) \) non-dimensional longitudinal co-ordinate
\( \zeta \) Velocity potential \( m^2/s \)

Subscripts

\( l \) Laminar
\( t \) Turbulent
\( w \) Evaluated at wall
\( \infty \) Evaluated in free stream

\( c \) Pressure coefficient

\( f' \) A non-dimensional function, \( f' = \frac{<U>/U_m - 1}{h} \)

Averaging Symbols

\( <.> \) Ensemble average
\( \tilde{ } \) Conventional average

INTRODUCTION

In recent investigations (Van Atta & Helland (2), Antonia et al. (2)) use was made of a passive temperature-tagging technique to provide some insight into the structure and mixing processes within a turbulent spot. The spot was artificially generated in a laminar boundary layer which developed over a heated flat plate. Temperature measurements obtained in these investigations complemented previous velocity measurements of Wygnanski et al. (3) and Cantwell et al. (4). Contours of the ensemble-averaged temperature disturbance measured relative to the laminar undisturbed (Pohlhausen profile \( U_j(y) \)) were found to be strongly anti-correlated with corresponding contours of the longitudinal velocity disturbance, measured relative to the Blasius profile \( U_j(y) \). Using the conical similarity co-ordinates introduced by Cantwell et al. (4), Van Atta & Helland (1) observed a striking coincidence of the maxima and minima in the temperature disturbance contours meas-
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ured on the centreline of the spot with the two stable foci or points of accumulation in the particle paths calculated by Cantwell et al. (4). The positions of the temperature maxima could not however be satisfactorily explained in terms of the centreline particle paths. In the present paper, ensemble averaged velocities and temperature fields are compared in a manner similar to that used in considering the analogy between momentum and heat transfer in a fully turbulent boundary layer over a heated flat plate. The use of ensemble averaged temperatures and longitudinal velocities are first examined and measured values of disturbance diffusivities for momentum and heat are subsequently presented and discussed.

EXPERIMENTAL ARRANGEMENT AND CONDITIONS

A detailed description of the experimental arrangement is given in Van Atta & Helland (1) and Antonia et al. (2). It is sufficient to indicate here that the spot was generated by discharging a spark between the tips of two sewing needles, separated by about 0.5 mm in the z direction and protruding about 1 mm in the y direction, mounted in an insulated plug 0.20 m from the leading edge of an aluminium plate. This 1.2" thick plate, heated by 0.1 mm thick heating pads bonded to its bottom surface was mounted horizontally in the working section of the low turbulence wind tunnel in the Department of Applied Mechanics & Engineering Sciences at U.C.S.D. The turbulent spot developed along the plate under a small favourable pressure gradient. All measurements were made at a nominal free-stream velocity \( U_0 \) of 11 m/s and a turbulence level of 0.3%. The positions of \( U, V \) and \( T \) were measured at distances \( x_b \) from the spark of 0.54, 0.84 and 1.12 m with a miniature DISA X-wire while \( T \) was measured with a 0.6 mm dia Mollaston wire. A series of \( U-T \) measurements was also made at \( x_b = 1.06 \) m using a single horizontal hot wire with a cold wire mounted parallel to and 1 mm below the hot wire. Mean velocity and mean temperature profiles were in good agreement with the Blasius and Pohlhausen profiles. Hot and cold wire signals and the square-wave spark generator signal were recorded on a four-track FM tape recorder. These signals were later played back and digitized using a 12 bit analogue to digital converter, at a sampling frequency of 3200 Hz into a digital computer. The frequency of the square-wave used to trigger the spark discharge was 1.5 Hz. Approximately 500 spots were recorded for each value of \( y \) but, in the final analysis of the data, only 200 spots were used.

Conical similarity co-ordinates \( \xi, \eta, \zeta \) were introduced by Cantwell et al. (4) in an attempt to describe the unsteady velocity field associated with the spot in terms of \( \xi, \eta, \zeta \) only. Although conical co-ordinates are used to present data in a later section, it should be noted that the modified similarity co-ordinates proposed by Sokolov et al. (5) leads to a better representation of the velocity and temperature fields than the conical similarity transformation. For the present experiments, the virtual origins \((x_0, y_0, z_0, t_0)\) were found (Antonia et al. (2)) to be approximately given by \((-0.10 \text{ m}, 0, 0, -0.02 \text{ s})\).

EQUATIONS FOR ENSEMBLE AVERAGED VELOCITY & TEMPERATURE

In the presence of the quasi-periodic disturbance due to the spot, \( U, V \) and temperature \( T \) are written as

\[
\begin{align*}
U &= \langle U \rangle + u \\
V &= \langle V \rangle + v \\
T &= \langle T \rangle + \theta
\end{align*}
\]

where \( u, v, \theta \) can be identified with the background (random) turbulent fluctuations. Experimental estimates of \( \langle U \rangle, \langle V \rangle \) and \( \langle T \rangle \) were obtained by first determining the leading edge of the spot and then applying the ensemble averaging operation after aligning individual realizations of \( U, V \) and \( T \) with respect to the leading edge. Using the above decomposition, the momentum and temperature equations for the disturbance (organized) field can be written, at least on the plane of symmetry (where \( k \) is assumed to be zero) as

\[
\begin{align*}
\frac{\partial \langle U \rangle}{\partial t} + \frac{\partial \langle U \rangle}{\partial x} &= 0 \\
\frac{\partial \langle V \rangle}{\partial t} + \frac{\partial \langle V \rangle}{\partial x} &= -\frac{\partial \langle U \rangle}{\partial y} \\
\frac{\partial \langle T \rangle}{\partial t} + \frac{\partial \langle T \rangle}{\partial x} &= -\frac{\partial \langle U \rangle}{\partial y} - \frac{\partial \langle V \rangle}{\partial y}
\end{align*}
\]

Note that, although the laminar boundary layer develops with zero streamwise pressure gradient, the kinematic pressure gradient appears in (1) as a result of the organized pressure field produced by the spot. The quantities \( \langle u \rangle, \langle v \rangle \) and \( \langle \theta \rangle \) may be interpreted as the shear stress and heat flux that arise from the background fluctuations which rise on the disturbance. If disturbance diffusivities for momentum and heat, denoted by \( \nu_d \) and \( \lambda_d \) respectively, are introduced such that

\[
\begin{align*}
\langle u \rangle &= \nu_d \frac{\partial \langle U \rangle}{\partial y} \\
\langle v \rangle &= -\lambda_d \frac{\partial \langle V \rangle}{\partial y}
\end{align*}
\]

the ratio \( \nu_d/\lambda_d \) may be identified with a Prandtl number for the disturbance in analogy to the commonly used turbulent Prandtl number \( Pr_t = \langle u \rangle \langle v \rangle / \langle \theta \rangle \). An exact analogy between \( U \) and \( T \) in a zero pressure gradient turbulent boundary layer, with identical origins for the momentum and thermal fields, would require that both Pr and \( Pr_t \) be equal to unity. Similarly (1) and (2), with assumptions (3) and (4), suggest that an exact analogy between \( \langle U \rangle \) and \( \langle T \rangle \) requires that \( \lambda_d \) is zero, \( \nu_d = a \) or \( Pr = 1 \). The solutions given by (5) and (6) and that the momentum and thermal fields associated with the disturbance have identical origins. This last requirement is approximately satisfied in the present case since the laminar momentum and thermal layers have the same physical origin.

EXPERIMENTAL RESULTS AND DISCUSSION

The general similarity between velocity and temperature disturbances, relative to the laminar profiles, is evident in Fig. 1 which shows contours of \( U/U_0 \) and \( T/AT \) obtained at \( x_b = 1.06 \) m. The height of the spot is taken, somewhat arbitrarily, as the maximum height (1.25 cm) of the 1% contour of \( T/AT \). Time \( t* \) = 0 corresponds to the arrival of the spot's leading edge at the wall while \( t* \) is the time taken for the spot to travel past the measurement station at the wall.
Fig. 1 Contours of $\bar{U}$ and $\bar{T}$ at $x_b = 1.06$ m.
Solid and broken curves refer to $\bar{U}$ and $\bar{T}$ respectively. ($t^* = 0$ corresponds to an elapsed period of 130 ms after the spark is fired, $\Delta t^* = 76$ ms).

The approximate correspondence between the locations of the minimum value of $U/\bar{U}_m$ and maximum value of $\bar{T}/\Delta T$ is in agreement with the conclusion of Van Atta & Holloway (1) who compared their $T$ contours with the $\bar{U}$ contours of Sullivan et al. (6). A quantitative measure of the correlation between $\bar{U}$ and $\bar{T}$ can be obtained by making the rather crude supposition that a fluid particle is displaced, due to the spot disturbance, from one height to another with no change in its temperature or streamwise momentum. If the particle is displaced from height $y_1$ to height $y_2$, disturbances relative to the laminar values at $y_2$ may be written as

$$\frac{\bar{T}}{\Delta T} = \frac{T_1(y_2) - T_1(y_1)}{\Delta T} = g(y_1) - g(y_2)$$

and

$$\frac{\bar{U}}{\bar{U}_m} = \frac{U_1(y_2) - U_1(y_1)}{\bar{U}_m} = g(y_2) - g(y_1) = \frac{\bar{T}}{\Delta T}$$

when Pohlhausen's solution $(T_1 - T_0)/\Delta T = 1 - U_1/\bar{U}_m$ is assumed (for $Pr = 1$) and $U_1/\bar{U}_m = f(y)$. Present measurements (Fig. 2) indicate that $\bar{T}/\Delta T = -0.6$ $U/\bar{U}_m$.

The ratio $(T_w - \langle T \rangle)/\Delta T$ is plotted against $\langle U \rangle/\bar{U}_m$ in Fig. 3 for different values of $\xi$ at $x_b = 1.06$ m. Although these data were obtained at a particular value of $x_b$, but different values of time from the spark, it should be noted that conical similarity was found [Antonia et al. (2)] to provide an approximate description, in terms of $\xi$ and $n$ only, of $\bar{U}$ and $\bar{T}$ contours on the plane of symmetry of the spot. The Reynolds number $R^*$ is relatively small (Fig. 3) at the leading and trailing edges of the spot and is largest at a value of $t^*$ which corresponds roughly to the maximum height of the spot. The distribution at $R^* = 1910$ appears to show the largest positive deviation from the line of unity slope. The distribution at $R^* = 1910$ is compared in Fig. 4 with distributions obtained in a laminar boundary layer and a turbulent boundary layer. The laminar results were obtained using the present experimental arrangement while the measurements in the slightly heated turbulent boundary layer1 with zero

1The momentum and thermal layers have approximately the same origin.
pressure gradient were obtained at the University of Newcastle [Subramanian & Antonia (7)]. Distributions (Fig. 4) for both the laminar and turbulent boundary layers are in reasonable agreement with the line of unity slope. (Note that the unity slope in Figs. 2 or 3 is not related to the slope of -1 given by the equation $\frac{\partial P}{\partial x} = -\frac{T}{\partial T}$. As the distributions in the turbulent boundary layer were found to be insensitive to the particular value of momentum thickness Reynolds number $R_s$, values in the range $900-100$ were examined), the departure of the spot distribution in Fig. 4 from the other distributions is more likely to be due to an insufficient relaxation time required for the establishment of nearly self-preserving conditions rather than an insufficiently large Reynolds number.

Fig. 1 Comparison of ensemble averaged temperature vs velocity in different flows. * Laminar boundary layer ($y = 1$, $x = U_2$), $R_s^* = 630$; †, turbulent boundary layer ($y = 1$, $x = U_2$), $R_s^* = 1300$; ‡, turbulent spot ($y = <U>_{sp}$, $x = <U>$, $R_s^* = 1910$. Broken line has a slope of unity.

An estimate of the magnitude of $\frac{\partial <P>}{\partial x}$, the pressure gradient associated with the spot, can be obtained in a manner analogous to that used by Cantwell et al. (4). The free stream flow is assumed to be described by the linearized unsteady Bernoulli equation

$$P_u - <P> = \frac{\partial P}{\partial t} + \frac{\partial U}{\partial x} (<u> - U) \quad ... (5)$$

where $P_u$ and $U$ are the undisturbed free stream pressure and velocity while $u$ is the velocity potential ($<u> = \frac{3P}{\partial x}$). With the assumption of conical similarity, Cantwell et al. (4) show that

$$\frac{\partial}{\partial x} \frac{\partial P}{\partial x} = \frac{\partial}{\partial x} \frac{\partial U}{\partial x} \frac{\partial U}{\partial x} \quad ... (6)$$

and

$$\frac{\partial P}{\partial x} = \frac{\partial U}{\partial x} \frac{\partial U}{\partial x} \quad ... (7)$$

where the prime represents differentiation with respect to $x$ and $\frac{\partial <u>/U}{\partial x} = 1 + f'(\xi)$. By integrating experimental values of $<u>$ measured outside the spot, Cantwell et al. (4) obtained an experimental variation of $\frac{\partial P}{\partial x}$ with $\xi$, shown in Fig. 5. The potential flow disturbances produced by the spot was measured by Van Atta et al. (8) at different distances above the spot. The measurements indicated that $<u>$ was a function of $y$.

![Fig. 5 Distributions of the pressure coefficient $c_p$ and the ensemble averaged disturbance $D$ above the spot.](image)

$\frac{c_p}{P_u} = \frac{x P - P_u}{1 U} = -2(1 + f'(\xi)) \quad ... (8)$

as well as $\xi$. It follows that the calculated distribution of $c_p$ by Cantwell et al. (4) is not universal, at least in the sense that it cannot be regarded as independent of $y$ or $\xi$. The potential disturbance measured at $\xi = 3.18$ cm ($y = 10.5$ cm) was used for the present calculation. At this value of $y$ the positive and negative potential flow disturbances for the longitudinal velocity are largest. This disturbance corresponds to the distribution of $f'(\xi)$ in Fig. 5, to obtain an appropriate estimate of $\frac{\partial P}{\partial x}$ for the purpose of comparing terms in (1). After numerically integrating $f'(\xi)$, $c_p$ was calculated using (7). The resulting $c_p$ distribution (Fig. 5) exhibits a small maximum ($\xi = 7.75$) near the leading edge of the spot followed by a larger minimum and a second maximum, these latter two extrema being roughly equal in magnitude. This $c_p$ distribution is in qualitative agreement with the measured wall pressure distributions (the validity of the comparison requires that $\frac{\partial P}{\partial y}$ is negligible) by Coles & Savas (9) and Neubauer & Van Atta (10).

Cantwell et al. (4) had concluded, on the basis of their calculated distribution of $c_p$ (Fig. 5), that "streamwise pressure gradients within the spot are probably not important for the dynamics". It was later suggested by Coles & Savas (9) that $\frac{\partial P}{\partial x}$ is appreciably smaller than $\frac{\partial P}{\partial y}$.

The maximum value of $2c_p$ inferred from Fig. 5 is about 0.14 while the magnitude of $|\frac{\partial P}{\partial y}|$ in the outer part ($\eta = 2.5 - 10^3$) of the spot, as inferred from the results at $\xi = 3$ at Fig. 6, is approximately constant and equal to 0.30. This observation seems to suggest that the pressure

\[ \frac{\partial P}{\partial y} \]

The amplitude of $<u>-U$ decreased with increasing $y$. 10.4
Fig. 6 Ensemble averages of product \( uv \) for \( \zeta = 0.58 \)
\( (x_0 = 0.84 \text{ m}) \).
\( \zeta = \pm 3.2 \times 10^{-2} \); \( a, -3.2 \times 10^{-2} \); \( \Delta, 0 \).

The gradient's influence on the flow need not be negligible since the first and third terms on the right of (1) can be of similar magnitude.

Ensemble averaged distributions (Fig. 6) of \(-uv/U_{\text{z}}^2\) at \( \zeta = \pm 3.2 \times 10^{-2} \) are almost identical but different from the distribution at \( \zeta = 0 \). The experimental uncertainty in \( <uv> \) is larger than for \( <uv> \) and the distributions of \( <uv> \) (Fig. 6) at \( \zeta = \pm 3.2 \times 10^{-2} \), while in reasonable qualitative agreement with each other do not exhibit the quantitative agreement of the \( <uv> \) distributions. Values of \( v_d/d_{uv} \), estimated from the ratio \( (<uv>/<ve>)/(a<T>/<U>) \) using the distributions of Figs. 10, and the measured values of \( a<T>/a<U> \) are shown in Fig. 8 as a function of \( \zeta \). The magnitude of \( v_d/d_{uv} \) for \( \zeta \) in the range \( \pm 3.2 \times 10^{-2} \) decreases from about 8 in the 'hot' region of the spot.

Fig. 7 Ensemble averages of product \( ve \) for \( \zeta = 0.58 \)
\( (x_0 = 0.84 \text{ m}) \).
Symbols as for Fig. 6.

The position of maximum \( T \) occurs at \( \zeta = 3.2 \times 10^{-2} \) to approximately 3 in the outer part of the spot. It is unlikely that the relatively large values of \( v_d/d_{uv} \) reflect a genuine lack of similarity between \( <uv> \) and \( <T> \). It is more likely that they reflect the inadequacy of assumptions (3) and (4).

Recent flow visualization results by Matsui (11),

3Distributions of \( <uv> \) and \( <T> \) at \( \zeta = \pm 3.2 \times 10^{-2} \) are in excellent agreement with corresponding distributions at \( \zeta = -3.2 \times 10^{-2} \).

Fig. 8 Ratio of momentum and thermal diffusivities for the disturbance for \( \zeta = 0.58 \) \( (x_0 = 0.84 \text{ m}) \). Symbols as for Fig. 6.

Gad-El-Hak et al. (12) and Perry et al. (13) suggest that a spot consists of several vortices rather than the large vortex structure suggested by Bolis and Lary (14). Temperature and velocity traces obtained simultaneously (Antonia et al. (21); Weynanski et al. (12)) at several values of \( y \) also support the existence of several coherent structures within each spot. These structures bear considerable similarity to those observed in a fully turbulent boundary layer and it therefore seems likely that a study of these structures in the spot may provide a more meaningful basis for comparison of transfer mechanisms for moment and heat between the spot and the turbulent boundary layer.
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A Structural Study on a Turbulent Boundary Layer with Transpiration
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ABSTRACT

The method of quadrant analysis of velocity signal obtained near the wall \((x > 30)\) has been applied to a transpired turbulent boundary layer, and the effect of transpiration on the statistical features of turbulence has been reexamined from the structural viewpoint.

Near the wall, the contribution from ejection to the mean Reynolds shear stress \(\overline{\tau_{\text{xy}}} \) becomes smaller than that from sweep when the injection rate is increased. Another result as to the contribution from ejection to \(\overline{\tau_{\text{xy}}} \) suggests that the region responsible for the burst moves outward from the wall as the injection rate is increased. These results explain why the magnitude of second-order correlations of velocity fluctuation reduces in this region with increasing the injection rate.

At positions not so near the wall, on the other hand, the contributions both from ejection and sweep become larger with transpiration. Thus, the increase of the second-order correlations of velocity fluctuation found in this region can also be explained.

Additionally, the mean bursting period and the mean duration of ejection and sweep events are also discussed, in connection with the average strength of one ejection or sweep event.

INTRODUCTION

Statistical studies have been made on a transpired turbulent boundary layer by Falconer (1), Andersen et al. (2), Pimenta et al. (3) and the present authors (4, 5). One of the well-known facts of the boundary layer is that the wall shear stress and the wall heat flux can be reduced by transpiration, and the transpiration cooling is an effective method to protect the surface from the hot stream (6). Related with this fact, the Reynolds shear stress \(\overline{\tau_{\text{xy}}} \) and the intensities of streamwise and normal fluctuating velocity components, \(u'\) and \(v'\), decrease near the wall as the injection rate is increased. On the other hand, however, the opposite occurs in the outer layer: \(\overline{\tau_{\text{xy}}} \), \(u'\) and \(v'\) increase in the outer layer with increasing the injection rate (7).

The above mentioned change in the statistical features of turbulence quantities with transpiration should have a relation with the mechanism of turbulence production. In the non-transpired turbulent boundary layer, the bursting phenomenon related to the production of turbulence has been intensively investigated by many researchers, for example, Wallace et al. (7-8), Lu and Willmarth (9), Sabot and Comte-Bellot (10), Blackwelder and Kaplan (11), Nakagawa and Nezu (12), Brown and Thomas (13) and Chen and Blackwelder (14). However, there have been few studies found the structural studies in the transpired turbulent boundary layer.
In an usual turbulent boundary layer without transpiration, for example, the bursting event responsible for the production of turbulence kinetic energy occurs most severely in the region very close to the wall, i.e., $y^+ = 15 \left(15,16\right)$. A question may thus arise on the case, the same as that previously used \( L \). The injection rate distribution of probable explanation for the above mentioned features at the freestream. The injection rate distribution of the statistical quantities of turbulence with transpiration is difficult to understand. The injection rate distribution at the above mentioned change in magnitude of the statistical quantities of turbulence with transpiration is difficult to understand.

To get better understanding of a transpired turbulent boundary layer, some structural studies have been initiated. The present study shows the results of the quadrant analysis of fluctuating velocity signals near the wall, and presents some probable explanation for the above mentioned features of the statistical turbulent quantities.

EXPERIMENTAL PROCEDURE

The experimental apparatus used in this study is the same as that previously used \( L \), except that the temperature field is homogenous in the present case. Therefore, only a brief description is given on it below.

A turbulent boundary layer is formed on the bottom flat plate in a low speed wind tunnel, where cross-section is 500 mm x 300 mm. Porous part of the plate starts 1200 mm downstream from its leading edge and covers the length of 900 mm further downstream. Through this porous plate, air is blown uniformly into the developed turbulent boundary layer. The upper wall of the wind tunnel is movable and, prior to the experiments, the upper wall is carefully adjusted so as to remove the pressure gradient in the streamwise direction.

The injection rate \( F \) is defined as the mass flow rate ratio of the injection gas to the main flow, \( F = \frac{(\overline{u}^2 + \overline{v}^2 + \overline{w}^2)}{\overline{U}^2} \), where \( \overline{u} \) and \( \overline{v} \) are the mean velocity components in the streamwise and normal directions, respectively, and \( \overline{U} \) the density of the fluid. The subscripts \( i \) and \( j \) denote the values at the wall and at the freestream. The injection rate distribution uniformly over the porous plate is varied in three steps; 0.0, 0.0021 and 0.0047. The freestream velocity is always kept constant equal to 5.0 m/s. The measurements are carried out at the station 65 mm downstream from the starting position of injection where the transpired turbulent boundary layer is in a state of fully developed condition. At this station, the Reynolds number based on the momentum thickness is in the range between 2500 and 4000, depending on the injection rate.

![Fig.1 Fractional contribution to \( u v \) from different events \( (F = 0.0) \)](image1)

![Fig.2 Fractional contribution to \( u v \) from different \( t \) e. \( (F = 0.0021) \)](image2)

![Fig.3 Fractional contribution to \( u v \) from different events \( (F = 0.0047) \)](image3)
The measurements of fluctuating velocity signal are made with the hot wires (X-type probe) operated at an constant temperature of heat ratio of 0.40. Each hot wire consisted of 5mm diameter tungsten wire with copper plated ends has an effective length of 1.0 mm. The spanwise separation of two wires is 1.0 mm. Velocity fluctuating signals both in the streamwise and normal directions, \( u \) and \( v \), respectively, are recorded on a digital-magnetic tape recorder by using an A-D converter. Each signal is sampled at a rate of 10 kHz over 60 seconds, and the digitized data are processed with a computer FACOM M-200 at Data Processing Center of Kyoto University.

Following Wallace et al. (7) and Lu and Willmarth (9), \( u-v \) plane quadrant analysis is applied in the present study to the transpired turbulent boundary layer. Every instantaneous product \( uv \) is classified into one of the four quadrants in the \( u-v \) plane according to the four combinations of the signs of \( u \) and \( v \). Fluid motion specified by each quadrant may be called as follows.

- Quadrant 1 \( [u > 0 \text{ and } v > 0] \): Outward interaction
- Quadrant 2 \( [u > 0 \text{ and } v < 0] \): Ejection-like motion
- Quadrant 3 \( [u < 0 \text{ and } v > 0] \): Wallward interaction
- Quadrant 4 \( [u < 0 \text{ and } v < 0] \): Sweep-like motion

At the same time, a threshold parameter \( H \) is introduced to classify the magnitude of the instantaneous Reynolds shear stress into two parts; inside a hole \( u'<h>u' \text{ and } v'<h>v' \) and outside the hole \( u'<h>u' \text{ and } v'<h>v' \). Here, \( u' \) and \( v' \) are the root mean square values of local velocity fluctuation signals \( u \) and \( v \). Signals of small amplitude \( \text{such as } u'<h>u' < \text{ and } v'<h>v' \) are stored in the hole, while the remaining signals of large amplitude \( u'>h>u' > \text{ and } v'>h>v' \) are classified and stored in one of the four quadrants in a way mentioned above. Analysis is carried out at various values of \( H \).

In the present study, attention is paid mainly on Quadrant 1 and Quadrant 4. The former corresponds to such a fluid motion that the low momentum fluid ejects outward from the region near the wall, and the latter such a fluid motion that the high momentum fluid sweeps out the wall region, respectively. These events will be produced almost all of the Reynolds shear stress during bursting in the present case as in the non-transpired turbulent boundary layer.

RESULTS AND DISCUSSION

Figures 1 through 5 show some results of the present quadrant analysis. These figures for different injection rate include the results obtained at three positions from the wall. The coordinate of the figures, \( \Delta y/\Delta z \), is the fractional contribution to the local statistical value of the Reynolds shear stress \( \Delta z \) from the signal specified to the quadrant \( i \) and exceeding a hole size of the threshold parameter \( H \) which corresponds to the abscissa. One of the curves (dotted line) shows the time fraction occupied by the signal inside the hole, and the other (solid line) shows the contribution from such signal to \( \Delta z \).

Each figure shows that about a half portion of the time is spent with such weak signal as contributing almost nothing to \( \Delta z \). On the other hand, such fluid motions as specified to the quadrants 2 and 4 are found to produce larger instantaneous Reynolds shear stress than those specified to other quadrants 1 and 3. For example, about 50 percent of \( u'v' \) results from such ejection-like motion (Quadrant 2) and sweep-like motion (Quadrant 4) as exceeding a threshold, above which there is no contribution from the quadrants 1 and 3 to \( \Delta z \). Similar features have been pointed out by Lu and Willmarth for a turbulent boundary layer without transpiration \( \Delta y \), which corresponds to the case of \( F = 0.0 \) (Fig. 1) of the present study. Figures 1 through 5, therefore, demonstrate that these features are not altered by transpiration of a fluid through the permeable wall.

Studying each figure more carefully, however, a few interesting points can be pointed out concerning with the effect of transpiration on structural features of turbulence. In Figure 4 is plotted the ratio \( \Delta z/\Delta z' \) between the contribution to \( \Delta z \) from the ejection-like motion and that from the sweep-like motion obtained with \( H = 0 \). In the figure, \( u'v' = \text{constant} \), where \( y' \) is the normal distance from the wall, \( u' \) the friction velocity and \( \nu \) the kinematic viscosity. For comparison, the values of this ratio for a non-transpired case obtained by Lu and Willmarth are also plotted. The present results for a case of \( F = 0.0 \) are in fairly good agreement with their results. With increasing the injection rate, the ratio \( \Delta z/\Delta z' \) is found to decrease, especially near the wall, and in the case of \( F = 0.004 \) the contribution from the sweep-like motion is larger than that from the ejection-like motion. In the region of large \( y' \), on the other hand, the ratio is nearly equal to 1.0 independent of the injection rate, which indicates that the contributions from ejection-like and sweep-like motions are almost the same at any injection rate.

As seen easily from the fractional contribution from the different events to \( \Delta z \) shown in Figures 1, 2 and 3, the small amplitude events contributing almost nothing to \( \Delta z \) occupy a large fraction of time. In order to eliminate such signals and discriminate the ejection and the sweep more clearly, here is tentatively introduced a threshold level \( H \), defined as follows:


\[
\bar{M}_e = \frac{1}{\bar{M}_i} \frac{uv_1}{\bar{u}'v'}
\]

where \( \bar{M}_i \) is the number of the samples of instantaneous product \( \bar{u}'v' \) specified to the quadrant \( \bar{u}'v' \) with zero threshold.

In Figure 5 are shown the ratios \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \). Corresponding to the values of \( \bar{u}_{+}'v_{+}' \) found to be almost unity at large \( y^* \) position at any injection rate in Figure 4, first of all, \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \) are found in this figure to take almost constant value of 0.4 at such positions at any injection rate. In the non-transpired case, the equation specified to the quadrant 2 is found to contribute much more to \( \bar{u}'v' \) than the sweep does in the region of small \( y^* \). At the injection rate of \( F = 0.0047 \), the contribution from the ejection is still larger than that from the sweep in the region of small \( y^* \), but the difference between them is smaller compared to the difference found in the case of \( F = 0.0021 \). The contribution to \( \bar{u}'v' \) from the ejection still decreases when the injection rate is increased further. At \( F = 0.0047 \), the ratio \( \bar{u}_{+}'v_{+}' \) distributes almost uniformly over the entire \( y^* \) region presently studied and takes a value around 0.4. On the other hand, at \( F = 0.0021 \), the contribution from the sweep looks to be larger than 0.4 at smaller \( y^* \) position. The combined effect of the reduced contribution from the ejection and the augmented contribution from the sweep is a cause of such a fact found in Figure 4 that the ratio \( \bar{u}_{+}'v_{+}' \) is smaller than unity in the region \( y^* < 50 \) at the highest injection rate of the present study. Turning back to Figures 1 through 5, another feature is found on the magnitude of \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \). These contribute a little to \( \bar{u}'v' \) in the non-transpired case and much less in the transpired case. These features discussed above suggest that the coherent structures near the wall can no longer remain the same in nature as that of the non-transpired boundary layer when \( F \) is raised above zero.

The most interesting result can be drawn from Figure 6, where the value of \( \bar{u}_{+}'v_{+}' \) is plotted for three cases of \( F = 0.0021, 0.0047 \), and 0.0021, in the form normalized with \( \bar{u}_{+}'v_{+}' \). \( \bar{u}_{+}'v_{+}' \) is the statistical value of \( \bar{u}'v' \) obtained in the impenetrable case, and it distributes almost uniformly over the entire \( y^* \) position studied in the present experiment. In the region of \( y^* > 50 \), the values of \( \bar{u}_{+}'v_{+}' \) become larger as the injection rate \( F \) is increased. This corresponds well to the increase of \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \) with increasing \( F \) in this and further outer regions. Additionally, at \( F = 0.0047 \), both \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \) decrease toward the wall in the region \( y^* > 50 \). This matches the fact that \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \) decrease in such a region close to the wall when \( F \) is increased.

The tendency of \( \bar{u}_{+}'v_{+}' \) and \( \bar{u}_{+}'v_{-}' \) decreasing toward the wall found at \( F = 0.0047 \) suggests a possibility that the region responsible for the bursting event moves outward from the wall as \( F \) is increased. In low Reynolds number oil channel flow without transpiration, Wallace et al. (8) found that the ejection is not so significant as the sweep at a position much closer to the wall than the position where the intensive burst principally originates and that the sweep is the only event occurring in such a region. At two positions of \( y^* \) smaller than 40, \( \bar{u}_{+}'v_{+}' \) is found to be smaller than \( \bar{u}_{+}'v_{+}' \) in the present case of \( F = 0.0047 \). This agrees with the finding by Wallace et al., if actually the position responsible for the bursting event has moved outward to the region of \( y^* \) larger than 50 in the case of \( F = 0.0047 \).

The mean periods of the ejection \( T_e \) and the sweep \( T_s \), and the mean duration of these events, \( \Delta T_e \) and \( \Delta T_s \), are shown in Figures 7 and 8. The mean period and the mean duration are obtained as follows. A portion of such data as continuously specified to the quadrant 2 or 4 with a threshold \( T_e \) is taken as one ejection or sweep event. The mean duration of such sequence is examined and is denoted as the mean duration of the ejection \( \Delta T_e \) or the sweep \( \Delta T_s \). The mean period of the ejection \( T_e \) or the sweep \( T_s \) is defined as the ratio between the total time observed and the number of occurrences of each event detected.
The results are normalized with the parameters of the outer layer; the freestream velocity \( U_c \) and the boundary layer thickness \( \delta \). This kind of normalization is effective, because the normalized results are found to be independent of the injection rate. The same was found also for the bursting period measured with the correlation function method (17). It was pointed out there that the bursting period normalized with the time scale of the outer layer \( \delta/U_0 \) is independent of both the Reynolds number and the injection rate. These results indicate again that the large scale motion in the outer layer relates to the triggering of bursting phenomenon near the wall (18). The results distribute almost uniformly in the boundary layer both for the ejection and the sweep, but \( T_e/c/6 \) (or \( \deltaU_0/c/6 \)) for the ejection is a little larger than \( T_s/c/6 \) (or \( \deltaU_0/c/6 \)) for the sweep. This result would probably depend on the threshold used in the present study, which differs between for the ejection and for the sweep.

Since \( \delta \) does not vary so much within the range of \( F \) presently studied, these figures show that the bursting period and its duration are not affected remarkably by transpiration. The present authors have studied the turbulent length scales in the same boundary layer, among others the longitudinal and transverse integral scales and the differential scale of streamwise velocity fluctuation (5). In the reference, it is found that the large scale motion of turbulence in the outer layer is not affected by transpiration. The results between the bursting period and the structure of large scale motion may, therefore, be consistent with each other.

Keeping in mind that the bursting period and its duration vary little with transpiration and reminding that \( \deltaU_0/c/6 \) and \( \deltaU_0/c/6 \) become larger at large position with increasing \( F \), it is easily inferred that the strength of one ejection event or one sweep event increases at \( y* \to 50 \) as the injection rate is increased. Figure 9 confirms the above conjecture, where the average strength of one event is plotted for the ejection and the sweep. The strength is defined as follow:

\[
\langle \text{strength} \rangle = \sum_{i=1}^{N_j} \frac{1}{N_j} \frac{1}{\Delta t_{ik}} \int_0^{\Delta t_{ik}} \langle uv \rangle dt
\]

where \( \Delta t_{ik} \) is the duration of one event corresponding to the quadrant \( i \) and \( N_j \) the number of occurrences of the event.

CONCLUDING REMARKS

The results obtained from the quadrant analysis of velocity signal applied to a transpired turbulent boundary layer have been discussed. Some qualitative features about the fractional contribution from each quadrant are found not to be altered by transpiration, and the mean frequency and duration of the ejection and the sweep normalized with the time scale of the outer layer are found being almost the same independent of the injection rate. However, the remarkable features suggesting the change in nature of the coherent motion of the fluid near the wall with transpiration have been pointed out. A well-known characteristic of turbulence in the transpired boundary layer that \( \langle uv \rangle, y^* \) and \( \Delta t_{ik} \) increase with transpiration at large \( y^* \) position, but decrease...
near the wall has been related to the change in nature of the coherent fluid motion.

In the region close to the wall, the contribution from the ejection becomes smaller than that from the sweep with increasing the injection rate. In the non-transpired case, the fractional contribution from the ejection to \( \overline{u'v'} \) decreases monotonously with increasing distance from the wall. Against this, in the highest case of the injection rate studied, it decreases as the wall is approached. This result suggests that the region responsible for the burst moves outward from the wall as the injection rate is increased. These are guessed to be pp. causes of the fact that the Reynolds shear stress and the intensities of velocity fluctuation decrease with transpiration in this region.

Except near the wall, on the other hand, the contributions both from the ejection and the sweep increase with increasing the injection rate. The average strengths of these events also increase in this region. Therefore, the increase of the Reynolds shear stress and the intensities of velocity fluctuation in this region is due to the intensification of the bursting with transpiration.
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THE MECHANISM OF TURBULENT
MASS TRANSFER AT A BOUNDARY

JAY A. CAMPBELL AND THOMAS J. HANRATTY
UNIVERSITY OF ILLINOIS
URBANA, ILLINOIS

ABSTRACT

The fluctuating concentration field is calculated
from the mass balance equation using measured
values of the fluctuating velocity field. It is
found that the concentration boundary-layer acts as
a filter in that only velocity fluctuations of much
dlower frequency than the most energetic velocity
fluctuations are effective in transporting mass at
large Schmidt numbers. Two parameters characteriz-
ing the velocity field emerge as being quite impor-
tant. These are the limiting behavior of the spec-
tral density function of the normal velocity fluct-
uations for frequency approaching zero and a scale
characterizing the spanwise mixing.

NOMENCLATURE

C Concentration of transported species, mole/m^3
C_B Bulk concentration of transported species,
mole/m^3
D Molecular Diffusion Coefficient, m^2/s
k Fluctuating part of mass transfer coefficient,
m/s
K Mass transfer coefficient, m/s
N Mass transfer rate, mole/m^2s
n Frequency, 1/s
Re Reynolds number = \frac{u^*}{v}
S Schmidt number = \frac{D}{v}
T_B Period of coherent structure, s
v Fluctuating part of velocity in x-direction,
m/s
u^* Friction velocity, m/s
v Normal velocity, m/s
w Transverse velocity, m/s
V_k Frequency spectrum of k, m^2/s
V_w Frequency spectrum of w, 1/m^2s

x Longitudinal coordinate, m
y Normal coordinate, m
z Transverse coordinate, m

Greek Symbols

y Velocity gradient at the wall in x-direction,
1/s
z Velocity gradient at the wall in y-direction,
1/m
w Velocity gradient at the wall in z-direction,
1/s

N Thickness of Nernst diffusion layer, m
L Lateral dimension of coherent structure, m

Kinematic viscosity, m^2/s

Superscripts
+ Denotes variable made dimensionless with u^* and

BACKGROUND

In 1904, Nernst suggested a model for relating
turbulent mass transfer at a boundary to the convective
flow. He pictured a stagnant layer of thickness
existing near a boundary and a well mixed region out-
side this layer. If the concentration of diffusing
species is C_B in this well mixed region, and is zero
at the wall then the rate of mass transfer per unit
area, N, is given as

\[ N = D \frac{C_B}{T_B} \]

where D is the molecular diffusion coefficient.
Hydrodynamics controls the mass transfer rate by
controlling the thickness T_B.

A number of attempts have been made to offer
alternates to the Nernst diffusion layer concept which
recognize that the flow close to the wall is not
stagnant. These include surface renewal models, the
assumption that the eddy diffusion coefficient is pro-
portional to the eddy viscosity and various pseudo-
steady state eddy models. All of these theories are
inconsistent with recently obtained measurements of
flow close to a wall and of the fluctuations in the
local mass transfer rate to a wall.

Studies of the velocity field have revealed the
existence of coherent structures close to the wall
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which are approximately homogeneous in the flow direction, and which have a lateral dimension of \( r^* = 100 \) and a period of \( T_B = 100 \) \[4\]. Studies of the fluctuations in mass transfer rate reveal fluctuations of very large amplitude which have a period of at least an order of magnitude larger than \( T_B \) at a Schmidt number of 1000 \[6,7,9\]. This period increased with increasing Schmidt number. As with the fluctuating velocity field close to a wall, the fluctuations in the rate of mass transfer reveal an elevated structure.

At the Second Symposium on Turbulent Shear Flows \[1\], a model for the mass transfer process was explored which used structural information on the velocity field obtained in recent experiments to relate mass transfer rates to the flow. The time dependent mass balance equation was solved for a periodic flow field with period \( T_B = 100 \) and with a lateral wavelength of \( r^* = 100 \). The implication of this analysis is that the observed low frequency concentration fluctuations close to the wall are not contributing to the transport of mass. The Reynolds transport coefficient is assumed to be associated with concentration fluctuations of period \( T_B \) which would exist a distance away from the wall.

This calculation was not successful in explaining available measurements. Consequently we have explored a different approach. The results of this new work are reported in this paper. The chief difference is that the assumption of a velocity field periodic in time is abandoned. Rather, the mass balance equations are solved using actual measurements of the fluctuating velocity field close to the wall. Of particular interest is the solution using filtered velocity signals since this reveals whether high frequency velocity fluctuations are playing any role in controlling the mass transfer rate. New measurements which used structural information on the velocity field either through the specification of the mass transfer field and of the structure of the low frequency velocity fluctuations close to the wall are also presented.

EXPERIMENTS

The experiments were conducted in a vertical five level flow system which provides a straight entrance length of 15 m for a 20 cm circular test section \[7\]. The test fluid consists of an aqueous solution of potassium iodide and iodine.

The velocity gradients at the wall were measured in a Plexiglas test section which had an array of 20 pairs of rectangular electrodes mounted flush with the wall around the circumference of the pipe. Each pair was in a chevron arrangement with the two electrodes making an angle of 15° to each other. The electrodes formed the cathodes of an electrolysis cell at which the following reaction occurred:

\[
I_2 + 2e^- \rightarrow 2I^- \tag{2}
\]

At large enough cathode voltages the measured current can be related to the velocity gradient at the wall. The sum of the signals from two of these electrodes gave the component of the velocity gradient in the direction of mean flow, \( \overline{u} \), and the difference gave the component in the spanwise direction, \( \overline{v} \). At \( Re = 20,000 \) the group of electrode pairs covered a distance of \( 2r^* = 100 \) and the distance between two pairs was \( 2s^* = 5 \).

In the mass transfer studies the test section was a nickel pipe plated with platinum. This constituted the cathode of an electrolysis cell. At large enough voltages the current flowing in the electrolysis circuit is proportional to the mass transfer to the test section. A series of circular wires 0.4 mm in diameter were mounted flush with the wall of the test section in an array in the circumferential direction. These were insulated from the test section by a thin layer of epoxy. By measuring the current flowing to one of these electrodes the local fluctuations in the mass transfer rate could be determined.

ANALYSIS

From an order of magnitude analysis, Sirkar and Hanratty \[8\] have argued that molecular diffusion is important only in the \( v \)-direction and that the concentration field is approximately homogeneous in the flow direction. The time dependent mass balance equation can therefore be written as

\[
\frac{\partial C}{\partial t} + \overline{u} \frac{\partial C}{\partial x} + \overline{v} \frac{\partial C}{\partial y} = \frac{\partial}{\partial y} \left( D \frac{\partial C}{\partial y} \right) \tag{3}
\]

For large Schmidt numbers the concentration boundary layer is so thin that \( \overline{u} \) and \( \overline{v} \) may be approximated by a Taylor series expansion so that

\[
\overline{u} = \overline{u}(z,t) \tag{4}
\]

and

\[
\overline{v} = \overline{v}(z,t) \tag{5}
\]

From the continuity equation the following relation between \( \overline{u}(z,t) \) and \( \overline{v}(z,t) \) is obtained if the flow is assumed approximately homogeneous in the flow direction:

\[
\frac{\overline{u}}{\overline{v}} = 2 \zeta = 0 \tag{6}
\]

Consequently the mass transfer rate is related to the velocity field either through the specification of \( \overline{u}(z,t) \) or \( \overline{v}(z,t) \).

As a first approximation the influence of spanwise mixing and of the variation of the flow field in the \( z \)-direction were ignored. The equation

\[
\frac{\partial C}{\partial t} + \overline{u}(t) \frac{\partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} \tag{7}
\]

was solved using actual measurements of \( \overline{u}(t) \). These were obtained from the determination of \( \overline{u}(z,t) \) using two pairs of flush mounted mass transfer probes in chevron configurations. The calculated variation of the mass transfer rate, \( N \), with time was found to be similar at Schmidt number \( = 1000 \) for an unfiltered \( \overline{u}(t) \) and for a \( \tilde{u}(t) \) for which 90% of the energy was removed by using a low pass filter (see Figures 1 and 2).

This suggests (1) that the fluctuations in the mass transfer rate are being caused by low frequency velocity fluctuations and (2) that the rate of mass transfer is being controlled by velocity fluctuations of much lower frequency than the elongated flow structures that dominate the wall region. Similar conclusions have recently been reached by Campbell \[2\] who presented solutions to a simplified version of (3) which is linear in the fluctuating quantities.

Solutions of (7) give approximately the same dependency with Schmidt number as found in measurements of the average mass transfer coefficient, \( N \), and the mean-squared value of the fluctuations in \( \overline{u} \), \( \overline{v} \). However, the calculated values of \( \overline{u} \) and \( \overline{v} \) are of incorrect magnitude. This suggests that...
length on the same order as that observed for the mass transfer fluctuations. (See Figure 4.)

![Graph](image1)

**Fig. 1** Dimensionless mass transfer coefficient, $K/u^*$, and dimensionless velocity, $v/u^*$, versus dimensionless time, $tu^*$, for $t = 10, 15$. As $Sc = 1000$
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**Fig. 2** $K/u^*$ versus $tu^*$ for velocity lowpass filtered with $n_0 = 0.04$, $t = 10, 15$. At $Sc = 1000$

spanwise mixing must be taken into account. The influence of spanwise mixing was assessed by measuring the fluctuations in $K$ simultaneously at multiple wall locations. These revealed a slowly varying pattern with a wavelength approximately equal to $l = 100$. (See Figure 3.) In order to see whether this result is consistent with the finding that the mass transfer is being controlled by low frequency velocity fluctuations, measurements were made of $s_z$ at multiple wall locations. These were treated with a low pass filter so that 90 percent of the energy was removed. Variations of the filtered signals in the spanwise direction had a characteristic wave-

![Graph](image3)

**Fig. 3** Instantaneous values of the local fluctuating component of the mass transfer coefficient versus spanwise distance at several consecutive times
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**Fig. 4** Instantaneous values of the lowpass filtered spanwise component of the wall velocity gradient versus spanwise direction for several consecutive times

In order to include the effect of spanwise variation of the flow, equation (2) was solved with $v = \bar{v}(t) \cos \frac{2\pi z}{l}$. The calculation is not very sensitive to the selection of $l$ if $\bar{v}(t)$ is normalized so as to give a value of $\bar{v}$ that agrees with measurements. A comparison of calculated values of $K$ and of $\bar{v}$ with experiment showed showed good agreement. (See Figures 3 and 4.)
Solutions of (7) have revealed good agreement between the calculated spectral function for \( k \) at large frequencies and predictions based on the solution to the linear equation presented by Sirkar and Hanratty [8].

\[
\begin{align*}
\hat{W}_k(n) &= \frac{2k^n \hat{W}^+(0)}{(2^n k^3)} \\
n &= 1
\end{align*}
\]

Therefore, a comparison of the measurements of \( \hat{W}_k(n) \) by Shaw and Hanratty [8] with (9) allowed the evaluation of \( \hat{W}^+(0) \) as

\[
\hat{W}^+(0) = 0.10 \quad (10)
\]

The measured \( \hat{W}^+(0) \) used to solve (3) and (7) had a \( \hat{W}^+(0) \) smaller than given by (10). This suggests that the measurements are in error because of the averaging of small scales and because of the neglect of \( -u' \xi \) in (4). This was corrected by multiplying the measured \( \hat{W}^+(0) \) with a constant factor selected to give a value of \( \hat{W}^+(0) \) in agreement with (10). Equations (3) and (7) were solved using finite difference techniques which employed the implicit treatment of the advection terms. The one-dimensional equation used an implicit method. The two-dimensional study used an alternating-direction-implicit method. The calculation was carried out on the University of Illinois Cyber CDC 170/175 Computer. The average computation time for (4) with 10,000 time steps and 20 grid points in the normal direction was 12 seconds. The consistency of the finite difference schemes was tested by varying the number of grid points in time and space and by varying the initial conditions. Both numerical schemes have been shown to be unconditionally stable [1].

CONCLUSIONS

The goal of a theory for mass transfer between a turbulent fluid and a solid is to identify properties of the fluctuating velocity field which are important and to develop a relation between \( K \) and these properties. The results of the calculations and experiments summarized in this paper present a picture of the process quite different from classical theory.

It is found that at large Schmidt numbers, the concentration boundary-layer close to the surface acts as a filter so that velocity fluctuations of much lower frequency than the most energetic velocity fluctuations are causing turbulent transport. As the Schmidt number increases, smaller and smaller fractions of the turbulence energy are effective in determining the magnitude of \( K \).

The filtering of measurements of \( \gamma(z,t) \) made at multiple locations on the wall reveal no difference in the lateral scale of the low frequency components of \( \gamma(z,t) \) and the unfiltered signal.

We therefore find that the mass transfer process is related to the velocity field through \( \hat{W}_2(0) \) and a length characterizing the lateral mixing.

ACKNOWLEDGEMENTS

This work is being supported by the National Science Foundation under Grant NSF CPE 79-20990.
REFERENCES

CALCULATION OF A TURBULENT BOUNDARY LAYER DOWNSTREAM OF A SUGDEN DECREASE IN SURFACE HEAT FLUX OR WALL TEMPERATURE

L. W. B. BROWNE and R. A. ANTONIA

Department of Mechanical Engineering
University of Newcastle, N.S.W., 2308, Australia

ABSTRACT

Results obtained with a calculation method that includes a two-equation model for the turbulence and a turbulent heat flux equation model are compared with the experimental results of a sudden change in surface heat flux or wall temperature. Temperature profiles, heat flux distributions and temperature fluctuation distributions are in reasonable agreement in the case of a sudden decrease in wall heat flux, but the agreement is only qualitative in the case of a sudden decrease in wall temperature. The calculation method yields practically the same results when a constant turbulent Prandtl number is used instead of the turbulent heat flux equation model.

INTRODUCTION

When the temperature difference across a turbulent boundary layer is sufficiently small the temperature may be treated as a passive marker of the layer and hence a useful aid to the study of transport mechanisms in the layer. Several experimental results have been reported on the response of a turbulent boundary layer to sudden changes in the surface temperature or heat flux and where the temperature is such a marker. Antonia et al. (1) considered a sudden increase in wall heat flux while Puchlacher (2), Blom (3) and Perry and Hoffmann (4) carried out experiments with a sudden increase in wall temperature. Subramanian and Antonia (5) examined a sudden decrease in wall heat flux while Charnay et al. (6) considered a sudden decrease in wall temperature. In all these investigations, the momentum boundary layer developed with nominally zero pressure gradient and was approximately self-preserving immediately upstream of the change in surface condition. For the experiments of Subramanian and Antonia (5) and Charnay et al. (6) the flow upstream of the change was slightly heated, as illustrated in Fig. 1. Origins for the momentum and thermal layers were approximately coincident and the layers were approximately self-preserving immediately upstream of the change in surface condition.

Browne and Antonia (1) found that their calculated mean temperature and heat flux profiles downstream of a sudden increase in wall temperature were in reasonable agreement with the available measurements when the distance $X_{b}$ measured downstream of the change, exceeded about $20h_{t}$; $h_{t}$ is the boundary layer thickness at the position of the change. Antonia and Dahi (8) found that a distance of about 10 $h_{t}$ was required before reasonable agreement was obtained between the calculation of Bradshaw and Unsworth (9), based on assuming a constant turbulent Prandtl number $Pr_{t}$ (= 0.81), and the measurements of $T(y)$ and $\overline{\theta y}$ downstream of a sudden increase in wall heat flux. For this experimental situation the calculation of Launder and Samuweera (10), which used a transport equation for $\overline{\theta y}$, was in good agreement with the measured $\overline{\theta y}$ profiles for $X_{b} > 10h_{t}$, but indicated poor agreement with the measured mean temperature profiles at all values of $X_{b}/h_{t}$ (the last measurement station was at 42.9).

In this paper, attention is focused on the calculation of the flow downstream of a sudden decrease in surface heat flux and a sudden decrease in wall temperature. The results from the calculations are compared with the experimental values reported by Subramanian and Antonia (5) and Charnay et al. (6). The particular calculation method used here is the two-equation model of Wilcox and others (11, 12, 13) which also includes a transport equation for $\overline{\theta y}$.

EXPERIMENTAL CONDITIONS

These are shown in schematic form, in Figs. 1. In all cases the streamwise pressure gradient was negligible.

COMPARISON BETWEEN CALCULATIONS AND THE RESULTS OF SUBRAMANIAN AND ANTONIA (5)

Figures 2 to 5 compare calculations with the experimental results of Subramanian and Antonia (5). For the mean temperature profiles, Fig. 2, two points
need to be made. Firstly, it is difficult for the calculation method to simultaneously match the boundary layer thickness, wall heat flux and wall temperature upstream of the surface change, bearing in mind the fact that the effect of the trip used in the experiments could not be satisfactorily included in the calculations. Secondly, it is possible that the experimental wall heat flux at the surface downstream of the change was not quite zero. Mean temperature profiles very near the wall were not made but the mean enthalpy flux, obtained from the measured \( U(y) \) and \( T(y) \) profiles, seemed consistent with \( Q_w = 0 \). In the calculation, it is of course straightforward to equate \( Q_w \) to zero downstream of the change.

The \( \delta \delta \) calculations, Fig. 3, highlight the growth of the internal layer downstream of the change. At large distances downstream (\( x_\delta / \delta_0 = 310 \)) the distributions are still discernable and qualitatively similar to those closer to the step. The few measurements indicate that the profile merge points coincide with those obtained by the calculation.

The agreement between calculated and experimental growth rates of the internal layer is shown in Fig. 4. Here \( \delta_1 \) is the thickness of the internal layer and is inferred in the calculation as the point where the local \( \theta \) profile merges with the \( \delta \) profile as \( x_\delta / \delta_0 = 0 \), while the experimental \( \delta_1 \) was inferred from the merge points of the \( \theta \) profiles. In both cases, the streamline displacement is taken into account in an approximate way by normalising \( y \) with the local boundary layer thickness \( \delta \).

Calculated and experimental values of \( \delta_1 \), Fig. 5, are in reasonable agreement. The calculated \( \delta_1 \) values were estimated using the equation suggested by
The streamwise decay (not shown here) of the maximum value of \( \overline{\nu} \) tends to be exponential while the maximum value of \( \overline{\nu'^2} \) decreases a little more rapidly. A comparison of these decay rates with the growth rate, corresponding to a sudden increase in heat flux, see Browne and Antonia (7), suggests that the relaxation distance of the flow may be larger in the case of the sudden decrease in heat flux.

**Comparison between calculations and the results of Charnay et al. (6)**

Charnay et al. present mean temperature, \( \overline{\nu} \) and \( \overline{\nu'^2} \) distributions downstream of a sudden decrease in wall temperature and a comparison with calculations in a manner similar to that for the sudden decrease in heat flux was carried out. Unfortunately the quantitative agreement was poor, although qualitatively similar trends were obtained for distributions of \( \overline{\nu} \), \( \overline{\nu'^2} \) and \( \overline{\nu''^2} \) across the internal layer. The mean temperature results are shown in Fig. 5. The main problem seems to be the difficulty of reproducing the initial conditions, i.e. the temperature profile upstream of the change. The Charnay \( \overline{\nu} \) profile at this point is not in agreement with the general shape obtained in apparently similar experiments by others, for example the experiment (Fig. 1) of Fulachier (2).

The calculation method reproduces the Fulachier profile reasonably well.

**Effect of using constant turbulent Prandtl number in the calculations**

The calculation method normally uses a diffusion type of equation for \( \overline{\nu'^2} \) to obtain estimates of \( \overline{\nu'^2} \) for input into the energy equation. An option is to use...
a constant turbulent Prandtl number, \( Pr_t \), and obtain \( \bar{\nu} \) from \( \bar{\nu} = \frac{\nu_t}{Pr_t} \), being the eddy diffusivity of heat \( \nu_t \). The eddy diffusivity of momentum \( \nu_t \) is obtained from the two-equation model of the calculation method.

An interesting result was that the mean temperature profiles, the \( \bar{v} \) distributions and the \( \theta^2 \) distributions were practically identical whether the equation for \( \bar{v} \) was used or whether a constant turbulent Prandtl number, 0.89 in this case, was used. This is best illustrated by considering the results obtained from calculating the boundary layer downstream of a sudden increase in heat flux, since Antonia et al. measured \( \bar{v} \) profiles at several stations downstream from the change. The experimental set-up of Antonia et al. is shown in Fig. 1. The results are shown in Fig. 8 and good agreement is observed between calculations, using either the \( \bar{v} \) equation or a constant \( Pr_t (=0.89) \), and experiments. When the \( \bar{v} \) equation is used, \( Pr_t \) can be calculated. Resulting distributions of \( Pr_t \) obtained downstream of the sudden increase in heat flux, are shown in Fig. 8.

Experimental distributions of \( Pr_t \), available in (1), at \( x/\delta_0 = 2.3 \) and 42.9 are slightly larger than unity in the inner region and increase with increasing \( y/\delta \) in the outer region. However, measured distributions of \( Pr_t \) obtained in the range \( 2.3 < x/\delta_0 < 42.9 \) could be considered to be in better qualitative agreement with the distributions of Fig. 8. It would appear that the relatively large uncertainty in experimental values of \( Pr_t \) would make it difficult to prescribe the variation of \( Pr_t \) across the thermal layer (a constant \( Pr_t \) does not seem unreasonable). The good agreement between the calculations and experiment (Fig. 8) for small values of \( x/\delta_0 \) is surprising in view of the non-equilibrium nature of the flow in this region. The budget of \( \bar{v} \bar{v} \), measured by Danh (14) indicates that the diffusion term may become significant in comparison with the production and destruction terms. More work is required with regard to both experiments and models to determine the magnitude of each term in the \( \bar{v} \bar{v} \) equation, especially for small values of \( x/\delta_0 \).
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Results from both the experimental and theoretical study of turbulent boundary layers on porous and perforated surfaces with angled injection and suction are presented. Effects of the velocity ratio and injection (suction) direction on mean and turbulent flow behaviour are shown.

NOMENCLATURE

- $\delta_0$ = injection(suction) parameter $2F/C_\delta$
- $\delta_c$ = critical injection parameter
- $C_f$ = flow friction factor $2\eta_0/\rho u_\infty^2$
- $E$ = turbulence energy
- $f$ = dissipation rate $E^{3/2}/L$
- $F$ = velocity ratio $V_w/U_e$
- $H_1, H_2$ = boundary layer form factors $\delta_1/\delta_2, \delta_3/\delta_4$
- $K$ = pressure gradient factor $\sqrt{\mu_0/\mu_e}(d\mu_e/dx)$
- $L$ = length scale
- $u_\infty, U_e$ = streamwise and crosswise mean velocity components
- $\rho$ = pressure
- $Re_e$ = turbulent Reynolds number $\rho L/\eta$
- $x, y$ = streamwise and crosswise coordinates
- $\alpha$ = hole axis inclination angle relative to the surface
- $\delta$ = boundary layer thickness
- $\delta_1, \delta_2, \delta_3, \delta_4$ = displacement, momentum and energy thicknesses correspondingly
- $C = turbulence intensity$
- $C_0$ = turbulent diffusion coefficient $0.02E^{3/2}L$
- $\gamma$ = kinematic viscosity
- $C_s$ = turbulent shear stress
- $\tau_w$ = wall friction
- $\psi = relative flow friction factor C_f/C_\delta$

SUBSCRIPTS

- $0$ = zero injection
- $e$ = outer edge of the boundary layer
- $w$ = wall

1. Introduction

Injection or suction through permeable construction elements is considered to be one of the most effective means of controlling flow structure and heat- and mass transfer in turbulent boundary layers. The most of studies on this topic deals with flow and heat- and mass transfer behaviour for the case of the normal injection (suction). The questions of the injection(suction) with angles other than $90^\circ$ have been studied much less and relate generally to laminar boundary layers. Results for turbulent flows with $\alpha \neq 90^\circ$ have been obtained for the downstream injection through perforated surfaces only [1,2].

The experiments were conducted in the wind tunnel. The test section was a square channel of $40 \times 40$ mm with the movable upper wall which allowed to control the streamwise pressure gradients [3]. The porous and perforated plates with the uniform permeability of $135 \times 40$ were used with hole axis inclination angles relative to the surface $\alpha = 15^\circ, 20^\circ, 25^\circ, 45^\circ, 75^\circ$ and $90^\circ$. The perforated plates had holes of $0.40$ mm staggered with the streamwise and lateral spacings equal nearly to the hole diameter. The porous plates were fabricated by the rolling procedure using packages of stainless steel wire nets.

The isothermal fully developed turbulent boundary layer (the Reynolds number based on...
the permeable plate length was $2.10^5$ was measured in the range of velocity ratio $F = (-4.7 + 6.5) \times 10^{-2}$ under the adverse and accelerating pressure gradients with $K = (-2.2 + 4.8) \times 10^{-6}$.

The velocity field and turbulent fluctuations were measured using the thermovanesometer "DISA 55 D" in 5-7 sections of permeable plates.

2 Experimental results for the injection

The experiments with $dP/dx = 0$ showed that for a weak injection ($\theta/\theta_c < 0.2$), as the velocity ratio increases the mean velocity profiles tend to be less filled (Fig. 1,a), the turbulent fluctuation velocities near the wall decrease and their maximum shifts into the outer region (Fig.1,b) for all angles $\alpha$ and for both cases of the porous and perforated plates. The comparison of the mean velocity profiles showed that the effects of the weak injection with the angle $\alpha \neq 90^0$ on the mean flow differ a little from those for the normal injection with the same $F$. This finding can be explained by the fact that the injectant momentum is small as compared to that of the free flow. Hence, only the injection flow rate has a crucial effect on the boundary layer irrespective of the angle and supply way (pores, perforations).

For a moderate injection ($0.2 < \theta/\theta_c < 1$), the change of the velocity profile filling up with $F$ tends to depend on the injection angle $\alpha$: the profiles are more filled at $\alpha < 90^0$ and less filled at $\alpha > 90^0$ as compared to the normal injection, this trend does not depend on the injection way.

For a strong injection ($\theta > \theta_c$), with $\alpha < 90^0$ the character of the velocity profile deformation with $F$ in the inner region over the porous and perforated plates reverses as compared to the normal case, i.e. the filling up of the profiles increases, the effect is higher for smaller injection angles. This result can be explained by the fact that the injectant has here a considerable tangential momentum and, in addition to the flow deceleration due to the normal component of the injection momentum, the acceleration of the flow near the wall is induced. (Fig. 2,c).

Under the conditions of the strong injection with $\alpha > 90^0$ the velocity profiles take the S-shape as for the normal injection, i.e. they have a flex point in the outer region. However, in contrast to the normal case, a reverse flow in the upstream direction is induced near the wall (Fig. 2,a). The presence of the reverse flow on the permeable wall for the strong injection $\theta > \theta_c$ evidences the change of the wall friction sign, i.e. the realization of the critical injection condition ($\theta_c = 0$). Thus, an intensive circulation near the wall appears, inside of which the streamline $U = 0$ is located.

The measurements showed that the boundary layer both on the porous and perforated surfaces grows along the plate with the
the injection parameter $\theta$ is different for various angles: the value of $C_1$ decreases slower at $\alpha < 90^0$ and faster at $\alpha > 90^0$ as compared to the normal injection (Fig. 3).

A general for all $\alpha$ correlation of the wall friction with the injection parameter is found in the paper. The correlation can be fitted by the well-known Kutateladze-Leontiev equation [4] for the normal injection with a correction of the critical parameters on the injection angle:

$$\psi = (1 - \frac{b}{b_c})^2$$  \hspace{1cm} (1)

where

$$\frac{b_c(\alpha)}{b_c(90^0)} = 15 - 0.5 \frac{\alpha}{90^0} \text{ for } \alpha < 90^0$$  \hspace{1cm} (2)

and

$$\frac{b_c(\alpha)}{b_c(90^0)} = \frac{\alpha}{90^0} (2 - \frac{\alpha}{90^0}) \text{ for } \alpha > 90^0$$

Fig. 4 shows distributions of the mean and turbulent fluctuation velocities in the flow with the reverse and accelerating pressure gradients. The effect of the adverse pressure gradient results in more intensive...
velocity profile deformation. The separation of the boundary layer and the appearance of the reverse flow region are observed for the lower velocity ratios than in the nongradient flow, especially in conditions of the upstream injection.

In the case of the downstream injection, S-shaped velocity profiles do not form. As the velocity ratio increases the mean velocity profiles tend to be less filled, the fluctuation maximum rises and shifts from the wall. For velocity ratios \( F > 1.7 \times 10^{-2} \) the profile filling up increases across the whole boundary layer in the presence of the adverse pressure gradient and in the inner region only if the pressure gradient is absent. The injection into the flow with the adverse pressure gradient causes the appearance of the second mean velocity maximum at \( y/\delta = 0.015 \). (Fig.5).

The flow under the accelerating pressure gradient with moderate velocity ratios is characterized by decreasing velocity profile filling up for all injection angles. For a strong injection, the profiles tend to be more filled in the outer region of the boundary layer. The mean velocity profiles for the downstream injection differ from those for the normal case in the vicinity of the wall only (Fig.4): their filling up is higher and the rate of fluctuation decay is much more intensive. For the upstream injection, the velocity profile filling up decreases more rapidly than for \( \alpha = 90^\circ \) and \( \alpha = 15^\circ \) and the fluctuation velocity distribution becomes more filled. The boundary layer separation, however, was not observed for all velocity ratios studied.

3 Experimental results for the suction

Fig.6 shows mean and turbulent fluctuation velocities profiles on the perforated plates for the suction with \( \alpha \neq 90^\circ \) for the nongradient flow. The measurements showed effects of the suction angle on the boundary layer growth. As \( \alpha = 20^\circ \) (the upstream suction) the velocity profiles are less filled than for \( \alpha = 90^\circ \). It can be explained by the contribution of the streamwise suction velocity component which is directed up the main flow. As \( \alpha = 160^\circ \) (the downstream suction) the velocity profiles become more filled than for \( \alpha = 20^\circ \) which is due to the streamwise suction component down the flow. For the normal suction (\( \alpha = 90^\circ \)) the velocity ratio increase results in the most considerable decay of the turbulent fluctuation. The fluctuation maximum shifts towards the wall at \( \alpha \approx 90^\circ \) and from the wall at \( \alpha < 90^\circ \). The level of turbulent fluctuations for the upstream suction increases in the outer region of the boundary layer. Both for the downstream and upstream suction, the mean velocity profiles are less filled than for \( \alpha = 90^\circ \).

The measurements on the porous plates with \( \alpha = 15^\circ, 75^\circ, 90^\circ, 105^\circ \) and \( 165^\circ \) did not show considerable differences for all cases mentioned. It is explained by the fact that the pores are so small that the sucked fluid jets can not turn at the corresponding angle.

The comparison of data for the porous and perforated plates shows that for equal velocity ratios, the mean velocity profiles on the perforated plates proved to be more filled, i.e., the suction through a perforated plate is more effective as compared to the porous suction.
Fig. 7 shows mean and turbulent fluctuation velocity profiles for the suction through the porous plate in flows with adverse and accelerating pressure gradients. The strongest effects of the suction on the boundary layer is in evidence in the very vicinity of the wall. The magnitudes of the fluctuation maximum both under the adverse and accelerating pressure gradients for the same velocity ratios differ a little from each other. However, in the outer region of the boundary layer, the level of velocity fluctuations in the presence of the accelerating pressure gradient decreases with velocity ratio stronger than in the case of the adverse pressure gradient.

Fig. 3 shows the measured flow friction factors for the porous plates in the flows with \( \frac{dP}{dx} > 0 \), \( \frac{dP}{dx} < 0 \) and \( \frac{dP}{dx} = 0 \). Although \( C_f \) depends on the pressure gradient the relative flow friction factor \( \Psi \) depends only on \( \delta \) : for \( |\delta| > 4 \) \( \Psi = \delta \) and for \( |\delta| < 4 \) \( \Psi = (1 + \delta^2)^{1/2} \).

Fig. 6. The profiles of the mean and turbulent fluctuation velocities for the perforated angled suction

Fig. 8. The profiles of turbulence energy in the parallel plate channel
Prediction of the developing flow in a parallel plate channel

The report presents also the prediction of the flow behaviour in the entrance region of the parallel plate channel with the normal (α = 90°) injection and suction for the conditions corresponding to the experiments described. An accelerating pressure gradient is induced in the channel by the injection and adverse one - by the suction. A three-parametric turbulence model is used for the turbulent transfer description. The model is based on the transport equations for turbulent energy, Reynolds shear stresses and dissipation rate. Using the boundary layer approximation one governing equation set can be written as follows:

\[ u \frac{\partial u}{\partial x} + \nu \frac{\partial u}{\partial y} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial}{\partial y} \left( \frac{\partial u}{\partial y} + \sigma \right) \]  
\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0 \]  
\[ \frac{\partial E}{\partial x} + \nu \frac{\partial E}{\partial y} = \sigma \frac{\partial u}{\partial y} - \frac{C_{1e}}{L} \frac{\partial u}{\partial y} + \frac{\partial \left[ (\nabla + \varepsilon_p) \frac{\partial E}{\partial y} \right]}{\partial y} \]  
\[ \frac{\partial f}{\partial x} + \nu \frac{\partial f}{\partial y} = \frac{\sigma f}{E} \frac{\partial u}{\partial y} - \frac{2CE}{L} \frac{\partial u}{\partial y} + \frac{\partial \left[ (\nabla + \varepsilon_p) \frac{\partial f}{\partial y} \right]}{\partial y} \]  

The constants in the above equations are:

\[ \sigma = 0.2; \sigma = 0.13; C_{1e} = 0.32; \]  
\[ C_{1e} = 1.92; K_r = 0.2; \gamma = 0.06; K = 0.35; \]  

The calculated mean velocity and turbulent energy profiles agree satisfactorily with the experimental data. Fig. 8 shows that the turbulent fluctuation maximum increases with the injection velocity, tends to flatten and shifts from the wall. In the suction case the turbulence intensity decreases and two maxima in the turbulence energy profiles appear for some suction velocities which is typical for the flow with the suction under the adverse pressure gradient (fig. 7).

The subsequent increase of the suction velocity results in the disappearance of the turbulent energy maximum near the wall.

Fig. 9 shows the experimental values of the form factor H for the nongradient boundary layer in the contracted and expanded channels for \( \alpha = 90° \) as well as a predicted correlation (the curve 1) for the parallel plate channel. It is seen that the form factor H depends strongly on the pressure gradient in the injection case and weakly in the suction case.
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EXPERIMENTAL INVESTIGATION OF A TURBULENT BOUNDARY
LAYER STRUCTURE IN THE REGION OF A GAS SCREEN

Yu.V.Baryshev, A.I.Leontiev and N.K.Peiker
Institute for High Temperatures, Moscow, U.S.S.R.

ABSTRACT

The paper presents the data on experimental investigation of the structure and integral characteristics of a subsonic turbulent boundary layer in the region of a gas screen downstream of a permeable section over a wide range of injection intensities, j, from 0.003 to 0.04. The data have been obtained on distribution of local friction coefficients, averaged velocities, their pulsation components and turbulent shear stresses over the entire range of the injection intensities investigated.

NOMENCLATURE

Indices:
- o - undisturbed flow parameters;
- w - wall;
- f - end of the permeable section;
- c - standard conditions;
- t - turbulent

- \( x, y \) - longitudinal and transverse coordinates;
- \( x_p \) - permeable plate length;
- \( \delta \) - dynamic boundary layer thickness;
- \( y^* \) - dimensionless coordinate;
- \( u, v \) - averaged velocity projection on the axes \( x \) and \( y \), respectively;
- \( u^* \) - dimensionless velocity;
- \( \langle u'v' \rangle \) - longitudinal and transverse pulsations of the averaged velocity, ;
- \( \delta^* \) - momentum loss thickness;
- \( \nu \) - cinematic viscosity;
- \( j = (\rho u_j)_{\infty}/(\rho u_0) \) - injection intensity;
- \( \tau \) - tangential stress;
- \( \zeta \) - friction coefficient;
- \( Re_{\infty}, Re^* \) - Reynolds number calculated using longitudinal coordinate and momentum loss thickness;
- \( \Theta_f \) - friction efficiency parameter in the region of a gas screen

Porous cooling is currently one of the most promising methods of thermal protection. Some attempts have been made to use this method for decreasing the temperature of gas turbine vane surfaces, MHD generator channel walls etc., where it is difficult to create continuous permeable surfaces. Hence the interest in realization of protecting proper -
ties of a "cold" boundary layer downstream of the permeable section, i.e. in the region of a gas screen.

As a rule, a turbulent boundary layer is developed downstream of the permeable surface in the region of a gas screen.

It is known that the turbulent boundary layer equations in the general case are not closed, while for solution of specific problems one of the techniques of approximate closing of equations is used. Closing is usually based on information on integral characteristics and structure of the turbulent boundary layer. The lower-order moments are of greater interest, since their values define the turbulent boundary layer properties having an explicit physical sense.

Moments of the first order are represented by the values of velocity, pressure and other quantities, one-point central moments of the second order determine the turbulence energy and the transfer of amount of motion, heat and impurities, while two-point moments of the second order make it possible to judge about the correlation of different-value pulsations at the unevenly-spaced points, thus determining the turbulence spectrum.

This paper presents the results of experimental investigation of the structure and integral characteristics of a dynamic boundary layer downstream of the permeable section over the wide injection intensity range, \( \varepsilon = 0.003-0.04 \).

The experiments were conducted on a small continuous-operation subsonic wind tunnel (Institute of Mechanics of the Moscow State University), the working section of which consisted of a rectangular channel with the cross-section dimensions \( 0.07 \times 0.075 \) \( m^2 \) and the length 0.6 m. The upper wall was a model, and the lower one was flexible and allowed variation, depending on the injection intensity, of the working part height and profile, while maintaining a constant static pressure along the entire length of the working part. The flow parameters were constant and equalled: velocity, 50 m/sec; Reynolds number per 1 m, \( 3.6 \times 10^6 \); temperature, 290 ± 300 K; turbulence degree, 0.2 ± 0.3%. The measurement model consisted of a permeable section 0.16 m long, and an impermeable plate with the length 0.22 m, erected immediately downstream of the injection section. Description of the experimental set-up of a similar model, supply and injected air control system is given in more detail in /1-2/.

For measurements, the LISA thermoanemometer 55 MOI with the high-speed bridge 55 MOI and auxiliary devices were used. The distance from the wall to the probe thread was determined using the cathetometer 2X-8.

Before and after conducting the experiments, the thermoanemometer indicator was calibrated in the working position in the wind tunnel. Careful clearing of the flow made it possible to maintain stable calibrating dependencies during several hours of the set-up operation, when taking measurements, special attention was given to the equality of temperature of the injected air and that of the main flow, in order to avoid a possible effect of temperature nonuniformity over the boundary layer cross-section on the measurement results /3/.

Calibration experiments without injection have shown that a developed turbulent boundary layer with a universal profile of the averaged velocity in a viscous sublayer and the wall law, flows onto the measurement section.

Figure 1 displays the measured profiles of averaged velocities in the region of a gas screen. It is clear that in the absence of injection the velocity profile is satisfactorily defined by the universal profile in a viscous sublayer /4/:

\[
y' = u^*\ , \ u^* = u/\mu_T \ , \ \mu_T = \sqrt{\frac{\mu w}{\rho}} \quad (1)
\]

and the wall law /4/:

\[
u^* = 5.75 \varepsilon \ y' + 5.5 \quad (2)
\]

Accordingly, the local friction coefficients calculated from the measured gradients of averaged velocity in a viscous sublayer (Fig. 2) are well described by the friction law /5/. With an increase of injection im-
tensity, velocity profiles deviate from the wall law, while maintaining universal distribution in a viscous sublayer. The larger the injection intensity, the larger the difference between the experimental and universal profiles and the greater the effect of jet turbulence.

Measurements of intensity distributions of turbulent pulsations of averaged velocity demonstrate (Fig. 3) that with an increase of injection intensity an increase of pulsation components is observed, with their intensity maxima forced back from the wall. In the absence of injection, longitudinal pulsations have a pronounced maximum near the wall, while the transverse pulsations maximum is diffuse and displaced further from the wall with respect to longitudinal pulsations. Under the injection conditions, a similarity is observed in the character of longitudinal and transverse pulsations and coincidence of their maxima, which proves that the turbulence near the wall is isotropic during injection and that there are no elongated vortex structures as is the case in the absence of injection. Generation zone of turbulent pulsations is considerably expanded in the external part of the turbulent boundary layer which is a transient region between the pulsation generation zone and free flow, the turbulence structure is universal, which is proved by measurements of averaged velocities.

In Ref / 6 / it is shown that introducing of the parameter of friction efficiency in the region of a gas screen, characterizing momentum transfer in the boundary layer

$$\theta_1 = \frac{C_f^0 - C_f}{C_f^0 - C_f}$$

(3)

makes it possible to generalize the experimental data on friction by a common dependence similar to the calculation of the gas screen efficiency / 6 /:

$$\theta_1 = (1 + 0.1A)^{0.8}$$

(4)

$$A = \frac{Re_{ax}}{Re^{**}_{ax} 125}, \quad Re_{ax} = \frac{U_0 \Delta x}{V_0}, \quad Re^{**}_{ax} = \frac{U_0 \delta_i^*}{V_0}, \quad \Delta x = x - x_i$$

Measurements of turbulent shear stresses have shown (Fig. 4) that in the absence of injection the stress maximum is located on the wall and coincides with the local coefficient. With an increase of injection intensity, the friction stress on the wall noticeably decreases, while in the boundary layer it is considerably increased, reaching the maximum displaced from the wall. In this case, the effect of injections essentially decreases in direct proportion to the distance from the permeable section (Fig. 5).

On the whole, the experimental data obtained demonstrate a strong effect of injection on the averaged and pulsation characteristics of a turbulent boundary layer in the region of a gas screen. Analysis of these data makes it possible to define more accurately the local and integral properties of the flow downstream of a permeable surface.
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Fig. 1. Averaged velocity profiles in the region of a gas screen ($Re_x = 1.04 \times 10^6$).
1- $j = 0$; 2- 0.003; 3- 0.02;
4- calculation using Eq.1;
5- calculation using Eq.2.

Fig. 2. Experimental data on friction in the region of a gas screen.
1-$x_1 = 0.16m$, $j = 0.02$;
2-$x_1 = 0.02m$, $j = 0.02$;
3-$x_1 = 0.16m$, $j = 0.011$;
4-$x_1 = 0.16m$, $j = 0.003$;
5-$x_1 = 0.4m$, $j = 0.04$;
6-$x_1 = 0$;
7- calculation using /5/.

Fig. 3. Distribution of averaged velocity pulsations in the region of a gas screen ($Re_x = 1.04 \times 10^6$).
1- $j = 0$; 2- 0.003; 3- 0.02.

Fig. 4. Distribution of turbulent shear stresses in the region of a gas screen ($Re_x = 1.04 \times 10^6$).
1- $j = 0$; 2- 0.003; 3- 0.02.
Fig. 5. Distribution of turbulent shear stresses downstream of a permeable section ($\beta = 0.02$).
1- $Re_x = 0.828 \times 10^6$
2- $Re_x = 0.9 \times 10^6$
3- $Re_x = 1.04 \times 10^6$
4- $Re_x = 1.33 \times 10^6$.
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ABSTRACT

The strongest indication of an ordered structure in the similarity of plane jet flows is the well-documented (but controversial) apparent "flapping" behavior. Previously, the negative correlation between probes placed on opposite sides of the jet centerline has been attributed to the periodic displacement of the mean velocity profile centerline about its average position, i.e., a flapping motion. The present investigation is directed at evaluating the premise of an essentially two-dimensional von Karman vortex street as being responsible for the apparent "flapping" behavior.

NOMENCLATURE

- \( b \) = velocity halfwidth, m
- \( C_f \) = dimensionless structural frequency coefficient
- \( C_L \) = dimensionless structural wavelength coefficient
- \( C_u \) = dimensionless structural convection velocity coefficient
- \( D \) = jet exit slot width, m
- \( f_x \) = interface crossing frequency, sec
- \( f_{ym} \) = maximum interface crossing frequency, sec
- \( f_s \) = structural passage frequency, sec
- \( I_6 \) = intermittency
- \( L_s \) = structural pattern wavelength, m
- \( n_s \) = vortex density, \( m^{-1} \)
- \( n_o \) = \( U_o D / \nu \) = jet Reynolds number
- \( R \) = correlation coefficient based on intermittency function
- \( R_u \) = correlation coefficient based on velocity fluctuations
- \( U_s \) = structural convection velocity, m/sec
- \( U_o, U_B \) = velocity fluctuation intensity, m/sec
- \( U_{0x} \) = jet exit velocity, m/sec
- \( U_m \) = mean longitudinal centerline velocity, m/sec
- \( x \) = streamwise coordinate, m
- \( x_k \) = streamwise vortex coordinate, m
- \( y \) = lateral coordinate, m
- \( y_m \) = lateral position of maximum interface crossing frequency, m
- \( z \) = spanwise or homogeneous coordinate, m
- \( \gamma \) = intermittency fraction
- \( \delta \) = separation distance, m
- \( A \) = integral length scale, m
- \( \nu \) = kinematic viscosity, m/sec

INTRODUCTION

In recent years, there has been a gradual shift in the approach to turbulent fluid mechanics research. It is becoming increasingly clear that much of what has been traditionally considered as random phenomena actually is much more deterministic. In particular, a growing body of experimental evidence is accumulating which demonstrates that much of the physics of turbulent shear flow may be controlled by a finite set of coherent large-scale eddying motions. The relative importance of these large scales has been emphasized in several recent review articles (e.g., References 1, 2, 3, 4, and 5). While the acceptance of the non-random aspects of turbulence is common, it is by no means universal (see References 6, 7, and 8). However, the presence of the large-scale structures and to some extent their importance have become experimentally established facts.

The goal of the research described herein has been to examine the fully-developed plane turbulent jet for evidence of the effects of the large-scale structures characteristic of that flow. During the course of those measurements, the apparent presence of an antisymmetric and periodic vortical structure was noted. Its features suggest an ordered, two-dimensional vortex street pattern similar to that found in two-dimensional mixing layers and wakes (see References 9 and 10) as illustrated in Figure 1.

If, in fact, the vortex street structure does exist in plane jet flows, there are several of its features which should be evident from experimental.
measurements. In particular, measurements related to the large-scale structure should contain indications of (a) structural similarity, (b) spatial coherence and periodicity, and (c) two-dimensionality. The discussion of the experimental results that follows is centered upon the extent to which these structural features are indicated.  

**EXPERIMENTAL APPARATUS**  

All measurements for the presently reported investigation were made in the two-dimensional jet apparatus depicted in Figure 2. The test section consists of a 1.27 x 30.4 cm vertical slot in a 91.4 x 30.4 cm wall. The flow is bounded above and below by parallel horizontal surfaces extending 120 cm in the downstream direction. For all measurements, the jet was operated at a constant Re = 1.74 x 10^5 based upon the exit slot width. The apparatus has the capability for heating the jet flow to a temperature in excess of the ambient. This feature was utilized for making intermittency measurements where heat served as a passive contaminant in the turbulent flow (see Reference 11). A constant overheat of 12 °C was used for measurements involving the intermittency function. Otherwise, the overheat was zero.  

Fluctuating velocity and temperature signals were derived from the outputs of TSI 1050 series anemometers operated in the constant temperature and constant current modes. The temperature signals were used with an original microcomputer based circuit to formulate continuous, real-time intermittency functions. Cross correlations of velocity fluctuation signals were made using a TSI analog correlator and true rms voltmeter. Correlations of the intermittency function were determined with the aid of an original digital circuit. Detailed descriptions of the intermittency formulation and correlation techniques are given in References 12 and 13.  

**EXPERIMENTAL RESULTS**  

**Structural Similarity**  

Structural similarity is a requirement if the large structures are to play a consistent role in the energy transport dynamics throughout the fully-developed or self-preserving region of a plane jet. Experimentally, this characteristic is indicated when the streamwise variations of length, velocity, and frequency scales of the largest structures are compatible with global mean flow scales. In particular, for plane jet flows, length scales should vary as x, velocity scales as x^1/2, and frequency scales as x^{-3/2}.  

It is assumed that the geometry of the interface is controlled by the underlying turbulent structure. Hence, similarity in that structure should also be evident in the interface characteristics such as intermittency and crossing frequency. Transverse distributions of the intermittency fraction and normalized interface crossing frequency at x/D = 15, 20, 30, 40, 50, and 60 were shown in Reference 11. They closely follow the relationships:  

\[ \gamma = \frac{1}{2} \cdot \text{erf} \left( \frac{y}{4.1 \cdot b} \right) \]  

\[ \frac{f_m}{f_{\infty}} = \exp \left( - \frac{y - \frac{2.09(x/D)^{2}}{0.59}}{b} \right) \]  

where for x/D > 10 in this jet:  

\[ y/b = 1.6 \pm 0.05 \]  

\[ b/D = 0.098(x/D + 0.619) \]  

These distributions exhibit similarity in that the curves from various longitudinal positions collapse on the y/b coordinate.  

The mean interface position is given by the noint downstream direction. For all measurements, the apparatus depicted in Figure 2. The test section consists of a 1.27 x 30.4 cm vertical slot in a 91.4 x 30.4 cm wall. The flow is bounded above and below by parallel horizontal surfaces extending 120 cm in the downstream direction. For all measurements, the jet was operated at a constant Re = 1.74 x 10^5 based upon the exit slot width. The apparatus has the capability for heating the jet flow to a temperature in excess of the ambient. This feature was utilized for making intermittency measurements where heat served as a passive contaminant in the turbulent flow (see Reference 11). A constant overheat of 12 °C was used for measurements involving the intermittency function. Otherwise, the overheat was zero.  

Fluctuating velocity and temperature signals were derived from the outputs of TSI 1050 series anemometers operated in the constant temperature and constant current modes. The temperature signals were used with an original microcomputer based circuit to formulate continuous, real-time intermittency functions. Cross correlations of velocity fluctuation signals were made using a TSI analog correlator and true rms voltmeter. Correlations of the intermittency function were determined with the aid of an original digital circuit. Detailed descriptions of the intermittency formulation and correlation techniques are given in References 12 and 13.  

**EXPERIMENTAL RESULTS**  

**Structural Similarity**  

Structural similarity is a requirement if the large structures are to play a consistent role in the energy transport dynamics throughout the fully-developed or self-preserving region of a plane jet. Experimentally, this characteristic is indicated when the streamwise variations of length, velocity, and frequency scales of the largest structures are compatible with global mean flow scales. In particular, for plane jet flows, length scales should vary as x, velocity scales as x^1/2, and frequency scales as x^{-3/2}.  

It is assumed that the geometry of the interface is controlled by the underlying turbulent structure. Hence, similarity in that structure should also be evident in the interface characteristics such as intermittency and crossing frequency. Transverse distributions of the intermittency fraction and normalized interface crossing frequency at x/D = 15, 20, 30, 40, 50, and 60 were shown in Reference 11. They closely follow the relationships:  

\[ \gamma = \frac{1}{2} \cdot \text{erf} \left( \frac{y}{4.1 \cdot b} \right) \]  

\[ \frac{f_m}{f_{\infty}} = \exp \left( - \frac{y - \frac{2.09(x/D)^{2}}{0.59}}{b} \right) \]  

where for x/D > 10 in this jet:  

\[ y/b = 1.6 \pm 0.05 \]  

\[ b/D = 0.098(x/D + 0.619) \]  

These distributions exhibit similarity in that the curves from various longitudinal positions collapse on the y/b coordinate.  

The mean interface position is given by the noint downstream direction. For all measurements, the apparatus depicted in Figure 2. The test section consists of a 1.27 x 30.4 cm vertical slot in a 91.4 x 30.4 cm wall. The flow is bounded above and below by parallel horizontal surfaces extending 120 cm in the downstream direction. For all measurements, the jet was operated at a constant Re = 1.74 x 10^5 based upon the exit slot width. The apparatus has the capability for heating the jet flow to a temperature in excess of the ambient. This feature was utilized for making intermittency measurements where heat served as a passive contaminant in the turbulent flow (see Reference 11). A constant overheat of 12 °C was used for measurements involving the intermittency function. Otherwise, the overheat was zero.  

Fluctuating velocity and temperature signals were derived from the outputs of TSI 1050 series anemometers operated in the constant temperature and constant current modes. The temperature signals were used with an original microcomputer based circuit to formulate continuous, real-time intermittency functions. Cross correlations of velocity fluctuation signals were made using a TSI analog correlator and true rms voltmeter. Correlations of the intermittency function were determined with the aid of an original digital circuit. Detailed descriptions of the intermittency formulation and correlation techniques are given in References 12 and 13.
or the ratio of the structural velocity to the mean centerline velocity should be a clearly defined constant. The classical technique for the determination of convective velocities is to determine the space-time correlation function for velocity probes separated in the mean flow direction. By noting the separation distance and the corresponding time delay which yields the peak correlation coefficient, the convection velocity may be determined from their ratio. A variation of the basic technique is to low pass filter the velocity signals prior to forming the correlation function. In this way, only the largest scales contribute to the correlation. It is expected, therefore, that the indicated convective velocity is more closely tied to the velocity of the large-scale structure. Measurements utilizing both techniques have been made by Ott and Young with the results summarized in Reference 21 and Table 2. The difficulty with the results of both techniques is that the indicated convective velocities decrease monotonically away from the jet centerline. There is no clear choice for a single velocity that may be associated with the underlying structural pattern.

Cervantes [17] measured a convective velocity of the “flapping” motion. In addition to the equal spacing of the probes on the opposite sides of the jet centerline, he also introduced a streamwise separation. By observing the shift of the negative peak correlation, the convective velocity was estimated in a manner analogous to that of Young and Ott. The experiment was repeated for two values of the lateral spacing with the results given in Table 2. Again, the convective velocities are noted to be nonconstant.

For the present investigation (in collaboration with Moallemi [22]), the convective velocity of the large eddy structure was determined through a combination of flow visualization and calculations based upon similarity scaling relationships.

Considering the vortex street model of the large eddy structure, the structural convective velocity, wavelength, and frequency are related by  \( \frac{u_s}{U_0} = \frac{C_f}{(x/d)^{3/2}} \). (7)

Comparison of (6) and (7) reveals that \( C_f = C_0 C_{s,th} \). If the constants, \( C_{s,th} \) and \( C_f \), are determined experimentally, then \( C_{s,th} \) may be deduced and should have a constant value in the similarity region of a plane jet. From Table 1, it was noted that \( \frac{f_b}{U_0} \) = 0.1. For the plane jet flow utilized in the present investigation

\[
f_b = \frac{f_b}{U_0} = \frac{U}{U_0} \quad (8)
\]

or \( C_f = 2.36 \).

The pattern wavelength coefficient, \( C_f \), is derived from knowledge of the instantaneous locations of selected vortices in the fully-developed region of a plane jet. This coordinate data was provided by Moallemi [22] who used a smoke-wire flow visualization technique to silhouette the vortices and allow their instantaneous locations to be determined from photographs. In calculating the corresponding wavelengths, provision must be made for the fact that the pattern is growing and decelerating across the photographic frames.

If a dimensionless vortex pattern wavelength is written as \( \lambda_0 = C_f (x/D) \), then a corresponding vortex density may be defined as \( \lambda_0^2 = \frac{2}{C_f (x/D)} \).

The factor of 2 is a consequence of there being two vortices in each wavelength of the pattern. Consider a vortex instantaneously located at the streamwise station \( x_0 \). The next downstream vortex location should be at \( x_1 \), such that

\[
1 = \int_{x_0}^{x_1} \frac{n dx}{\lambda_0^2}
\]

Table 2. Summary of Structural Related Convective Velocities

<table>
<thead>
<tr>
<th>( \frac{f_b}{U_0} )</th>
<th>( \frac{x}{D} )</th>
<th>( \frac{y}{b} )</th>
<th>Investigator</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1 - 0.2</td>
<td>44 - 71</td>
<td>-</td>
<td>Bradbury [18]</td>
</tr>
<tr>
<td>0.26*</td>
<td>26 \times 10^4</td>
<td>2</td>
<td>Goldschmidt &amp; Bradshaw [19]</td>
</tr>
<tr>
<td>1.05</td>
<td>11 \times 10^5</td>
<td>0.5</td>
<td>Veir &amp; Bradshaw [20]</td>
</tr>
<tr>
<td>0.08 - 0.16</td>
<td>10 - 20</td>
<td>2</td>
<td>Cervantes [17]</td>
</tr>
<tr>
<td>0.1 - 0.15</td>
<td>3 \times 10^5</td>
<td>0.5</td>
<td>Everitt &amp; Robins [18]</td>
</tr>
<tr>
<td>0.08</td>
<td>10 - 40</td>
<td>1.7 \times 10^5</td>
<td>Oter &amp; Goldschmidt [21]</td>
</tr>
</tbody>
</table>

* Determined from average peak to peak intervals of the correlation function between velocity fluctuations
* Determined by interval to the first peak of the correlation function between velocity fluctuations
* Determined by peak in cross-spectral density distribution of velocity fluctuations
** Determined from interface crossing frequencies

11.3
If the locations, \( x_0 \) and \( x_1 \), of the two adjacent vortices have been determined from flow visualization, then (10) may be used to determine the wavelength coefficient, i.e.,

\[
C_k = \frac{2}{k} \ln \left( \frac{x_1}{x_0} \right). \tag{11}
\]

If the locations of \( N \) vortices can be determined from a single photographic frame, then \( N-1 \) estimates of \( C_k \) may be made using

\[
k = \int_{x_0}^{x_N} n_0 \, dx \tag{12}
\]

and

\[
C_k = \frac{2}{k} \ln \left( \frac{x_N}{x_0} \right), \quad k=1,2, \ldots, N-1. \tag{13}
\]

The above procedure was followed with the results given in Figure 3. It was found that due to the finite downstream length required for self-preservation to be established, the wavelength coefficient is a function of \( x \) that approaches its similarity value asymptotically. The asymptotic value found is \( C_x = 0.5 \).

With \( C_x \) and \( C \) thus determined, the convection velocity of the large vortices is

\[
\frac{u_B}{u_i} = 1.18 \left( \frac{C_x}{C} \right)^{-1/2} \tag{14}
\]

and

\[
\frac{u_B}{u_m} \approx 0.5. \tag{15}
\]

Spatial Coherence and Periodicity

A vortex street structure in a fully-developed jet flow should exhibit specific spatial relationships for the instantaneous velocity field. In particular, counter rotating vortices positioned on opposite sides of the centerline would produce antisymmetric transverse distributions of longitudinal velocity. Additionally, there would be a periodically repeated pattern in the velocity field.

The existence of the spatial relationships described above may be tested experimentally through measurements of cross-correlations between longitudinal velocity fluctuations at separated points in the flow. These correlation coefficients are defined as

\[
R_u(\xi_x, \xi_y, \xi_z) = \frac{u_x u_B}{u_x u_m} \tag{16}
\]

for points \( A \) and \( B \) separated by \( \xi_x, \xi_y, \) and \( \xi_z \).

The instantaneous asymmetry of the longitudinal velocity distribution is evidenced by the distributions of \( R_u(\xi_x, \xi_y, \xi_z) \) given in Figure 4. The most obvious feature of the distributions are the strong negative correlations between the velocity fluctuations on opposite sides of the centerline and extending well into the intermittent regions. Similar results have been reported in References 14, 16, 17, and 19.

The correlation measurements which result from both longitudinal and lateral separation of the velocity probes are presented in Figure 5 in the form of an isocorrelation contour map. The map provides a graphic illustration of the instantaneously antisymmetric velocity and periodically repeatable structural pattern. The actual distance over which the measurable flow organization exists \((x/D \approx 20 \text{ to } 45)\) is quite remarkable and strongly supports the possibility of a vortex street eddy pattern.

Two-Dimensionality

The vortex street structure of a fully-developed plane jet flow should exhibit a certain degree of two-dimensionality in the turbulent velocity field, as well as in the interface geometry. Quantification of the degree of two-dimensionality is accomplished experimentally by comparing characteristic streamwise and spanwise integral length scales. These length scales are derived from correlations of velocity and
Intermittency and are defined as

\[ I_x = \int \frac{R(\delta x,0,0)}{I_{x'}} \, d\delta x \]  

(17)

\[ I_z = \int \frac{R(0,0,\delta z)}{I_{z'}} \, d\delta z \]  

(18)

The velocity correlation coefficient is as given in (16) and the intermittency correlation is similarly defined as

\[ R(\sigma' x, \sigma' y, \sigma' z) = \frac{I_{A'}}{I_{A'A'B'B}} \]  

(19)

Figure 6 illustrates typical correlations of the intermittency function at \( x/D = 30 \) and \( y = 0.5 \). Similar measurements were taken for \( 10 \leq x/D \leq 60 \). The corresponding integral length scales and their variation with streamwise position are given in Figure 7. Once again, the self-preserving variation of all intermittency length scales is evident. From Figure 7, it is apparent that the longitudinal and vertical length scales are approximately equal, i.e., \( A \equiv A' \equiv A_Z \) and \( A/V \approx 0.5 \). The near equivalency of integral length scales in the intermittent region has also been noted by Moum et al., (15).

The integral length scales within the turbulent jet core were determined at \( x/D = 30 \), \( y/b = 0.0, 0.25 \), and 0.5. In this case, the integrations with respect to \( \sigma_x \) and \( \sigma_z \) were limited to the intervals over which the correlations were positive. A typical result is plotted in Figure 8. The average length scales determined from the correlation curves \( A/V = 0.65 \) and \( A/V = 0.28 \), thereby indicating \( A'/A'' \approx 2 \), which is surprising considering the measurements in the intermittent region. However, the results are consistent with those reported by Everitt and Kobins (16), i.e., \( A'/A'' = 0.67 \) and \( A'/A'' = 0.23 \), which also gives \( A'/A'' \approx 2 \).

Another unexpected feature of Figure 11 is the negative lobe in the \( R(0,0,\delta z) \) correlation. Three possible explanations are offered.

1. A combination of streamwise tilting of the large vortices and the streamwise periodicity of the velocity field results in a negative \( R(0,0,\delta z) \) correlation.
2. The vortices undulate periodically along their length and the negative lobe in the correlation is an indication of the first half wavelength.
3. There is a lack of coherence of the vortices in the vertical direction so that the correlation is dominated by the near isotropic smaller scales. The negative lobe is then the result of continuity requirements.

Based on the comparison of integral scales alone, the degree of two-dimensionality characteristic of the large structures is quite limited. However, three points must be noted. First, the flow visualization experiments by Moallemi (22), as well as the correlation contours of Figure 5, strongly suggest a flow structure with significant coherence in the \( z \)-direction. Second, there is a real possibility that the parallel bounding surfaces intended to maintain the two-dimensionality of the mean flow may actually inhibit the two-dimensionality of the flow structure. Even at an \( x/D \) as small as 45, the streamwise wavelength of a vortex street pattern would approach the separation between the surfaces used. And finally, a similar contradiction exists between visualizations results and inferences from integral scales concerning the degree of structural two-dimensionality characteristic of the plane mixing layer, (e.g., References 6, 7, and 23).

CONCLUSIONS

From the experimental tests of the validity of a vortex street model for the large scale structure of turbulent plane jets, the following conclusions are found:

1) The global variation of length, velocity, and frequency scales are compatible with similarity requirements.
2) The large, vortex-like motion is periodic.
3) The coherent, vortex-like motion extends...
across the entire width of the flow and for considerable up- and downstream distances.

4) The structural organization inferred from the measurements has the instantaneously antisymmetric characteristic expected of a vortex street structure.

5) Only a limited degree of two-dimensionality may be inferred from the measurements.

The presence of these large coherent structures, aligned as in a vortex street arrangement-, suggest the need for a re-evaluation of the classical descriptive models which exclude any deterministic aspects of the instantaneous flow.
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ABSTRACT

In an attempt to educate the preferred mode coherent structure of the unexcited axisymmetric jet, criteria for conditional measurements are examined. It is found that the structures are best educated by triggering on the positive peaks of a reference signal obtained from the high-speed edge of the mixing layer. Positive \( u \)-peaks are superior to negative \( u \)-peaks for trigger, because the separation between the trigger probe and the structure is larger in the latter case. The improvement in the education achieved by threshold levels higher than twice the standard deviation of \( u \) is offset by increased experiment time. Above this level, use of a window in the trigger is also of marginal utility. The signals from the high- and the low-speed sides are poorly correlated. Consequently, a criterion based on the simultaneous occurrence of peaks and troughs of two reference signals obtained from the two sides failed to educate the structures in the axisymmetric mixing layer. Tearing and fractional pairing, augmented by the axisymmetric configuration, appear to be responsible for a significantly poorer education of the structures from the low-speed side.

INTRODUCTION

Large-scale coherent structures are the focus of many contemporary studies in turbulence. This emphasis stems from the expectation that these structures can serve as the building blocks in newer theories of shear flow turbulence.

Many of the large-scale structure studies have been carried out in the circular jet near field where the structures are found to be quasi-periodic [1-5]. One of the techniques frequency employed in these studies has been control excitation, which helps the formation of the structures at controlled phases and thus permits their investigation through phase-locked measurements [1,2,6]. This technique was also employed by us to study the 'preferred-mode' structure evolution as well as its dependence on the Reynolds number and initial condition. The 'preferred-mode' structure was induced by controlled excitation at \( St_D = 0.3 \) and educated via phase-locked hot-wire measurements [7]. The detailed measures of this structure showed essentially no dependence on the initial condition but a mild dependence on the Reynolds number. However, the question remained as to whether or not these structures 'enhanced' by the excitation, truly represented the ones in the unexcited mixing layer. This motivated the present work where education of the large-scale structures in the natural axisymmetric layer is attempted via conditional sampling.

In this paper, we will primarily focus on the considerations given to the criteria for education. The objective was to arrive at a simple education scheme for educating the preferred-mode structures in the axisymmetric mixing layer.

EXPERIMENTAL PROCEDURES

The experiments were carried out in a 7.6 cm circular jet; the nozzle boundary layer was tripped with a sand-paper ring located at 4 cm upstream from the exit plane. The efflux boundary layer was fully turbulent as confirmed by the profiles of the longitudinal mean velocity and turbulence intensity and the \( u \)-spectrum. The jet exited with an axisymmetric top-hat mean velocity profile. Most of the data presented in this paper pertain to a jet Reynolds number of \( Re_D = 110,000 \) and to the downstream station of \( x/D = 3 \). Data were obtained from standard linearized constant-temperature hot-wire (DISA) anemometers. Data acquisition and analysis were performed by the laboratory mini-computer (HP2100S) together with a magnetic tape and automated probe traversing mechanisms. For further details of the procedures, see ref. [8].

RESULTS

Figure 1 shows the variation of the centerline longitudinal turbulence intensity \( \omega_L/U_L \) for different Strouhal numbers (\( St_D \)) of excitation: the excitation amplitude (\( \omega_L/U_L \)) measured at the center of the jet exit plane was 2%. The data show that the maximum growth of the imparted disturbance occurs at \( St_D = 0.30 \), and the trends with different \( St_D \) are in qualitative
The insert in Figure 1 shows variations of the rms amplitude of the fundamental \((u_f/U_e)\) along the jet centerline for three StD and confirms that the maximum growth of the fundamental occurs at \(StD = 0.30\). This value of the StD at which the fundamental receives the maximum amplification is accordingly called the 'preferred mode' of the axisymmetric jet \([1,6]\). The StD value that produces the maximum disturbance amplification depends on whether the total or the fundamental of the fluctuation is considered. For example, excitation inducing stable pairing (at \(StD = 0.85\)) can produce total fluctuation levels considerably higher than that at \(StD = 0.3\). Thus, even though Crow & Champagne defined the 'preferred mode' on the basis of the total fluctuation intensity measured on the jet centerline, \(StD = 0.3\) is still the preferred mode when it is redefined on the basis of the fundamental amplitude \((6)\).

The spectral evolution on the centerline of the unexcited jet is shown in Fig. 2 for \(0 < x/D < 8\). The quasi-periodic passage of the large-scale structures is 'felt' on the jet axis downstream of \(x/D = 1.5\). The quasi-periodicity in the structure passage, as evident from a clear but broadband peak in the \(u'\)-spectra, is lost beyond \(x/D = 8\). The frequency of the spectral peak shows a gradual decrease from about \(StD = 0.55\) at \(x/D = 1.5\) to about \(0.30\) at \(x/D = 8\). Similar data at a free-stream ReD over the range \(5 \times 10^4\) to \(10^8\), all having initially turbulent efflux boundary layers and top-hat mean velocity profiles, showed essentially similar variations as in Fig. 2. The mechanism for the 'roll-up' of an initially fully turbulent shear layer, but rather in the natural jet, then structure properties can be explained. Since the peak in the spectrum on the centerline occurs at the same \(StD = 0.55\) at all ReD, this roll-up should not be viewed as an instability of the initially turbulent shear layer, but rather the formation of the 'jet column mode' structures inherent to the axisymmetric configuration.

The frequency of the spectral peak gradually decreases with increasing downstream distances. Such frequency decreases were also observed by others in circular jets \([2,9]\), as well as in a plane mixing layer \([10]\). In turbulent plane mixing layers and in the initial region of axisymmetric jets with laminar boundary layers, the role of vortex pairing in producing a gradual decrease in the frequency has been clearly demonstrated. However, in the present case of an initially turbulent axisymmetric mixing layer, since the shift in the spectral peak frequency from \(x/D = 2\) to \(5\) is not even by a factor of two and the shift is gradual and not in any discernible steps (Fig. 2), whether vortex pairing is the mechanism for the apparent frequency decrease remains to be established. An alternative mechanism is more likely. Noting that the quasi-periodicity under consideration scales on the jet diameter and the initial roll-up occurs at \(StD = 0.55\), let us assume that frequencies in the range \(0.1 < StD < 1.0\) are all amplified by the jet column. Different frequency components (and corresponding large-scale structures) occur in the flow at different instants. A lower frequency component receives maximum amplification at a larger axial location \([1,6]\). Thus, in a time-average measure like the \(u'\)-spectrum, the dominant frequency must decrease with increasing \(x\) and the peak in the spectrum at a given \(x\) is determined by the disturbance that receives maximum amplification at that \(x\).

The observed initial 'roll-up' at \(StD = 0.55\) may appear to be in conflict with previous results which showed that \(StD = 0.3\) was the 'preferred mode' of the axisymmetric jet \([1,6]\). The following points should clarify this apparent anomaly. First, the 'preferred mode' has been defined from excitation studies, which mostly used relatively large (nonlinear) amplitudes of excitation. Second, the dominant frequency component in the natural jet clearly depends on the axial station of measurement (e.g., \(StD = 0.45\) observed at \(x/D = 3\) in \([8]\) and \([11]\)). Thus, the 'preferred mode' determined from the artificial excitation corresponds to the 'terminal Strouhal number' in the natural jet; this is the structure with the StD receiving maximum amplification at the end of the potential core. In other words, the 'preferred mode' corresponds to the dominant structure in the natural jet, whether vortex pairing is the mechanism chosen for the measurements is \(x/D\) dependent. Since the peak in the spectrum on the centerline occurs at the same \(StD = 0.55\) at all ReD, the quasi-periodic passage of the large-scale structures in the natural jet before its breakdown near the end of the potential core, beyond which the velocity signal ceases to indicate any quasi-periodicity. Third, a slight ReD dependence of the preferred mode \(StD\) has been observed even in excitation studies. Especially at lower ReD and in jets with initially laminar boundary layers, the preferred mode \(StD\) increases with decreasing ReD. This should account for at least some of the higher values of the preferred mode \(StD\) in the literature.

There is, of course, a difference between the natural jet and the jet under artificial excitation. While artificial excitation induces one single large-scale structure (corresponding to the frequency of excitation), an assortment of structures randomly occur in the natural jet. The attractiveness of the excitation in large-scale structures studies is the precipitation of a single structure at controlled phases and elimination of the other structures, which permits application of relatively simpler techniques like phase-averaging to derive the details of the structure. If the 'enhanced' structure under excitation represented the corresponding structure in the natural jet, then structure properties corresponding to different ReD values could be obtained via controlled excitation, and then a suitable distribution of these structures could be used as a model for the flow.

However, it is possible that there may remain some differences between the artificially induced structure and the corresponding structure in the natural jet. Especially, if a high level of excitation is used to induce the structure of interest, it may produce a structure similar to the one observed in the present study where we attempt to deduce the naturally-occurring structures via conditionally sampled measurements. These measurements are carried out in the jet with fully turbulent initial boundary layer at ReD = 110,000. The axial station chosen for the measurements is \(x/D = 3\) where the spectral footprint is relatively the most clear (see Fig. 2).

The measurement technique is schematically shown in Fig. 3. Four 'simultaneous' velocity signals from a reference probe on the high-speed side \((y/D = 0.25; U_0 = 0.54)\), a reference probe on the low-speed side \((y/D = 0.85; U_0 = 0.10)\), and \(U(t)\) and \(9(t)\) signals from a measurement X-wire probe, are recorded by the computer onto the digital magnetic tape. The reference signals from the high- and low-speed sides will be denoted by \(U_1\) and \(U_2\), respectively. Keeping the two reference probes fixed, the measurement X-wire probe was traversed at 15 y-stations under remote computer control, and similar velocity traces were recorded at all stations. These data were later analyzed for eduction of the structures. The peaks of \(U(t)\) and \(9(t)\) were for accepting sample functions of \(U(t)\) and \(9(t)\). Each accepted record of \(U(t)\) and \(9(t)\) consisted of 64
data points with 31 points preceding and 32 points following the trigger. Ensemble averages \( \langle u \rangle \) and \( \langle v \rangle \), obtained from the accepted realizations were further processed to obtain the coherent axial vorticity \( \Omega_2 \). A distribution of the streamwise \( \langle y \rangle \) plane; \( r \) denotes time with respect to the trigger. The \( \Omega_2 \) data are nondimensionalized by the frequency \( f_0 \) such that \( U_0 \Omega_2 = 0.45 \). The time axis is nondimensionalized by the corresponding period \( T_0 = (1/f_0) \). Note that in the computation of \( \Omega_2 \), Taylor hypothesis has been invoked using a convection velocity of 0.5\( U_0 \) \[13\]. Because of the close resemblance of \( \Omega_2 \) contours with the streamlines and the sensitivity of these contours to the detection criteria, we have used \( \Omega_2 \) contours as the primary measure of the eduction structure as well as the bases for evaluation of the conditional sampling technique.

The distribution obtained by using the \( \Omega_2 \) peaks discriminated by the threshold level of \( 2\sigma \) \((1.1, \Omega_1 \geq 2\sigma \) criterion) is shown in Fig. 4; \( \sigma \) denotes the standard deviation. The corresponding distribution obtained by triggering on the negative peaks in \( \Omega_1 \) below a threshold level of \(-2\sigma \) is shown in Fig. 5. The relative locations of the triggering points are shown by the + signs. The longitudinal spacing of the structures and their transverse extents in Fig. 5 agree quite well with the streamline pattern obtained by Vule [14] who used a similar negative peak criterion in a 5.08 cm diameter jet at \( Re = 43000 \). However, the positive peak criterion clearly results in eduction of the structure having a higher peak vorticity and consequently, larger number of closed contours (Fig. 6). Since the cross-section and a higher peak vorticity represent better approximation of the most energetic structure, the \( \Omega_1 \geq 2\sigma \) criterion is clearly superior to the \( \Omega_1 \leq -2\sigma \) criterion.

Lesser smearing occurs with the positive peak criterion because the educed structure center at the instant of trigger is physically located at the same \( x \) as the reference probe. On the other hand, when triggering on the negative peak of \( \Omega_1 \), the reference probe is located half-way between two structures. Thus, in the latter case, the structure is educed when centered away from the trigger. The farther away are the measurements from the trigger, the more is the averaging jitter, resulting in smeared structures. In spatial measurements, this effect would be equivalent to increasing loss of phase reference with increasing separation between the reference probe and the measurement probe. This is why the positive peak criterion produces less smearing.

In using an amplitude-dependent trigger criterion, one must consider the selection of the optimum threshold level. If the threshold is too high, most of the peaks (or troughs) and thus most of the structures will be rejected. Thus, for a given data volume, threshold levels above a certain value will result in the acceptance of too few realizations and thus produce a lot of scatter in the ensemble averages. In order to obtain coherent ensemble averages, a prohibitively large experiment time may be required at higher threshold levels. On the other hand, if the threshold is too low, the acceptance of dissimilar structures of different scales and strengths will result in unacceptable amounts of smearing. Furthermore, different levels of the peaks in \( \Omega_1 \) suggest that either structures of different strengths move past the probe, or the structures might be of the same strength but are at different transverse locations as they move past the probe. For either reason, only structures corresponding to reference peak signal peaks falling in a narrow window level should be ensemble averaged.

Figure 6 shows \( \Omega_2 \) contours obtained by using different threshold level criteria to obtain eduction, \( \Omega_1 \)-peaks. Values of \( \alpha \) in Figs. 6(a)-(f) are 0.5, 1, 1.5, 2, 2.5, and 3, respectively. The window criterion has been used for Figs. 6(a)-(d) such that the \( \Omega_1 \)-peaks were above \( \alpha \)c but below 1.2\( \alpha \). For the levels 2.5 and 3 in Figs. 6(e) and (f), use of the window criterion does not produce any noticeable difference from the contours shown which are obtained by the simple \( \Omega_1 > \alpha \) criterion.

There is a significant smearing at the lower threshold levels. Thus, the structures which cause the larger peaks in \( \Omega_1 \) are clearly educed only when peaks above a certain level \((\Omega_1 > 1.5 \alpha )\) are used for trigger. Comparison of the peak vorticity shows that the smearing effect is less at higher threshold levels, as to be expected. Thus, the area enclosed by the \( \Omega_2 \) contour increases as the threshold level is increased. A higher threshold level, therefore, yields better eduction. However, improvements at threshold levels above \( \Omega_1 = 2\sigma \) do not appear significant. Furthermore, to obtain smooth contours with large threshold levels one requires excessively large experiment times. For a threshold level of \( 2\sigma \) or higher, the window criterion also produces marginal improvements (Fig. 6(e) and (f)), and thus is not warranted, considering the additional computation time. As a compromise, we conclude that the \( \Omega_1 > 2\sigma \) threshold criterion yields the optimum result.

While the large-scale structure educed with the reference probe at \( y/D = 0.25 \) was shown in Fig. 4, those educed with the reference probe at \( y/D = 0.1 \) and 0.33 are shown in Fig. 7(a) and (b), respectively; the threshold criterion of \( \Omega_1 > 2\sigma \) is used in all three cases. Note that, although the structure center occurs closest to the trigger location in Fig. 7(b), the peak vorticity level is less than that in Fig. 4. This is because the reference probe is inside the shear layer \((U/U_e = 0.95)\) in the former case, and turbulent fluctuation in the reference signal introduces some randomness in trigger and thus smear the educed structures. On the other hand, for \( y/D = 0.1 \), the structure center is farther away from the trigger location in the ensemble average and thus is not smeared out. Thus, while the reference probe needs to be as close to the structure as possible so that a sharp footprint is sensed, it cannot be within the structure itself since small-scale fluctuations will interfere with the eduction.

Efforts to educe the large-scale structure using the low-speed side signal \( \Omega_1 \) as trigger failed. On the low-speed side, the potential footprint being extremely weak due to the axisymmetric configuration, the \( \Omega_2 \) signal is dominated by random turbulence; this would suggest unavoidable smearing associated with triggering from the low-speed side of the axisymmetric mixing layer. The large peaks and troughs in \( \Omega_1 \) and \( \Omega_2 \) were found not to bear any discernible phase relationship. This was observed visually from a large number of instantaneous traces of \( \Omega_1 \) and \( \Omega_2 \) as well as by a joint probability computation of the occurrence of a \( \Omega_2 \) peak relative to an \( \Omega_1 \)-peak. The lack of correlation between \( \Omega_1 \) and \( \Omega_2 \) is clearly demonstrated in Fig. 8. The (time-average) correlation co-efficient of the two signals is shown for \(-24 < t < 24 \) ms. The magnitude of the co-efficient is everywhere below 0.05. The small oscillation in the middle is within measurement uncertainty and are not repeatable.
These data thus indicate that, unlike in the plane shear layer at a low Reynolds number studied by Browand and Wiedman [14], any conditional sampling measurement based on a joint criterion on $O_{1}$ and $O_{2}$ in the axisymmetric mixing layer will not succeed. Note that Browand and Wiedman not only found definite phase relationship between the peaks in the high- and low-speed side signals but even used the phase relationship to educate different stages of the structure evolution. The present data clearly indicate that the dominant structures in the axisymmetric jets, which scale on the jet diameter and are independent of the initial shear layer state, are very much characteristic of the high-speed or the potential core side only. Presumably, because of the axisymmetric configuration, the structure signatures are dilated on the low-speed side and thus are not detectable.

CONCLUSIONS

It is shown that the quasi-periodic large-scale structures in the near-field of a high Reynolds number axisymmetric jet with fully turbulent initial condition can be educed successfully using a simple criterion of triggering on the extremum of a single wire reference signal. Best education is achieved when the reference probe is placed on the high-speed edge of the mixing layer (where $U/U_{a} = 0.99$). Education on the positive peaks of $O_{1}$ is clearly more successful than when triggered on the negative peaks. Between the two, the structure center occurs closest to the positive peaks but is time-shifted relative to the negative peaks, and thus are smeared when the latter is used for trigger. Smearing is larger with increasing separation between the trigger location and the structure center owing to the increasing loss of phase reference (or jitter). Progressively higher thresholds produce sharper contours of the structure properties, and hence less smearing, but threshold levels higher than twice the standard deviation of the signal are not worthwhile because the improvement is marginal at the cost of prohibitively increased experiment time. There is no significant correlation between the high- and low-speed side reference signals $O_{1}$ and $O_{2}$. Thus, use of a joint criterion based on $O_{1}$ and $O_{2}$, or use of $O_{1}$ alone, are not effective in educating the large-scale structures. This is due to a significantly weaker organization of the structures on the low-speed side believed to be due to processes like tearing and fractional pairing [15] augmented by the axisymmetric configuration.
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Fig. 2 0-spectra in the 7.62 cm (tripped) jet at Re₃ = 110,000, for different axial stations on the centerline.

Fig. 3 Schematic of the measurement technique.

Fig. 4 Qz/fm contours educed by the U₉1 < -20 criterion.

Fig. 5 Qz/fm contours educed by the U₉1 > 20 criterion.

Fig. 6(a), (b), (c) For legend see Fig. 6(d).
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Fig. 6(d) $\gamma_{z}/f_m$ contours educed by the 'window' criterion $\gamma_{z} < \gamma_{th} < 1.2 \gamma_{th}$. Values of $\gamma_{th}$ are: (a) 0.5, (b) 1, (c) 1.5, and (d) 2.0. A constant ensemble size of 400 is used in all cases.

Fig. 7 $\gamma_{z}/f_m$ contours educed by the $\gamma_{z} > 2 \gamma_{th}$ criterion with different transverse positions of the reference probe:
(a) $y/D = 0.1$ ($U/U_{e} = 1.0$);
(b) $y'' = 0.33$ ($U/U_{e} = 0.95$).

Fig. 8 Correlation of $\theta_{z1}$ and $\theta_{z2}$. 

---
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ABSTRACT

Wake flows are divided into two categories; those of class 1 are produced by bluff bodies and in these the large scale motions in the wide near wake are the result of interaction of the separated boundary layers; class 2 wakes are without large scale motions in the near wake as in the wake of a slender streamlined body with turbulent boundary layers.

Principally by flow visualisation results the transition to turbulence in a two-dimensional class 1 flow is discussed as also is the development of the wake far downstream. A parallel is drawn between the developments of oscillating laminar and turbulent wakes.

Wakes of class 2 are discussed and the conclusion reached that the necessary experiments, as far as large scale motions are concerned, have yet to be performed.

In two-dimensional class 1 wakes the persistence of large scale motions is demonstrated. It is concluded that it is not yet proved whether large scale motions are spontaneously produced far downstream in wakes of class 2.

INTRODUCTION

Townsend (1) recognised that the large eddies in turbulent shear flow were responsible for the lateral spreading of the turbulence. At that time it was not suspected that the large eddies may possess an ordered motion. The methods of investigation were by hot wire probes and statistical methods. In that measurement environment low frequency motions which are developing at a slow rate and which contain only one fifth of the energy of the fluctuations are easily smoothed out or lost altogether. This Townsend (2) recognises in his 1979 paper. Turbulent self-preservation was found by Reynolds (3) and Keffer (4) to be destroyed by straining the wakes of circular cylinders, because, they said, though the turbulent energy containing eddies responded to the applied strains and reached equilibrium relatively quickly, the large scale motions acted independently of the small scale motions and did not so respond.

It has long been recognised that to understand turbulent shear flows visualisation of the flow is required in order to discover what has to be measured. As with other types of investigation time was needed to see how to use the technique most advantageously and there have been retrogressions as well as advances. The succession may be traced from 1958 to 1981 through the works of Grant (5), Kline and Rundstedtler (6), Keffer (4), Brown and Hoskho (7), Wynant and Brownd (8), Dimotakis and Brown (9), Yule (10), Hussain and Zaman (11) and Hussain and Clark (12). Through this work order was gradually discovered amongst the chaos of the turbulent shear flow. The resultant situation is that there are doubts about the possibility of self preservation in turbulent shear flow. The intrinsic nature of turbulent large scale motions is in doubt, that is, do they appear as a natural consequence of the interactions of turbulence of smaller scale with each other and with the mean shear or are they the remnants of the transition process? This leads to the question of when large eddies are expected to be present and when not. In the last ten years there have been many investigations addressed to this problem. Measurements have ranged over various flow "types", two- and three-dimensional jets, wakes and mixing layers. In terms of self preservation the flow type determines the range of turbulence Reynolds number, Re, but it became apparent that self preserving shear flows are not so simple that a broad classification in terms of only Re is possible. Bevilaqua and Lykoudis (13) suggest a hierarchy of self preservation starting from self preserving mean flow profiles and eventually including higher and higher order moments until asymptotically one attains equilibrium fully developed flow with all moments self preserving. Knowing, a priori, which order of self preservation a particular flow will possess cannot yet be determined. It is clear that there are fundamental differences between the various flow types and turbulent shear flows is a class which has subdivisions. Axisymmetric flows are more complex than two-dimensional ones. This is so even at low Reynolds numbers. There has been controversy regarding helical and loop vortices in sphere wakes. There are two classes of turbulent wake flows, (i) those in which turbulence is principally produced by mixing downstream of the body and (ii) those in which the turbulence results principally from boundary shear and the quasi-regular vortex shedding is absent.

We will concentrate on flows of class (i). In particular we will consider turbulent wakes far downstream and their large scale motions. Bevilaqua and Lykoudis have investigated the wakes of a sphere and a porous disc of the same drag. They find that it is some distance (20 diameters) behind the disc before large scale motions appeared and these had smaller transverse spacing than the ones behind the sphere. They attributed the large scales in the disc wake to an active instability of the shear layer. One wonders whether this could be the same as Townsend's suggested mechanism. This work is the closest
approach to a definitive experiment to determine whether large scale motions are spontaneously produced by straining fully turbulent flows. That there are doubts about the interpretation of their results we will see later.

Hussain and Clark (12) describe the types of interaction of large scale structures in turbulent wakes. These include pairing, partial and fractional pairing, slippage, tearing and breakdown or decay. We will find these descriptions useful later.

What I intend to do now is to draw comparisons and recognise similarities between low Reynolds number laminar oscillating wake flows and their higher Reynolds number turbulent counterparts. The development will be more clear if I admit that my feeling is that we can make more than a little progress by viewing the smaller scale turbulent part of wakes with large scale motions as purely random and having the effect of an eddy viscosity.

We will concentrate on the two-dimensional wake of a bluff body and describe the several transitions to the various scales of turbulence which occupy the whole Reynolds number range from about 40 to greater than 10^5. The circular cylinder wake is the most fully investigated flow with large scale oscillatory motions. We will also describe what happens far downstream in laminar and turbulent wakes. Eventually there will be suggestions for further work.

THE PRODUCTION OF TURBULENCE IN WAKES OF THE FIRST CLASS

The mechanics of the transition to turbulence and the resulting length scales produced depend upon the diameter based Reynolds number, Re, of the flow past the body. Transition will be described and discussed for the ranges of Reynolds number which are listed below. This will be illustrated with flow visualisation photographs mostly taken from Gerrard (14) and with some hot-wire oscillograms.

Re ≤ 180

In this range there is only one mechanism for the production of turbulence. The mechanism persists at higher Re but it is more clearly in evidence at low Re. Rarely are the vortices shed from a cylindrical bluff body straight and parallel to the body axis. End effects, which can be minimised only in certain circumstances, produce streamwise vorticity at the ends and along the span of the wake. Spatial nonuniformity of the flow or of the body intermittently produces what we have called "knots" which are localised regions of streamwise vorticity.

Departure from linear vortex lines produces a velocity field which is self-contorting. The vortex lines become mixed up and turbulence of a scale which is large compared with the initial vortex spacing is produced. A sketch illustrating the knot is shown in figure 1. "Low visualisation is produced by dye warmed off the rear of the body. This dye mostly accumulates near the vortex centres.

140 ≤ Re ≤ 500

In this range turbulence is produced by two additional mechanisms. An instability in the process of vortex formation is triggered by disturbances in the free stream or by feedback from the wake irregularities. This results in periods of irregularity in the rolling up process which lead to the intermittent occurrence of streamwise vorticity at all points along the span. Flow visualisation leads us to describe "fingers" of visualised vorticity pointing back towards the cylinder from the near wake vortex formation region. These lead to turbulence of a scale commensurate with the vortex spacing. This production of irregularity in the wake is special to this Re range.

At the upper end of this Re range turbulence of smaller scale is produced by mixing of the fluid from outside the wake into the vortex street. This mixing of outside fluid into the wake takes place at all Reynolds numbers but results in transition only at Re within this range and above. The induction of outside fluid in a transverse flow is attended by a reduction of the vortex spacing ratio and the transition to turbulence within the vortices. Flow visualisation shows that this approaches the cylinder as Re increases and occurs close behind the body at Re > 350. The turbulent scale is less than the vortex sizes. The mechanism of the production of turbulence from mixing of fluid from the two sides of the wake has not been fully explained. Figures 2 and 3 show the filament lines which indicate the mixing. At these low Re the vorticity will have diffused over larger areas than occupied by the filament lines so that fluid of oppositely signed vorticity comes into close proximity in the mixing process as
indicated in figure 3. This represents a seed of instability which at high enough Re results in turbulence production.

Figure 3. Filament lines and entrainment paths for a vortex in the wake.

Re > 300

The smallest turbulent scales are produced in the transition to turbulence which takes place in the free shear layers before they roll up into vortices. The precursors of this transition are the transition waves observed by Bloor (15). Flow visualisation shows that the mechanism of turbulence production in the transition wave vortices is similar to that at lower Re in the main vortices in the wake.

The transition waves at Re of 1000 to 2000 are seen to interfere with the vortex shedding. In this range the region of vortex formation is long. It is sometimes followed by a turbulent oscillating wake and sometimes by a turbulent wake which does not execute large oscillations until further downstream. The transition in this near wake region is from a diffuse in-line arrangement of vortices to the staggered arrangement of discrete vortices. The results of Bevilaqua and Lykoudis (13) on the wakes of a sphere and a porous disc show a similar transition in the appearance of the envelope of the wake. It would be interesting to repeat their experiment in two dimensions. In this case flow visualisation is easier to interpret. The work of Brown and Roshko (7) shows that the two-dimensional turbulent mixing layer is unstable in the same sort of way as a laminar mixing layer. If the axisymmetric turbulent wake is similarly unstable this could account for the appearance of the wake boundary with its delayed waviness in the work of Bevilaqua and Lykoudis (13).

The wake of a circular cylinder is steady at Re less than about 40. Complete transition to turbulence does not occur until the transcritical range of Re at about 3 x 10^6 where the boundary layers are turbulent before separation (a class (ii) wake flow). This whole range of Re may be regarded as a range of transition to turbulence. Even the turbulent wake, at higher Re still, begins to be organised again and vortex shedding reappears.

There remains a further cause of irregularity which can produce large scales at all Re and this serves as an introduction to the next section. The irregularities are associated with the imprecise nature of the frequency determining mechanism of the vortex shedding. Vortex shedding is due to the interaction between the separated shear layers and depends on their precise position and strength: it is thus sensitive to small disturbances. The strength and position of the shed vortices varies from cycle to cycle and with position along the span.

DOWNSTREAM DEVELOPMENT INTO THE FAR WAKE

Most experiments on turbulent wakes far downstream of the body have been conducted on wakes of the first class which have become turbulent by the processes described above. We will consider the downstream development of large eddies at both low and intermediate Reynolds numbers and show that the development is essentially the same at different Re. The work involves flow visualisation in a towing tank and follows the observations first made by Taneda (16).

The work in progress is intended to provide an introduction to the next section. The part of a paper on the three-dimensional structure of the turbulent wake is similarly unstable this interaction will take place at Re at which the near wake appears turbulent. Our first observations were reported in an M.Sc. thesis by E. Anagnostopulos in 1975.

The vortex street can be seen to grow in scale by processes in which the vortex shedding on the wake of Hussain and Clark (12) can be recognised. In this way the vortices are rejuvenated. As the vortex increases in size its vorticity becomes more spread by viscous or turbulent diffusion. With the vorticity fields of adjacent vortices come into contact the shedding stops. When pairing takes place the combined vortex seems to occupy no greater area than the individuals which combined. The resultant vortex is thus effectively younger. It will be shown that these large scale motions occur in the far wake turbulence so that the final state of the wake appears similar.

If the laminar large scale motion is represented by an Oseen vortex of strength $K$ with velocity distribution $V(t) = \exp(-t^2/4\tau^2)K/2\pi r$ one finds that 72% of the vorticity is contained within the radius of the maximum velocity which is equal to $2.24\tau$, where $t$ is the vortex age. Significant interaction will take place at 25 wavelengths of the vortex street spacing (ca. 125 diameters) downstream of the body speed) and so remains observable in the tank long after the body has made its traverse. In fact one may observe the wake until it comes to rest provided the background motions are minimised. The wake is constrained by the walls of the tank and lateral growth continues until inhibited by the side walls. Observations of the wake made visible by dye washed off the towed body will be presented at Re at which the wake is essentially laminar, but oscillating, and at which the near wake appears turbulent. Our first observations were reported in an M.Sc. thesis by E. Anagnostopulos in 1975.
The wind tunnel flow had an oscillation at the very low speeds of these experiments. The resulting oscillogram from a hot-wire in the near wake showed a shedding frequency of 6 kHz with a 200 Hz sinusoidal modulation. At 450 diameters downstream a vortex street at 200 Hz was observed: The 6 kHz primary vortex street oscillation had decayed to immeasurable size.

To conclude our discussion of wake flows of the first class in which we see a certain amount of parallelism between oscillating laminar wakes and turbulent wakes at higher Re we mention the same similarity in another flow. Photographs of the spread of a jet from a slit in the two conditions above show that the low Re motions still present in the high Re flow could account for the similarity in the rate of spreading.

**WAKE FLOWS OF THE SECOND CLASS**

There have been many experiments on the wake of a thin flat plate which is one wake of the second class. The turbulent wake produced by the separating turbulent boundary layers is reported to tend towards a self-preserving turbulent state. No measurements seem to have been continued far downstream in this flow. Self-preservation is expected when the scales of the wake motions are all coupled and there is a continuous transfer of energy down the cascade of eddy sizes from large to small. If the large scale motions are decoupled from the smaller an equilibrium fully developed turbulent flow is not expected.

In the wake of a circular cylinder at transcritical Re (3 to 6 x 10^6) the wake is relatively narrow at its start and is the result of the coalescence of separating turbulent boundary layers. The turbulent structure of this wake has not been investigated. There is a parallel with the wake of the same body at Reynolds numbers of less than 40. In both cases the near wake is dominated by diffusion, viscous diffusion at low Re, small eddy diffusion in the turbulent wake. (There are also larger scale three dimensional motions in the high Re case). Though the laminar wake can be made to oscillate by disturbances, if it does not oscillate at the body it doesn't start to oscillate further downstream. Is this the case with the turbulent wake or may it develop the oscillations associated with large turbulent eddies?

In hypersonic wakes large scale motions have been found to be absent when turbulent boundary layers produce a turbulent wake but they do appear to possess large scale motions far downstream (Finson, 18). On the other hand Behrens (19) found the appearance of a vortex-street-like array of large eddies far downstream in a hypersonic wake at high Re which he could attribute to an instability of the wake of the bow shock wave.

At low Re Taneda (1978) has produced a circular cylinder wake which is free from oscillations. This was achieved by a rotational oscillation of the cylinder about its axis at a frequency much higher than the normal shedding frequency. If the same (unexplained) effect is present at higher Re a turbulent wake free from large scale motions could perhaps be produced.

It appears that there remain some two-dimensional wake flows which are free from uncoupled large scale motions upon which experiments could yet be made.

**CONCLUSIONS**

The study of turbulent shear flows has in some respects suffered from having been first approached with the ideas and techniques developed in homogeneous isotropic turbulence. The whole subject of turbulence research has given the impression of struggling for a brief though which hasn't been forthcoming. It wasn't surprising that the Boundary Layers and Turbulence meeting in Kyoto in 1966 sent a message to G.L. Taylor noting that the subject of turbulence was essentially still where he had left it in 1938.

In the particular field of large scale motions in turbulent shear flow there has over the years seemed to emerge from the chaos of turbulence the view that there are more regular deterministic structures. The question of whether the large scale motions can appear spontaneously from an equilibrium fully developed turbulent shear flow has still to be answered. They have not been unequivocally observed to do so. It has seemed that the practical and theoretical tools appropriate for the investigation of grid turbulence have not been well suited, at least by themselves, to the study of large scale coherent structures.

We have concentrated here on two-dimensional wakes which, over the whole Reynolds number range, are the most fully investigated flows. Bluff body wakes are peculiar in that they possess a series of transitions to turbulence of different scales over a vast Reynolds number range. There are some similarities between large scale motions in a turbulent wake and the oscillatory motions observed at much lower Reynolds numbers. An understanding of the turbulent wake is to be expected from a study of the unsteady laminar wake because in many wakes the large scale motions appear to be decoupled from the smaller scale motions. There are cases where the relationship between the fluid motion and molecular diffusivity is similar to that between the large scale motions and eddy diffusivity.

Equilibrium fully developed self-preserving turbulence is only possible if the full range of eddy sizes are present and interacting. If large scale motions are decoupled from the cascade of eddy sizes at smaller scales self-preservation is not possible unless one admits the possibility of separate self-preservation of two uncoupled ranges of scales. This is only possible if the large scale motions are part of a fully turbulent range of scales and can pass on mean flow energy to the smallest scales which is an apparent non sequitur.

In an oscillating wake in which "turbulence" of a scale larger than the vortex street spacing certainly exists in the near wake it appears that the interaction between these scales and the vortex street results in a more or less ordered large scale structure. The low frequency disturbances contain a small percentage of the energy at the shedding frequency and determine the scale but not the nature of the downstream development. As far as the large scale motions, into which the vortex shedding develops, are concerned the turbulent smaller scales have a similar effect to that of viscous diffusion at lower Reynolds number.

It is concluded that an experimental investigation of the far wake flows of the second class formed by the coalescence of two turbulent boundary layers yet remains to be performed. In such flows large scale motions appear to be absent in the near
It is possible that the large scale motions produced in the manner suggested by Townsend take a long time to develop in a turbulent wake initially free from large scales. There is only a finite time before the small scale motions in a wake decay and so a spontaneous development of larger scales that is conceptually possible may never occur in practice. A crucial point in the possible production of large scale motions would appear to be whether a turbulent flow is unstable in the same manner as the corresponding laminar shear flow.

In a two-dimensional wake there are various turbulence production mechanisms the effects of which it would be difficult to separate experimentally. Whilst it would be possible to model the downstream development of the vortex street on a computer and thus demonstrate the effects of disturbances of different sorts, a numerical model of a fully turbulent flow which would form a clean model in which to look for large scale motions does not at present seem feasible.
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ABSTRACT

A method for the prediction of the coherent structures in the turbulent wake of a circular cylinder is discussed. A comparison is made between the results of an experimental study at a Reynolds number of 5200 and those obtained by the numerical solving of the phase averaged two-dimensional Navier Stokes equations. The properties of the vorticity and intermittency fields measured in the turbulent flow are found to be consistent with a vortex pattern similar to the one studied.

NUMERICAL

1 Diameter of the cylinder
2 Frequency
3 Vortex shedding frequency
4 Intermittency function: turbulent / non turbulent
5 Time derivative of a t
6 Discriminating streamline
7 Number of periods
8 Positive front indicator = ± [1, 1, ± t]
9 Negative front indicator = ± [1, 1, ± t]
10 Reynolds number = R e
11 Structural factor = f (f)/f
12 Time
13 Reference time station
14 Vortex shedding period
15 Cartesian instantaneous velocity components
16 Upstream mean velocity
17 Downstream location (x = 1 back of the cylinder)
18 Transverse location (x = 1 on the axis)
19 Intermittency factor
20 Crossing frequency of turbulent events
21 Instantaneous signal
22 Maximum phase delay (for phase angle 2 t)
23 Kinematic viscosity (air = 1.5 10^-5 m^2/s)
24 Vorticity
25 Phase average
26 Reynolds average

INTRODUCTION

Numerous research works have been devoted to the study of coherent structures in free turbulent shear flows. A first step is the description of these structures that are often hidden in the turbulent background, but more complex is the theoretical prediction of their dynamical behaviour. As a matter of fact, this record approach can provide a better quantitative determination of their contribution to the overall motion and to some other practical effects such as flow induced vibrations, acoustic generation or turbulent mixing.

Compared with those of jet flows or plane mixing layers, the coherent structures of the near wake have been investigated only in few experimental studies. This is probably the consequence of the complexity of the interactions near the solid toy and of the difficulty of measuring correctly in steady state and the corresponding Reynolds stresses in motion. Davies has studied the near wake of a shaped cylinder but he has neglected the spatial structure, performed only one cross section using the Taylor hypothesis which is probably not verified in such a flow as pointed out by BOSSAIN and LEONARD. A more complete study of the coherent structures of the flow of a circular has been performed by BERNARD using an original hot wire technique for measuring the vorticity and a phase locked loop to detect the periodic structure.

Numerical simulation, conversely, may be a reliable way to obtain a precise information on the dynamics of the flow. Unfortunately it is well known that solving the three dimensional equation for such a cavity flow with a suitable mean size wall does not lead to unambiguous computational times. The method of simulation of large eddies based on the filtering technique of LEONARD (1) or a subgrid scale model as proposed by SCHUYER (2) have not yet been applied to this problem owing to difficulties in their practical setting.

Of a more current use are the statistical methods, [1] vortex in two dimensional potential flows (2, 3), but though some interesting features have been derived in this case, an arbitrary treatment is still necessary near the separation point or at the wall and the results are not always consistent for all the parameters. An alternative method consists of the complete simulation of the coherent structures in which all the equations are obtained by time averaging the instantaneous Navier Stokes equations suggested by BOSSAIN and REYNOLDS (4). Then geometrical considerations are used to obtain two-dimensional equations for the coherent structures. KNIGHT and MURPHY (5, 6) for instance have used this method successfully for the numerical simulation of a base moving layer.

In the present case of this paper the fluctuating parameters of the flow behind a circular cylinder at a Reynolds number of 5200, are analyzed experimentally by using of a phase average technique, special attention being paid to the time analysis of turbulent events. In the second one the comparison is made with the numerical solution of the unsteady Navier Stokes equations for the viscous flow which can be considered as the basis for the equation of the coherent structures and for practical interferes of the turb...
The effect

Experimental set up and data processing

A smooth circular cylinder of diameter \( D = 22 \text{mm} \) spans vertically the test section \((60 \text{ cm} \times 70 \text{ cm})\) of a subsonic \( \frac{1}{2} \) set wind tunnel. For all the measurements, the upstream velocity profile was uniform \( U_0 = 16.7 \text{ m/s} \) and the free stream turbulence intensity less than \( 1.0 \% \). The blockage ratio and aspect ratios are respectively equal to 1.17 and 16.7 which conditions do not cause excessive distortion of the flow according to WEST and ASHT [12].

Exper.

Measurement of such a probe is referred to hereafter as the effective velocity signal. More and more, the velocity vector vortex crossing detection, which is synchronized by the velocity is chosen as a criterion to detect the crossing of a vortex. Although this criterion does not seem to be the best one, its physical meaning is obvious as changes of sign in the acceleration are clearly linked to the direct influence of the vortex. The histograms of the intervals between two reference points, displayed on figure 3, is thus different from that of a purely periodic pattern but the most probable value corresponds to the vortex shedding period.

**Fig. 2.** Power spectra of the velocity in the section \( Y/D = 4 \).

1. \( Y/D = 1 \)
2. \( Y/D = 1.67 \)
3. \( Y/D = 1.42 \)

**Fig. 3.** Histogram of the periods of the crossing of a vortex.

Phase average technique. A practice which becomes more and more usual in the test section of the regular vortex streets issued from the cylinder. But the spectra also contain a continuous power distribution due to the presence of turbulence superimposed to the regular vortices. Under the effect of the turbulent intensity the peaks are found to disappear in our measurements at a horizontal distance of about 15 diameters in the axis and 25 diameters everywhere in the wake.

Outside the turbulent wake, the crossing of vortices induces an oscillation of the potential flow so that the peak still exists but the high frequency content of the spectrum is negligible. Thus this value is chosen as a reference for detecting the organized vortices. Random low frequency modulations of the signal are observed. Discarding a filtering operation that would probably introduce an artificial distortion of the signal, the occurrence of a maximum of the velocity is chosen as a criterion to detect the crossing of a vortex. Although this criterion does not seem to be the best one, its physical meaning is obvious as changes of sign in the acceleration are clearly linked to the direct influence of the vortex. The histograms of the intervals between two reference points, displayed on figure 3, is thus different from that of a purely periodic pattern but the most probable value corresponds to the vortex shedding period.
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Outside the turbulent wake, the crossing of vortices induces an oscillation of the potential flow so that the peak still exists but the high frequency content of the spectrum is negligible. Thus this value is chosen as a reference for detecting the organized vortices. Random low frequency modulations of the signal are observed. Discarding a filtering operation that would probably introduce an artificial distortion of the signal, the occurrence of a maximum of the velocity is chosen as a criterion to detect the crossing of a vortex. Although this criterion does not seem to be the best one, its physical meaning is obvious as changes of sign in the acceleration are clearly linked to the direct influence of the vortex. The histograms of the intervals between two reference points, displayed on figure 3, is thus different from that of a purely periodic pattern but the most probable value corresponds to the vortex shedding period.
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The phase average of the intermittency signal or its Fourier components are discussed for the various time intervals prescribed over a number $N$ of approximately 2300 periods and are displayed on 512 discrete points around the phase reference ($t = 0$) at a sampling frequency of 10 KHz. Each period of vortex shedding represents 113 points. As the averaging interval is larger than a period, the period of vortex shedding represents 113 points. As a result, the intermittency function obtained from the averaged signal is averaged several times but at different phase angles.

**Turbulent time intervals analysis.** Boundary intermittency is very marked in the whole near wake and it is necessary to take account of this aspect in the dynamics of the coherent structures.

The intermittency function is calculated from the second derivative of the velocity signal using a centered difference scheme. On the trace of the signal, figure 4, a large contrast is apparent between turbulent sequences, that is enhanced in the second derivative. A given threshold $"L"$ can be defined to separate smooth parts from turbulent ones.

![Fig.1](image.png)

**Fig.1.** An example of the derivation of the intermittency signal.

"L" have been selected from the values in the potential flow and the results are found to be consistent all over a cross section, keeping "L" constant. However, the rough intermittency function obtained from this direct treatment needs to be smoothed in order to obtain continuous portions of signal corresponding to the actual state of the flow. Discarding all direct filtering, a validation technique is set up based upon a careful inspection of time intervals - for details see [13] -: In this technique minimum time intervals are prescribed for turbulent intervals (0.2 ms) and for non-turbulent intervals (1.5 ms).

Conventional mean values of the intermittency factor $\gamma$ and the crossing frequency $f_c$ are presented. Phase averages of the intermittency signal or its Fourier indicators $F(t)$ and $B(t)$ describe the distribution of turbulence at a given stage of the development of the average structure.

The following function of the phase angle are defined:

$$F(t) = \langle \gamma(t) \rangle \quad B(t) = \langle \gamma^2(t) \rangle$$

$F(t)$ is the probability for the flow to be turbulent. $F(t)$ and $B(t)$ are respectively the probabilities for a front or a back edge of a turbulent zone to be observed.

**The results.**

Velocity field. The phase average of the velocity fluctuation is given in figure 5. Within the accuracy range of the experimental procedure, it can be considered as nearly periodic with respect to the phase angle as far as the first periods surrounding the phase reference are concerned. This periodicity of the averaged signals seems to show that the signals of interest have weak effects as one would have expected from a reduce drastically the correlation for phase angles greater than a period.

![Fig.5](image.png)

**Fig.5.** Phase average of the velocity.

At the external part of the wake a nearly pure sinusoidal signal is observed that is disturbed when moving through the axis. In figure 6 the spectral power deduced by Fourier analysis of the phase averaged signal is compared to the Reynolds averaged values.

![Fig.6](image.png)

**Fig.6.** Total and periodic velocity fluctuations: (1) total power $\mathcal{P}^2$; (2) spectral power at $f_c$; (3) Fourier analysis of the phase average; (4) fundamental; (5) 1st harmonic.

The Fourier components are found to vary in the same way in both approaches. It is worthwhile noticing that on the axis the fundamental mode has no contribution and the first harmonic is observed as a conser-
sequence of the symmetry of the vortex street with respect to the axis.

Turbulent time intervals analysis. Reynolds average parameters deduced from the intermittency function are found to behave differently from those in the far wake. It is obvious from figure 7 that the error function law found by LA RUE and LIBBY (11) or FABRIS (15) is no longer valid in the near wake. The values of intermittency on the axis are substantially different from unity and seems to fall down abruptly at the external edge of the wake. Similarly the crossing frequency \( f_c \)-fig. 8- is not gaussian, it takes a min zero value at the axis and reaches its maximum value in the wake, a value which is of the order of the vortex shedding frequency \( (=1.2 f_0) \).

More insight in the organized pattern of the turbulent flow can be obtained by inspection of figures 9 and 11. The probability of occurrence of the front of a turbulent event is well localized with respect to the phase angle and it is deduced that from the edge of a turbulent vortex must be a regular sharp edgy surface. But for the back of the vortices the situation is not the same as a more spreaded distribution is observed. For both functions, similar features to the phase average of intermittency are found concerning the double distributions due to the alternate influence of the vortex rows.

Concerning the spatial evolution of these parameters, phase lags due to convection of the structures are used to deduce the convection velocity of \( 0.32 U_0 \) and wavelength of 4.2 \( D \) which agrees well with other similar results \((1), (3)\).

Comparing the results for the velocity field to those of the time of presence of turbulence, it follows that the phases of the development of the structure where the intermittency level is low corresponds to the accelerations of the phase averaged velocity and that the fronts of turbulent events are mainly localized near the maximum of the velocity. This is

![Fig. 7. Intermittency profile](image)

![Fig. 8. Crossing frequency profile](image)

![Fig. 9. Phase average of the intermittency](image)

![Fig. 10. Phase average of the positive fronts](image)
due to the fact that the accelerations derive from the crossing of the high speed potential flow and the turbulent breakdown occurs when the influence of the low speed internal part of the wake is sensible.

\[ \frac{\partial}{\partial t} \langle \Omega \rangle + \frac{\partial}{\partial x_k} \langle \Omega \rangle = - \frac{1}{\rho} \frac{\partial P}{\partial x_k} + \frac{\partial^2}{\partial x_k^2} \langle \Omega \rangle \]

Thus, the unsteady turbulent flow is governed by the same equation as the laminar case, except for an added term \( \Omega \) standing for the turbulent effects. Assuming that the time scale for turbulent flow can be connected to the strain rate tensor

\[ \langle \Omega \rangle = 2 \langle \nu \rangle + \frac{\partial^2}{\partial x_k^2} \]

by a simple eddy viscosity concept:

\[ \langle \Omega \rangle = \nu \langle \nabla^2 \rangle = \frac{2}{3} \frac{\partial}{\partial x_k} \]

Thus, the equation (5) can be rewritten as:

\[ \frac{\partial}{\partial t} \langle \nu \rangle \nabla \langle \nu \rangle = - \frac{\partial}{\partial x_k} \langle \nu \rangle + \frac{\partial}{\partial x_k} \langle \Omega \rangle + \frac{\partial}{\partial x_k} \frac{\partial^2}{\partial x_k^2} \langle \Omega \rangle \]

where \( \nu \) is a source term containing derivatives of the turbulent viscosity \( \langle \nu \rangle \).

In a previous work [10], it was shown in the case of steady flows that the source term \( \Omega \) has a minor importance.

Furthermore, if we assume that in a turbulent flow the eddy viscosity is of a higher order of magnitude than the molecular viscosity, it is perfectly legitimate to consider that the actual Reynolds number \( Re \) is in a low range.

Since for viscous flows the Reynolds number is the only governing parameter, it may be inferred that the turbulent flow behavior is similar. It is also possible to notice that the constant value of the Strouhal number \( St \) observed experimentally is due to some "universal" effective Reynolds number independent of the classical one.

Thus, although significant differences between laminar and turbulent flows may be not negligible, since the eddy viscosity is not constant in space and time, it is yet interesting to compare the laminar case for a Reynolds number corresponding to the same Strouhal number, before introducing a convenient turbulence model allowing the computation of the actual turbulent viscosity in the flow field.

For this purpose, equation (7) where \( \nu = const \) and \( St = St_{\text{ref}} \) is equivalent to solve the Poisson equation for the stream function (Helmholtz formulation):

\[ \nabla^2 \psi - \langle \Omega \rangle = 0 \]

for a two-dimensional flow.

The initial conditions correspond to a flow at rest and the boundary conditions are those of no slip on the wall and a mixed Newman-Dirichlet condition at infinity, allowing vortices to go freely out of the downstream boundary [11].

A passive scalar transport equation can be adjointed the temperature for instance, being of some interest here for a slightly heated cylinder.

**Numerical code**

Equations (7) and (9) transformed in a logarithmic-

![Fig. 11. Phase average of the negative fronts.](image-url)
The results are given for a Reynolds number of $1 \times 10^5$ since the corresponding Strouhal number (0.19) is quite close to that of the turbulent case. (Fig. 12)

![Fig. 12. Vorticity contours and streamlines.](image)

The vortex shedding mechanism is clearly apparent and the wavelength $\lambda$ calculated from the instantaneous flow is given on table 1 together with the corresponding convection velocity.

<table>
<thead>
<tr>
<th>Reynolds Number $Re$</th>
<th>Strouhal Number $St$</th>
<th>Wavelength $\lambda/\delta$</th>
<th>Convection Velocity $U_c/\delta U_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3000</td>
<td>0.16</td>
<td>4.57</td>
<td>0.73</td>
</tr>
<tr>
<td>5000</td>
<td>0.19</td>
<td>4.37</td>
<td>0.83</td>
</tr>
<tr>
<td>7000</td>
<td>0.17</td>
<td>4.20</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 1.

Thus, the examination of these results shows that the differences between two first laminar cases are greater than those of the two last flows (laminar $Re = 5 \times 10^3$ and turbulent $Re = 5 \times 10^4$).

The least penetration of potential flow inside the wake is obvious from figure 12. However, the temperature variations (Fig. 13) are more suitable for picturing the coherent vortices. Temperature, as a passive scalar, has been frequently used for the evaluation of the intermittency function and is considered as a marker of the flow. It can be observed that the flow pattern exhibits the same unsteady features that have been measured previously in the turbulent wake.

![Fig. 13. Isothermal curves.](image)

### CONCLUSION

On a qualitative basis the comparison proves that the approach of the organized motion by an unsteady two-dimensional method is valuable for the Reynolds number under study. The measured phase averaged parameters reflect the periodic structure predicted by a constant viscosity model. However, it seems that such a model would probably be unsuitable for predicting the coherent structures of the turbulent flow everywhere.
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A THEORETICAL MODEL OF THE COHERENT STRUCTURE OF THE TURBULENT BOUNDARY LAYER IN ZERO PRESSURE GRADIENT
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SUMMARY

A self-generating deterministic coherent structure is shown to arise in calculations on a model of a turbulent boundary layer. The solution commences with the evaluation of the linear damped periodic eigen mode for the vertical velocity perturbation which leads to an initial growth in the vorticity perturbations. These lead to changes in the Reynolds stresses and hence to a distortion of the time dependent mean velocity distribution. Our analysis in this respect is somewhat similar to the Benny-Lin investigation of the non-linear interaction of two symmetric oblique waves in unstable laminar boundary layers. The distorted mean velocity profile leads to a strong growth in the Reynolds shear stress, provided the initial disturbance exceeds a certain amplitude of the order of 5% of the freestream velocity. The numerical results display a spanwise periodic structure with a spacing of the order of 100 wall units and have the form of side by side ejections and sweeps. The maximum distortion in the mean velocity occurs near \( y^+ = 20 \) over a wide range of Reynolds numbers. It is included that the distorting mean velocity profile in the inner region of the boundary layer is grossly unstable and will lead to a catastrophic breakdown of the flow into smaller scales, which therefore represents the high production of turbulent energy and its dissipation. This process is self-generating and occurs randomly throughout the turbulent boundary layer.

INTRODUCTION

During the past 25 years experimental studies of the incompressible turbulent boundary layer have shown that over a wide range of Reynolds numbers the seemingly random structure of convecting, distorting eddies is nevertheless controlled by repeating, coherent large scale structures which occur naturally and at random.

Many theoretical attempts have been made, based on quasi-laminar linear perturbation theory, to uncover the production and subsequent development of these coherent structures. These have met with only limited success. Some non-linear approaches have been attempted such as in Landahl (1973), Walker (1979) and Hanratty (1979). A detailed commentary on these methods is described elsewhere, Zhang (1981).

In this work we describe a new approach which is based on the full equations of fluid flow in which the small scale turbulence is modelled using an eddy viscosity. Although it is shown that the first order mode is damped, nevertheless there is an initial linear growth in part of the flow structure leading to a strong non-linear interaction and consequent distortion to the mean flow. The distorted mean profile suffers a secondary instability and subsequent breakdown of the flow within a streamwise length scale of the order 3 to 5 boundary layer thicknesses and which is a weak function of Reynolds number. Our work also describes the formation of streamwise vortices which suffer the
secondary instability and breakdown referred to above. The model is incomplete in that the breakdown of the flow arising from the secondary instability is only described qualitatively. In addition, no attempt is made to model the mean growth of the boundary layer and the necessary entrainment of irrotational fluid from the freestream. Since our model describes the self-generation of unstable and repeatable flow structures as a result of instabilities that arise within the inner region of the boundary layer, the neglect of such features as the mean flow distortion have a related form to the model describes the self-generation of unstable and repeatable flow structures as a result of instabilities that arise within the inner region of the boundary layer, the neglect of such features as the boundary layer growth and entrainment are, we believe, not of prime importance in the determination of turbulent boundary layer flow structure. However, these features and those relating to the break-up of the secondary instability are subjects for further work.

The preliminary work leading to this model was completed when one of us (GML) was a Visiting Professor in the Department of Aeronautics and Astronautics at Stanford University (1977-1978).

DESCRIPTION OF MODEL

In order to model the self-generated cell-like structure, which we refer to as a coherent structure, in a turbulent boundary layer, as described in Fig.1, we have to make several assumptions. These are as follows: (a) the large scale features of the coherent structures are treated as an ensemble average of perturbations to the turbulent flow, (b) three-dimensional linear perturbations are introduced which are composed of a series of eigen functions of a modified Orr-Sommerfeld equation, (c) distortions to the mean flow arise from non-linear interactions between the linear perturbations, (d) the distorted mean profile, which is time dependent, suffers a secondary instability resulting in a flow breakdown, (e) non-linear distortion and energy considerations will lead to a finite maximum amplitude for the secondary instability. All the characteristics of our model, except (a), have been treated in the following sections. An important aspect of our model is the use of an eddy viscosity to model the small scale random disturbances in the flow as well as the non-linear interactions. Several forms of eddy viscosity have been used in predictions of unsteady turbulent flow (Reynolds (1972); Smith and Cebeci (1974)). We have used the Smith and Cebeci model for both the steady and unsteady mean flow. Although other models may have certain advantages, including that of a time dependent eddy viscosity, we believe that the model we have used is plausible and reflects most of the observed features of turbulent flows.

Finally, we note that the non-linear interaction arising from the linear growing modes and the subsequent development of the secondary perturbations and mean flow distortion have a related form to the Benney-Lin analysis (Benney and Tilt (1960); Benney (1964)) of non-linear interactions of a pair of symmetrical oblique linear waves in unstable laminar shear flows.

ANALYSIS

Mean flow

The turbulent flow in the boundary layer is assumed to be incompressible (density equal to unity) and Newtonian so that at all (x,t) the basic equations for the unsteady flow are:

\[ \frac{\partial}{\partial t} \left( \frac{\rho}{\rho_0} \right) v_1 + \frac{\partial}{\partial x_j} \left( \frac{\rho v_1 v_j}{\rho_0} \right) = 0 ; \quad \frac{\partial v_j}{\partial x_j} = 0 \]  

(1)

The ensemble average taken over an infinite number of realisations of the flow reduces these equations to:

\[ \frac{\partial}{\partial t} \left( \frac{\rho}{\rho_0} \right) v_1 + \frac{\partial}{\partial x_j} \left( \frac{\rho v_1 v_j}{\rho_0} \right) = 0 \]  

(2)

where \( \langle v_1 \rangle = U_1 \) and with \( v_1 = U_1 + u_1 \), \( \langle u_1 \rangle = 0 \). We assume the mean flow velocity \( U_1 \) is governed by Prandtl's boundary layer approximations for a two-dimensional mean flow so that

\[ U = (U_1, U_2, 0) \text{ with } U_1 \gg U_2 \text{ and } \frac{U_1}{2} \gg \frac{3}{8} \beta_1 \].

The flow outside the boundary layer is constant and equal to \( U_0 \).

For the purpose of evaluating \( U_1 \) we introduce an empirically derived eddy viscosity \( \nu_1 \) for which Cebeci and Smith (1974) suggested the following formula:

\[ \frac{\nu_1}{\nu} = K \left( \frac{\delta \varepsilon}{\delta t} \right)^2 \exp \left( - \frac{z}{h} \right) \]  

(3)

where \( K \) is von Kármán's constant

\[ K = 0.016 [1 - 0.355 \exp(-0.243-z^2) - 0.298z]^{-1} \]

with \( z = \frac{x}{y} - 1 \)

and \( R_0, H \) are the Reynolds number \( \frac{\rho_0 U_0}{\mu} \) and based on the momentum thickness, \( \theta \) and the form factor \( \frac{V}{V} \) respectively. In equation (3) \( \nu = \frac{\nu_1}{\nu_0} \), and \( \nu = \frac{\nu_0}{\nu} \) where \( u_1 = \nu_0 \theta / \nu \) is the shear velocity. The same formula for \( \nu_1 \) will be used below for the determination of the Reynolds stress when the mean flow suffers a distortion. In the present case:

\[ \frac{\nu_1}{\nu} = \nu_0 \left( \frac{u_1}{\nu_0} \right)^2 \]  

(4)

The unsteady flow model

We next assume that the turbulent boundary layer develops at each position a repeatable coherent structure which is self-generating. These structures occur randomly in space and time. The coherent structure is of finite amplitude and during its
development a measurable distortion of the mean flow occurs. At a given station within the boundary layer we therefore take a conditionally sampled ensemble average of the flow field such that its trigger is associated with the commencement of a new coherent or cell-like structure. At the commencement of the coherent structure the flow is such that its ensemble average velocity is $\bar{U}_1$ and its Reynolds stress is $\bar{u}_1'\bar{u}_1''$. During the development of the coherent structure the conditionally sampled ensemble average (written \( \langle \cdot \rangle \)) shows a slow variation in velocity in space and time given by $\frac{\partial}{\partial t} \langle U \rangle = \langle U,U \rangle$ and a fast fluctuation $\langle u \rangle \bar{U}_1(\bar{t})$ to $\bar{U}_1(\bar{t})$. We assume that the Reynolds stress $\bar{u}_1'\bar{u}_1''$ can be modelled by the use of the same eddy viscosity $\nu_1$ as was used for the mean flow analysis leading to the evaluation of $\bar{U}_1$. Thus we write

$$-\frac{\partial u_1'}{\partial x_j} = v \frac{\partial^2 u_1'}{\partial x_j^2}$$

with $S_{ij} = \frac{\partial u_1'}{\partial x_j} + \frac{\partial u_1'}{\partial x_i}$ the conditionally sampled ensemble averaged rate of strain tensor. This assumption that $\nu_1$ is governed by the mean flow is not critical to the remainder of the analysis and although other approximations may be used, that above is the simplest and most plausible. Hence in terms of these conditionally sampled ensemble averages, equation (1) becomes

$$\frac{\partial u_1}{\partial t} + \frac{\partial}{\partial x_j} \left( 2 S_{ij} + u_1 \frac{\partial u_1}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left( \nu_1 \frac{\partial u_1}{\partial x_j} \right)$$

and

$$\frac{\partial u_1}{\partial t} = 0$$

The mean flow distortion $\bar{U}_1 = U_1 - \bar{U}_1$ is governed by large scale disturbances of order of the cell size and the more rapid fluctuation which generate the Reynolds stress $\bar{u}_1'\bar{u}_1''$ which itself is governed by the large scale disturbance.

So far our model is completely general but having non-linear is incapable of solution. We therefore simplify our model by the introduction of a perturbation scheme taken up to second order. A higher order analysis may have certain advantages over that adopted here. Nevertheless, we have no evidence that a third order analysis will lead to improved results. Thus, the conditionally sampled ensemble averaged velocity and pressure are written:

$$U_1 = \bar{U}_1 + \epsilon U_1(1) (x,t) + \epsilon^2 U_1(2) (x,t)$$

$$P = \bar{P} + \epsilon P(1) (x,t) + \epsilon^2 P(2) (x,t)$$

where $\epsilon$ is a small parameter. In our flow model $\bar{P} = 0$ and $\bar{U}_1 = \bar{U}_1(x) \delta(t)$. When substituted into equation (6) we find that, first and second order approximations give respectively the mean flow, the linear perturbation and the secondary perturbation to the mean flow.

**Linear perturbation**

The equation for $U_1(1)$ becomes

$$\frac{\partial U_1(1)}{\partial t} + \frac{\partial}{\partial x_j} \left( U_1(1) \frac{\partial U_1(1)}{\partial x_j} \right) - \frac{\partial}{\partial x_j} \left( \nu_1 \frac{\partial U_1(1)}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left( 2 S_{ij} + u_1 \frac{\partial U_1(1)}{\partial x_j} \right)$$

with $\frac{\partial U_1(1)}{\partial x_j} = 0$ (11)

We next find the Fourier Transformation of these equations with respect to the spatial coordinates $x_1, x_3$ where

$$U_1(1) = \sum \hat{U}_1(a, b, x_2, t) \exp i(ax_1 + bx_3) \, da \, db$$

and a similar relation for $P(1)$.

The equations for $U_1$ are given by:-

$$\frac{3}{4} \left[ \frac{\partial u_1}{\partial t} + \frac{\partial}{\partial x_j} \left( \frac{\partial u_1}{\partial x_j} \right) \right] = \frac{\partial}{\partial x_j} \left( \frac{\partial^2 u_1}{\partial x_j^2} \right)$$

and

$$\frac{\partial U_1(1)}{\partial t} + \frac{\partial}{\partial x_j} \left( U_1(1) \frac{\partial U_1(1)}{\partial x_j} \right) - \frac{\partial}{\partial x_j} \left( \nu_1 \frac{\partial U_1(1)}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left( 2 S_{ij} + U_1(1) \frac{\partial U_1(1)}{\partial x_j} \right)$$

where $k^2 = a^2 + b^2$ and primes denote differentiation with respect to $x_2$.

If we introduce the vertical component of the vorticity $\eta(1)$, where

$$\eta(1) = \frac{\partial u_1}{\partial x_3} - \frac{\partial u_3}{\partial x_1}$$

and

$$\eta(1) = \int (a, b, x_2, t) \exp i(ax_1 + bx_3) \, da \, db$$

it can be shown that since we are dealing with oblique waves, our set of equations for $U_1, U_2, U_3$ and $P$ reduce to two equations in $U_2$ and $\eta$ only. These equations are

$$\frac{3}{4} i \eta(1) = \frac{3}{2} \left[ \frac{\partial U_2(1)}{\partial x_2} - k^2 U_2(1) \right]$$

and

$$\frac{3}{4} \left[ \frac{\partial u_1}{\partial t} + \frac{\partial}{\partial x_j} \left( \frac{\partial u_1}{\partial x_j} \right) \right] = \frac{\partial}{\partial x_j} \left( \frac{\partial^2 u_1}{\partial x_j^2} \right)$$

In addition $U_1 = \int (a, b, x_2, t) \exp i(ax_1 + bx_3) \, da \, db$ and

$$\eta(1) = \frac{i \left( \frac{3}{2} U_2(1) - \frac{3}{2} \eta(1) \right) k^2}{2k^2}$$

Our method of solving these equations is as follows. We assume that at time $t=0$ an initial disturbance $(U_1(1)(x_2))$ is prescribed. The stability and ultimate growth of that disturbance is then investigated. Now the general properties of equations (13) with constant viscosity and with appropriate boundary conditions have been investigated by several authors. It has been shown by Murdock and Stewartson (1977) and Mark (1976) that the linear operator of these equations has a finite discrete set of eigen modes as well as a continuous
spectrum and moreover the continuous spectrum has higher damping coefficients. We have found similar properties for our equations, with the terms in the eddy viscosity included by direct numerical calculation. Hence we deduce that for any small finite initial disturbance, it is only the least damping mode that can dominate the later development of the disturbance. Thus we choose
\[ \hat{U}_2 = \delta(a, \omega; x_2) \exp(-\text{i} \omega t) \quad (21) \]
where \( \delta(a, \omega; x_2) \) is the least damped eigen function of the modified Orr-Sommerfeld equation derived from equation (17) above. The eigen value is \( \omega \) and we write
\[ c = \omega / a \quad (22) \]
for real \( a \). The real part of \( \omega \) is the frequency and \( c_i \) \( < \) 0 denotes a damped mode. The least damping mode is denoted by \( c_i \delta(a, \omega; R) \) where \( R = \sqrt{c_i / \omega} \).

Unlike the equation (17) above for \( \hat{U}_2 \) the vorticity equation (18) is inhomogeneous with the forcing term \( -18\delta \hat{U}_2 \) \( (a, \omega; x_2) \). It has also been shown by Murdock et al. that the spectrum of the linear operator of equation (18) has a similar spectrum to that of the Orr-Sommerfeld equation and thus there are a finite number of discrete eigen modes plus a continuous spectrum. Furthermore, we have found numerically that the least damping mode of the vorticity equation usually has a larger damping coefficient than that of the Orr-Sommerfeld equation. Hence, only the particular solution from the forcing term can play an important role in the later development of the disturbance which we will show involves a non-linear interaction. The particular solution of equation (18) is in the form:
\[ \hat{n} = H(x_2, \omega) \exp(-\text{i} \omega t) \quad (23) \]
where the amplitude function \( H \) satisfies the equation
\[ \frac{dH}{dt} + 2\omega(a_2)H = (\nu + \nu_d) \left( \frac{\partial^2}{\partial x_2^2} - k^2 \right) H \quad \text{with initial and boundary conditions} \]
\[ H(x_2, 0) = H(x_2) = 0 ; H(x_2, 0) = 0 \]
The inviscid approximation to equation (24) shows that at the critical layer where \( \hat{U}_1 = c_t \) we find
\[ H(x_2, t) \sim \frac{\partial H}{\partial x_2} \exp(-\text{i} \omega c_t t) \quad (25) \]
showing that for small time \( \hat{n} \sim t \).

This linear growth in the amplitude \( \hat{n} \) has also been found in a related problem investigated by Gustavsson (1980). We find moreover from the numerical solution of equation (24), when viscous terms are included, a similar growth in the vertical component of vorticity during the initial period and that such linear growth makes an important contribution to the developing non-linear interaction. Our solution for the three components of velocity can therefore be written:
\[ \hat{U}_1 = (\text{i} \delta \mu - 18\delta \hat{U}_1) \exp(-\text{i} \omega t) \]
\[ \hat{U}_2 = \delta \exp(-\text{i} \omega t) \]
\[ \hat{U}_3 = (\text{i} \delta + 18\delta \hat{U}_3) \exp(-\text{i} \omega t) \quad (26) \]
It is easy to show from the Orr-Sommerfeld equation that
\[ \delta(x_2, t; a, \omega) = \delta(x_2, t; a, \omega) \]
and from equation (24) we have
\[ H(x_2, t; a, \omega) = H(x_2, a, \omega) \]
Thus
\[ \hat{U}_1(a, \omega) = \hat{U}_1(a, \omega) \]
\[ \hat{U}_2(a, \omega) = \hat{U}_2(a, \omega) \]
showing that \( \hat{U}_1, \hat{U}_2 \) are even functions of \( \delta \) whereas \( \hat{U}_3 \) is an odd function of \( \delta \). These properties of \( \hat{U}_1, \hat{U}_2, \hat{U}_3 \) will be used in our consideration of the non-linear interaction which is treated in section 3.4 below.

**Second order perturbation and mean flow distortion**

The equation for the secondary perturbation is derived from equation (6) above, and is
\[ \frac{\partial H}{\partial t} + \frac{1}{3} \frac{\partial^3}{\partial x_2^3} H = \nu \left( \frac{\partial^2}{\partial x_2^2} - k^2 \right) H \quad \text{with initial and boundary conditions} \]
\[ H(x_2, 0) = H(x_2) = 0 ; H(x_2, 0) = 0 \]
where \( H(x_2, t; a, \omega) \) has been derived from section 3.3 for the least damped eigen mode. When we make use of the symmetrical properties found for \( \hat{U}_1(1) \) and \( \hat{U}_2(2) \) and the antisymmetrical properties for \( \hat{U}_3(3) \) with respect to \( x \), we find the following average properties for the Reynolds stress \( \hat{U}_1(1) \hat{U}_j(3) \) produced by symmetrical oblique waves with given spanwise wave number \( \pm \delta \) and streamwise wave number \( \pm \alpha \)
\[ \sigma_{ij} = U_1(1) U_j(3) = A(a, \delta)(U_{ij}^{(1)} + U_{ij}^{(3)}) \cos^2 \delta x_3 + \sin^2 \delta x_3 \quad (29) \]
where \( A(a, \delta) \) is related to the amplitude of the initial disturbance. These values of \( \sigma_{ij} \) the first order Reynolds stress are all independent of \( x_1 \). With these Reynolds stress properties the solution of equation (27) has the form
\[ U_1(2) = A(a, \delta)(u_{10} + u_{11} \cos 2\delta x_3) \quad (30) \]
\[ U_2(2) = A(a, \delta)(u_{21} \cos 2\delta x_3) \quad (31) \]
\[ U_3(2) = A(a, \delta)(u_{31} \sin 2\delta x_3) \quad (32) \]
\[ P(2) = A(a, \delta)(p_0 + p_1 \cos 2\delta x_3) \quad (33) \]

When we substitute these values into equation (27) above we find writing \( \delta_{1j} = U_{1j}^{(1)} + U_{1j}^{(3)} \) that
\[ \frac{\partial U_{10}}{\partial t} = 0 \]
\[ \frac{\partial U_{11}}{\partial t} = 0 + (\nu + \nu_d) U_{11} \]
\[ \frac{\partial U_{21}}{\partial t} = 0 - (\nu + \nu_d) U_{21} \quad (34) \]
\[ \frac{\partial U_{31}}{\partial t} = 0 - (\nu + \nu_d) U_{31} \quad (35) \]
with \( \nu_{12}/2 \) (31) and \( U_{21}^{(2)} \cdot 2u_{21} \quad (32) \)
where primes denote differentiation with respect to \( x_3 \). The initial and boundary conditions are

11.27
\[
U_1'' (x_2,0) = 0 ; \quad U_1'' (\zeta, \tau) = U_1'' (\xi, \tau) = 0
\]

Of particular interest are the equation for the growth of the streamwise component of vorticity \(g(t) = 2u_2(t)/3 \alpha - 2u_2(t)/3 \beta \) which can be found from equation (30) above, and the time dependent distortion of the streamwise component of velocity given by \( eU_1''(t) \).

Secondary instability associated with the mean flow distortion

The stability of the 'slowly' varying time dependent conditionally sampled ensemble averaged mean velocity distribution \( U_1(x_1, t) \) can be determined for different values of the initial disturbance amplitude. The equation we use is the modified Orr-Sommerfeld equation (17), including the terms in the eddy viscosity \( v' \), as used above in the determination of the eigen modes for the linear perturbation. The only difference is that \( U_1 \) and \( U_1'' \) are to be replaced by \( U_1 + c^2 U_1''(t) \) and its second derivative with respect to \( x_2 \).

**NUMERICAL METHOD**

All the numerical calculations were performed on the ICL 2970 at Southampton University.

We use an orthogonalized Runge-Kutta integration scheme to evaluate the eigen values and eigen functions of the modified Orr-Sommerfeld equation for the least damped mode of the mean flow and for the most unstable mode of the distorted flow velocity profile.

An explicit finite difference scheme was used to solve the parabolic partial differential equation for the vertical vorticity component. The same integration scheme was used to solve for the velocity distribution.

**RESULTS**

**Stability characteristics of the mean velocity profile**

It was found that the mean velocity profile (a typical profile is shown in Fig. 2 for \( R=40,000 \)) was stable, in agreement with the results of several authors, over a wide range of Reynolds number, \( R = \ubar{\nu} d/\nu \), from 6000 to 400,000. However, our results are, we believe, new in that the terms involving a variable eddy viscosity are included in the modified Orr-Sommerfeld equation. We found that the least damping modes have phase (wave) speeds ranging from 0.66 to 0.75 \( \ubar{\nu} \) for wave numbers \( 60^\circ \) up to 2 and \( 85^\circ \) up to 3.5. These results, as shown in Fig. 3, are in fair agreement with the corresponding wave speeds derived from the experiments of Willmarth and Wooldridge (1962) and others.

**Mean flow distortion**

The distorted mean velocity profile during the initial development of a coherent structure is shown in Fig. 4 for two initial disturbance amplitudes.

**Secondary instability arising from mean flow distortion**

In Fig. 6 we show the results of phase speed and damping rate for different values of \( R = 60,000 \) and for various values of \( y' \). Our numerical results show that when the initial disturbance amplitude is of the order of \( 3 \% \) or less, the distorted profile is always stable throughout the cycle of a coherent structure. However, when the initial disturbance amplitude is of order \( 10 \% \) when \( R = 6000 \) changing to \( 5 \% \) when \( R \) is greater than 40,000.
40,000 the distorted profile becomes unstable within the time to reach a maximum distortion. This time is shorter as the Reynolds number is increased.

In Fig. 7a we show typical results for the decay of the least stable (linear) mode from an initial disturbance of 10% of \(U_0\), together with the initially linear growth of \(H\). In Fig. 7b we show typical values of the mean flow distortion as functions of \(xU_0/\nu\) on the assumption that the spatial growth can be determined approximately from the calculated temporal growth and assuming the convection speed is equal to the group velocity, which in our case is nearly equal to the phase velocity. In Fig. 7c the secondary instability is shown to lead rapidly to a breakdown of the flow and occurs within a distance of about \(xU_0/\nu = 2000\) following the commencement of the coherent structure.

The development of strong streamwise vorticity

For a given initial disturbance amplitude we found that a strong streamwise vorticity is generated as a second order effect. A typical result is shown in Fig. 8 in which the calculated streamlines are shown in plane perpendicular to the freestream direction. The non-dimensional spanwise wave length, \(k_0\), of a cell is shown to be of order 100 over a wide range of Reynolds numbers. We note that the flow in transverse planes superimposed on the streamwise component of the distorted mean flow has the appearance of side-by-side ejection events \((\Delta u_1 < 0, \Delta u_2 > 0)\) with sweep events \((\Delta u_1 > 0, \Delta u_2 < 0)\) and are similar to the 'finger' structure observed by Brodkey et al (1978).
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ENTRAINMENT AND MIXING IN PULSATILE JETS

V. Sarohia and L. P. Bernal
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California 91103

ABSTRACT

A subsonic axisymmetric jet with time-varying velocity profile has been experimentally investigated to determine the influence of pulsations on jet growth and entrainment. The kinematics of the entrained flow were studied by marking the fluid with a sheet of CO₂ gas at approximately the jet spreading angle. The influence of the frequency and amplitude of pulsation on the jet flow was inferred by measuring the mean and fluctuating velocities by constant temperature hot-wire anemometry. The enhanced growth of the pulsatile jet as compared to the steady jet was accompanied by a circumferential bulk transport of the fluid entrained by the organized vortices.

INTRODUCTION

Recent investigations(1) have revealed that augmentation in the thrust of an ejector can be improved by pulsating the primary jet. It was further observed that over a wide range of primary jet Mach numbers, this improvement in ejector performance was independent of the frequency of pulsations but was directly proportional to their amplitude. To enhance the understanding of the relationship of pulsations to ejector performance, preliminary experiments were performed on entrainment and mixing in pulsatile jets and are reported in this paper.

Experimental investigations by Binder and a Favre-Marinet,2 Bremhorst and March3, Crow and Champagne4, Leister5, Platzer, et al.6 and Wygnanski et al.7 have demonstrated without doubt the importance of organizing the jet with large-scale vortices in order to achieve an increased rate of jet growth and hence increased entrainment of ambient fluid. In the following section, the influence of pulsations (time-varying complete flow) on the jet growth and entrainment is further investigated. The kinematics of the fluid entrained by the pulsatile jet was also studied and is reported below.

EXPERIMENTAL FACILITIES AND INSTRUMENTATION

Subsonic jet flow was generated by expanding air at room stagnation temperature through an axisymmetric convergent nozzle which has an exit diameter d of 2.54 cm. The flow before entering the plenum chamber could be modulated from 20 Hz to 1500 Hz by first passing the flow through a pneumatic transducer. The time-varying primary jet velocity profile (complete jet flow) was achieved by utilizing this pneumatic transducer. To avoid any changes in the mean mass flow rate which may result by the introduction of these modulations, a choked flow condition was maintained in the air supply line upstream of the pneumatic transducer. Constant temperature hot-wire anemometry was utilized to determine the mean and the fluctuating velocity components of the pulsating jet. The data was plotted on x-y plotters and subsequently digitized and processed on the mini-computer data acquisition facility.
The jet flow was visualized by injecting CO₂ gas into the plenum chamber of the nozzle air supply. Still shadowgraphs were taken with a spark source that had a time duration of approximately 1.0 μs. Visualization of the entrained fluid alone was made by taking spark shadowgraphs of a sheet of fluid marked with CO₂ gas. The results of this flow visualization work are discussed in the following section.

EXPERIMENTAL RESULTS AND DISCUSSION

Flow Visualization

Spark shadowgraphs showing the jet growth without and with upstream pulsations are shown in Figures 1 and 2 respectively. The Reynolds number based on the nozzle exit diameter and mean velocity was Re = 0.9 × 10⁵. In Figures 5 and 5 in which the mean mass flow rates were equal, the spreading angle of the jet is significantly enhanced by the flow pulsations. By the nozzle design and its contraction ratio of 25, the flow was kept laminar at the nozzle exit. As is evident from Figure 1, the roll-up of the shear layer into discrete ring vortices is evident with the flow rapidly becoming turbulent within less than a diameter downstream of the nozzle exit. The spanwise coherency of the initial laminar instability waves is evident in Figure 1. Organization of the jet with upstream pulsations is quite evident in Figure 2. The non-dimensional frequency, fd/Urₐ was 0.3. It is clear from Figure 2 that the organization was axisymmetric. Observation of vortex spacing in Figure 2 leads to the conclusion that the vortices convected approximately at the mean velocity with spacing 1/d = 1.1 where 1 is the spacing between the vortices. Figure 2 also shows that the wavelength remains constant up to 1/d = 5.

The changes in entrainment of the jet with and without primary jet pulsations were observed by visualizing the entrained fluid marked by CO₂ gas. A slit of CO₂ gas was introduced at the jet spreading angle all along the jet. Typical results showing the instantaneous behavior of the entrained fluid without pulsation are shown in Figure 3 and with pulsations in Figures 4 and 5. Figures 4 and 5 indicate a sharp interface between the entrained fluid and the organized vortex structure in the jet. From a close look at the entrained fluid in Figures 4 and 5 as compared to Figure 3 it is inferred that the bulk of the entrainment occurs at localized regions within the jet and shear layer for pulsatile jets as compared to non-pulsatile jets.

Influence of Pulsations on Free-Jet Growth

Typical results from hot-wire anemometry of the longitudinal velocity fluctuations are shown in Figure 6. The results obtained by traversing two hot-wires relative to each other at a fixed distance from the nozzle and by looking at the phase of the velocity fluctuations, showed that the pulsations were axisymmetric in nature.

To determine the influence of pulsations of the jet on its growth extensive mean velocity profile measurements were made at various axial locations downstream of the nozzle exit. These measurements were made at a fixed nozzle exit Mach number, Mₑₓiß = 0.2, and over a range of pulsation frequencies from 0 to 1500 Hz. Two linearized constant temperature hot-wires were employed to measure the mean and the fluctuating velocity components in the jet. One wire was fixed and located in the jet at X/d = 0.5 and was utilized to control the amplitude of free-jet pulsations. The second wire was traversed across the jet at various axial locations to measure the mean velocity, Uₑ, and the velocity fluctuations, u', normal to the wire.

The influence on the free-jet growth rate of the pulsation frequency is shown in Figure 7 for various values of the non-dimensional frequency, fd/Urₑ. These results were obtained for a series of mean velocity profiles taken at various axial locations, X/d, at a fixed Mach number, Mₑₓiß = 0.2. Throughout these experiments, the rms value of the longitudinal velocity fluctuations, u'²/Urₑ were kept at 10% at the nozzle exit. This entrainment is associated with the engulfing action of the large scale vortices. As can be seen in Figure 4 at -fd/Urₑ an interaction between the ring vortices occurs which results in an increase in vortex spacing.

The decay of center-line velocity in the present experiments at low non-dimensional frequency of excitation, fd/Urₑ ≤ 0.05, does not seem to influence the growth of the free jet. For fd/Urₑ > 0.05, the influence of excitation is to increase the decay of the centerline velocity. Present results further showed that the enhanced decay to be independent of the pulsation frequency at least within the accuracy of the present experimental results. The above results were further supported when the influence of various pulsation frequencies on mean velocity profile growth and jet entrainment were determined as shown in Figures 8 and 9. Up to X/d = 14, as discussed above, the growth of the jet and its entrainment at low pulsation frequency were not influenced by the pulsations.

The entrainment with pulsations is significantly larger even at the lowest values of X/d explored. The results presented in Figure 9 indicate that the pulsatile flow yields a constant increase in entrained mass flow up to X/d = 5 where it experiences an additional increase presumably associated with the vortex interaction observed in Figure 4.

The relative large amplitude of forcing used in this investigation results in significant changes in the evolution of the vortices. The formation process is dominated by the forcing with the Kelvin-Helmholtz free shear layer instability appearing as a ripple on the interface between the jet and the surrounding fluid. The interaction process apparent in Figure 4 was not observed in a previous investigation with lower forcing amplitude.
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Figure 1. Nozzle Exit Velocity 52 m/s
Figure 2. Nozzle Exit Velocity 42 m/s. Frequency $f_{e} = 43$.

Figure 3. Shadowgraph Showing Entrained Flow of a Jet. Velocity at Nozzle Exit = 152 m/s.
Figure 4. Shadowgraph Showing Entrained Flow of a Pulsed Jet. Nozzle Exit Velocity = 152 m/s. Frequency $fd/U_e = 0.07$

Figure 5. Same conditions as in Figure 4.
Pulsation Frequency 136 Hz

Pulsation Frequency 546 Hz
Horizontal Scale 2 ms/division
Vertical Scale 0.2 Volts/division

Figure 6. Linearized Constant Temperature Hot-Wire
Anemometry Output

Figure 7. Centerline Velocity Decay

Figure 8. Growth of Jet

Figure 9. Entrainment of Flow by a Jet
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HOW TIME DEPENDENCE AND VARIABLE FROUDE NUMBER CAN EXPLAIN MORE RAPID ENTRAINMENT OF THE TWO-LAYER SYSTEM IN ANNULUS EXPERIMENTS
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ABSTRACT

New experiments on the entrainment rate of a turbulent mixed layer that is stirred by a surface shear stress \( u_s^2 \) permit a new interpretation of annulus experiments for either the two-layer system (2LS) or the system with a stratified outer layer (SOL). The new experiments included measurements of the velocity jump \( (\Delta u) \) across the interfacial or entrainment layer, and the entrainment rate was found to depend on both \( \Delta u \) and \( u_s \) in a product form. The greater entrainment rate for the 2LS than for the SOL is found to be associated with greater \( \Delta u \) with the 2LS, for given values of density jump, \( \Delta \rho \), and \( u_s \). This paper attempts to explain why, in the two different types of experiment, greater \( \Delta u \) values occur for the 2LS for given values of \( \Delta \rho \) and \( u_s \).

NOMENCLATURE

<table>
<thead>
<tr>
<th>English</th>
<th>Greek or other symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>( B ) stabilizing buoyancy parameter</td>
</tr>
<tr>
<td>g</td>
<td>( g ) gravitational acceleration</td>
</tr>
<tr>
<td>h</td>
<td>( h ) depth of well mixed layer (does not include mean interfacial layer)</td>
</tr>
<tr>
<td>R</td>
<td>( R ) overall Richardson number based on surface shear stress</td>
</tr>
<tr>
<td>( R_v )</td>
<td>( R_v ) overall Richardson number based on interfacial velocity jump</td>
</tr>
<tr>
<td>( t )</td>
<td>( t ) time variable</td>
</tr>
<tr>
<td>( t' )</td>
<td>( t' ) dummy time variable</td>
</tr>
<tr>
<td>( u )</td>
<td>( u ) tangential flow speed</td>
</tr>
<tr>
<td>( u_s )</td>
<td>( u_s ) friction velocity</td>
</tr>
<tr>
<td>( w_e )</td>
<td>( w_e ) entrainment rate</td>
</tr>
<tr>
<td>( z_e )</td>
<td>( z_e ) height (distance from rotating screen)</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>( \Delta ) change in property across the edge of the mixed layer (except ( \Delta R ))</td>
</tr>
<tr>
<td>( \Delta R )</td>
<td>( \Delta R ) annulus gap width</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \rho ) density</td>
</tr>
<tr>
<td>( \rho_0 )</td>
<td>( \rho_0 ) reference density (( \rho_0 ) mean value)</td>
</tr>
</tbody>
</table>

INTRODUCTION

In the past 12 years there have been several experiments on the rate at which a turbulent mixed layer, stirred by the action of a surface shear stress, entrains an adjacent non-turbulent outer fluid layer of contrasting density. This topic is most conveniently studied within an annulus equipped with a rotating screen to provide the shear stress and fluid velocity of the turbulent layer. There are then no tangential end effects, the flow is fully developed, and the tangential mean pressure gradient is zero. The various investigators hope that centrifugal effects are minimal and that the entrainment interface is nearly horizontal in the mean. In order that centrifugal effects not be too severe, rather small screen rotation rates are used.

The first such experiment by Kato & Phillips (1, abbreviated KP) employed a linearly stratified outer layer (abbreviated SOL). The approximate relation they found is

\[ w_e/u_s = 2.5 R_{v}^{-1} \] (1)

where \( w_e \) is the vertical entrainment rate, \( u_s \) is the friction velocity at the rotating screen surface, and \( R_{v} \) is an overall Richardson number defined by

\[ R_{v} = B/u_s^{2} \] (2)

where \( B \) is the overall buoyancy parameter:

\[ B = gh\Delta \rho/\rho_0 \]

with \( \Delta \rho \) being a reference density of one of the layers, \( \rho_0 \) the magnitude of the density jump between the turbulent and non-turbulent layers, \( g \) the gravitational acceleration, and \( h \) the mixed-layer depth.

Using the same annulus, Kantha et al. (2, abbreviated KPA) explored the two-layer system (abbreviated 2LS) wherein the non-turbulent layer is homogeneous and not stratified. In both the 2LS and SOL configurations a density jump, \( \Delta \rho \), exists or develops. They found that the normalized entrainment is considerably larger (roughly by a factor of 2) for the 2LS than that given by (1) for the SOL. The discrepancy was disturbing and unexplained; it was speculated that internal gravity waves in the SOL may sap enough turbulence energy from the mixed layer to reduce significantly the entrainment rate. They also noticed that, for a given \( R_{v} \), \( w_e/u_s \) was reduced when \( h/\Delta R \) is greater, where \( \Delta R \) is the annulus gap width, due to the influence of sidewall friction. They therefore attempted to extrapolate their results to the limiting case of no sidewall friction.

Using an annulus only half as large, Kantha (3) also explored the entrainment rate in the 2LS. He found \( w_e/u_s \) values significantly smaller than those of KPA for the same system but otherwise following roughly the same \( R_{v} \) dependence. Confusingly, his \( w_e/u_s \) values lay closer to those of KP than KPA. Relatively strong sidewall friction could be invoked as the cause of the reduced entrainment rates.

An explanation for the discrepancy between the
SOL and 2LS results was provided by Price (4) and Thompson (5). They assumed that the inverse Froude number, \( R_v \), was constant (of order 0.6) during most of the entrainment period, where

\[
R_v = \frac{B(u_0)}{u_0} \tag{3}
\]

and \( u_0 \) is the magnitude of the velocity jump across the entrainment interface. The \( R_v \) = const explanation involved the mixed-layer momentum and salt mass budgets, and predicted a factor of two greater entrainment rates for \( w_0/u_0 \), for the 2LS than for the SOL at a given \( R_v \).

While the factor of 2 arises because half the available momentum supply (screen stress minus sidewall drag) must be used to accelerate the mixed layer in the linearly stratified case in order to maintain \( R_v \) constant as \( \beta \) increases with \( h \). All of the available momentum supply is used to accelerate entrained fluid in the two-layer case, where \( \beta \) is constant. In the absence of sidewall friction, Price and Thompson also predicted an \( R_v^{-2} \) dependence for \( R_r/u_0 \) in the laboratory.

In recent annulus experiments by Deardorff and Willis (6) \( R_v \) values were measured for the first time. They were found to vary from about 0.7, the smallest value they could achieve in their apparatus, to over 10, depending largely on how great \( h/\alpha r \) was. That is, with relatively large sidewall damping \( u_t \) was kept small, forcing \( R_v \) to be large. Rather than reject all data for which \( R_v \) was greater than about 0.6, they found that their observed entrainment rates could be fit by the relationship

\[
\frac{w_0}{u_0} = 0.33 R_v^{-1.4} \tag{4}
\]

This \( R_v^{-1} \) dependence was derived solely from the arguments of Price and Thompson, but the circumstance of \( R_v \) = const is considered to be only a special case. The exponent in the \( R_v \) dependence, determined from their 2LS data using turbulent salt water underneath non-turbulent fresh water, is not yet known to an accuracy better than \( \pm 10\% \).

Eq. (4) is based on the use of the depth, \( h \), of the well mixed layer as length scale. It was found that, typically, \( h \) \( \approx 0.8h_2 \), where \( h_2 \) is the outermost depth reached by mixed-layer fluid at any given time. Thus, \( R_v \approx 0.9h_2 \) can be considered a more representative mean mixed-layer depth. Then (4) converts to

\[
\frac{w_0}{u_0} = 0.47 R_v^{-1.4} \tag{5}
\]

Details of their experiments and findings are presented in Deardorff and Willis. Here the emphasis is on explaining why \( R_v \) should tend to be larger in laboratory SOL experiments, with consequently reduced \( w_0/u_0 \) values, than for the 2LS, assuming that in both cases the entrainment obeys (4) or (5).

THE MODEL FOR TESTING (5)

A time dependent numerical model was constructed which obeyed (5) and predicted \( h \) from

\[
\frac{\partial H(t)}{\partial t} = \frac{H(0)}{\int_0^t w_0(t')dt'} \tag{6}
\]

The mean mixed-layer momentum, \( u_0 \), was obtained from the momentum budget taking entrainment and sidewall drag into account.

For the 2LS \( B \) was taken constant, equal to its initial value, such as to yield constant \( R_v \) values (in 5 different runs) of 36.2, 70.3, 150, 292 and

523. For the SOL, \( B \) was diagnosed from

\[
B = \frac{5}{2u_0} \left| \frac{\partial \phi}{\partial z} \right| \frac{u_0}{h^2} \tag{7}
\]

where \( \frac{\partial \phi}{\partial z} \) is the constant linear stratification of the outer layer.

In all cases, initial conditions included \( \phi(t)=0 \), and at all times \( u_0 = 1.41 \text{ cm s}^{-1} \) and \( \alpha r = 22.8 \text{ cm} \). For the 2LS, \( \beta(0) = 5.4 \text{ cm} \); for the SOL \( \beta(0) = 0.5 \text{ cm} \) and (1/p (Sol)) \( \beta(0) = 7.67 \times 10^{-3} \text{ cm}^{-1} \). Only one SOL numerical run was necessary because \( R_v \) increased with time and covered the range of \( R_v \) values from the five 2LS runs.

MODEL RESULTS

The numerical results are displayed in Fig. 1 on a \( w_0/u_0 \) versus \( R_v \) diagram. Included are the data from the actual KP and KPA experiments simulated. The model, using (5), does predict substantially greater entrainment rates for the 2LS, indicating that \( R_v \) was smaller for the 2LS at the same \( R_v \) value. In addition, the agreement with different experimental results than those from which (4) was derived is probably as close as can be expected. However, the use of (5) did not produce quite as large an entrainment advantage for the 2LS as that observed.

Fig. 2(a) shows the main dimensionless time-dependent results for the case \( (R_v)_{2LS} = 36.2 \). In this case we see that sidewall friction has had little effect on the \( u_0/u_0 \) values at the small times at which the simulated KP and KPA runs are compared. Here, \( u_0 \) is the mixed-layer mean velocity which is slightly larger than \( \phi(u) \), due to some viscous propagation of momentum beyond the mixed-layer interface. Results follow the expected 1:1 line of \( u_0/u_0 = (u_0/h) t \) for no sidewall friction at small time. However, when \( (R_v)_{SOL} \) reaches 36.2 (it grows with time) a smaller dimensionless time has elapsed for the SOL than for the 2LS when the latter's \( R_v \) has reached a minimum value. This appears to be the appropriate time to evaluate the SOL entrainment rate, since 2LS data

12.2
Fig. 2. Numerical simulation of KP (SOL) and KPA (2LS) experiments. Solid curves are $\bar{u}/u_*$, short-dashed are $\bar{u}/\bar{u}$, versus $tu_*/h$. Long-dash line is 1:1. Arrows denote times of comparison between SOL and 2LS. (a) $R_{*}^{*}/2\text{LS} = 36.2$; (b) $R_{*}^{*}/2\text{LS} = 292$.  
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occurring before this minimum \( R_v \) is reached are usually rejected because the \( \omega_e \) values are then so small. Thus, \( u/\bar{u}_v \) is greater, at small times, for the 2LS than for the SOL, for the same \( R_v \), because of a somewhat greater dimensionless period of acceleration experienced by the 2LS. Hence, by (5) and (3) this difference is amplified into a substantially greater entrainment rate relative to \( u_\tau \).

At larger times sidewall drag is an important factor because \( R_v/\bar{u}_v \) is, and had recently been, larger for the SOL. Fig. 2(b) shows the model results at that stage, for the case \((R_v)_{2LS} = 292\). The dimensionless times at which \((R_v)_{SOL}\) reaches 292 and \((R_v)_{2LS}\) dips to its minimum value are then roughly the same, but \((R_v/\bar{u}_v)_{SOL}\) is substantially larger because of its earlier history of faster entrainment. Thus, wall friction by this later time has reduced \((u/\bar{u}_v)_{SOL}\) below that of the 2LS, thereby again increasing \((R_v)_{SOL}\) and decreasing \((\omega_e/\bar{u}_v)_{SOL}\) relative to the 2LS. This second explanation takes over well before the first leaves off.

In a recent study by Kitaigorodskii (7), it has also been concluded that \( \omega_e/\bar{u}_v \) should depend on both \( R_v \) and \( R_\tau \), and that \( \bar{u}_v/\bar{u}_e \) should not affect the entrainment rate if the latter is expressed as a function of both \( R_v \) and \( R_\tau \). However, at and before the time of that study there was no experimental guidance on the \( R_v \) dependence of \( \omega_e/\bar{u}_v \).

**SUMMARY**

The entrainment rate in rotating-screen annulus experiments was found to depend on the velocity-jump scale, \( \bar{u}_v \), as well as upon \( u_\tau \). By treating the inverse Froude number \( R_v \) as a variable, the influence of sidewall drag was taken implicitly into account by its influence on \( R_v \). The dependence found is \( \omega_e/\bar{u}_v = 0.33R_v^{-1.4} \).

This relationship was used to predict relative entrainment in simulation of some KP and KPA experiments. In the two-layer-system (2LS) smaller \( R_v \) values are predicted to occur than in stratified-outer-layer (SOL) experiments, under the different conditions at which \( R_\tau \) is the same. Hence, the entrainment rate is greater for the 2LS at the time at which the comparison is made. The distinction disappears when both velocity scales are utilized, as in (5), to diagnose the entrainment rate.
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ON THE INFLUENCE OF BUOYANCY
ON THE TURBULENT EKMAN LAYER

ABSTRACT

A one-dimensional mathematical model of the stratified ocean surface layer is presented. The model is verified against laboratory measurements of the entrainment rate across a density interface. The reduction of the entrainment rate by the earth's rotation is predicted and a comparison with earlier models of this problem is made. Field measurements are used for testing the performance of the model in more complex situations.

The study indicates that the mathematical model, and in particular the turbulence model used, is capable of predicting all the essential features of the flow situations studied. It is the author's view that improved results could not be obtained by employing a more advanced turbulence model.

INTRODUCTION

The present paper deals with the structure and dynamics of the stably stratified ocean surface layer. It is a continuation of a study of the homogeneous Ekman layer, Svensson (23); henceforth to be referred to as paper I. In paper I a mathematical model was formulated and verified against laboratory measurements. Different turbulence models were discussed as well as predictions of the homogeneous Ekman layer. The present study extends that mathematical model to stably stratified situations.

Earlier models of the surface layer may be divided into two groups: 1) Integral models, Kraus and Turner (8); Pollard et al. (19); Garwood (2) and 2) Models that use turbulent transport coefficients Mellor and Durbin (16); Marchuk et al. (13); Kundu (9). Integral theories are simpler to use but, as pointed out by Mellor and Durbin (16), disconnected from available information on other turbulent boundary layer flows including neutral flows. The present model belongs to the second group but differs from earlier models both in formulation and, particularly, the extent to which it is verified.

The mathematical formulation of the problem is outlined in Section 2 together with some basic assumptions and a discussion of the way to include terms due to buoyancy. Results are presented in Section 3 starting with a verification study of the shear-induced entrainment experiment by Kantha, Phillips and Azad (6). Thereafter the much studied problem of the deepening of a linearly stratified layer under the influence of the earth's rotation is considered. Finally in section 3, field measurements
are used for testing the performance of the model in more complex situations. Section 4 finishes the paper with a discussion and some conclusions.

MODEL FORMULATION

Basic Assumptions

The study will restrict attention to horizontally homogeneous flows, which means that terms containing gradients in the horizontal plane are neglected. Boussinesq's approximation is employed and it will also be assumed that no mean vertical velocity is present. The effect of the earth's rotation is described by the Coriolis parameter, f. These assumptions are in geophysical fluid dynamics well known as characterizing the planetary boundary layer equations.

Momentum Equations

Within the assumptions made the momentum equations take the following form:

\[
\frac{\partial U}{\partial t} + \frac{\partial (U^2)}{\partial x} + \frac{\partial (UV)}{\partial z} = -\frac{2}{\rho} \frac{\partial p}{\partial x} + fV
\]

\[
\frac{\partial V}{\partial t} + \frac{\partial (UV)}{\partial x} + \frac{\partial (V^2)}{\partial z} = -\frac{2}{\rho} \frac{\partial p}{\partial z} - fU
\]

(1)

(2)

Where z is the vertical space coordinate, positive upward, t the time coordinate, f the Coriolis parameter, U and V mean velocities in the x and y direction, respectively, and \( \frac{\partial p}{\partial z} \) the Reynolds stresses and \( \frac{\partial p}{\partial z} \) the molecular kinematic viscosity. The surface wind stress, \( \tau \), specifies the momentum flux at the surface, thus:

\[
(-\frac{\partial p}{\partial z} + \frac{3}{2} \frac{\partial U}{\partial z})_{z=0} = \frac{\tau}{\rho}
\]

(3)

\[
(-\frac{\partial p}{\partial z} + \frac{3}{2} \frac{\partial V}{\partial z})_{z=0} = \frac{\tau}{\rho}
\]

(4)

Where \( \rho \) is the density of water. The present analysis assumes an infinitely deep ocean, with zero velocities at the lower boundary. To be able to apply a numerical model it is, however, necessary to specify a depth, D, where zero velocities are prescribed. Thus:

\[
(U(t))_{z=D} = (V(t))_{z=D} = 0
\]

(5)

The depth of vanishing motion must of course be chosen large enough not to influence the predicted results in the region of interest.

Turbulence Model

The turbulence model used is, except for the buoyancy terms, the same as in Paper I and will therefore be only briefly described in the present paper.

The kinematic eddy viscosity, \( \nu_T \), is calculated from the turbulent kinetic energy, \( k \), and its dissipation rate, \( \epsilon \), according to:

\[
\nu_T = C_{\mu} \frac{k^2}{\epsilon}
\]

(6)

Where \( C_{\mu} \) is an empirical constant. Transport equations for \( k \) and \( \epsilon \) may be derived in exact form from Navier-Stokes equations and thereafter "modeled" to the following form:

\[
\frac{\partial k}{\partial t} + \frac{\partial (Uk)}{\partial x} + \frac{\partial (Vk)}{\partial z} = \frac{1}{\rho} \frac{\partial}{\partial z} \left( \rho \frac{\partial k}{\partial z} \right) + C_{\nu} \frac{\epsilon k}{\nu_T} \left( \frac{\partial^2 k}{\partial z^2} + \frac{2}{3} \frac{\partial^2 k}{\partial y^2} \right) + C_{\mu} \frac{k^3}{\epsilon}
\]

(7)

\[
\frac{\partial \epsilon}{\partial t} + \frac{\partial (U\epsilon)}{\partial x} + \frac{\partial (V\epsilon)}{\partial z} = \frac{1}{\rho} \frac{\partial}{\partial z} \left( \rho \frac{\partial \epsilon}{\partial z} \right) + C_{\nu} \frac{k^2}{\epsilon} \left( \frac{\partial^2 \epsilon}{\partial z^2} + \frac{2}{3} \frac{\partial^2 \epsilon}{\partial y^2} \right) + C_{\mu} \frac{k^3}{\epsilon} - \frac{\epsilon^2}{k}
\]

(8)

Where \( \nu_{eff} \) is the effective viscosity, \( \left( \nu = \nu_{eff} + \nu \right) \), \( S \) salinity, \( g \) gravitational acceleration, \( \alpha \) coefficient in density-salinity relation, \( \alpha_k \), \( \alpha_\epsilon \), and \( C_{\nu} \), \( C_{\mu} \), Prandtl/Schmidt numbers, and \( C_1 \), \( C_2 \) and \( S \) empirical constants.

The terms on the right-hand side of (7) and (8) describe diffusion, production due to shear, production or dissipation due to buoyancy and dissipation due to viscous action, respectively. While the k-e model for homogeneous conditions can be claimed to be well established, there are a few different lines of development when it comes to buoyancy affected flows. Gibson and Launder (3) neglected the buoyancy term in the C-equation but derived an extension of (6) which includes buoyancy effects. Hosain and Rodi (4) found that the buoyancy term in the C-equation was needed for the vertical buoyant jet, while the horizontal one was predicted satisfactorily by putting \( C_3 = 0 \). For a further discussion of the buoyance term in the C-equation, see Rodi (21). The inclusion of buoyancy effects in the k-C model is clearly still a matter for basic research. For geophysical flows there is, however, a common situation which demands that \( C_3 > 0 \). The situation in mind is the unstably stratified boundary layer without any significant mean shear. In this situation the C-equation would otherwise lack a production term which of course is unrealistic. The buoyancy term in the C-equation thus seems to be essential in geophysical flows and a nonzero value of \( C_3 \) is therefore required. The actual value of \( C_3 \) used is 0.8 which was found to ensure maximum agreement when predicting the experimental results given by Kantha et al. (6). Also the unstably stratified boundary layer experiment by Deardorff et al. (1) was used when the value of \( C_3 \) was optimized. For details see Svensson (22). Rodi (21) has optimized \( C_3 \) for horizontal buoyant flows and found that \( C_3 = 1.0 \) ensures maximum agreement with available experimental data on entrainment velocities. The difference between the values adopted is of no practical significance. The reason for not making use of the extension of (6) given by Gibson and Launder (3) is simply that (6) should not be replaced until it proves to be insufficient. The predictions to be presented in this paper did not call for this extension. For further details about the k-C model, see Launder and Spalding (11, 12).
Salinity

For the predictions to be presented it will be assumed that density variations are caused solely by changes in salinity. The inclusion of other buoyancy affecting variables into the model is of course possible.

Within the assumptions made the transport equation for salt, S, reads:

\[ \frac{\partial S}{\partial t} + \frac{\partial (S \bar{v})}{\partial z} = 0 \]  

(9)

where \( \sigma_{\text{eff}} \) is the effective Prandtl/Schmidt number for salt. The value of \( \sigma_{\text{eff}} \) is not well established and some rather ad hoc assumptions are needed for its determination. One such assumption is that laminar and turbulent contributions to the effective exchange coefficient are additive, see Patankar and Spalding (17). Thus:

\[ \sigma_{\text{eff}} \sigma = \sigma_{L} \sigma + \sigma_{T} \sigma \]  

(10)

Where \( \sigma \) is the laminar and \( \sigma_{T} \) the turbulent Prandtl/Schmidt number. The value of \( \sigma \) is well known, but \( \sigma_{T} \) needs further consideration. Launder (10) has, starting from the exact transport equations for Reynolds stresses and turbulent heat flux, derived an expression for \( \sigma_{T} \). With the constants used in modeling of the exact equations the formula reads:

\[ \sigma_{T} = 0.63 \frac{(1 + 0.2 B)}{(1 + 0.06 B)} \]  

(11)

where

\[ B = \frac{k^2}{\epsilon^{2/3}} \]  

(12)

is a buoyancy parameter. The expression will thus give \( \sigma_{T} = 0.63 \) for nonbuoyant flows and have a limit of \( \sigma_{T} = 2.1 \) for strongly stratified flows. Launder showed that this variation is in accordance with available experimental data. The expressions (10), (11) and (12) will provide a way of calculating \( \sigma_{\text{eff}} \), but it is emphasised that further studies of how \( \sigma_{T} \) is affected by buoyancy are needed.

RESULTS

A Laboratory Experiment

An experiment which closely simulates the shear induced entrainment in the atmosphere and the ocean has been reported by Kantha, Phillips and Azad (6), see also Kantha (5). The salient features of the experiment may be described as follows. At time \( t = 0 \) a shear stress is applied at the top of a homogeneous layer of depth \( D \), resting over a quiescent denser layer. The development of the mixed layer depth, \( D(t) \), is studied for different initial and boundary conditions in order to determine the dimensionless entrainment velocity, \( U/U_c \), as a function of an overall Richardson number. The formulation of the Richardson number reads:

\[ \text{Ri} = \frac{\text{D} \cdot g \cdot \Delta \rho}{\rho \cdot U_c^2} \]  

(13)

where \( \Delta \rho \) is the initial density jump between the two layers. For a description of the experimental set-up, see Kato and Phillips (7).

In all calculations the shear stress, \( \tau \), was 0.129 N/m² and the initial depth, \( D_0 \), 0.054 m. These conditions are the same as in one of the experimental series. The predicted mixed layer deepening for different Ri-numbers are displayed in Fig. 1, together with the experimental data. The mixed layer depth has to be defined in some way, especially since the model predicts the continuous vertical variation of different variables. Two different definitions were tried: 1) the depth where the laminar viscosity exceeds the calculated eddy viscosity, and 2) the depth of maximum density gradient. The two definitions gave essentially the same depth for \( \text{Ri} \) up to 150, while definition 2 gave a somewhat lower \( U/U_c \) for higher Ri-numbers. The choice of definition is of course a matter of taste, but judging from the profiles of velocity, density, and eddy viscosity shown...
Mathematical models describing the response of a linearly stratified layer to a suddenly imposed surface stress under the influence of rotation have been presented, among others, by Pollard et al. (19), Niiler (16), and Phillips (18). As these models produce rather consistent results within themselves, they will be used for a comparison with the present model.

The parameters characterizing the case are the Coriolis parameter, $\mathbf{f}$, the surface friction velocity, $U_s$, and the initial buoyancy frequency, $N_0$, defined by:

$$\rho^2 = \frac{32}{5} \frac{\mathbf{f}}{\mathbf{N}}$$

Earlier investigators found that, due to rotation, the deepening will slow down when $t$ is greater than $\tau/f$. In Table 1 the layer depths at $t = \tau/f$, as predicted by different models, are given for $U_s = 0.0173$ m/s, $N_0 = 5 \times 10^{-3}$ s$^{-1}$ and $\mathbf{f} = 1.2 \times 10^{-5}$ s$^{-1}$. As can be seen the estimates are quite consistent.

The present model does not a priori assume the existence of a completely mixed layer and the definition of the layer depth is, as discussed earlier, therefore somewhat arbitrary. The two definitions mentioned earlier gave however for this case the same result and the well mixed layer was therefore easily identified. From Fig. 5 it is found that the predicted depth at $t = \tau/f$ is about 42 m, which certainly is in good agreement with other models.

The mixed layer depth as a function of time is displayed in Fig. 6. The solid line is the formula:

$$D(t) = 0.9 \frac{U_s}{f^2 N_0^{1/3}} \left[2 \cos \left(\frac{\mathbf{f}}{2} t\right) + \cos^3 \left(\frac{\mathbf{f}}{2} t\right) \right]^{1/6}$$

given by Phillips (18) and the dashed line represents present calculations. The agreement is almost perfect and it can be concluded that the model presented predicts the same behavior of the wind mixed layer as other more established models. Phillips model is restricted to $t < 2 \tau/f$, but the behavior after this time is of course also of interest. Predictions were therefore extended to $4 \tau/f$, as can be expected by considering the inertial oscillations, the depth increases after $2 \tau/f$ and is once again halted at $3 \tau/f$, see Fig. 6.

Also for this case the components in the energy balance were estimated. The energy supplied was calculated according to (14). This indicates that the energy input is sensitive to the surface roughness, since a logarithmic law is known to be valid close to
Fig. 5 Deepening of the wind-mixed layer. Density profile (a) and eddy viscosity profile (b) after \( \tau/\ell \) seconds.

Fig. 6 Deepening of the wind-mixed layer. Mixed layer depth versus time.

Fig. 7 Measured and predicted mean flow velocities. Shaded area represents measurements, dashed line predictions with density profile "frozen" and solid line predictions with salinity as a prognostic variable.

Table 1. Mixed layer depth after \( \tau/\ell \) seconds

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Formula</th>
<th>( h_{\text{max}} ) or ( h_{\text{max}} ) after ( t = \tau/\ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pollard et al. (19)</td>
<td>( h_{\text{max}} = 2^{3/4} \cdot u_*/(\ell f)^{1/2} )</td>
<td>37.5</td>
</tr>
<tr>
<td>Niiler (16)</td>
<td>( h_{\text{max}} = 1.9(u_*/f)^{1/2} )</td>
<td>42.5</td>
</tr>
<tr>
<td>Phillips (18)</td>
<td>( h_{\text{max}} = 0.9 \cdot 2^{1/6} u_*/(f^2 \ell)^{1/3} )</td>
<td>41.9</td>
</tr>
</tbody>
</table>

Comparison With Field Measurements

A most impressive series of measurements of the turbulent boundary layer under pack ice has been reported by McPhee and Smith (15). Mean current, density and turbulence quantities were measured simultaneously throughout the entire boundary layer. A strong pycnocline bounded the mixed layer at a depth of about 35 m. Friction velocities were calculated from the measurements of the Reynolds stresses and found to be about \( 10^{-3} \) m/s.

McPhee and Smith also analysed their data and compared the results with recent planetary boundary layer models. They found that the measured lateral velocity component deviated both from theoretical models and from what could be expected from a consideration of the magnitude of the terms in the momentum equation. Also the predictions by the present model will show this discrepancy, which McPhee and Smith attribute to form drag. Another unwanted effect in the measurements was indicated by a weak stable stratification throughout the boundary layer. The authors suggest that convective effects can be the cause of this. In order to investigate the importance of this stratification the predictions to be presented were carried out both with salinity as a prognostic variable and with the density profile frozen at the shape given by the measurements, see Fig. 7.

Table 1 shows the agreement with respect to the lateral velocity component deviated both from theoretical models and from what could be expected from a consideration of the magnitude of the terms in the momentum equation. Also the predictions by the present model will show this discrepancy, which McPhee and Smith attribute to form drag. Another unwanted effect in the measurements was indicated by a weak stable stratification throughout the boundary layer. The authors suggest that convective effects can be the cause of this. In order to investigate the importance of this stratification the predictions to be presented were carried out both with salinity as a prognostic variable and with the density profile frozen at the shape given by the measurements, see Fig. 7.

Nondimensional profiles of velocity are compared in Fig. 7. The poor agreement for the lateral velocity component, discussed earlier, is discouraging even if it may be attributed to the measurements. It is interesting to note how the small stable stratification \( (\ell c = 0.1 \text{ over the layer}) \) has a clearly recognizable influence on the velocity profiles. Reynolds stress profiles are in satisfactory agreement as can be seen in Fig. 8. The predicted stresses do however cease somewhat faster than the measured ones. The same discrepancy is even clearer in the comparison of turbulent kinetic energy profiles, see Fig. 9. A possible explanation may be that internal waves contribute to the measured fluctuations in the deeper parts, while this effect is not represented in the model. The effect of a mild stratification is also clearly demonstrated in Fig. 10, where eddy viscosity profiles are displayed. The predicted maximum eddy viscosity is seen to be reduced by 60 % when the density profile is frozen. McPhee and Smith calculated the eddy viscosity values from the peaks in the measured spectra of the vertical velocity fluctuations and considered the obtained values as rough estimates. The agreement with the present predictions is therefore as good as can be expected.

12.9
DISCUSSION AND CONCLUSIONS

Stratification is known to add a number of complicated phenomena to turbulence, i.e., energy radiation, strong anisotropy, step-like density profiles etc. These effects are not taken into account in the mathematical model and the predictions are therefore surprisingly good. A possible explanation is that the gross features of the mixed layer are governed by the momentum balance and the conversion of mechanical energy to heat and potential energy. This conversion is described by the turbulent energy equation and thus represented in the model. It is, however, too early to regard the above mentioned phenomena as unimportant and further investigations are thus needed.

The conclusions emerging from this study can be summarized in the following points:

1. An extension of the k-E model to stably stratified flows has been tested and found to reproduce the observed dampening of turbulence in a realistic way.
2. Entrainment velocities across a density interface were predicted and regarded to be in satisfactory agreement with the experimental results by Kantha et al. (6).
3. Rotation was found to decrease the entrainment rate. Maximum mixed layer depths and transient development were predicted and found to be in agreement with models particularly designed for this problem.
4. Field measurements reported by McPhee and Smith (15) were used for a final test of the model. All the essential features of the boundary layer were predicted accurately by the model. It is the author's view that improved results could not be obtained by employing a more advanced turbulence model.
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SEDIMENT TRANSPORT IN STRATIFIED TURBULENT FLOW

B.A. DeVantier and B.E. Larock
Civil Engineering Department, University of California, Davis

ABSTRACT

A mathematical model of sediment laden, density affected turbulent flows is presented. The finite element technique is used in conjunction with the Newton iterative method to solve the resulting partial differential equations. The model satisfactorily predicts velocity and concentration profiles for unidirectional open channel flows. It is concluded that the model can justifiably be extended to multi-dimensional flows.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Surface Area</td>
</tr>
<tr>
<td>b</td>
<td>Bulk Fluid</td>
</tr>
<tr>
<td>c</td>
<td>Constants for k-c Model</td>
</tr>
<tr>
<td>d</td>
<td>Free Surface Height Above Bed</td>
</tr>
<tr>
<td>e</td>
<td>Characteristic Roughness Height</td>
</tr>
<tr>
<td>E</td>
<td>Turbulent Dispersion Coefficient</td>
</tr>
<tr>
<td>f</td>
<td>Volume Fraction of Sediment</td>
</tr>
<tr>
<td>F</td>
<td>Finite Element Residual</td>
</tr>
<tr>
<td>g</td>
<td>Buoyant Production of k</td>
</tr>
<tr>
<td>H</td>
<td>Turbulent Kinetic Energy</td>
</tr>
<tr>
<td>I</td>
<td>Outer Unit Normal</td>
</tr>
<tr>
<td>N</td>
<td>Basis Function</td>
</tr>
<tr>
<td>P</td>
<td>Pressure</td>
</tr>
<tr>
<td>Pr</td>
<td>Production of k by Bulk Fluid Motion</td>
</tr>
<tr>
<td>p</td>
<td>Turbulent Pressure Fluctuation</td>
</tr>
<tr>
<td>q</td>
<td>Vector of Nodal Unknowns</td>
</tr>
<tr>
<td>r</td>
<td>Relaxation Factor</td>
</tr>
<tr>
<td>s</td>
<td>Surface Force</td>
</tr>
<tr>
<td>S</td>
<td>Channel Slope</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>U</td>
<td>Bulk Fluid Horizontal Velocity</td>
</tr>
<tr>
<td>u</td>
<td>Bulk Fluid Vertical Velocity</td>
</tr>
<tr>
<td>V</td>
<td>Velocity</td>
</tr>
<tr>
<td>v</td>
<td>Velocity Fluctuation</td>
</tr>
<tr>
<td>a</td>
<td>Point Velocity, a Phase</td>
</tr>
<tr>
<td>B</td>
<td>Point Velocity, B Phase</td>
</tr>
<tr>
<td>V</td>
<td>Volume</td>
</tr>
<tr>
<td>W</td>
<td>Bulk Fluid Vertical Velocity</td>
</tr>
<tr>
<td>x</td>
<td>Streamwise Coordinate</td>
</tr>
<tr>
<td>y</td>
<td>Transverse Coordinate</td>
</tr>
<tr>
<td>z</td>
<td>Vertical Coordinate</td>
</tr>
<tr>
<td>y</td>
<td>Turbulent Dispersion Constant</td>
</tr>
<tr>
<td>f</td>
<td>Finite Element Domain Boundary</td>
</tr>
<tr>
<td>r</td>
<td>Kronecker Delta</td>
</tr>
<tr>
<td>c</td>
<td>Dissipation Rate for k</td>
</tr>
<tr>
<td>n</td>
<td>Density Difference Ratio</td>
</tr>
<tr>
<td>k</td>
<td>von Karman Constant</td>
</tr>
<tr>
<td>A</td>
<td>Mean Sediment Volume Fraction</td>
</tr>
<tr>
<td>v</td>
<td>Fluid Kinematic Viscosity</td>
</tr>
<tr>
<td>D</td>
<td>Fluid Density</td>
</tr>
<tr>
<td>o</td>
<td>Density Ratio</td>
</tr>
<tr>
<td>τ</td>
<td>Shear Stress</td>
</tr>
<tr>
<td>φ</td>
<td>Surface Volume Fluctuation Correlation</td>
</tr>
<tr>
<td>ψ</td>
<td>Intrinsic Property Tensor</td>
</tr>
<tr>
<td>η</td>
<td>Finite Element Domain</td>
</tr>
</tbody>
</table>

INTRODUCTION

An accurate description of many environmental and industrial processes depends upon a good prediction of sediment transport behavior in fluids. Often sediment concentration gradients create density gradients in the bulk fluid which give rise to density currents or stratified flow. Since many problems of practical interest cannot be represented as unidirectional flows, a transport model which can be applied to multidimensional flow problems is needed. It is the writers' goal to use the present model for prediction of these more complicated flows. These preliminary results are restricted to the prediction of concentration and flow properties for a unidirectional case for three reasons: the nonlinear equation set is relatively simpler to solve for this case; the interplay and effects of individual physical processes are simpler to identify and examine; data from controlled laboratory experiments are available for such flows, and are not available for more complex flows.

MODEL THEORY

Sediment transport is a two-phase flow phenomenon, and a proper mathematical description of it must include the motion of particles as well as fluid parcels. Following each sediment particle through a flow domain is conceptually possible but is totally impractical, so some sort of statistical description or averaging is required. Statistical descriptions such as those proposed by Buyevich and Shchelchkova (2) are proper and somewhat more...
computationally realistic, but they require correlations
which are very difficult if not impossible to obtain for a
general problem. The writers have found the volume
averaging technique proposed by Whitaker (12) and
corrected by Gray (5) to be preferable in a sediment
transport description.

If an averaging volume is chosen, Figure 1, which
includes moving fluid and particles, the equations describing the fluid motion are
\[ \frac{\partial \rho_a}{\partial t} + \nabla \cdot (\rho_a \mathbf{v}_a) = 0 \]  
(mass conservation), and
\[ \frac{\partial \mathbf{v}_a}{\partial t} + \mathbf{v}_a \cdot \nabla \mathbf{v}_a = -\nabla P_a - \nabla \cdot \mathbf{S}_a + \frac{1}{\rho_a} \left[ \frac{\partial \rho_a}{\partial t} \right] \mathbf{v}_a \]  
(momentum conservation). Although the Einstein
summation convention is employed, the subscript \( \alpha \) is not
summed but is used to denote a property defined only in
the \( \alpha \) phase.

The volume averaging theorem of Slattery (12) is

\[ \frac{1}{V} \int \mathbf{\Psi}_a \, dV - \nabla \cdot \left( \frac{\partial \mathbf{\Psi}_a}{\partial t} \right) + \frac{1}{V} \int \mathbf{\Psi}_a \, dV = \nabla \cdot \mathbf{\Phi} + \frac{1}{V} \int \mathbf{\Psi}_a \, dA \]  
(3)

where \( \mathbf{\Psi}_a \) is an intrinsic \( \alpha \)-phase tensor property of
indefinite order; the last term is a surface boundary
integral computed only on the \( \alpha \)-\( \beta \) interfacial area, and \( \mathbf{\Phi} \) is the unit normal from the
\( \alpha \) phase. The volume average of the property \( \mathbf{\Psi}_a \) in the \( \alpha \) region is

\[ \mathbf{\Psi}_a^\alpha = \frac{1}{V} \int \mathbf{\Psi}_a \, dV \]  
(4)

When the averaging theorem and this definition are applied to the momentum conservation equation, the result is

\[ \frac{\partial \rho_a \mathbf{v}_a}{\partial t} + \rho_a \frac{\partial \mathbf{v}_a}{\partial t} \cdot \nabla \mathbf{v}_a + \frac{\partial \mathbf{S}_a}{\partial t} = \mathbf{F}_a \]  
(5)

Here the last term is the volume-averaging equivalent of the
turbulent stress term in the time-averaged Navier-
Stokes equations. The other terms are

\[ s_{a_i} = \frac{1}{V} \int (\tau_{ij} - \rho_a \delta_{ij}) \mathbf{v}_a \, dA \]  
(6)

and

\[ \Phi_{ij} = \frac{1}{V} \int \mathbf{v}_a \delta_{ij} \, dA \]  
(7)

which are surface momentum exchange terms.

When the mass conservation equation for the fluid
is volume averaged and incompressibility is assumed, then

\[ \frac{\partial \rho_a}{\partial t} + \nabla \cdot (\rho_a \mathbf{v}_a) = 0 \]  
(8)

If the phase average velocity of the solid particles is
defined as the \( \beta \) phase momentum divided by its
mass and the particles are also assumed to form a continuum, then
for the \( \beta \) phase one obtains

\[ \frac{\partial \mathbf{v}_b}{\partial t} + \nabla \cdot (\mathbf{v}_b \mathbf{v}_b) = 0 \]  
(9)

The volume averaged momentum conservation equation for the particles is

\[ \rho_b \frac{\partial \mathbf{v}_b}{\partial t} + \rho_b \frac{\partial \mathbf{v}_b}{\partial t} \cdot \nabla \mathbf{v}_b + \frac{\partial \mathbf{S}_b}{\partial t} = \mathbf{F}_b \]  
(10)

where the subscript \( \beta \) denotes bulk fluid properties, and the bulk velocity vector is

\[ \mathbf{v}_b^\beta = \frac{1}{\rho_b} \left[ (1 - f_\beta) \rho_\alpha \mathbf{v}_\alpha^\alpha \right] + f_\beta \mathbf{v}_b^\beta \]  
(11)

The phase average pressure in the \( \beta \) phase is the result of the continuum assumption.

The motion of the bulk fluid may now be described if equations (8) and (9), and (5) and (10) are combined. Considerable algebraic manipulation and order-of-
magnitude analyses leads to this relation for conservation of bulk fluid volume:

\[ \frac{\partial \rho_b \mathbf{v}_b}{\partial t} + \nabla \cdot (\rho_b \mathbf{v}_b \mathbf{v}_b) = \mathbf{0} \]  
(12)

For conservation of momentum the result is

\[ \frac{\partial \rho_a \mathbf{v}_a}{\partial t} + \rho_a \frac{\partial \mathbf{v}_a}{\partial t} \cdot \nabla \mathbf{v}_a + \frac{\partial \mathbf{S}_a}{\partial t} \cdot \mathbf{v}_a = \mathbf{0} \]  
(13)

with \( \rho_a = \rho_\alpha (1 - f_\beta) + f_\beta \rho_\beta \)  
(14)

Here it is assumed that the \( \beta \) phase velocity and the
\( \alpha \)-phase velocity differ only by \( \mathbf{v}_b^\beta \) or
The Boussinesq approximation of neglecting density gradients except in buoyancy terms is used, as well as the approximation that the pure-fluid density is approximately that of the bulk fluid.

The sediment conservation equation (20) has two terms which must be modelled to close the equation set. An order-of-magnitude analysis shows the last term on the right to be negligible, and the first term on the right is modeled by the gradient transport relation

$$\lambda V = - E_s \frac{\partial}{\partial x} \left( \frac{\partial v}{\partial t} \right)$$

where \( E_s \) is a mass dispersivity coefficient to be discussed later.

A two-equation turbulence model, the \( k-\epsilon \) model, has been proposed and tested by Rodi (7) for density-affected flows; the primary dependent variables are the turbulence kinetic energy \( k \) and its dissipation rate \( \epsilon \). This model is used herein. The steady state transport equations for \( k \) and \( \epsilon \) respectively are

$$\frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial k}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial k}{\partial x} \right)$$

and

$$\frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial \epsilon}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial \epsilon}{\partial x} \right)$$

where

$$\nu_T = \frac{c_1 k^2}{\mu}$$

and

$$Pr = - \nu_v \frac{\partial v}{\partial x}$$

The usual closure problem is visible in the overbarred terms in equations (20) and (21). Because no data exist for the correlation in the last term of equation (21) and measurement is not feasible, it is currently assumed that it may be lumped with the turbulent shear to form an effective viscosity, which can be determined by a \( k-\epsilon \) model for density-affected turbulent flow. The direct effect of buoyancy in the momentum equation is seen in the term \( \nabla p \), where

$$\nabla \rho = \rho_s - 1$$

where \( \rho_s \) is the suspension density, which is a measured function of concentration, with the \( x_3 \)-direction being vertical. This relation should be valid when particle relaxation times are small. A third equation for conservation of particle mass

$$\frac{\partial}{\partial x} \left( f_b \frac{\partial v}{\partial x} \right) = \frac{\partial}{\partial x} \left( (1-f_b) \frac{\partial v}{\partial x} \right)$$

is obtained by considering the volume fraction dependence in equations (8) and (9).

Equations (11), (12), and (16) are quite similar to an equation set proposed by Barenblatt (1). These three equations are valid for a suspension in any fluid for which momentum exchange due to particle collision is insignificant and a constitutive relationship is known. However, when turbulent flow is considered, these equations are totally impractical to use. By defining the time averages of volume averaged quantities as

$$V_i = \frac{\langle \rho_b v_i \rangle}{\rho_b}$$

and

$$\frac{\partial}{\partial x} \left( \frac{1}{\rho_b} \frac{\partial v}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{1}{\rho_b} \frac{\partial v}{\partial x} \right)$$

the Reynolds decomposition can be expressed as

$$\langle v_i v_j \rangle = \langle v_i \rangle \langle v_j \rangle$$

The time-averaged equations for steady flow then become

$$\frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial k}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial k}{\partial x} \right)$$

and

$$k \equiv \frac{1}{2} \langle v_i \rangle$$

and

$$\frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial \epsilon}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{1}{\rho_s} \frac{\partial \epsilon}{\partial x} \right)$$

$$\epsilon \equiv \nu_T \frac{k^2}{\mu}$$

Values for the empirically determined coefficients \( c_1, c_2, c_{16} \) will be given later in Table 1.
MODEL APPLICATION TO UNIDIRECTIONAL FLOW

Governing Equations and Boundary Conditions

Steady, unidirectional, open channel flow containing suspended sediment can be modelled with the stated equations when the following assumptions are made: (a) for the purpose of determining the streamwise pressure gradient, pressure can be assumed to be hydrostatic, and so the streamwise gradient can be approximated as the product of gravitational acceleration and the slope S, (b) flow is in the x direction and there is no gradient of any variable in the y direction, and (c) the free surface can be modelled as a plane of symmetry. These assumptions reduce the relevant equations to a set of four scalar equations in four unknowns:

\[
\begin{align*}
0 &= gS - \frac{\partial u}{\partial z} \quad \text{(x-momentum)} \\
0 &= Pr - c + \frac{3}{2} \left( \frac{c_k}{U_*^2} \frac{\partial v}{\partial z} \right) - \frac{2}{k} \quad \text{(k transport)} \\
0 &= \frac{c_{\text{cl}}}{k} \left[ Pr + (1-c_{\text{cl}}) \left( \frac{c_{\epsilon}}{\epsilon} \right) \right] - \frac{c_{\epsilon 2}}{\epsilon} \frac{\partial \epsilon}{\partial z} \quad \text{(\epsilon transport)} \\
0 &= \frac{3}{2} \left( \frac{c_k}{U_*^2} \frac{\partial \epsilon}{\partial z} \right) \quad \text{(\epsilon transport)} \\
D &= \frac{3}{2} \left[ \left( \frac{c_{\text{cl}}}{k} \right) \left( \frac{c_{\epsilon 2}}{\epsilon} \right) \right] - \frac{3}{2} \left( \frac{c_k}{U_*^2} \frac{\partial \epsilon}{\partial z} \right) \quad \text{(\epsilon transport)}
\end{align*}
\]

The horizontal velocity \( U \) does not appear in equation (33) as written, but it is included in the turbulent stress term

\[
\overline{uu} = -\nu_T \frac{\partial U}{\partial z}
\]

The values of the constants in this equation set are those suggested by Rodi (2) and listed in Table I. Vanoni noted (2) that other researchers have determined values for \( y \) from unity to 1.5, so the writers have arbitrarily set \( y = 1.2 \).

Table I. k-\epsilon model constants

<table>
<thead>
<tr>
<th>( c_u )</th>
<th>( c_{\text{cl}} )</th>
<th>( c_{\epsilon 2} )</th>
<th>( c_{\epsilon 3} )</th>
<th>( c_k )</th>
<th>( c_\epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>1.44</td>
<td>1.92</td>
<td>0.8</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

A proper set of boundary conditions will complete the problem description. In wall-bounded turbulent flows the computational region can not extend all the way to the wall (see Figure 2), so a law-of-the-wall boundary condition is applied at a distance \( a \) from the physical boundary. This boundary condition is

\[
\frac{U}{U_*} = \frac{1}{k} \ln \left( \frac{K \theta}{\delta} \right)
\]

where \( \kappa \) is the von Karman constant, \( \epsilon \) is the characteristic roughness height, and \( U_* \) is the velocity defined as the square root of the bed shear stress over the bulk density. The constant \( K \) is determined from Nikuradse’s (6) experiments with sand roughened pipes (the channel bed is assumed to be sand roughened). Rodi (2) suggests that the near-wall boundary conditions on \( k \) and \( \epsilon \) be

\[
k|_a = U_*^2/c_u, \\
\epsilon|_a = \frac{3}{2}/(ka)
\]

and

\[
\frac{\partial k}{\partial z} = 0, \\
\frac{\partial \epsilon}{\partial z} = 0
\]

Fig. 2 Schematic of flow domain

These equations arise from the assumption that \( a \) is in the constant-stress layer so that the kinetic energy production \( P_r \) is balanced by the dissipation \( \epsilon \). At the near-wall boundary \( a \) is set to a prescribed value \( \theta_0 \). Since the free surface is modelled as a plane of symmetry, there can be no flux of \( k, \epsilon, \) or \( \omega \) across the boundary. Nor can there be a momentum flux across this boundary; hence \( \nabla u \) is zero here. The vertical bulk velocity \( \nabla \) is zero throughout the flow.

Numerical Solution Methods

The nonlinear partial differential equation set is solved by Newton iteration as applied to the Galerkin finite element method by Schamber and Larock (9). The element residuals for this problem are

\[
F_u = \int \left( -N_{ii} gS - \frac{\partial U}{\partial z} \right) \overline{uu} d\Omega - \int N_{ii} \overline{uu} dz d\Omega
\]

\[
F_k = \int N_{ii} \left( Pr + (1-c_{\text{cl}}) \left( \frac{c_{\epsilon}}{\epsilon} \right) \right) dz d\Omega - \int N_{ii} \frac{c_k}{U_*^2} \left( \frac{\partial \epsilon}{\partial z} \right) dz d\Omega
\]

\[
F_\epsilon = \int N_{ii} \frac{c_k}{U_*^2} \frac{\partial \epsilon}{\partial z} dz d\Omega - \int N_{ii} \frac{c_k}{U_*^2} \left( \frac{\partial \epsilon}{\partial z} \right) dz d\Omega
\]

\[
F_\omega = \int \frac{3}{2} N_{ii} \left( \frac{c_k}{U_*^2} \frac{\partial \epsilon}{\partial z} \right) dz d\Omega
\]

and

\[
F_\omega = \int \frac{3}{2} N_{ii} \left( \frac{c_k}{U_*^2} \frac{\partial \epsilon}{\partial z} \right) dz d\Omega
\]

In these integrals \( \Omega_e \) is the element domain; the boundary terms are only integrated over the portion of the element boundary \( \Gamma_e \) which coincides with part of the global domain boundary \( \Gamma \). The Galerkin weighting functions are chosen
to be the 8-node basis functions $N_j$ and $I_z$ is the vertical boundary unit normal. The element discretization of the flow domain is shown in Figure 2. Since the values rather than the derivatives of $k$, $c$, and $A$ are prescribed at the near-wall boundary, boundary integrals need not be calculated there. Boundary contributions at the vertical boundaries are zero because $I_z$ is zero, and the free surface boundary integrals are all zero due to the no-flux conditions there. Thus the only nonzero boundary integral appears in equation (61), and it is nonzero only at the lower boundary. The law of the wall is then applied, following Schamber [3]:

$$\int N_j \frac{\partial z}{\partial E} dE = - \int N_j c U^2 \frac{\partial z}{\partial \text{bed}} dE$$

(63)

where $U$ is obtained from equation (61) with

$$c_U = \frac{1}{k} \ln \left( \frac{K z}{e} \right)^{-2}$$

(66)

Newton's method for this problem can be written

$$\frac{\partial F}{\partial q_j} = -F_i$$

(67)

where $q_j = [c_j, k_j, \varepsilon_j, A_j]^T$

As an example, one (typical) term in the Jacobian in equation (67) is

$$\frac{\partial F}{\partial q_j} = \frac{1}{L^2} \int N_j c_1 \frac{\partial c}{\partial \varepsilon} \frac{1}{k^2} \text{Pr} \left( 1 - c_2 \right) \frac{\partial X}{\partial \varepsilon}$$

(68)

Convergence of the computational scheme was not particularly sensitive to closeness of the initial estimates to the final converged solution. A single constant value was used for $L_o$ and $A$ was estimated to decrease linearly with $z$ to 98% of $A_o$. Based upon nondimensional data for $k$ and $c$ appearing in (7), $c$ was assumed to be a function of $z^{-1}$, and $k$ was chosen to be a linear function of $z^2$.

Two-dimensional eight-node isoparametric elements were used even though the problem is truly one-dimensional because the intent is to apply this model to two-dimensional flows in the near future. All variables were approximated as quadratic in the element. Pressure need not be approximated because its streamwise gradient is assumed to be constant.

RESULTS

Controlled measurements of mean velocity and sand concentration as functions of depth in a flume have been reported by Vanoni [10] and Einstein and Chien [3]. Predictions of the numerical model presented herein have been compared with measured data for six cases which cover a wide spectrum of volume fractions and sediment settling velocities. Concentration profiles for the six cases over the lower 30% of the flow are presented in Figure 3. Einstein and Chien measured concentrations in this domain only, because their equipment was designed to measure high sediment concentrations, and concentrations decreased rapidly above this region. Overall the model does reasonably well in predicting concentration profiles, however, accuracy of the predictions decreases as the bottom volume fraction of sediment increases. This is to be expected because the order of magnitude analysis contained the assumption that volume fraction is $O(0.1)$ or less. This is not, however, the only possible explanation for these predictions. Particle collisions or damping of turbulence due to particles affecting the turbulence length scales could increase the effective settling velocity, which was determined from a quiescent settling test. Modelling the free surface as plane of symmetry will also cause sediment concentration to be a little higher than is proper, because turbulent dispersion will not be damped near the surface. The effect, however, should be small, and changing the model to account for it would require a higher order turbulence closure for turbulent sediment dispersion.

![Graph showing comparison of measured and predicted volume fractions](image)

**Fig. 3** Comparison of measured and predicted volume fractions

The model did remarkably well in prediction of the mean velocity, considering the uncertainties involved in determining the input data required by the model. Figure 4 is one example of good agreement. The shape of the velocity profiles were predicted well except for those cases involving a high sediment volume fraction, and the values of mean velocity are also predicted reasonably well. The near-wall velocity is not predicted as well as it might be, because the characteristic roughness height is taken to be the largest sieve diameter sand grain glued to the flume bottom. It is well accepted however that the roughness height is not a physically measurable quantity but an effective value. Correct prediction of the shape of the velocity profile is more important than the actual value, because none of the equations have any convective terms.
and only derivatives of U appear. Figure 5 presents the worst velocity prediction obtained; in this case, which has the highest volume fraction, the near-wall velocity prediction is in error and the velocity profile is too flat. The next lower volume fraction case also has too flat a velocity profile but is less in error. Damping of turbulence by stratification makes the velocity profile less flat, but this effect is not nearly strong enough to be a complete explanation. Apparently some other mechanism is causing the velocity profile to be less flat as well. A probable mechanism is additional shear due to particle collisions; however, if particle collisions were considered, the assumption that the bulk fluid is Newtonian would have to be reevaluated.

Fig. 4 Comparison of model velocity and volume fraction with measurements for Vanoni data

![Graph showing model velocity and volume fraction comparison with measurements for Vanoni data.](image)

Fig. 5 Comparison with measurement for high volume fraction

If the flow is truly density affected, then decoupling the sediment transport equation from the flow equations should yield a different concentration profile. The decoupling is accomplished by first calculating the flow variables while assuming that the sediment concentration is zero, and then calculating the sediment concentration profile using the clear water values of flow variables as constants in the sediment transport equation. When this is done for Vanoni's case 14, the concentration increases 5-10% throughout the flow field, which is the proper trend. The effect of uncoupling the equations is a slight decrease in the velocity profile. This trend was observed experimentally by Vanoni (11) and Einstein (3) in comparisons of clear water and sediment laden flows. The numerical computations were accomplished on a CDC 7600 computer in 9-10 CP seconds, with all variables converged to 8 significant figures. A nine element discretization was used for Vanoni's data and ten elements for Einstein and Chien's data. Subdividing and doubling the number of elements produced no change in the results, so they are grid independent.

CONCLUSION

Based on its predictive ability for unidirectional flows, the present model should be applicable to multidimensional flows. Because the model does less well at high volume fractions, improved modeling of particle interactions and a modified settling velocity appear to be needed to improve results. Because the correct trends are noted when velocity and concentration equations are uncoupled, and because the dispersion mechanism has been tested by cases which have no convection effects, the writers feel that extension of the model to more complex flows is warranted.
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ABSTRACT

A technique of conditional sampling is used for characterizing the coherent structure of the three-dimensional velocity field in the mixing layer and that of the near pressure field of an unexcited jet of Reynolds number 2.10^7. The sampling technique is based on the use of a trigger probe (hot wire) of fixed position inside the potential core, and the coherent part of the turbulent signals (hot wire or microphone) is extracted by means of ensemble averaging. Phase shift corrections have been applied in order to improve the efficiency of the extraction. Typical results concern the convection velocity of the structures, the characteristic Strouhal number and the energy content of the recovered coherent part compared to the total energy of the signals. The coherent fluctuations are found to be highly anisotropic, the radial component being the most energetic one. The phenomenon of vortex pairing is clearly evidenced. The pressure field outside the jet is shown to contain an ordered wave structure with the wave center located in the near region of the mixing shear flows and to establish guide-lines for subsequent tentatives of numerical modelisation or direct simulation.

NOMENCLATURE

D : diameter of the jet
E : turbulent energy
f : frequency
p : pressure
Re : Reynolds number, Uj, Dj
S : Strouhal number, f/Dj
T : time
Tc : characteristic period
x, y : coordinates in the axial and radial directions
x' : axial position of the detection probe
u, v, w : velocity components in the axial, radial and circumferential directions
Uj : velocity of the external flow
Uj : velocity of the jet
\eta : non dimensional radial coordinate defined as \eta = (y - D/2)/x
\nu : kinematic viscosity
\sigma : rms value (of u if not otherwise specified)
\tau : delay time

Symbols :
~ : relative to the coherent part of the signal

INTRODUCTION

Since Brown and Roshko’s [1] well known flow visualization experiments some ten years ago, numerous subsequent investigations have confirmed the existence of distinct coherent eddy structures in free and wall bounded turbulent shear flows. The configuration of jet mixing layers, the structure of which exhibits strong analogies with that of the flow cases examined by Brown and Roshko, have been the object of an increased research activity [2] to [5], especially since it has been recognized that coherent structures could there significantly contribute to entrainment, turbulence production and aerodynamic jet noise [6]. The main purpose of the present investigation is to characterize these structures in the near mixing layers of axisymmetric unexcited jets by means of appropriate techniques of signal processing. The final goal is to gather more quantitative information in order to provide a better general understanding of the physics of the coherent large scale phenomena in natural (unexcited) shear flows and to establish guide-lines for subsequent tentatives of numerical modelisation or direct simulation.

Relevant parameters characterizing the behaviour and the strength of the structures are : their characteristic Strouhal numbers and the corresponding convection velocities, the energy content relative to the coherent motion compared to the total energy of the turbulence, the location of the pairing process, the level of anisotropy of the coherent fluctuations. These parameters depend in general on the initial conditions of the flow : the Reynolds number of the inner jet, the velocity of the outer flow, the initial turbulence level in one or both of the flows,... The study of the effect of these various initial conditions has also been included in the present investigation.

Despite of their quasi deterministic nature as revealed by numerous visualization experiments in jet flows, the detection of the coherent structures as well as their detailed investigation is complicated by the high level of random turbulence prevailing in fully turbulent jet mixing layers at moderate and high Reynolds numbers. The conventional statistical methods become then inefficient and more elaborate procedures employing conditional sampling are required. They are generally based on the use of a reference probe maintained in a fixed position inside the potential flow adjacent to the turbulent shear layer to be explored. This probe is assigned to detect the quasi periodic passage of the large vortex structures imbedded in the turbulent part of the flow and to trigger sampling from the main probe at a definite phase with respect to the occurrence of particular events recognized as being relevant to the vortex structure. The coherent part of the main signal can then be extracted by ensemble averaging the individual samples. This procedure which is due to Lau and Fisher [2] has been widely used in studies of jet mixing layers. It is however not completely unambiguous if applied to unexcited flows. This is due to the apparent lack of eddy coherence as well as in the spatial sense owing to small deviations from the mean of the individual trajectories of the structures, to different individual life histories.
and to fluctuations of the individual convection velocities. To overcome this supplementary difficulty, phase shift corrections may be applied to the individual samples before ensemble averaging [7], [8], allowing the efficiency of the eduction process to be highly improved.

Most of the results discussed in the following were obtained in the reference case of zero outer flow at a jet Reynolds number of 2.10^5. In an early stage of this work, single hot wires were used in order to study the influence of the longitudinal position of the detection probe inside the potential core, the effect of the jet Reynolds number and the secondary to primary velocity ratio on the level of the relative coherent energy of the signals. Also the effect of phase shift corrections have been examined in this part of the study. In subsequent stages crossed hot wire probes have been used (with and without phase shift correction) allowing the radial and circumferential velocity components to be investigated too. The energy and shear stress contribution of the coherent motion could thus be determined as well as its anisotropy. Measurements in the near pressure field outside the reference jet were also performed in order to characterize the coherent pressure waves and their contribution to the near field pressure intensity.

EXPERIMENTAL SET-UP AND PROCEDURE

The experiments were carried out in a coaxial jet facility equipped with two concentric nozzles of exit diameter 3 and 10 cm respectively, with contraction ratios of 16 for the inner jet and of 7.5 for the outer jet. Each of the nozzles is supplied separately with clean air of controlled (ambient) temperature proceeding from a high pressure storage tank. Before exiting through the nozzles the flows pass through settling chambers equipped with turbulence screens in order to control the initial level of turbulence in the exit plane.

In the present study only turbulence-free jets have been studied, i.e. with residual turbulence levels lower than 1% in the exit plane. The maximal velocity of the inner jet has been fixed at 100 m/s, the corresponding jet Reynolds number being of 2.10^5. Most of the experiments have been done in these reference conditions. Variation of the Reynolds number is achieved by decreasing the jet velocity. The velocity ratio Ue/Uj can be varied between 0 and 0.5, for the reference conditions of the inner jet. The external nozzle can be prolonged by a cylindrical duct of adjustable length in order to avoid the outer mixing layer to interact with the inner layer to be explored.

For the detection of the velocity signals standard hot wire techniques were employed using linearized constant temperature anemometers (DISA type 55 Mi). The pressure fluctuations in the near field were detected by Bruel and Kjaer (B K) microphones of 1/8" equipped with the proper electronics of B K. All fluctuating quantities were tape recorded on a SCHUMBERGER tape recorder at the maximum speed of 1.52 m/s.

The principle of the signal processing is as follows: The detection probe 2 is maintained at a fixed position in the potential core, generally on the axis at an axial position of x = 2D. It detects there the quasi periodic fluctuations of the axial velocity induced by the large vortex structures of the mixing layer. The detection process is initiated by identifying peaks of signal 2 with amplitudes exceeding a given level (of the order of the rms value of signal 2). At each event of this kind, a sample of a fixed length is taken from the main probe 1 and eduction is achieved by ensemble averaging a large number of those samples. One obtains that the educed signal 2 which represents the trace of the coherent structure in signal 1. This procedure is repeated for different positions of the main probe (hot wire or microphone).

In the first stages of the study [9], the peak selection was performed by means of an analog circuit and the ensemble average carried out with a numerical correlator of the type IAACOR A43 which was triggered by the peak selector. The correlator delivered 400 equidistant values 2 (y) which could be transferred into a computer (HP 2100)
xed at \( x' = 2D \) or moving with the main probe, \( x' = x \). Figure 3 shows that increasing the velocity ratio \( U_e/U_l \) (for the fixed standard value of \( U_l \)) produces a higher level of relative coherent energy with the maximum occurring farther downstream. This could be due to the fact that the turbulent damping effect decreases while the shear layer becomes less unstable as the external velocity increases. Again here, as in the previous figures, the influence of the detection mode (fixed or moved detection probe) is insignificant. The improvement of the extraction due to phase shift correction is clearly evidenced in figure 4 for the standard conditions of the jet, as well for the axial distribution as for the radial one (at \( x = 2D \)). The correction produces a much higher level of the coherent energy contribution especially in the central part of the mixing layer, where the values are roughly doubled. As the potential core is approached, the phase correction has a smaller effect and the \( U_e/U_l \) ratio tends to the limiting value of 1, as should be expected. The crossed wire experiments allow the longitudinal and radial (or circumferential) components of the velocity value of 0.4 to be analysed simultaneously. Figure 5 shows for the reference jet the ensemble averaged (phase corrected) signatures of the \( u \) and \( v \) components for various axial positions of the main probe (at a fixed radial position \( y = 0.5D \)). The detector probe was held at a fixed position on the axis \( (x' = 2D) \) allowing convection of the structures to be detected. Both signatures exhibit very similar features: downstream convection of particular phases at a definite speed and doubling of the period as \( x \) exceeds 2D. Close to the nozzle where the Strouhal number is of the order of 0.8, the convection velocity (identical for \( U_e \) and \( U_l \)) is of about 0.45 \( U_l \), whereas farther downstream the (common) value is close to that usually deduced from space time correlations (0.6 \( U_l \)). The drop of the characteristic Strouhal number from the upstream value of 0.8 to the downstream value of 0.4 is more clearly evidenced in figure 6, where the lines of constant values of the power spectrum of \( U \) and \( v \) (in arbitrary units) are shown in the \( x \)-\( y \) plane. The main features of both figures are quite similar: in the initial region \( (x < 1) \) the coherent energy is concentrated at \( S = 0.8 \), whereas downstream of \( x = 2D \) the dominant Strouhal number is roughly half that value, suggesting that vortex pairing occurs between these two regions. The transition is seen to take place farther downstream for the \( v \) component than for the \( u \) component showing that vortex pairing is a complex and nonlocal process which deserves further detailed investigation.

Figure 7 shows the axial evolutions of the relative coherent rms levels for the three velocity components. Characteristic features are the high relative contribution of the \( v \) component (excepted in the very near re-
region of the mixing layer and the low level of the $w$ component suggesting that the coherent motions are approximately two-dimensional. It can be noticed further that the maximum of the $v$ contribution occurs farther downstream than that of the $u$ contribution. This appears to be consistent with the results of figure 6 relative to the location of the Strouhal number jump. The results for the $u$ component are also compared here to those obtained with the single hot wire.

Figure 8 gives the axial variation of the coherent energy contribution to the overall turbulent energy. Phase correction is seen to lead to much higher values than the standard method, the results being consistent with those presented in figure 4 for the rms ratio of the $u$ component. The maximum of the energy contribution of about 20% occurs in the near mixing layer ($x = 10D$) and appears therefore to be closely connected to the phenomena of vortex pairing evidenced in figure 6. Further downstream the coherent energy decreases rapidly. Figure 9 illustrates the anisotropy of the coherent motion (Fig. 9b) in comparison to that of the overall random turbulence (Fig. 9a) showing again that the coherent motion is highly anisotropic and dominated by the $v$ component, excepted in the very near region, where the $u$ component prevails. In contrary, the $w$ component remains very small over the whole region implying quasi two dimensionality of the coherent motion. In figure 10, the contribution of the coherent shear stress (defined as $\frac{\partial u}{\partial y}$) to the overall turbulent stress is compared with that of the energy. Both quantities are relative to the uncorrected method. Positive contributions to the shear stress of a level comparable to that of the energy contribution occur only in a limited region centered at $x = 10D$. Further downstream the contribution is much smaller and becomes negative, but this particular behaviour needs more detailed investigations than could be done in this preliminary study.
The near pressure field outside the jet has been investigated in detail in the domain $x < 12D$, $y < 6.5D$, in order to determine how the coherent structure of the pressure may be related to that of the velocity in the mixing layer. Figure 11 shows the lines of equal rms values of the global (unconditioned) pressure signals: the total pressure level is maximum near the jet boundary, where it exceeds 120 dB, and decreases regularly toward the outer region, the lowest levels being found in the region facing the potential core. The power spectra of the educed pressure signals revealed distinct peaks occurring at the structures' characteristic Strouhal numbers (0.4 and 0.8) and also at harmonics ($S = 1.2$ and 1.6) demonstrating clearly the existence of a close connection between the coherent structures in the mixing layer and the coherent part of the pressure field. The contribution of the coherent component to the overall pressure intensity was determined from third octave band filtered signals with the filter centered at the characteristic Strouhal numbers. The relative coherent part expressed in terms of the ratio $\delta_p/\chi_p$ of the corresponding rms values was found to increase slightly with the distance from the axis. Maximum values above 0.3 are reached in several isolated areas at axial locations between 2D and 5D. The conditional sampling procedure adopted here allows for the velocity signals, to follow in space and time particular phases of the educed pressure signal. Figure 12 shows in the $x$. $y$ plane lines of constant time delay relative to a particular phase of the pressure. It can be seen that this phase propagates at sound velocity with fronts of approximately circular form and with the corresponding wave center located in the near region of the mixing layer (about $x = 10D$) where vortex pairing was found to occur. This supports again the assumption [6] that the phenomenon of vortex pairing is strongly involved in the mechanism of noise production in turbulent jet mixing layers.

**Fig. 11 — Lines of equal pressure level in the near field.**

**Fig. 12 — Lines of equal delay time relative to a particular phase of the pressure signals.**

**CONCLUDING REMARKS**

Detection and detailed investigation of coherent structures in natural turbulent free shear layers are and remain problematic owing to the high level of random turbulence and to the large dispersion in the characteristic properties of the individual structures. The latter difficulty can be efficiently subdued by exciting the flow periodically in order to organize and to regularize the structures. But if this artifice is to be discarded in order to preserve the natural features of the turbulent structure, then phase-shifting the individual pattern by optimizing the cross correlation with the ensemble average can significantly improve the eduction process.

An attempt was made in the present study to characterize the coherent part of the turbulence in natural jet mixing layers using this technique. It was possible thus to describe quantitatively the contribution of the coherent motion and to examine the effects of various initial conditions applied to the flow.

The most significant results can be resumed as follows: In so far as the level of the extracted coherent energy is concerned, it can be noticed that:

i) the position of the detection probe appears to be irrelevant to the energy level.

ii) substantial benefit is achieved by phase alignment of the samples.

iii) the Reynolds number and the ratio of external to jet velocity have a significant influence.

The convection velocities of the structures and the Strouhal numbers are sharply defined by the method and vortex pairing is clearly evidenced. The use of crossed hot wires allowed the three energy components to be specified. The coherent motion is found to be highly anisotropic in comparison to that of the random turbulence. The radial component is predominant and the circumferential negligible, so that at a first approximation the coherent motion can be qualified as two dimensional. The first pairing process occurring in the near region of the mixing layer between roughly 1D and 2D downstream of the nozzle is associated with a high energy level approaching 20% of the overall turbulence energy and with a high peak value of the relative coherent shear stress. It seems further to be closely connected to the generation of the coherent part of the sound field outside the jet. Further detailed investigation of this particular phenomenon is however needed to assess and to clarify these connections.
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A THREE DIMENSIONAL TIME DEPENDENT SIMULATION OF TRANSITION
AND EARLY TURBULENCE IN A TIME-DEVELOPING MIXING LAYER

by A. B. Cain* W. C. Reynolds* and J. H. Ferziger**

ABSTRACT

The primary focus of this study is the physics of the transition and early turbulence regimes in the time-developing mixing layer. In particular, we deal with the sensitivity of the mixing layer to the disturbance field of the initial condition, the disturbance field and the complete computation is three dimensional. The growth of the momentum thickness, the mean velocity profile, the turbulence kinetic energy, the Reynolds stresses, the anisotropy tensor, and particle track pictures of computations are all examined in an effort to better understand the physics of these regimes. The amplitude, spectrum shape, and random phases of the initial disturbance field were varied. A computation simulating the full Navier-Stokes equations was carried out but the grid (16 x 16 x 33) was too coarse for complete resolution. For this reason most of the cases were "Large Eddy Simulations" using the filtered Navier-Stokes equations. In "Large Eddy Simulations" an assay of the subgrid model was made by running two cases with identical initial conditions, one with a subgrid model and one without. The model lowered the kinetic energy by roughly 5% but otherwise had little effect. Due to computational limitations, all cases address the early or near field of the mixing layer.

NUMERICS

In the time-developing mixing layer we have planes of homogeneity. In these planes we use the standard discrete Fourier method for obtaining spatial derivatives in the two homogeneous directions. For the direction of the mean gradient we developed a new non-uniform grid discrete orthogonal function expansion which retains the efficiency of the fast Fourier transform but allows us to treat the region from minus infinity to plus infinity with very high accuracy. The time advance was done with the 4th order Runge-Kutta scheme.

PARAMETERS OF IMPORTANCE

We shall now define the dimensionless quantities represented in the figures and discussions.

1. $U(z,t) = U_0^+ / u_0^+$ mean velocity, where $< >$ indicates an average plane of constant $z$ and $\Delta u$ is the velocity difference across the layer.

2. $\theta(z) = \int_0^z \sqrt{\langle u'^2(z,t) \rangle} \, dz \quad \theta_0 = \theta(0)$ Momentum thickness

3. $z = z/\delta$ Normalized vertical distance

4. $T = t\delta u/\theta_0$ Nondimensional time

5. $Q = \delta/\theta_0$ Normalized momentum thickness

6. $u'_1 = u_1 - <u'_1>$ $i_{th}$ component of turbulent fluctuation

7. $k(Z,T) = \frac{1}{2} <\langle u'_1 \rangle^2 / (\Delta u)^2$ Turbulent kinetic energy

8. $B_{ij} = \int_{-\infty}^{\infty} [\langle u'_i u'_j \rangle - \frac{1}{3} \delta_{ij} \langle u'_k u'_k \rangle] \, dz \mathcal{F} \int_{-\infty}^{\infty} <u'_k u'_k> \, dz$ Integrated Reynolds stress anisotropy tensor

9. $K(Z,T) = k(Z,T)/k(0,T)$ Turbulent kinetic energy distribution

The mixing layer is studied in the laboratory by independently controlling the speed of two parallel streams separated by a splitter plate. As Fig. 1 illustrates, the boundary layers merge as the splitter plate terminates to form a free-shear layer. The spatial development is characterized by a parameter, $\lambda = \frac{u'_1 - u'_2}{u'_1 + u'_2}$

As $\lambda$ goes to zero, the spatial development becomes insignificant and the far field is essentially a time-developing mixing layer, as seen by an observer traveling at $(u'_1 + u'_2)/2$. Unfortunately, the near field is dominated by the splitter plate wake for small $\lambda$. Though the spatial development is maximal for $\lambda = 1$, at least the near field has a single inflection point and probably behaves more like the early time-developing layer depicted in Fig. 2.

INITIAL AND BOUNDARY CONDITIONS

The boundary conditions used are the same in all cases and are periodicity in the streamwise and spanwise directions and no stress conditions at $z = \pm \delta$.

The mean flow initial condition is an error function velocity profile and the mean flow Reynolds number based on the velocity difference across the layer and the momentum thickness is 12. The grid is proportioned such that 14 modes are amplified according to linear theory. Nine runs are studied in detail; there are 7 different initial conditions, 3 different amplitudes, 2 different spectrum shapes, 3 different sets of random phases. The filtered, homogeneous, isotropic turbulence spectrum of Comte-Bellot and Corrsin (1971) is the spectrum input to the initial disturbance field for all but Case 11. In Case 11, all the amplified and ten of the most slowly decaying computational modes (linear theory) have a non-zero initial amplitude. All other decaying computational modes (linear theory) have no initial amplitude. For further details of the initial conditions, see Cain et al. (1981).

Table 1 provides a more detailed characterization of the different cases.
FILTRING AND SUBGRID SCALE MODELING

With the exception of Case 9, all cases are large eddy simulations (i.e., filtering was used). The filtering was done in planes of homogeneity ($x,z$) using a Gaussian convolution filter. In Case 9, no filtering was used in an attempt at a full simulation of the discrete Navier-Stokes equations.

No subgrid scale model was used in Cases 9, 10, and 11. All other cases employed a modified Smagorinsky subgrid scale model.

The initial conditions of Cases 5, 9, and 10 are identical, allowing the influence of filtering and modeling to be determined.

RESULTS

Mean Velocity Profiles

In self-similar coordinates, the initial mean velocity profile persists in all cases until the numerics break down (after the layer has thickened by 8 to 10 times). Thus in the computation self-similarity in the mean velocity profile is achieved from the start, in contrast to the spatially-developed mixing layer studied in the laboratory, which does not have near-field similarity.

Momentum Thickness

Figure 3 shows the growth of momentum thickness for the five medium-amplitude cases (5, 7, 9, 10, 11). The most striking difference is Case 11 which grows 30 to 43 percent faster than the other cases. This is due to the initial disturbance spectrum being concentrated in the wavelengths most amplified (according to linear theory). This is in contrast to the other cases which have broader initial disturbance spectra. The experimental momentum-thickness growth rate $d\delta/ dx$ is compared to the time growing layer using Taylor’s hypothesis giving:

$$B = \frac{1}{2A} \frac{d\delta}{dx} \frac{\mu}{dt}$$

Mansour, et al. (1978; Table 1.1) examined the growth rates of many experiments and found asymptotic growth rates $B$ ranging from 0.015 to 0.022. Winant and Browand’s (1974) layer had an initial growth rate of 0.035 and an asymptotic rate of 0.019. The computational cases had early growth rates peaking as high as 0.048 with later declines to as low as 0.014. Hence, the computation is consistent with the experimental behavior.

Turbulent Kinetic Energy

Figure 4 shows the growth in the turbulent kinetic energy at the center of the layer for five medium amplitude initial disturbance fields. All cases show a similar early growth and all overshoot the expected far downstream values by roughly 50%.

This is consistent with the experimental observations of Bradshaw (1966) for laminar boundary layer cases. Case 10 is identical to Case 5 except no model was used in Case 10. The high amplitude initial condition also overshoots the expected far downstream value as Fig. 5 shows. This result is not consistent with experiments in which the boundary layer(s) are turbulent.

The discrepancy was initially believed to be due to the high obliqueness of boundary layer turbulence; however, data provided by Kim and Moin (1981) show that the most excited mode in boundary layer turbulence would be weakly amplified (linear theory) by a tanh mean velocity profile. Perhaps the amplification is too weak to result in an overshoot of turbulent kinetic energy. Alternatively, the large structures of boundary layer turbulence may not be amplified by the free-shear profile.

Some interesting oscillatory behavior is observed in the turbulent kinetic energy profile history, depending on the initial amplitude. Figure 6 shows the turbulent energy profile of Case 10, a case with a medium initial disturbance amplitude. Note that no attempt was made to make the initial profile at all realistic. The initial profile is much too broad and the early profile at $T = 46.67$ is characteristic of the eigenfunctions of the linearized equations and is narrower than the fully developed profile (Spencer 1971). The vortices for the last two times resemble Spencer’s. Though not shown, the turbulent kinetic energy profiles for small amplitude cases are initially too broad; they then become narrow and again to broad before settling down to the proper asymptotic width (in z/$\delta$) after the layer has thickened by $3.5$ times. In contrast, the profiles for cases with high initial amplitude go monotonically to the asymptotic shape before the layer has even doubled in thickness.

The Anisotropy Tensor

Figures 7 and 8 show the behavior of the anisotropy tensor for medium amplitude Cases 5 and 7. These cases have the same initial energy spectrum and differ only in the random phase between Fourier modes. Yet the anisotropy tensors are radically different in the first 8-fold thickening of the layer. Thus, while Case 5 might be “fully developed” for $T \geq 200$ Case 7 is not even close to being fully developed at $T = 350$. The authors consider the anisotropy tensor an important measure of the
turbulent structure. Its sensitivity to initial conditions is a clear indication of the strong sensitivity of the structure to initial conditions, since Cases 5 and 7 differ only in their initial random phases.

A significant observation regarding the effect of initial disturbance amplitude on the anisotropy tensor is shown in Figs. 7 and 9. Cases 5, 6, and 4 are identical in all aspects except the amplitude of the initial disturbance field; Case 5 is initially one hundred times as energetic as Case 4. Figure 9 shows the behavior of the anisotropy tensor for Case 4; note the strong early dominance of the streamwise component followed by a period of dominance by the gradient component. This is in contrast to the medium-amplitude case (6) of Fig. 7, in which the gradient component matches the streamwise component briefly, but never dominates. The high-amplitude Case 2 shows a dominance by the streamwise component at all but the earliest times. We thus conclude there is an increased likelihood of a period of dominance by the gradient component of the normal stresses with decreasing initial disturbance amplitude. Cases 6, 7, and 8 have the same trend, but it is not as strong.

Particle Track Pictures

We have tracked intersections of the grid shown in Fig. 10, initially placed in the plane of homogeneity at z = 0. This provides important insight into the processes of streamwise vortex formation in the mixing layer (Konrad 1976). Figures 11, 12, 14, 15 show the development in time for Case 6, a small initial disturbance case. Since the initial disturbance amplitude is small, the initially vertical lines in Fig. 10 are essentially vortex lines. Look at the distortion of the 3 left-most lines in the time sequence and a mechanism for the secondary instability of the mixing layer is suggested. The secondary instability is the array of counter rotating vortices documented experimentally by Konrad (1976). These are aligned with the stretching direction of the primary straining field, which, in turn, is due to the dominant spanwise vortices; the spanwise vortices are a result of the helical instability. The mechanism for the secondary instability is due to spanwise irregularities in the stagnation line of the straining field. Figure 13 illustrates the proposed mechanism. Vortices A and B create the straining field shown by the arrows. In a view normal to the stretching plane, the stagnation line may be wavy, due to spanwise variations in strength or position of vortices A and B. This waviness in the stagnation line would result in a portion of the mean-field vorticity forming the secondary vortex structures. The present calculations suggest a secondary vortex circulation of between 12 and 54% of the primary vortex circulation. Figures 14 and 15 (spanwise view) show the onset of a pairing which is essentially uniform along the span of the vortices. This is not quite as coherent as the pairing observed by Browand but more coherent than the "helical pairing" of Bradshaw. Figures 16 and 17 show Case 11, which is closer to the "Bradshaw helical pairing".

OTHER INFORMATION

For a complete report of this work, see Cain et al. (1981). Key points documented there include:

1) The subgrid scale model has hardly any effect on the results, while filtering has a major effect.

2) A new spectral method which uses the Fast Fourier transform has errors orders of magnitude smaller than the standard finite-difference methods.

3) Application of boundary conditions to a finite domain can strongly alter results.

CONCLUSIONS

The results of these computations show that the mixing layer's development can be strongly affected by the initial disturbance field. The mean velocity profile is not affected by the disturbance field in the time developing case but it may be in the spatially developing case in which the flow originates with boundary layer(s). The momentum thickness growth rate is strongly affected by the initial disturbance wavelengths. We observe an oscillatory approach (of the turbulent kinetic energy profile) to the fully developed profile if the initial disturbance energy is low and a monotonic approach if the initial disturbance amplitude is high. The anisotropy tensor is the most sensitive measure observed and may not reach fully developed values in a tenfold thickening of the mixing layer. Particle tracking has provided an excellent aid in understanding the physics and suggests the mechanism by which the secondary instability is created.
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Fig. 1 The Spatially-Developing Mixing Layer as Created in the Laboratory

Fig. 2 The Time-Developing Mixing Layer Studied in the Present Work

Fig. 3 Normalized Momentum Thickness Versus Dimensionless Time for the Medium Amplitude Cases

Fig. 4 Dimensionless Turbulent Kinetic Energy at the Center of the Layer Versus Normalized Momentum Thickness for the Medium Amplitude Cases.

Fig. 5 Dimensionless Turbulent Kinetic Energy at the Center of the Layer Versus Normalized Momentum Thickness for the High Amplitude Cases

Fig. 6 Turbulent Kinetic Energy Profiles at Various Times for Case 10.
Fig. 7 Integrated Anisotropy Tensor Versus Dimensionless Time for Case 5

Fig. 8 Integrated Anisotropy Tensor Versus Dimensionless Time for Case 7

Fig. 9 Integrated Anisotropy Tensor Versus Dimensionless Time for Case 4

Fig. 10 Particle Tracking Grid; \( \dot{\gamma} = 0 \), \( T = 0 \)

Fig. 11 Particle Tracking Grid at \( T = 161 \) for Case 6

Fig. 12 Particle Tracking Grid at \( T = 200 \) for Case 6
Fig. 13 Primary Straining Field With Schematic Diagram of Proposed Mechanism for the Secondary Instability

Fig. 14 Particle Tracking Grid at $T = 342$ for Case 6

Fig. 15 Span View of Particle Tracking Grid at $T = 342$ for Case 6

Fig. 16 Particle Tracking Grid at $T = 97$ for Case 11

Fig. 17 Particle Tracking Grid at $T = 151$ for Case 11
ABSTRACT

An experimental study was conducted to determine the developing character of wavy disturbances put into shear layers between two constant velocity streams. The measured characteristics include the growth or decay rate of the disturbances and the distribution across the shear layer of the fluctuating streamwise velocity amplitude, the fluctuating cross-stream velocity amplitude, and their phase angles. These measurements were obtained for a variety of disturbance frequencies in a free shear layer with Reynolds numbers of the order $10^4$. A companion analytical study of the stability of an inviscid shear layer was conducted to guide the experimental effort and to correlate the results. The analysis was conducted for both the experimentally determined velocity profiles and the previously-studied hyperbolic tangent profile. Good agreement was obtained between the results from the experiment and the inviscid stability analysis.

INTRODUCTION

Much of the current interest in fluid dynamic stability is generated by the need to predict when an unavoidable large-scale mixing situation will occur. These situations include the onset of clear air turbulence and mixing in some ocean circulation patterns. There is also a continuing need to develop improved stability analysis and engineering design criteria in technology areas such as aerodynamic noise reduction, jet mixing, boundary layer transition and heat transfer, and plasma containment for fusion nuclear reactions. The complete fluid dynamic stability problem for any of the previously-mentioned areas is extraordinarily complicated. Each problem is three-dimensional, viscous, and often has boundary conditions that presently make a complete analytical solution of the steady-state flow field difficult, if not impossible, to obtain. Fortunately, many fluid dynamics problem areas have one or two factors which dominate the flow. Therefore, an understanding of the physical situation can be obtained from a simplified model or experiment. The approach that much can be learned from a simplified flow has been taken by most other fluid stability investigators and will be followed in this work.

The present study is directed toward understanding the development of two-dimensional wavy disturbances in plane shear layers. The study was further restricted to high Reynolds number shear layers with small-scale low-intensity turbulence in the shear layer at the onset of the disturbance location. This class of flows occurs in clear air turbulence and many propulsion applications.

Previous free shear layer experimental studies have been directed toward understanding the development of a shear layer with relatively low initial Reynolds numbers (e.g., Ref. 1). These shear layers have generally had rapid growth of natural occurring turbulent structure. One of the impetuses for the present work was the desire to determine the requirement for impeding or enhancing the development of the large-scale turbulent structure in a plane shear layer.

The objective of the present study was to determine the character of developing wavy disturbances put into the shear layer between two adjacent streams. This was achieved by (1) measuring the spatial growth rates and disturbance velocity profiles, and (2) numerically solving the linearized inviscid stability equation for the spatial growth rates and the disturbance velocity profiles of the measured mean velocity profiles.

EXPERIMENTAL EQUIPMENT

Flow System

A sketch of the flow system is shown in Fig. 1. The motor, fan, and plenum of the system were part of a conventional open circuit wind tunnel. The test section and hot wire probe traverse were also part of the same wind tunnel. However, the system differed from conventional open circuit wind tunnels in that porous media was used to restrict the flow into the test section in a prescribed manner. A porous media assembly consisting of open-pore polyurethane foam (manufactured by the Scott Foam Co.), perforated plate, and screens was assembled to provide the desired velocity ratio and initial shear layer thickness. Using porous media to generate a shear layer velocity profile allowed the instability...
characteristics of a high Reynolds number, Re = \(\frac{(U_1-U_2)}{\nu}\), shear layer with a relatively low initial turbulence level to be studied in detail.

Disturbance Generator

Wavy disturbances were generated by vibrating a steel ribbon in the center of the shear layer. The ribbon, 1.0-in.-wide and 0.003-in.-thick, was stretched across the test section and held in tension with springs, as shown in Fig. 2. The spring tension was increased on the ribbon until the natural frequency of the vibrating ribbon was more than four times the highest frequency used for any flow disturbance condition. Stroboscopic illumination showed that the ribbon was vibrating in a uniform manner across the test section. For all flow conditions, except those where the disturbance frequency was approximately equal or greater than the neutral stability frequency, the peak-to-peak amplitude was less than 0.030 in.

Measuring Equipment

A 900 series hot wire anemometer manufactured by Datametrics was used for the experiments. The set consisted of two constant temperature anemometers with linearizers, a sum and difference circuit, and a true RMS voltmeter. Cross hot wires, constructed of platinum with a 0.0005-in.-diameter and 0.18-in.-length, were oriented at 45 degrees to the mean flow direction. The X wires were oriented to measure the streamwise, U, and cross-stream, V, velocities in the plane of the two-dimensionality. A General Radio wave analyzer and a recording wave analyzer were used to measure the amplitude of the hot wire signals. The equipment was connected as shown in Fig. 3. The hot wire probe was held in place with an airfoil-shaped clamp. The ribbon was attached to an electrically driven lead assembly and digital counter and the hot wire was traversed across the shear layer.

Figure 2 SKETCH OF UPSTREAM END OF TUNNEL SHOWING DISTURBANCE GENERATOR

Figure 3 SCHEMATIC OF TEST APPARATUS FOR MEASURING DISTURBANCE CHARACTERISTICS

Experimental Results

Undisturbed Flow

Mean and fluctuating streamwise velocity measurements were obtained (Figs. 4 and 5). The mean velocity profiles have the same approximate shape for a distance of 5 ft from the inlet. However, the turbulence intensity in the undisturbed flow varies in both the streamwise direction and across the shear layer. Note that the turbulence intensities outside the shear layer decrease at x = 3 and 5 ft to approximately one half their respective values at x = 1 ft. The turbulence intensities decrease from 2 to 1 per-
cent in the faster velocity stream; they decrease from 1 to 9 percent in the slower velocity stream. The peak turbulence levels in the undisturbed shear layer increases to 1.4 ft/sec in the shear layer which corresponds to turbulence intensities of 6 to 14 percent based on the local velocity and the shear layer velocity difference, respectively. The latter value is comparable with the turbulence levels in other undisturbed free shear layers.

A shear layer width was defined to compare the experimental results with previous analytical results and the present numerical results which will be discussed later. The $L_{1/2}$ width of the shear layer half width, defined as $L = 0.5 (U_1 - U_2) / (dW/dy)_{max}$, is given in Fig. 6.

Velocity profiles were also obtained at five spanwise locations at $x = 1$ ft. The profiles for the three center and one of the end profiles were virtually identical. The largest variation from the centerplane near one wall of the tunnel was 1.8 ft/sec in the faster moving stream. The conclusion from these measurements was that the flow had a sufficiently large two-dimensional region to examine the growth of planar disturbances.

**Disturbed Flow**

Disturbances were put into the shear layer with various amplitudes and frequencies. Equipment limitations precluded exciting at frequencies less than 10 Hz. The upper limit of the frequency range was determined by increasing the excitation frequency until a frequency was reached where the input disturbance would not grow. Streamwise and cross stream hot wire traces were obtained for a variety of flow conditions and excitation frequencies. Unfiltered traces were obtained from the hot wire anemometer system at five locations in the shear layer for $U_1/U_2 = 1.7$ and an excitation frequency of 40 Hz (Fig. 7). Voltage traces obtained during approximately ten cycles of the disturbance ribbon vibration are shown for each velocity component. Note that at the upper ($y = 7.5$ in.) and lower ($y = 4.8$ in.) edges of the shear layer both disturbance velocities of the 40 Hz disturbance frequency dominate the unsteady flow. Near the center of the shear layer ($y = 6.2$ and 6.8 in.) the 40 Hz $u'$ component is less repeatable than the $v'$ component.

Filtered signals from the wave analyzer were obtained (Fig. 8) and used to obtain the phase angles between the excitation signal and the streamwise and cross stream velocity components. This type of data was also used to obtain wave velocities. At $y = 6.2$ and 6.8 in., the filtered traces for the $u'$ component shift in phase angle and amplitude. Note that cycle-to-cycle variation for the $v'$ component generally vary less than 10 percent from the mean value and that little phase shift occurs.

The relative amplitude variation of the $u'$ and $v'$ signals across the shear layer were obtained by continuously traversing the hot wire probes across the shear layer and recording the wave analyzer output (Fig. 9). Note that the $u'$ disturbances vary rapidly across the shear layer whereas the $v'$ disturbances generally have a monotonic decrease from a peak near the center of the shear layer. The peak amplitude of the $v'$ component was used to determine the disturbance growth rate.
Disturbance growth rates were obtained for a range of disturbance frequencies. Typical data are shown in Fig. 10 along with the experimentally determined spatial growth rate. The faired curves through the disturbance amplitudes were always started at least one wavelength downstream of the disturbance input location. The growth rate, $\alpha_1, \alpha_2$, is determined from a semi-logarithmic fit of the data. Note that for $f = 20, 40$ Hz and one disturbance amplitude at $60$ Hz, the growth rates are positive. For the second input amplitude at $f = 60$ Hz, and for $f = 70$ Hz, the amplitude of the disturbance tends to decay. A summary of all the data obtained for the velocity ratio $U_1/U_2 = 1.7$ is presented in TABLE I. Most of the previously undefined parameters are defined in the table. Exceptions include $\lambda$, the experimentally determined disturbance wavelength, and $V_p^*$, the experimentally determined phase velocity. The parameters $\alpha_1$ and $\alpha_2$ are the real and imaginary parts of the experimentally determined nondimensional wave number.

A linear inviscid stability analysis of planar shear flow was conducted for the experimentally determined velocity profile and for hyperbolic tangent velocity profiles with the velocity ratio $U_1/U_2 = 1.7$.

\begin{align}
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0 \\
\frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 v}{\partial y^2} &= -\frac{1}{\rho} \frac{\partial p}{\partial x}, \\
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} &= 0
\end{align}

\[ v_1'' = \left( \frac{1''}{(1-c) + \alpha^2} \right) v_1 \]
with the spatial growth constraint. \( \alpha = 0 \) for disturbances of the form \( v_1(y) = \text{exp}(\alpha x - i\beta t) \) where 
\[ \alpha = \alpha_1 + i\alpha_2, \quad \beta = \beta_1 + i\beta_2, \quad \text{and} \quad c = \beta_1/\alpha. \]
The velocity profile was non-dimensionalized by \( L \) and \( U_0 = 0.5 (U_1 - U_2) \) in the form \( U = \phi + f(y/L) \) where 
\[ \phi = (U_1 + U_2)/(U_1 - U_2). \]
The equation was numerically integrated between two boundary conditions outside the shear layer using the Runge-Kutta method.

Two types of boundary conditions were used for solution of Eq. (1). The first type of boundary condition used an asymmetric wavy disturbance below and above the shear layer of the form 
\[ v_1 = A_1 \exp(\alpha y) \text{as} \ y \to -\infty \]
and 
\[ v_1 = A_2 \exp(\alpha y) \text{as} \ y \to +\infty \] (2)
This results in the relationships 
\[ v_1'/(v_1) = 1 \quad \text{and} \quad v_1''/(v_1) = -1 \] (3)
below and above the shear layer, respectively. This boundary condition was imposed 3 or 4 shear layer half widths \( (L) \) below and above the center of the shear layer. The second type of boundary condition was to set the normal component of the wavy disturbance to vanish on the walls of a planar duct, i.e., 
\[ v_1 = 0 \text{ at } y = \pm d \] (4)

Calculations were made for the hyperbolic tangent velocity profile in a free shear layer with the asymmetric boundary condition and compared with Michalke's results (Ref. 2). The non-dimensional profile for this case is \( U = 1 + \tanh(y/L) \) and corresponds to a plane jet discharging into quiescent fluid. The numerical results from the present calculation procedure agreed with the Michalke results to the third decimal value. Calculations were also made for a shear layer between two walls with the wall spacing, \( d = 9L \). Imposing the \( v_1 = 0 \) boundary condition at these locations caused the disturbance spatial growth rate to decrease approximately 10 and 1 percent for \( \beta_2 = 0.1 \) and 0.2, respectively. The conclusion from these calculations was that for \( \beta_2 \approx 0.2 \), the growth of wavy disturbances in the present experiment was equivalent to the growth in a free shear layer. The locations \( d = 9L \) were equivalent to the distance of the walls from the center of the shear layer in the present experiment. Therefore, all the calculations described in the subsequent section were made with the asymmetric boundary conditions (Eq. (2)) rather than the wall boundary condition (Eq. (4)).

Comparison of Experimental and Analytical Results

The variation of the spatial growth rate with reduced frequency is presented in Fig. 11. The experimental growth rates were obtained for a range of initial disturbance amplitudes. The solid line in Fig. 11 is the analytically determined spatial growth rate for the curve-fitted profile of the velocity measurements in Fig. 4 at \( x = 3 \) ft. The dashed line is the analytically determined spatial growth rate for the hyperbolic tangent velocity profile with the respective maximum shear rate.
and velocity differences. The data for $U_3/U_2 = 1.7$ are in good agreement with the analytical results for the curve fitted profile. Note that the largest differences between the analytical results for the tanh profile and the curve fitted profile occur as the growth rates decrease toward zero.

The measured nondimensional wave velocities are also compared with the mean shear layer velocities (Fig. 12). The wave velocity is close to that predicted for $a_0 = 0.4$ but greater at $a_0 = 0.8$ (the neutral stability value).

A comparison of the experimental and analytical disturbance velocity profiles and phase angles are presented in Figs. 13 and 14 for $f = 20, 30,$ and $40$ Hz and $U_3/U_2 = 1.7$. The experimental and analytical disturbance velocities are normalized with respect to the peak cross stream velocity, $v'$, in each profile. For the $20$ Hz excitation, the $v'$ profile has the correct shape but an amplitude variation of the order of 10 percent from the predicted profile. The $u'$ profile has the peaks and valleys of the profiles at the cross stream locations predicted but has smaller variations from the mean. For this excitation frequency, the shape of the profile does not have a significant effect on the theoretical shape or relative amplitudes of either the $v'$ or $u'$ disturbance velocity profiles. Matching the asymptotic shape of the $v'$ profile rather than the peak value may have resulted in improved experimental/analytical profile comparisons for this profile. The predicted phase angles are in fair agreement with measured values. These phase angles were graphically determined from oscilloscope photographs similar to those in Fig. 8.

The experimental disturbance velocity profiles for $f = 30$ Hz have peaks and valleys at the relative locations predicted for this frequency. The shapes of the $u'$ disturbance profiles are a stronger function of the velocity profile than those for $f = 20$ Hz. The general character of the phase locations are predicted; however, the details of the phase angle shifts are significantly different and may be caused by nonparallel or other effects.

**Figure 12** COMPARISON OF EXPERIMENTAL WAVE VELOCITIES WITH ANALYTICAL RESULTS

The analytical disturbance velocities for $f = 40$ Hz predict the $v'$ disturbance velocity shape and magnitude as the cases for $f = 20$ and $30$ Hz. The $u'$ analytical disturbance profiles also predict the correct relative magnitude of disturbances; however, the detailed relationships vary. Note the significant difference in the predicted phase angles for the tanh and curve fitted profiles for $f = 40$ Hz. The phase angles for the curve fitted profiles are in good agreement with the data above and below the shear layer, while the measured and predicted phase angles differ considerably near the center of the shear layer. Recall from Fig. 8 that the phase angles varied significantly from cycle-to-cycle in this region. The cycle-to-cycle variation (or nonstationary effect) may also cause some of the differences between the measured and predicted disturbance $u'$ velocity profile for $f = 20, 30,$ and $40$ Hz.

Although the exact details of the $u'$ disturbance velocity profile were not predicted, the analysis did predict the major changes in the profile shape over the range investigated. Examination of the filtered and unfiltered hot wire signals (Figs. 7 and 8) for these velocity profiles indicates that nonlinear effects probably were not important. However, the analytical results were obtained here on the basis of parallel flow theory and further examination of Fig. 6 shows that the rapid growth of the shear layer warrants inclusion of nonparallel effects in the analysis.

**CONCLUSION**

The experimental study showed that, when a high Reynolds number plane shear layer is excited with two-dimensional disturbances, the disturbances will grow with a spatial growth rate and contain the disturbance velocity distributions and phase relationships generally predicted by two-dimensional inviscid stability theory.
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ABSTRACT

Simultaneous velocity and temperature measurements in the thermal mixing layer downstream of a partially heated turbulence grid are reported. The temperature data are in good agreement with earlier results. The velocity-temperature correlations are new and permit a systematic assessment of an earlier similarity theory for the region far downstream of the grid. By selecting the virtual origin appropriately and by reconsidering the role of scalar dissipation in that region, agreement between measurement and prediction with respect to temperature intensity and two mean lateral fluxes, that of temperature and of temperature intensity, is achieved.

NOMENCLATURE

\( D \) \quad \text{thermal diffusion coefficient}

\( E_\gamma \) \quad \text{power spectral density of temperature fluctuations}

\( f_\gamma \) \quad \text{Kolmogoroff frequency}

\( I_\gamma \) \quad \text{nondimensional, asymptotic intensity of temperature fluctuations, } \frac{T'/T}{P_{\text{mf}}}

\( l_* \) \quad \text{Kolmogoroff length}

\( M \) \quad \text{mesh length of grid}

\( R_M \) \quad \text{Reynolds number, } \frac{U M}{\nu}

\( T \) \quad \text{temperature}

\( u, v \) \quad \text{velocity components in the } x \text{- and } y \text{-directions}

\( U \) \quad \text{mean flow velocity}

\( x \) \quad \text{spatial coordinate measured from the grid}

\( x_* \) \quad \text{location of virtual origin measured from grid}

\( \bar{x} \) \quad \text{nondimensional coordinate measured from virtual origin, } \frac{(x-x_*)}{M}

\( y \) \quad \text{spatial coordinate measured from the centerline of the mixing layer}

\( \bar{y} \) \quad \text{nondimensional transverse coordinate, } \frac{y}{M}

\( \beta \) \quad \text{empirical constant in model for scalar dissipation}

\( \eta \) \quad \text{similarity variable, } \xi R_M^{1/2}

\( \nu \) \quad \text{kinematic viscosity}

\( \nu_e \) \quad \text{effective turbulent exchange coefficient}

\( \xi \) \quad \text{similarity variable, } \bar{y} \bar{x}^{1/2}

\( \chi \) \quad \text{scalar dissipation}

Subscripts

\( \infty \) \quad \text{conditions in fully-heated stream}

INTRODUCTION

From a fundamental point of view one of the most interesting turbulent flows involving the transport of a passive scalar is the thermal mixing layer downstream of a turbulence grid which has an appropriate number of its elements heated, e.g., the horizontal rods in the upper half of the tunnel. There result two streams, one fully heated so that it has a uniform mean temperature \( T_\infty \) and a second unheated so that its temperature may be considered zero. The statistical properties of the temperature in the mixing layer between these two streams vary in both the streamwise and transverse directions while those of the velocity correspond to the usual grid flow and thus vary only in the streamwise direction. The purpose of the present study is to provide data on both the temperature and velocity in this flow and to compare the experimental results with a similarity solution for the thermal mixing layer.

The layer in question has been the subject of several investigations. The earliest experiments are due to Watt and Banes (14) and
Foss et al. (2) who measured the mean temperature and the temperature intensity. The former authors deduce that the measured distribution of mean temperature is consistent with a constant thermal diffusivity. In a theoretical analysis of the thermal mixing layer based on the data of Foss et al. (2) Libby (3) reaches a similar conclusion by applying the Prandtl-Kolmogoroff model of turbulent transport. Keffer et al. (4) use an array of horizontal rods and study the mixing layer which results from heating only those in the upper half of the tunnel. They employ the techniques of conditioned sampling to obtain zone averages for the mean temperature and for the intensity of the temperature fluctuations. Finally, LaRue and Libby (5) provide additional data on the temperature characteristics including probability density functions of the temperature at various locations in the mixing layer and statistical information on the thickness of the superlayer between heated and unheated fluid.

The distributions of mean temperature obtained by the several investigators are in excellent agreement. Such distributions are usually given in terms of a similarity variable \( \xi = \frac{y}{\Delta x} \) where \( y \) and \( \Delta x \) are the usual Cartesian coordinates nondimensionalized with respect to the mesh size of the grid denoted \( \Delta \) and where \( \xi \) is measured from a virtual origin determined experimentally from one or more characteristics of the flow. We show that the conclusions drawn from similarity forms of the statistical characteristics of the flow are in some cases sensitive to the selection of this origin.

The distributions of the intensity of the temperature fluctuations obtained in the various studies cited earlier are usually given in terms of \( (T^2 - T_0^2) : T_0^2 \) and are somewhat more interesting. All experiments indicate that the peak intensity occurs in the middle of the mixing layer and is essentially constant in the streamwise direction despite the decay of the temperature intensity in the fully heated stream. The data of Foss et al. (2) and of LaRue and Libby (5) are in excellent agreement with respect to this peak value while that given by Keffer et al. (4) is 25% lower due perhaps to the different configuration of rods used in their study. The value of the peak temperature intensity predicted by the simple gradient transport theory of Libby (2) is 40% higher than that given experimentally by Foss et al. (2) and by LaRue and Libby (5). The latter discuss in some detail the possible sources of this discrepancy without resolving the issue. In fact the present study is largely motivated by interest in this discrepancy and by the need for data on both the temperature and velocity characteristics for its resolution. Accordingly, measurements of the velocity components, \( u \) and \( v \) in the usual notation, and of the temperature \( T \) measured relative to the temperature in the unheated stream are made at various locations in the thermal mixing layer downstream of a turbulence grid with half of its horizontal elements heated electrically.

Two sets of measurements are made: in one set the horizontal rods in the upper half of the grid are heated while in the second those in the lower half are heated. We find that within the scatter of the data the results from the two sets are the same and thus that, as estimated by Keffer, buoyancy does not play a significant role in the thermal mixing layer.

**ARRANGEMENT AND TECHNIQUES OF THE EXPERIMENT**

In this section we discuss the triple sensor probe, the experimental set-up and data collection techniques used in this study.

**Calibration of the Probe**

A triple sensor probe consisting of two hot-wires in an X-configuration and a cold-wire is used to measure two velocity components \( u \) and \( v \) and the temperature \( T \). The two hot-wires are approximately mutually perpendicular, are nearly symmetrically oriented relative to the mean streamwise flow, and are placed in a vertical, i.e., \( x-y \), plane. The cold-wire is mounted 0.2 mm upstream of the midpoint of the X-wires and is aligned in the \( z \)-direction. The hot-wires are made from tungsten of 2.54 \( \mu \)m diameter approximately 0.51 mm long. The cold-wire is platinum with a diameter of 0.625 \( \mu \)m and a length of 0.5 mm. A heating current of 180 \( \mu \)A is passed through the cold-wire.

The probe is calibrated directly for velocities, temperatures and flow angles from 4 to 11 m/sec, 19 to 31°C and ± 5 degrees respectively. These ranges are adequate to cover all turbulent data obtained from the mixing layer. Calibration is performed both before and after the two sets of measurements are made. The inversion scheme is based on King's law for the hot-wires and on a linear equation between voltage and temperature for the cold-wire.

**Spatial Resolution and Frequency Response**

The spatial resolution of the triple sensor is estimated to be 0.5 mm while the Kolmogoroff length, \( L_k \), is estimated to vary between 0.25 and 0.49 mm. Therefore, the Kolmogoroff length is at most one-half the characteristic length scale of the sensor. This resolution is adequate for the present results.

The frequency response of the two hot-wires and of the cold wire is estimated to be 22 kHz and 3 kHz respectively. The effective digitizing frequency for the signals from the three sensors and their derivatives is 7400 Hz. From an estimate of the Kolmogoroff frequency, \( f_K \), we conclude that our digitizing frequency is 1.45 to 2.84 \( f_K \) and is thus adequate.

**General Description of the Flow**

The measurements are carried out in a low-speed, low-turbulence wind tunnel having a 76 cm x 76 cm cross-section. The turbulence grid consists of eighteen horizontal and eighteen vertical rods 0.665 cm in diameter with a mesh size, \( M = 4 \) cm. The tunnel and grid are described in detail by Va. Atta and Yeh (2) and Sepp (8). In the separate sets of measurements, none of the horizontal rods are heated electrically. Each rod consumes 1 kW of power and is heated to about 200°C above ambient. There results a mean temperature \( T_m \) in the fully heated stream of 3.21 ± 0.06°C.

The tunnel is operated in an open circuit mode by installing a flow deflector downstream of the test section. The mean velocity, \( U \), of 7.8 m/sec is monitored by a pressure transducer connected to a Pitot static tube mounted in the unheated stream. The temperature in the unheated stream is measured by a platinum resistance thermometer placed alongside of the Pitot static tube. This temperature is found to be constant to within ± 5 x 10⁻⁴°C during periods of data collection.

The apparent freestream variations (rms) of velocity and temperature in the wind tunnel without the grid in place are found to be 0.01 m/s for \( u \) and 0.01°C for \( T \). These apparent intensities are due both to electronic noise and to residual fluctuations in the tunnel.
Probe Positioning

The three sensor probe is mounted on a motorized support. A counter provides an output establishing the probe location in the vertical, i.e., y-direction relative to a reference height determined manually from the tunnel floor. The accuracy of our y-coordinates is ± 0.5 mm.

During a data collection period the probe is traversed downward in steps of one cm and held fixed at each position while data is recorded for one minute. After a complete pass through the mixing layer, the probe and probe support are manually moved to the next streamwise station and the procedure repeated.

Data are collected at four x-stations for the first set of measurements, namely at 21, 36, 51 and 67 mesh heights downstream of the grid. For the second set data are collected only at the first three of these stations.

Data Collection and Reduction

We record the following voltages: Those from each of the three sensor circuits and their time derivatives obtained by analog differentiation; the voltage yielding the temperature in the unheated stream; the output from the Pitot static tube determining the mean velocity; and the voltage from the counter related to the probe position. Voltages are stored on tape by means of a FM tape recorder at a tape speed of 38.1 cm/sec corresponding to a maximum recording frequency of 5 kHz.

After being low-pass filtered at 1830 Hz, the voltages on the six channels corresponding to the output from the three sensors and their derivatives are digitized at a rate of 3700 samples/sec/channel and at a playback tape speed of 19.05 cm/sec. There results an effective sampling rate of 7400 samples/sec/channel. As a result of the various steps from recording to digitization the real time increment between samples is 135.3 μsec. At each probe position one hundred records consisting of 1024 samples are digitized so that the results correspond to about one hundred thousand samples. The various time series which result are analyzed on a CDC 3600 computer using standard software.

EXPERIMENTAL RESULTS

The results of the two sets of measurements are identified with the acronyms THG and BHG for top and bottom heated rods respectively. We discuss first the temperature data and then those involving the velocity components.

Virtual Origin

It is convenient to present the data in terms of the similarity variable \( \xi = \frac{y}{\sqrt{\text{Re}}} \). We take the origin of the \( \xi \)-coordinate to be the point where \( \bar{T} = (1/2) \bar{T}_w \). The streamwise variation of this origin relative to the tunnel floor is negligible, being less than ± 1.13 cm. As indicated earlier the \( \xi \)-coordinate is defined as \( \xi = (x - x_0) / M \) where \( x_0 \) is the location of the virtual origin measured from the grid. Although \( x_0 \) can be obtained in a variety of ways, we first follow standard practice relative to grid flows, adopt an idealized rate of decay of the temperature intensity in the fully-heated stream and use our data relative to that intensity to obtain a virtual origin.

The seven data points obtained from the two sets of measurements yield the value \( x_0 = 6.5 \). This value is consistent with that found by Van Atta and Yeh (2) and Sepri (8) in experiments involving the same grid, fully-heated, but is not in agreement with the value of \( x_0 = -9.8 \) found by LaRue and Libby (5). This discrepancy is indicative of the difficulties of determining virtual origins on the basis of the limited data usually available. We note that such discrepancies suitably are not significant if measurements are made at stations which are far downstream. Moreover, they do not appear to be significant relative to comparison among the various sets of experimental results for the thermal mixing layer provided \( x_0 \) is determined in a consistent fashion. Thus we use the value \( x_0 = 6.5 \) determined conventionally to present our data and to compare them with previous results and with the predictions of similarity theory. We then show that an alternative determination of the virtual origin changes sufficiently the display of data to yield reasonable agreement with theory.

Mean Temperature

Figure 1 shows the mean temperature distribution obtained from both the present and previous experiments. We retain the virtual origin of 12M used by Libby (3) for displaying the data of Foss et al. (2) and make no correction to the \( x \)-values given by Keffer et al. (4). We see that all sets of data agree remarkably well with each other. We defer discussion of the prediction of the mean temperature profile but it is clear that an error function distribution as predicted by the simple theory of Libby (3) adequately describes these results provided that the Reynolds number \( \text{UM}/\nu \), arising in the theory and determining the thermal diffusivity \( \nu \), is appropriately chosen.

Temperature Intensity. A similar comparison is shown in Fig. 2 where the distributions of the temperature intensity in the form \( \bar{T}^{1/2}/\bar{T}_w \) given by the four sets of data are shown. We observe that the results of the present study agree very well with those of Foss et al. (2) and LaRue and Libby (5) but that there is a discrepancy with the data of Keffer et al. (4) as mentioned earlier. It is also to be noted that the intensity predicted by Libby (3) is considerably greater than all the experimental data. We discuss later the reasons for this discrepancy.

The intensity profiles are not strictly similar. This is most obvious in the fully-heated side of the mixing layer. Theory suggests that the temperature intensity in this flow involves two separate components, one representing a simple diffusion of temperature intensity across the mixing layer and thus decreasing in importance with the downstream distance and a second representing production of fluctuations by the mean temperature gradient and thus constant. It is important to note that all the experimental results on the thermal mixing layer, both the earlier and present results, relate to the far downstream region where the first component is significant only near the fully heated stream. Thus in comparing measurement and prediction based on the similarity solution we consider only the second component.

Higher Moments of Temperature Fluctuations

We have analyzed our temperature data to determine the skewness and the kurtosis of the temperature fluctuations. The results are essentially the same as those presented in LaRue and Libby (5) and need not be repeated here. In fact the agreement between the two sets of data is remarkably good. In this regard it is worth noting that there is no significant difference even for these higher moments in
the data obtained with the horizontal rods in the upper half of the tunnel heated and with those in the lower half heated. Thus buoyancy is ineffective and temperature is truly passive.

With respect to the higher moments we note that we have calculated and plotted the probability density functions of the temperature for all of the probe locations. They are fully consistent with the results given in LARue and Libby (5) and are thus not presented here.

**Temperature Dissipation.**

In Fig. 3 we show the distribution of the nondimensional parameter involving the temperature dissipation, namely \( \chi_T \equiv M/U T^2 \), as obtained in the present study and as given by LARue and Libby (5). In accordance with standard practice the dissipation is determined using Taylor’s hypothesis and the assumption of local isotropy of the small scales so that

\[
\chi_T = \frac{60}{L} \left( \frac{\bar{\partial}T}{\bar{\partial}t} \right)
\]

We have checked the accuracy of our determination of \( \chi_T \) by comparing values of the integral \( \int (2\pi f) \varepsilon_L d(1/df) \) with \( (1/12)(d\bar{T}/dt) \) from a number of locations in the mixing layer. We find that the two values do not differ by more than 10%. In the integral \( f_{int} \) is the maximum frequency of interest and \( \varepsilon_L \) is the power spectrum of the temperature.

Several aspects of Fig. 3 call for comment. First the relative constancy of the dissipation parameter across the mixing layer implies consistency of the data with the usual model for the temperature dissipation, namely \( q_i \varepsilon = T^2 \) where \( q \) is the turbulent kinetic energy and \( T \) is a measure of the scale of the large eddies. It is useful for later developments to exploit this near constancy and to assume further that a constant denoted in Libby (3) as \( \beta \) can be assigned the constant for the parameter \( \chi_T \) throughout the far downstream region. In reference 3 Libby argued that \( \beta = 0.1 \) but we see from Fig. 3 that nonunity values are indicated. We note also a significant discrepancy between the \( \beta \) values obtained in the present study and those of LARue and Libby (5) the former being smaller by as much as a factor of three. Because of the appearance of \( \beta \) in the definition of this dissipation parameter, the presentation of the data in the form shown in Fig. 3 is sensitive to the selection of \( \beta \).

Finally, the present data relative to the skewness of the temperature derivative, a measure of the isotropy of the small turbulence scales, are in accord with those given by LARue and Libby (5). Although subject to considerable scatter this skewness is generally negative, implying that the factor 6 in Eq. (1) can be somewhat in error. However, it is reasonable to assume that in the absence of any significant spatial variation of this skewness the constancy of the dissipation parameter and thus the selection of a value for \( \beta \) are not compromised by this error but that values of \( \beta \) differing somewhat from those shown in Fig. 3 are defensible.

**Velocity and Velocity-Temperature Correlations.**

At all probe locations the ratio of the intensities of the fluctuations of the two velocity components in the form \( (u'^2/v^2) \) is found to be close to 1 or 1 indicating, as is to be expected, near isotropy of the velocity fluctuations. In addition the correlation coefficient \( u'v'/(u'^2/v^2)^{1/2} \) yields negligibly small values. The data involving the velocity components alone are of little interest and thus are not considered further.

The most interesting correlations of the velocity and temperature relate to the two mean fluxes, \( \nabla T^2 \) and \( \nabla T^2 \), which appear in the conservation equations for the mean temperature and temperature intensity. We find that reasonable similarity is achieved for these fluxes and that their distributions are qualitatively as expected on physical grounds, e.g., on the basis of gradient transport. We defer for the moment presentation of these results.

**COMPARISON WITH SIMILARITY THEORY.**

We now turn to comparison between the data of the previous section and the simple theory of Libby (3). The starting point in making such a comparison is the selection of the Reynolds number \( R = U_{142} \) on the basis of the mean temperature distribution shown in Fig. 1. We have

\[
T = \frac{1}{2} T_1 \left[ 1 + \frac{1}{2} \eta \right]
\]

where \( \eta = \frac{1}{2} X \left[ R_{142}^2 - 6 \right] \). The comparison between Eq. (2) with \( R_{142} = 142 \), the original value used in reference 3, and the data indicates excellent agreement and encourages further comparison.

We next take up comparison relative to the mean flux \( \nabla T \) which enters the conservation equations for the mean temperature and the temperature intensity. Two points of view can be adopted in making a prediction of this quantity if gradient transport with a constant thermal diffusivity is assumed. \( \nabla T \) can be calculated from Eq. (2) by differentiation. Alternatively, if Eq. (2) is considered an adequate empirical representation of the mean temperature, then the conservation equation in similarity form for that temperature yields by integration without further approximation a solution for the flux. Either point of view results in

\[
\frac{\nabla T}{U T_1} = -\frac{1}{2\pi^2 R_{142}^2} \exp \left[ -\frac{y^2}{4} \right]
\]

The comparison between the prediction of Eq. (3) with \( R_{142} = 142 \) and the experimental data clearly shows a significant discrepancy of roughly 60%. It follows that an important term, that associated with production of temperature fluctuations, in the balance equation for \( T^2 \) is in error and thus that further comparison between prediction and measurement is not worthwhile until this discrepancy is removed. The value of simultaneous temperature and velocity data is now obvious. The 40% error in peak intensities shown in Fig. 2 and mentioned earlier can now be attributed at least in part to an error in the production term.

Several explanations of the discrepancy are possible. If the flow is sufficiently nonsimilar, our calculation of the mean flux based on the a priori assumption of similarity is in error. However, the mean temperature profiles such as those given in Fig. 1 indicate within the usual experimental error a satisfactory degree of similarity. It does not necessarily follow that the mean flux is also similar since a small degree of nonsimilarity in the mean profiles could lead to significant nonsimilarity in the mean flux. From a careful examination of this possibility we conclude that we must look elsewhere for the source of our error. As indicated earlier we remove the discrepancy by revising the location of the virtual origin. The suggestion is made that the proper virtual origin for the thermal mixing layer is the one making
the measured mean temperature and mean flux profiles consistent
with the conservation equation in similarity form and not the one
appropriate for the decay of the temperature intensity in the fully-
heated stream.

A new virtual origin is found by adjusting $x_c$ and the Reynolds
number $R_u$ so that measured and predicted profiles of the mean
temperature and mean flux of temperature in terms of the left side of
Eq. (3) agree. We find that $x_c = -30d$ and $R_u = 271$ leads to the
results for the mean flux shown in Fig. 4; the agreement relative to
the mean temperature is essentially the same as shown in Fig. 1 with
different values for these two parameters. We see from Fig. 4 that we
have achieved consistency between measured and predicted fluxes.

With this advance we take the next step in attempting to bring
measurement and prediction of the temperature intensity into agree-
ment. We find that even with the correct production term disagree-
ment such as indicated on Fig. 2 prevails and that a reexamination of
our considerations relative to the scalar dissipation is required. If we
do not set $\beta$ equal to unity but accept the implication of Fig. 3,
namely that nonunity values thereof are appropriate in the far down-
stream region, then we must consider the following revised equation
for the temperature intensity

$$\gamma I' \beta = \frac{1}{2} \beta I_1 = -\frac{1}{2} \exp \left[ -\frac{1-x_c}{2} \right]$$

where $\beta = \beta(x) = \frac{r}{\bar{r}}^2$. Since $I_1$ describes the asymptotic
behavior of the temperature intensity, i.e., the behavior for values of
$x$ such that $\frac{r}{\bar{r}}(y = \infty) = 0$, Eq. (4) is to be solved subject to
the boundary conditions

$$I_1(0) = I_1(\infty) = 0$$

We select both $\gamma$ and $\beta$ so as to achieve agreement as far as possible
between experiment and prediction for the far downstream region.
We find that $\gamma = 0.89$ and $\beta = 2.25$ yield the agreement shown in
Fig. 5 in which the experimental data of the present study are replotted
to reflect the revised virtual origin. We now see that satisfactory
agreement is achieved with respect to both the maximum level and
width of the thermal mixing layer. We believe that similar treatment
of the data from earlier experiments would lead to corresponding
agreement. Note that the value of $\beta = 2.25$ is not inconsistent with
our experimental results, if the present data shown in Fig. 1 are
altered to account for the revised virtual origin, it is found that
$1.4 < \beta < 2.1$. Our earlier discussion of possible errors in the deter-
mination of $\gamma$, suggests that the selected value of $\beta$ is reasonable.
The disagreement between the data and prediction on the fully-heated
side of the mixing layer is due, of course, to neglect of the decaying
component of the temperature intensity.

With the solution of Eq. (4) we are able to compare measured
and predicted distributions of the flux of the temperature intensities
in similarity form as shown in Fig. 6. We see that reasonable agree-
ment with respect to this third-order correlation is achieved, a gratify-
ing result.

The freeing of the value of the dissipation parameter $\beta$ from the
value of unity calls for comment. In reference 3 Libby argued that
the solution of the partial differential equation for the temperature
intensity $I = \frac{r}{\bar{r}}$, close to the virtual origin required $\beta = 1$. The
present experimental results and those in LaRue and Libby (5) rela-
tive to the temperature dissipation support the classical model for that
dissipation, at least in the far downstream region, but show that the
level differs significantly from that associated with $\beta = 1$. We con-
clude that the classical model for dissipation may be inappropriate for
the mixing layer close to the virtual origin. Additional experimental
results are called for in order to examine this issue.

CONCLUDING REMARKS

We provide additional data on the temperature characteristics
and new data on the velocity-temperature correlations in the thermal
mixing layer downstream of a partially heated turbulence grid. The
temperature data are largely consistent with earlier results. The
velocity-temperature correlations offer no qualitative surprises but
permit a detailed examination of the discrepancy between measure-
ments and predictions of the temperature intensity based on a similar-
ity solution for the thermal mixing layer. It is found that the usual
method of selecting the virtual origin which is implicit in such solu-
tions, namely on the basis of the rate of decay of the temperature
intensity in the fully-heated stream, is inappropriate. By selecting the
virtual origin so that the conservation equation for the mean tempera-
ture yields a mean flux of temperature consistent with experiment and
by taking the level of the dissipation of temperature fluctuations into
account, agreement between measurement and prediction with respect
to the temperature intensity in the far downstream region of the
thermal mixing layer is obtained. Our experience and the simplicity
and accuracy of the similarity solution indicate that the thermal mix-
ing layer is a useful flow for the assessment of predictive methods
involving passive scalars.
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Fig 1 The distribution of mean temperature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>□</td>
<td>x/M = 21.40 THG.</td>
</tr>
<tr>
<td>△</td>
<td>x/M = 36.35 THG.</td>
</tr>
<tr>
<td>◆</td>
<td>x/M = 51.32 THG.</td>
</tr>
<tr>
<td>○</td>
<td>x/M = 67.40 THG.</td>
</tr>
<tr>
<td>▲</td>
<td>x/M = 51.32 BHG.</td>
</tr>
<tr>
<td>×</td>
<td>x/M = 36.35 BHG.</td>
</tr>
<tr>
<td>*</td>
<td>Keffer et al., Ref. 4.</td>
</tr>
<tr>
<td>+</td>
<td>Foss et al., Ref. 2.</td>
</tr>
<tr>
<td>—</td>
<td>Theory of Ref. 2.</td>
</tr>
</tbody>
</table>

Fig 2 The distribution of temperature intensity. See Fig. 1 for symbol legend.

Fig 3 The distribution of the temperature dissipation parameter. See Fig. 1 for symbol legend.

Fig 4 The distribution of transverse flux of temperature in similarity form. See Fig. 1 for symbol legend.

Fig 5 The distribution of temperature intensity with revised virtual origin and revised prediction. See Fig. 1 for symbol legend.

Fig 6 The distribution of transverse flux of temperature intensity in similarity form. See Fig. 1 for symbol legend.
MODELLING OF HOMOGENEOUS TURBULENT SCALAR FIELD DYNAMICS

B.A.Kolovandin, N.N.Luchko and O.G.Martynenko
Heat and Mass Transfer Institute, Minsk, U.S.S.R.

ABSTRACT

The problem of universal (with respect to the turbulent Reynolds and Peclet numbers) modelling of a turbulent passive scalar field dynamics (e.g. temperature or concentration of a contaminant) by means of the second-order model has been studied. In the first part of the paper, a possibility of universal modelling of a homogeneous and isotropic velocity field dynamics using a one-point model of the second order is discussed. The second part deals with the problem of invariant modelling of a homogeneous and isotropic passive scalar field in the asymptotic cases of small and large values of the turbulent Reynolds and Peclet numbers. To check the adequacy of the asymptotic model suggested, a comparison is made of the numerical results on degeneration of a homogeneous and isotropic passive scalar field with the known laboratory experiment data on degeneration of temperature pulsations in the wake behind a heated grid. Finally, in the third part of the paper one of the variants of universal modelling of a turbulent passive scalar field for arbitrary values of the turbulent Reynolds and Peclet numbers and the molecular Fanning number is suggested.

Modelling of a Homogeneous Velocity Field Dynamics

For a homogeneous and isotropic velocity field, the one-point second-order model may be given by [1]:

\[ \frac{q^2}{2} + 2 \varepsilon_u = 0, \]

\[ \varepsilon_u + \frac{P_u(R_x)}{2} \frac{q^2}{2} = 0, \]

where \( q^2 = u^2 \) is the doubled kinetic turbulence energy, \( \varepsilon_u = \frac{\partial^2 u / \partial x_r^2}{\partial u / \partial x_r}^2 \) is the kinetic energy dissipation rate, and

\[ P_u(R_x) = \frac{1}{15} \left( S_u + S_\nu \right) R_x, \]

the function of interaction of different-scale velocity pulsations, where

\[ S_u = \left( \partial u / \partial x_r \right)^2 / \left( \partial u / \partial x_r \right)^2 \]

\[ S_\nu = 2\nu(\partial^2 u / \partial x_r^2)^2 / \left( \partial u / \partial x_r \right)^2 \]

in which \( R_x = \sqrt{\frac{\nu^2}{\nu^2}} \) is the turbulent Reynolds number, \( R_x = 5\nu^2/\nu u, \) the squared Taylor's microscale of turbulence.

The problem of modelling of homogeneous and isotropic turbulence dynamics using the momentum equations (1),(2) is reduced to the modelling of \( P_u \) as a function of \( R_x \), provided that the function is universal. For well-known reasons [2], this problem cannot be solved analytically (a solution exists only for the case of weak turbulence, characterized by small values of \( R_x \)).

To date, some attempts have been made [4-8] of semi-empirical modelling of \( P_u(R_x) \) using both the limit invariant Kolmogov's relationships [9], \( q^2 = \text{const}, \) for \( R_x \ll 1 \), and Saffman's relationships [10], \( q^2 = \text{const} \), for \( R_x \gg 1 \) (here, \( L_x = 5\nu^2/\nu u \) is the energy-containing vortex scale), determining asymptotics of the interaction function at \( R_x \to 0 \) and \( R_x \to \infty \):

\[ \lim P_u = 14/5, \lim P_u = 11/3, \]

\[ R_x \to 0 \quad R_x \to \infty \]

and treatment of the experimental data on degeneration of \( q^2 \) in the wake behind a grid by means of the power law

\[ q^2 = A(c + c_0)^m \]

Note that (4) is the consequence of the exact solution of the system (1)-(2) with the initial conditions \( q^2 (\tau = 0) = q_b, \) \( c_u (\tau = 0) = c_0 \) at \( P_u = \text{const}, \) given by

\[ \frac{q^2}{q_b} = \frac{P_u}{(P_u - 2)(P_u - 2)} \frac{(P_u - 2)}{(P_u - 2)(P_u - 2)}, \]

\[ q_c = \frac{q_0}{c_1}, \]

where \( c_0 \) is the integration constant, and

\[ q_0 = q_b \]

is the origin of turbulence degeneration according to the law (5), i.e. the virtual origin. Comparison of (4) and (5) yields
\[
\frac{n}{2} = \left(\frac{P_u}{R_u} - 2\right)
\]
which means that the asymptotic values of kinetic energy degeneration exponent \(n\), according to (3), are the following:

\[
l\lim n = 5/2, \quad \lim n = 6/5
\]

\(R_u = 0, \quad R_u \to \infty\)  \hspace{1cm} (7)

Treatment of the experimental data [11-16] using the relationship (4) shows (see Fig.1) that for an isotropic velocity field, \(P_u\) is really the universal function of \(R_u\), the simplest approximation of which is given by

\[
P_u(R_u) = a - b/(1 + b R_u^2) \hspace{1cm} (8)
\]

where, according to (3), \(a = 11/3\) and \(b = 13/15\), while the numerical value of the constant \(b\) or related constants in the alternative approximations [5-7] should be chosen from the condition of optimum agreement of a corresponding approximation with the experiment at moderate values of \(R_u\).

**Modelling of a Homogeneous Scalar Field Dynamics**

Extension of the above approach to the modelling of a homogeneous and isotropic passive scalar field dynamics is not a trivial problem, as could be assumed apriori. Indeed, treatment of the known experimental data [17-20] according to the "law"

\[
t^2 = B \cdot (\tau + \tau_0)^m
\]

shows that (see Fig.1 in the paper [21] by Warhaft and Lumley), that the exponent \(m\) of the temperature pulsation degeneration, in contrast to the exponent \(n\) of the scalar pulsation degeneration, at \(R_u \gg 1\) and \(P_u \gg 1\) is noninvariant to the initial conditions. Paradoxical as this fact may appear, it nevertheless can be predicted apriori by means of asymptotic analysis of homogeneous and isotropic scalar field dynamics on the basis of the following one-point second-order model, suggested earlier by B.A. Kolovandin and I.A. Vatutin [22]:

\[
t^2 + 2 \varepsilon_t = 0, \quad \hat{\varepsilon}_t + \hat{P}_t(R_u, R_u, \cdot) \cdot \hat{\nu}_u, \quad \hat{\varepsilon}_t / \hat{\nu}_0^2 = 0, \hspace{1cm} (9)
\]

where \(\hat{\varepsilon}_t = \left(\frac{\partial t}{\partial x}\right)^2(\partial u_x/\partial x_x)^2(\partial u_y/\partial x_x)^2(\partial u_z/\partial x_x)^2\)

and the interaction function of different-scale velocity and scalar pulsations, consisting of the third-order inertia moment

\[
S_t = \left(\frac{\partial t}{\partial x_x}\right)^2(\partial u_x/\partial x_x)^2(\partial u_y/\partial x_x)^2(\partial u_z/\partial x_x)^2
\]

and the second-order "molecular" moment

\[
S_m = \left(\frac{\partial t}{\partial x_x}\right)^2(\partial u_x/\partial x_x)^2(\partial u_y/\partial x_x)^2(\partial u_z/\partial x_x)^2
\]


\[
S_m = \left(\frac{\partial t}{\partial x_x}\right)^2(\partial u_x/\partial x_x)^2(\partial u_y/\partial x_x)^2(\partial u_z/\partial x_x)^2
\]

\[
t = \left(\frac{\dot{t}}{\dot{t}^2}(\dot{t}^2) + 2r + \varepsilon_t \right)^{-1}, \hspace{1cm} (12)
\]

in which \(\tau_0\) is determined by the relationship (6), i.e. it is assumed that the virtual origin of degeneration of the velocity field and of the scalar one coincide, the constant \(\varepsilon_t\) being identically equal to zero proceeding from the condition at infinity. Since the solution of (12) must satisfy the two initial conditions, \(t^2(\tau = 0) = \tau_0^2\) and \(\varepsilon_t^2(t^2 = \tau_0^2) = \varepsilon_t^2\), from the second relationship (12) it follows that \(P_u\) must be the initial conditions function, i.e.

\[
P_u = (P_u - 2) + 2 \varepsilon_t \cdot \tau_0. \hspace{1cm} (13)
\]

Thus, unlike \(P_u\), the function of \(P_u\) cannot be a universal function of \(R_u\) and \(P_u\). The experimental data [18, 21], displayed in Fig.1 confirm this conclusion. Allowing for (13), the solution of (12) can be represented as

\[
t^2 = 2 \varepsilon_t \cdot \frac{P_u - 2}{P_0} \cdot \frac{1}{\tau_0} \cdot (\tau + \tau_0)^{-2} \cdot \frac{\tau_0}{\tau_0} =
\]

\[= 2 \varepsilon_t \cdot \frac{1}{P_0} \cdot (\tau + \tau_0)^{-2} \cdot \tau_0, \hspace{1cm} (a)\]
A consequence of (13) is the noninvariant nature of the product \( t^2 \lambda_t \), rejecting reference of this solution to the final stage of degeneration. Thus, solution of (14), obtained on condition that \( \Psi_t = \text{const} \), refers only to the asymptotic case of strong turbulence, i.e. \( R_t \to 1 \) and \( P_t \to 1 \).

As to the case of a "weak" scalar field when \( R_t \ll 1 \) and \( P_t \ll 1 \), it can be modelled by the following system of equations:

\[
\frac{1}{2} t^2 + 2 \Psi_t = 0 \tag{9}
\]

\[
\dot{\Psi}_t + \Psi_t \dot{t}^2 = 0, \tag{15}
\]

first suggested by Lumley [23], in which

\[
\Psi_t = \frac{P_t}{r} \tag{16}
\]

Indeed, at \( \Psi_t = \text{const} \), the solution of (9)-(15) is given by

\[
t^2 \Psi_t - 2/\Psi_t = \text{const}, \quad i.e. \ t^2 \lambda_t 4/\Psi_t = \text{const},
\]

corresponding at

\[
\Psi_t = 10/3 \tag{17}
\]

to the Corrsin's invariant of the final stage of degeneration. In this case,

\[
r = 3/5 \tag{18}
\]

So, in the case of weak turbulence \( (R_t \ll 1, \ P_t \ll 1) \) the parameter \( \Psi_t \) is independent of the initial conditions.

Bearing in mind the expression (13) for \( \Psi_t \) and the relationship (16), one may conclude that with the turbulence being strong, the parameter \( \Psi_t \) is not invariant to the initial conditions, i.e.

\[
\Psi_t = 2 + (P_t - 2)/\rho_0 \tag{19}
\]

That is why the attempts to construct a universal second-order model of the scalar field for \( R_t \gg 1 \) and \( P_t \gg 1 \) with the equation (15) (see, for example, the paper by Newman, Warhaft and Lumley [24]) are probably doomed to failure.

Since according to (13) and (15) the parameters \( \Psi_t \) and \( \Psi_t \) at \( R_t \gg 1 \) and \( P_t \gg 1 \) are noninvariant, the equation for \( E_t \) in the form (11) or (15) is not acceptable for modelling of scalar field of strong turbulence. The invariant equation for \( E_t \) at \( R_t \gg 1 \) and \( P_t \gg 1 \) may be obtained by determining of \( r \) using the condition (14 b) and the equations (1), (2) and (9). It is easy to show that it is of the form

\[
\dot{E}_t + P_t \cdot E_t E^2 + P_t (2) \cdot \dot{E}_t = 0 \tag{20}
\]

in which

\[
P_t(1) = P_u - 2 = 5/3, \ P_t(2) = 2 \tag{21}
\]

Solution of the equations (9), (20) given by

\[
\frac{t^2}{2} = r/(P_t - 2) - 2/(P_t - 2) + (P_t - 2)/P_t \tag{22}
\]

\[
E_t \cdot t^2 = [r/(P_t - 2)] \cdot (\tau + \tau_t - 2)/(P_t - 2) \tag{23}
\]

leads to the invariant relationship for degeneration of a homogeneous scalar field at \( R_t \gg 1, \ P_t \gg 1 \)

\[
\dot{E}_t = \dot{E}_t \cdot t^2 = \text{const} \tag{24}
\]

The relationship (24) is the extension to the arbitrary values of the rate-scale parameter \( r \) of the invariant relationship suggested earlier by Corrsin [25].

Universal Modelling of Degeneration of a Homogeneous and Isotropic Passive Scalar Field

Let us assume that at arbitrary values of \( R_t \) and \( P_t \), obviously related to each other as

\[
R_t^2 = (5r/66) \cdot P_t^2
\]

the equation for \( E_t \) is given by (20), provided that \( P_t \) and \( P_t \) are some of universal functions of the turbulent Reynolds and Peclet numbers, when at \( R_t \to \infty \) and \( P_t \to \infty \), according to (21),

\[
P_t \to (P_t - 2) = 5/3, \ P_t(2) = 2, \tag{25}
\]

and at \( R_t \to 0 \) and \( P_t \to 0 \), according to (15) and (17),

\[
P_t(1) = 0, \ P_t(2) = 10/3 \tag{26}
\]

Allowing for these asymptotics, we now represent the functions considered in the form:
\[ f_t^{(1)} = \frac{p - 2}{2 - \frac{4}{3} f_2(R_\lambda, 6) \cdot \lim_{R_\lambda \to 0} f_1(R_\lambda, 6) \cdot \lim_{R_\lambda \to \infty} f_2(R_\lambda, 6) \right] \]  
(27)

in which the functions \( f_1(R_\lambda, 6) \) and \( f_2(R_\lambda, 6) \), according to the asymptotic relationships (26), (27) at moderate values of \( 6 \) must have the following limits:
\[ \lim_{R_\lambda \to 0} f_1(R_\lambda, 6) = 1, \quad \lim_{R_\lambda \to \infty} f_2(R_\lambda, 6) = 1, \quad \lim_{R_\lambda \to 0} f_1 = 0, \quad \lim_{R_\lambda \to \infty} f_2 = 0 \]

Besides, according to the solutions of (26), (23), in which, allowing for (27)
\[ r = 3 \gamma_1/5 \gamma_2, \]
the ratio \( f_1/f_2 \) must decrease with an increase of the molecular Prandtl number, and increase with a decrease of \( 6 \), which corresponds to the intuitive physical picture of a scalar field degeneration in liquids with different physical properties.

The above-mentioned conditions, specifically, are satisfied by the following approximations of the functions considered:
\[ f_1 = 1/(1 + \beta_1 \cdot 6 \cdot R_\lambda^2), \]
\[ f_2 = 1/(1 + \gamma_u \cdot R_\lambda^2), \]
(28)

where the constants \( \beta_1 \) and \( \gamma_u \) determine the rate of changing of the functions \( f_1 \) and \( f_2 \) between the asymptotic values of (25) and (26) in the course of degeneration of \( t^2 \).

The relation between \( \beta_1 \) and \( \gamma_u \) may be determined from the condition of existence of a scalar field degeneration regime at moderate values of \( R_\lambda \) and \( f_\lambda \), which is characterized by the approach, in time, of the \( r \) parameter to 1, at \( \delta = 1 \). (this regime was discovered by Newman and Herring [26] during numerical modelling of homogeneous vector and scalar field degeneration carried out on the basis of the "test-field" Kreichnan's model), by the obvious relationship
\[ r = -\frac{4}{3} f_2(R_\lambda, 6) \cdot (\delta \gamma_1 / t^2) \]
in the form
\[ \beta_1 \approx 3 \gamma_u / 5. \]

In order to check the adequacy of universal modelling of a homogeneous and isotropic scalar field dynamics based on the model equations (1), (4) of the velocity field, and equations (9), (20) with \( f_1(R_\lambda, 6) \) and \( f_2(R_\lambda, 6) \) being assigned in the form (27), (28), a numerical experiment has been conducted on degeneration of a homogeneous and isotropic scalar field with the assigned initial values of \( q_0, t_0, \varepsilon_{u0} \) and \( 6 \) to,

\[ \text{Fig.3 Comparison of numerical modelling of} \]
\[ \text{t}^2 \text{using (9)-(20)-(27)-(28) at} \]
\[ \beta_\mu = \gamma_u = 1/150, \quad a = 3.52, \quad b = 0.72, \]
\[ 6 = 0.73 \text{ with the experiment [21]:} \]
\[ * - m = 1.29, \quad R = 0.99; \quad * - m = 1.63, \]
\[ R = 1.37; \quad \varepsilon_\mu = 2.06, \quad R = 1.54; \]
\[ 0 - m = 3.2, \quad R = 2.39. \]

shows their complete agreement at any of the considered values of \( R \). Figure 4 displays the numerical experiment results on a scalar field degeneration at different values of \( 6 \) and different initial values of the parameter \( r \). The absence of experimental data on \( x/N > 300 \), unfortunately, made it impossible to verify the adequacy of the approximation (28) with respect to both the rate of approach of the degeneration process to the equilibrium \( (r = 1) \), and the degree of the molecular Prandtl number effect on degeneration of \( t^2 \).

\[ \text{Fig.4 Numerical modelling of the parameters} \]
\[ \text{n and} \]
\[ \text{t evolution at different values of} \]
\[ 6 \text{and two different values of} \]
\[ r, \]
\[ \text{the curves are labelled by the values of the molecular Prandtl number,} \]
\[ 6 \).

Discussion of Results

1. Degeneration of kinetic energy of turbulence in homogeneous and isotropic velocity field is self-similar, i.e., may be represented by the power law (4a) in the asymptotic state of turbulence, at \( R_\lambda < 1 \) or \( R_\lambda = 1 \) only. The empirical curve \( P_0(R_\lambda) \) shows that at \( R_\lambda = 100 \), \( P_0 \) has a platform coinciding with the asymptotic value \( P_0 = 11/3 \), which corresponds to \( n = 6/5, \) at \( 0 < R_\lambda < 10 \), \( P_0(R_\lambda) \) also has a platform coinciding with the asymptotic value \( P_0 = 14/5 \), which corresponds to \( n = 5/2 \). With the tur-
bulous Reynolds number values being moderate, degeneration of Eq. is not self-similar, hence the power law (Aa) may be used for treatment of the experimental data only in a local sense, i.e., over a narrow range of $R_e$ variation.

For second-order modelling of the turbulence, the information on degeneration of a homogeneous anisotropic velocity field is very important. As shown by Batchelor [27], the weak turbulence asymptotics is not invariant to the anisotropy degree. For modelling of behaviour of $F_t(R_\lambda, I, II, III)$, the numerical experiment on degeneration of homogeneous anisotropic turbulence following the scheme DNS [29] for small and moderate values of $R_e$ in this case is unchanged. At the same time, the preliminary experimental data of TaeKer and Ali [28], demonstrate that the strong turbulence asymptotics is not invariant to the initial conditions. For modelling of behaviour of $F_t(R_\lambda, I, II, III)$, the numerical experiment of degeneration of homogeneous anisotropic turbulence following the scheme DNS [29] for small and moderate values of $R_e$, and for $R_e \gg 1$, according to the scheme TPM [26] may prove very useful.

2. Degeneration of intensity of a homogeneous and isotropic scalar field is selfsimilar, i.e., is represented by the power law (Ab) only in the asymptotic state of turbulence, $R_e \gg 1$ and $F_e \gg 1$, or $R_e \ll 1$ and $F_e \ll 1$. Asymptotic value of the exponent $m$ of degeneration of $\overline{\tau^c}$ at $R_e \gg 1$ and $F_e \gg 1$, unlike the exponent $n$ of turbulence energy of $\overline{\epsilon}$, is not universal but depends on the initial conditions, i.e., $m(R_e, F_e)$. For the assigned value of $R_e$, the value of $m$ is constant, until $F_e$-onset. It is probable that at large values of $R_e$, and $F_e$, the behaviour of $\overline{\tau^c}$, like $\overline{\epsilon}$, is somewhat similar. The curve $\overline{\tau^c}(F_e)$, calculated from the experimental data of Larcheveque et al., according to which the dependence of $m$ (and, hence, of $F_t$ and $\psi_t$) on the initial conditions is the manifestation of a transient non-self-similar degeneration of $\overline{\tau^c}$, whose relaxation towards equilibrium ($m = n$, $r \rightarrow 1$) occurs very slowly. In contrast, we showed that the dependence of $m$ and $F_t$ on the initial conditions is the attribute of a self-similar degeneration regime of a scalar field at $R_e \gg 1$ and $F_e \gg 1$, beginning with $\overline{\tau^c} = \overline{\tau^c_0}$ and stretching until $F_t = \text{const}$ (see the platform in Fig. 2). Note that the numerical experiment of Larcheveque et al., rather confirms than rejects this point of view, because for the two realizations of $r$ they obtained different asymptotics of $\overline{\tau^c}$ (see Fig. 6 in ref. 30). As to the change of $m$ and $F_t$ with respect to $\tau^c$, according to our data it reflects the process of non-selfsimilar degeneration of $\overline{\tau^c}$ at moderate values of $R_e$, and $F_e$. In this case $F_t$ (or $\psi_t$) considerably changes with respect to $\overline{\tau^c}$, i.e., that power degeneration law (Ab) is not obeyed. At very large values of $\overline{\tau^c}$, corresponding to small ones of $R_e$ and $F_e$, degeneration of $\overline{\tau^c}$ becomes self-similar again, with $m = 3/2$, $r = 3/5$, $\psi_t = 10/3$, $F_t \rightarrow 2$.

The discussed character of evolution of the exponent $m$ at large, moderate and small values of $R_e$ and $F_e$, is quite similar to the character of variation of the exponent $n$ with a decrease of $R_e$, with the only difference that the value of $m$ (and hence of $F_t$ or $\psi_t$), unlike that of $n$, at $R_e \gg 1$ and $F_e \gg 1$ is not invariant to the initial conditions. In this respect, the behaviour of $m(R_e, F_e)$ and $F_t(R_e, F_e)$ is somewhat similar to the behaviour of $n(R_e, I, II, III)$ and $\overline{\epsilon}(R_e, I, II, III)$. In its turn, $m$, may be interpreted as a parameter which probably create an additional invariance of the parameters $m$ and $F_t$. Our study of degeneration asymptotics of a homogeneous and isotropic scalar field shows that it is impossible to use an asymptotic second-order model ($R_e \gg 1, F_t \gg 1$) for solution of this problem, numerical experiment according to the scheme DNS may prove invaluable.
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ABSTRACT

In a turbulent flow where the mechanisms and/or the importance of the generation processes of turbulent kinetic energy, $k$, and mean square scalar variance, $c_2$, are dissimilar, no simple connection exists between the turnover time scale of the fluctuating velocity and fluctuating scalar fields. To allow the computation of the turbulent scalar field in these situations a means of calculating the scalar time is required. Here, in an extension of work by Newman, Launder and Lumley [3], the time scale is obtained via a proposed transport equation for the dissipation rate of mean square scalar variance. The modelled equation has been applied successfully to the calculation of the spread of a thermal mixing layer in grid generated turbulence.

NOMENCLATURE

- $C$: time-mean temperature
- $c$: temperature fluctuation
- $c_1$, $c_2$, $c_D$: constants appearing in $c_2$-equation
- $c_D^2$, $c_P$: constants appearing in $c_D$-equation
- $k$: kinetic energy of turbulence $= \frac{2}{3}u_1^4$
- $V_1$, $V_1'$: mean and fluctuating velocities in direction $x$ (tensor notation)
- $v_2$: $y$-direction component of Reynolds normal stress
- $\Gamma_1$, $\Gamma_1'$: distance in mainflow direction
- $x$, $x'$: Cartesian coordinate (tensor notation)
- $y$, $y'$: cross-stream distance coordinate
- $x_1$, $x_1'$: $x$-direction coordinate measured from the point where $C = \Delta x/2$
- $x_2$, $x_2'$: $x$-direction coordinate measured from the virtual origin of the turbulent field normalized by $\Gamma_1$
- $x_3$, $x_3'$: $x$-direction coordinate measured from the virtual origin of the turbulent field normalized by $\Gamma_1$
- $\Delta C$: mean temperature difference between the heated and unheated fluid
- $\varepsilon$: dissipation rate of turbulence energy $= \frac{2}{3}k$
- $\varepsilon_C$, $\varepsilon_D$: dissipation rate of scalar fluctuation $= \frac{2}{3}c_2$
- $\eta$: dimensionless cross-stream coordinate: $\eta = \sqrt{(x_2 - \bar{y})}$
- $\lambda$: kinematic diffusivity of $C$

INTRODUCTION

In non-isothermal, turbulent shear flows such as a weakly heated jet mixing in stagnant surroundings or the boundary-layer flow along a heated wall, velocity and temperature fluctuations can be regarded as being created by analogous mechanisms, each associated with the entrainment of free-stream fluid at a different velocity and temperature from that within the shear flow. Moreover, in the balance equations for the turbulent kinetic energy $k$, and the mean square temperature variance $c_2$, we find that the generation terms display not only a similar variation across the shear flow but also a comparable degree of importance relative to transport and dissipation processes. In view of this correspondence it is hardly surprising that the ratio of turbulent time scales associated with the velocity and thermal fields should exhibit strong similarity. Beguerie et al. [1] showed from a survey of several such flows that the time-scale-ratio $R$ (defined as $\frac{\Delta C}{\Delta t}k/e$) was approximately equal to 0.5; here, $\varepsilon$ and $\varepsilon_D$ denote respectively the rates of dissipation of $k$ and $c_2$ by molecular action.

In fact the implied constancy of $R$ has been basic to nearly all modelling work aimed at calculating scalar variances whether the scalar in question be temperature, chemical species or some other passive marker. By supposing a constant $R$ the level of $\varepsilon_D$ could be obtained in terms of the other quantities appearing in the definition of $\varepsilon_D$. The supposition of an invariant value of $R$ becomes untenable, however, in cases where the terms in the respective balance equations for the scalar and mechanical fields are different in character. Warhaft and Lumley's [2] experiment of the decay of temperature fluctuations behind a heated mandoline provides a striking example. The value of $R$ in any experiment remained essentially unchanged throughout the development length; its level, however, strongly depended on the proportion of the total number of wires that were heated.* It was to allow the calculation of such phenomena that

* By altering the proportion of the wires that were heated, the ratio of the length scales of the thermal and velocity fluctuations could be varied.
Newman et al. [3] devised a transport equation for \( \epsilon_c \) thus removing the need to prescribe \( R \). The present contribution is a continuation of that line of development. The flow of particular interest is grid-turbulence development downstream from a half-heated grid \([4,5]\). While the turbulence energy, lacking a source, decays monotonically with distance from the grid, the mean temperature gradient sustains the level of \( \epsilon_c \) at an almost constant level.

THE CLOSURE MODEL

The development of the mean square variance \( \epsilon_c^2 \) of a fluctuating scalar in a stationary uniform-density turbulent flow is described by the following coupled system of equations for the mean scalar \( C \), for \( \epsilon_c^2 \) itself and \( c_\epsilon \)

\[
\frac{\partial U_j}{\partial x_j} \frac{\partial C}{\partial x_j} = - \frac{2U_j c_\epsilon}{\partial x_j} + \frac{2U_j c_c}{\partial x_j} - 2c_c c_\epsilon \]

\[
\frac{\partial U_j}{\partial x_j} \frac{\partial \epsilon_c}{\partial x_j} = \frac{2U_j c_c}{\partial x_j} \]

\[
\frac{\partial U_j}{\partial x_j} \frac{\partial c_\epsilon}{\partial x_j} = \frac{2U_j c_c}{\partial x_j} \]

where \( \lambda \) is the kinematic diffusivity of \( C \). In ref. [3], which was concerned exclusively with homogeneous flows, the unknown source/sink terms in equation (3) were approximated by:

\[
S_{\epsilon_c} = -c_{p1} \frac{\epsilon_c}{c_t^2} \frac{U_j}{C_{\epsilon_c}} \frac{\partial C}{\partial x_j} - c_{p2} \frac{\epsilon_c}{c_t^2} c_\epsilon - c_{d2} \frac{\epsilon_c}{c_t} \]

(4)

for conditions where mean strain is absent. Reference [3] adopts constant values for the coefficients \( c_{p1} \) and \( c_{p2} \), while \( c_{d2} \) is made a function of the anisotropy of the turbulent stress field.

In the present work all three coefficients take fixed values since the turbulent stress field is nearly isotropic for the flow situations examined. The scalar fluxes are approximated as follows:

\[
\left\{ \begin{array}{l}
- \frac{\partial U_j}{\partial x_j} \frac{\partial \epsilon_c}{\partial x_j} = c_\epsilon C_{\epsilon_c} \frac{\partial c_\epsilon}{\partial x_j} - c_\epsilon \frac{U_j c_\epsilon}{\partial x_j} \\
- \frac{\partial U_j}{\partial x_j} \frac{\partial c_\epsilon}{\partial x_j} = c_\epsilon \frac{U_j c_\epsilon}{\partial x_j} \\
\end{array} \right.
\]

(5)

where \( c_\epsilon \) takes the constant value 0.35 and \( T \) denotes a time scale that blends both mechanical and scalar contributions

\[
T = \sqrt{\frac{\epsilon_c^2}{c_\epsilon}}
\]

This blended form, suggested but not used in [3] differs from earlier studies that have adopted

\[
T = \text{constant} \frac{k}{c_\epsilon}
\]

(7)

The latter form has been used for comparison in the present work where the constant in equation (7) has been taken as unity in order that, in local equilibrium (where \( R < 0.5 \)) the time scales given by equations (6) and (7) should be the same. The velocity field is homogeneous in the studies of ref. [4] and [5]; the level of turbulence energy is thus obtained from:

\[
U_j \frac{\partial c}{\partial x_j} = - \epsilon_c \]

\[
U_j \frac{\partial c_{\epsilon_c}}{\partial x_j} = - c_{\epsilon_c} \frac{\epsilon_c}{c_t}
\]

(8)

(9)

where the quantity \( c_{\epsilon_c} \) takes the value 1.0 which produces a kinetic energy level proportional to \( x \) raised to the power \(-1.25\). In the flows considered \( \epsilon_c^2 \), the mean square velocity fluctuations in the direction of the inhomogeneity \( z \), is the only stress component to enter. Experimental care has ensured that the turbulence produced by the grid is very nearly isotropic; we have accordingly taken:

\[
\epsilon_c^2 = 0.65k
\]

(10)

a relationship we assume applies throughout the calculation domain.

Two sets of values have been adopted for the empirical coefficients in the \( \epsilon_c \) equation

\[
c_{p1} \quad c_{d1} \quad c_{d2}
\]

Set 1 2.0 2.02 0.68
Set 2 2.0 2.2 2.0

The former are employed in the study of Newman et al. [3] while the latter are the ones giving the best agreement for the cases considered here.

THE TEST FLOWS CONSIDERED

The two best documented experiments of the thermal mixing layer in a homogeneous turbulent field are those of Keffer et al. [4] and La Rue and Libby [5]. The former employed a grid of horizontal bars 9.5 mm in diameter with centres spaced 25 mm apart while the latter adopted a biplanar square mesh of 6.7 mm diameter rods with 40 mm spacing. In each experiment the upper half of the horizontal rods was uniformly heated producing a sharp step in temperature along a vertical section just downstream from the grid (figure 1). As the flow develops downstream turbulent mixing blurs the interface between the hot and cold streams, producing a smooth distribution of temperature indicated in figure 1. The effective turbulent diffusivity in grid turbulence is only a weak function of \( x \) and thus the mixing layer spread very nearly as \( x^2 \).
The numerical simulations of these experiments have been based on the GENMIX two-dimensional parabolic computer program of Spalding [6] using 50 lateral nodes to span the region of thermal inhomogeneity. Unfortunately no experimental data are reported in the vicinity of the grid to serve as starting conditions for the computations. We have accordingly adjusted the initial levels of $c^2$ and $c_0^2$ to produce so far as possible agreement at the first station for which data are reported. It is thus principally the subsequent development of the mixing layer that reflects the success or otherwise of the chosen model. In the case where the purely mechanical timescale $k_c$ was used to represent the diffusion process only the peak value of $c^2$, not the complete profiles, could be satisfactorily matched with the initial data.

Keffer et al. [4] report profiles only at 41 bar spacings downstream from the grid. In figure 2 one notes almost complete agreement between experimental and computed profiles of mean temperature and rms temperature fluctuations; set 2 coefficients were used in the $c_0$ equation. The development of the temperature fluctuations downstream along the line where the mean temperature is the arithmetic mean of that of the two streams ($x = 0$), shown in figure 3, indicated a slight increase of $c^2$ with distance, again in accord with reported measurements. On the same figure is shown the corresponding development of $c_0^2$ with $x$. We note a marked decrease in this quantity. Now, both $k_c/c$ and $k^2/c^2$ increase so far as possible at the peak value of $c^2$, not the complete profiles, could be satisfactorily matched with the initial data.

Thus conventional approaches to approximating $c_0$, which assume that quantity to be proportional to $c^2/k_c$, would thus give a virtually uniform $c_0$ in marked contrast with the behavior here found. The experimental of LaRue and Libby [5], using a bi-plane grid leads to higher levels of temperature variance at the initial station which are mimicked in the numerical simulation by adjusting appropriately the initial levels of $c^2$ and $c_0^2$. The experiments show an almost invariant profile of temperature variance when plotted as a function of $y/k^2$ ($k$ being the distance, normalized by $M$, measured from the effective origin of the turbulence field, 6 mesh widths upstream of the grid). In particular the maximum intensity of temperature fluctuations $c^2/c_0^2$ is essentially uniform at 0.22. This behavior is extremely well reproduced by the computation with the coefficients of set 2 as seen in figures 4-7. The coefficients proposed by Newman et al. give a fair account of the development though the peak intensity slowly decays with distance downstream. By comparison, the computed development employing the mechanical timescale $k_c$ leads to far too rapid rates of dispersion. The computed evolution of the time-scale ratio $R$ obtained with set 2 coefficients is shown in figure 8. There is a virtually linear, unabated growth of this quantity with distance in both sets of computations. Both produce parallel lines of evolution, with no evident tendency either for the curves to converge on the asymptote of $R$ to be reached. It must be remarked that his development is somewhat surprising and not yet confirmed by experiment. If one takes the view that $c^2/c_0^2$ does reach an entirely self-similar shape independent of $x$, it follows from equations (2), (5) and (6) that

$$R = \left( \frac{c^2}{c_0^2} \right)^{\frac{1}{2}}$$

and so $Ra(c^2/k^2)^{\frac{1}{2}}$. Now $k^2/c^2$ is proportional to the effective turbulent viscosity and this, as we have remarked is known to change only slowly in grid turbulence.

**CONCLUDING REMARKS**

It has been shown that the transport equation for $c_0$ proposed in ref [3] does allow the correct simulation of the evolution of the scalar field in the inhomogeneous flow behind a half-heated grid. A number of uncertainties remain and one should, for the present, exercise due caution in applying the equation to flows substantially different in character from those considered here or in ref [3]. There is an urgent need for a detailed mapping of velocity and scalar statistics in the vicinity of the grid in order to provide a more precise set of starting conditions for the numerical simulation. The absence of such data at present clouds our ability to judge the satisfactoriness of the proposed equation.
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**Fig. 1** Schematic of flow

- heated flow
- unheated flow
- thermal mixing layer
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**Fig. 2(a)** Normalized mean temperature profile at $x/M = 41$

**Fig. 2(b)** Normalized rms temperature fluctuation at $x/M = 41$

**Fig. 3** Variation of $\sqrt{\epsilon}$, $c_0$, and $k/c_0$ at $t = 0$, with distance downstream of grid
Fig. 4 Development of normalized mean temperature profile in absolute cross-stream distance

Fig. 5 Development of \( \frac{\sqrt{c^*/\Delta C}}{M \Delta y} \) profile in absolute cross-stream distance

Fig. 6 Normalized mean temperature profile in the similarity coordinate \( \bar{y} / \bar{x}^{1/2} \)

Fig. 7 Normalized rms temperature fluctuation profile in the similarity coordinate \( \bar{y} / \bar{x}^{1/2} \)

R(y,0)

Fig. 8 Development of time-scale ratio with distance downstream of grid
STRUCTURAL FEATURES OF A UNIFORMLY DISTORTED
HEATED PLANE TURBULENT WAKE

J.G. Kawall and J.F. Keffer
Department of Mechanical Engineering
University of Toronto, Toronto, Canada

ABSTRACT

The development of a uniformly distorted, passively heated cylinder-generated wake is investigated experimentally. Characteristic local length and intensity scales for the flow are determined from the experimental data and compared to theoretical expressions derived on the assumption that the uniformly distorted wake is a self-preserving flow. It is found that, although the scales based on mean (streamwise velocity and temperature) profiles and the half-intermittency point length scale are in reasonable agreement with predictions, the scales based on root-mean-square profiles and, in particular, the scale characterizing the lateral extent of the large-scale, intermittent turbulent bulges of the flow deviate from the predicted behaviour, signifying that the distorted wake does not really undergo a truly self-preserving development. Evidence is presented indicating that this lack of self-preservation is the result of amplification, by the distortion field, of intermittency factor distributions. As well, one point coherence functions and phase spectra of simultaneously-measured streamwise and lateral velocity signals, pertaining to various lateral locations within the vertical centre-plane of the flow, were examined. We note that coherence functions and phase spectra are important statistical tools in the study of turbulent shear flows, as they serve as a means of detecting the presence of coherent structures in such flows.

DESCRIPTION OF THE FLOW

A definition sketch of the flow is shown in Fig. 1. The imposed strain field was effected by means of
a distortion duct with exponentially varying sides and a constant cross-sectional area (see Fig. 2). The flow within such a duct is subjected to a pure strain rate in the cross-stream directions but is not accelerated in the streamwise direction.

It can be shown (9) that if the uniformly strained wake is capable of undergoing a self-preserving development, then, in the plane of symmetry of the flow (z = 0), all characteristic length and intensity scales should be (essentially) directly proportional to exp [-a(x-\gamma D)/2], where "a" is a positive strain constant for a given distortion duct and "\gamma" pertains to conditions at the entrance to the distortion duct.

DEFINITIONS

The intensity scales based upon the mean and RMS (streamwise velocity and temperature) profiles are given by the center-line values of \( U_d, U', \sigma, \) and \( \sigma' \); and the length scales based on these profiles are defined as one-half the distances between the (positive and negative) lateral locations where the various variables assume one-half their center-line values.

The length scales derived from the intermittency factor (\( \gamma \)) profiles are (i) the so-called half-intermittency point, \( \bar{y} \), which is the distance between the center-line of the flow and the lateral location where \( \gamma = 0.5 \), and (ii) the characteristic lateral extent of the large-scale, intermittent turbulent bulges of the flow, \( \sigma \). This latter is given by:

\[
\sigma^2 = \frac{\rho_0}{f_{\text{w}}(y)} dy \Bigg|_0^T - \bar{y}^2 + \gamma^2_x,
\]

where \( \gamma_x \) is the lateral position where \( \gamma \) first attains its maximum value of unity and \( \bar{y}_x \), the position at which \( \gamma \) becomes zero.

The one-point coherence function for \( u(t) \) and \( v(t) \), which describes the coherence or degree of correlation between \( u(t) \) and \( v(t) \) at frequency \( n \), is defined as:

\[
\gamma_{uv}(n) = \frac{C_{uv}(n) + C_{uv}^{*}(n)}{E_{uv}(n)E_{uv}(n)}.
\]

Here, \( C_{uv}(n) \) is the co-spectrum and represents the correlation between in-phase components of \( u(t) \) and \( v(t) \) at frequency \( n \); \( C_{uv}(n) \) is the quadrature spectrum and represents the correlation between 90° out-of-phase components at frequency \( n \); \( E_{uv}(n) \) and \( E_{uv}(n) \) are the normalized autocorrelations of \( u(t) \) and \( v(t) \), respectively.

The one-point phase spectrum, which describes the phase relationship between the Fourier components of \( u(t) \) and \( v(t) \) is given by:

\[
\theta_{uv}(n) = \tan^{-1} \left( \frac{C_{uv}(n)}{C_{uv}(n)} \right).
\]

EXPERIMENTAL DETAILS

The wake was generated by a circular heating element (referred to as the cylinder) of diameter, D, equal to 6.6 mm, mounted horizontally in the center of a variable-speed, open-circuit wind tunnel. This tunnel, which is fully described by Kawall (9), has 3 test sections, viz., a pre-strain section, a straining section, similar to the distortion duct described previously, and a post-strain section. The tunnel was operated at a speed, \( U \), of about 10 ms\(^{-1} \) which resulted in a cylinder Reynolds number of approximately 4200.

The temperature and velocity signals were measured by means of DISA 55 M anemometer systems in conjunction with cold-wire (resistance thermometer), normal hot-wire and X-wire probes. The temperature data were obtained with the cylinder heated to a sufficiently low level so as to ensure that the velocity field was not affected by the temperature field. The velocity data were obtained with the cylinder unheated in order to simplify the signal processing. All measurements were taken in the vertical center-plane of the tunnel (z = 0) at \( x/D \) values of 65, 81, 89, 96, 135, 154, 173, 188 and 212. The first 4 values corresponded to positions within the pre-strain region, the other 5 values, to positions inside the distortion.

The anemometer signals were low-pass filtered and sampled digitally at rates such that the problem of aliasing was effectively eliminated. The digital data were analysed subsequently on a 370-165 digital computer.

RESULTS AND DISCUSSION

The normalized mean profiles for the velocity and temperature fields within the pre-strain and strain regions are indicated in Fig. 3, from which it is clear that these profiles are self-similar. Figures 4 and 5 show the streamwise variations of the mean profile length and intensity scales. The agreement between the measured and predicted variations is seen to be quite good, implying that the mean temperature and streamwise velocity distributions are self-preserving within the distortion.

An inherently more sensitive test for self-preservation of the flow is provided by the behavior of the RMS quantities. The normalized distributions of RMS streamwise velocities and temperatures are depicted in Figs. 6 and 7. It is apparent that these profiles are not strictly self-similar. Thus, the detailed structure of the distorted wake examined here did not attain the self-preserving state (self-similarity being a necessary condition for self-preservation). Figures 8 and 9 show that, within the distortion, the RMS scales decrease at a rate significantly smaller than that required for self-preservation.

In Fig. 10, RMS streamwise velocity length scales obtained in this study are compared with those found by Reynolds (1) and by Keffer (2) for similar flow situations. (Note that \( l_x \) in this Figure represents one-half the distance between the half-maximum mean-square velocity points and is, therefore, not equal to \( l_x \).) It can be seen that at all downstream locations, the present scales are larger than those of the other studies. This is probably because \( x_h \) and D were, respectively, about 50% and about 40% greater for the present experiments than they were in the case of the Reynolds-Keffer experiments. Yet, the data obtained here and those obtained by Keffer exhibit much the same trends (with respect to the predicted scale behavior). On the other hand, Reynolds' data and Keffer's data, which were determined under essentially identical experimental conditions are quite different both in trend and in magnitude. We may infer from this that the detailed self-preservation claimed by Reynolds, as Reynolds data is hindered by the turbulence (i.e. RMS) quantities, does not really exist for these flows.
Fig. 1 Definition sketch

Fig. 2 Schematic diagram of distortion duct

Fig. 3 Normalized mean streamwise velocity and temperature distributions

Fig. 4 Mean profile length scales. ■, velocity; ●, temperature; ---, -a/2 slope

Fig. 5 Mean profile intensity scales. The symbols have the same meaning as in Fig. 4
The normalized intermittency factor profiles were found to be self-similar and well-represented by the Gaussian distribution function (9). The streamwise variations of the lateral length scales (\( \bar{Y} \) and \( \sigma \)) that characterize these profiles are presented in Fig. 11. As expected, \( \bar{Y} \) (being a measure of the gross width of the flow) conforms well to the "self-preserving" behaviour. In contrast, \( \sigma \), the characteristic lateral extent of the large-scale, intermittent turbulent bulges, deviates completely from the predicted variation. This behaviour of \( \sigma \) clearly lends support to the view (based on the RMS scale results) that uniformly distorted wakes do not attain a truly self-preserving state.

In Figs. 12 and 13, we present representative one-point uv coherence functions pertaining to the pre-distorted flow and the distorted flow respectively. One notes that these functions exhibit frequency-centred activity, i.e., more or less broad-band peaks, especially in the highly intermittent flow regions (where \( \gamma \) is much less than 0.5). One point uv phase spectra show that there are definite phase differences between the Fourier components of the \( u \) and \( v \) signals, for the same frequency ranges within which there is significant coherence; for frequencies beyond which the coherence is essentially zero, these phase differences become random. Typical examples of such spectra, pertaining to the distorted wake, are depicted in Fig. 14. A comparison of this latter and Fig. 13 shows that, near the core region of the flow (where \( \gamma = 0.99 \)), the coherence between \( u \) and \( v \) is due to Fourier components that are essentially 180° out of phase; whereas, in the highly intermittent region (\( \gamma = 0.1 \)), the coherence is due largely to Fourier components that are 90° out of phase, the implication here being that, in this region, the co-spectrum is virtually zero for all frequencies (so that the Reynolds shear stress, \( \overline{uv} \), is zero) but the quadrature spectrum is relatively large (i.e., the 90° out-of-phase Fourier components of \( u \) and \( v \) are relatively highly correlated) over a certain frequency range. We can infer from these phase and coherence results that coherent structures exist within the flow, (5), (6), (7), (8). We thus see that the large-scale bulges are (relatively) highly organized structures, and, as such, they can be amplified by the imposed strain field. It is clearly evident from a comparison of Fig. 12 and Fig. 13 that the bulges become much more organized within the distortion: on the average, the magnitude of the coherence function increases and the frequency-centered activity becomes more localized, i.e., the coherence functions become distinctly more "peaky". This, in conjunction with the behaviour of \( \sigma \) (Fig. 11) leads to the conclusion that the imposed strain field does, indeed, effect an amplification of the bulges - as was originally suggested by Keffer (2). And it is for this reason that the uniformly distorted wake fails, in practice, to undergo the predicted self-preserving development. It should be pointed here that Keffer (2) had speculated that the turbulent bulges occurred in a periodic fashion. But, the results of Kawall and Keffer, (10), (11), concerning the motion of the turbulent/non-turbulent interface, have established that these coherent structures arise randomly within both the undistorted wake and the uniformly distorted wake.
Fig. 10 Comparison of length scales based on mean-square streamwise velocity profiles. □, present results; ■, Keffer (2); ▲, Reynolds (1); ---, -a/2 slope

Fig. 11 Length scales based on intermittency factor distributions

Fig. 12 One-point uv coherence functions
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THEORETICAL AND EXPERIMENTAL DETERMINATION
OF THE TURBULENT DIFFUSIVITY TENSOR
IN HOMOGENEOUS TURBULENT SHEAR FLOW
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ABSTRACT

Earlier measurements of some components of the turbulent diffusivity tensor $D_{ij}$ in a nearly homogeneous turbulent shear flow with constant mean temperature gradient parallel to the mean shear are now supplemented with measurements of additional components in the same flow but with mean temperature gradient perpendicular to both mean velocity and mean shear. A Lagrangian analysis provides expressions for all components of $D_{ij}$ and confirms the expectation that $D_{ij}$ is non-diagonal and non-symmetric. The available data agree well with the theoretical estimates. Independent estimates of $D_{ij}$, based on a numerical simulation of homogeneous shear flow as well as on a rapid distortion type analysis, are also reported.

NOMENCLATURE

$D_{ij}$ turbulent diffusivity tensor
$\mathcal{M}_{ij}$ Lagrangian velocity correlation moment
$\bar{T}$ mean temperature rise
$T_i$ Lagrangian velocity integral time scale
$T_i^*$ quasi-Lagrangian velocity integral time scale
$\bar{U}_i$ mean velocity
$\bar{\nu}_i$ Eulerian velocity fluctuation
$v_i$ Lagrangian velocity fluctuation
$v_i^*$ quasi-Lagrangian velocity fluctuation
$\bar{X}_i$ Cartesian axis; $i = 1$ is the streamwise direction, $i = 2$ is the direction of mean shear
$X_i$ fluid point position in Lagrangian coordinates
$X_i = X_i(\bar{X_i}, \bar{t})$
$X_i^*$ Lagrangian coordinate
$\Theta$ temperature fluctuation

Suffixes

$' \,$ root-mean-square value
$\bar{ \, }$ time-averaged quantity
$
\|$ vector quantity

INTRODUCTION

The most widely used approximations in the modeling of turbulent heat transport are based on the assumption that the turbulent heat flux, $-\bar{\mathcal{M}_{ij}}$, and the mean temperature gradient $\partial \bar{T} / \partial \bar{X}_i$ are proportional. It has long been known that such a relationship is often wrong in principle, yet can be a useful hypothesis in practice (e.g. Corrsin, 1974). Even a simple scalar proportionality coefficient ("turbulent diffusivity" or "eddy diffusivity") has sometimes been successful in rough predictions of the mean temperature field in some shear flows, but it has been found inadequate for the general modeling of non-isotropic turbulence. The appropriate form of the diffusivity concept, if it is to be used, is a second-rank "turbulent diffusivity tensor", $D_{ij}$ (Batchelor, 1949), defined by

$$-\bar{\mathcal{M}_{ij}} = D_{ij} \frac{\partial \bar{T}}{\partial \bar{X}_j}. \quad (1)$$

As a specially simple example of the detailed determination of the components of $D_{ij}$ we consider a homogeneous turbulent shear flow, e.g. a flow with a constant mean velocity gradient $\partial \bar{U}_i / \partial \bar{X}_j$ and transversely constant turbulent stresses $-\bar{\mathcal{M}_{ij}}$. 
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and velocity integral scales. This flow retains many of the crucial features of more complex common turbulent shear flows while allowing a relatively simple analytical representation and eliminating boundary effects. We shall present measurements of some $D_{ij}$ components in such a flow, as well as estimates based on analytical, numerical and semi-empirical results.

More sophisticated analytical models of scalar transport have recently been reviewed by Launder (1978).

**MEASUREMENTS OF CERTAIN COMPONENTS**

The nearly-homogeneous turbulent shear flow achieved in the wind tunnel experiments of Harris, Graham and Corrsin (1977) and of Tavoularis and Corrsin (1981) presents a mean shear sufficiently large to allow the attainment of an asymptotic (though evolving) state over an appreciable part of the test section, corresponding to non-dimensional total strain $\epsilon D_3 / D_1$ in the range 4.5 to 12.5. In these experiments, the (typically anisotropic) turbulent velocities and the integral scales increased monotonically downstream, but both preserved a reasonable transverse homogeneity over a central core much larger than the integral scales. The shear-stress correlation coefficient was roughly constant, $\langle u' v' \rangle / \langle u' \rangle \rho \sim -0.5$. This flow (occasionally with minor variations) will be considered in the following.

The direct measurement of all $D_{ij}$ components would require the generation of mean temperature gradients in all three directions, $x, y, z$. In the case with $\partial T / \partial x \approx \text{const} \neq 0$, and $\partial T / \partial x \approx \partial T / \partial y \approx \text{const} \neq 0$ (Tavoularis and Corrsin, 1981), it was found that, like the velocity fluctuations, the temperature fluctuations seemed to be approaching an asymptotic state, with mean squared values and their integral scales monotonically increasing downstream. The two non-zero heat flux correlation coefficients $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$ were roughly 0.56 and -0.44 respectively. The third component of the heat flux vector, ideally zero by symmetry if the fields were perfectly generated, had the negligible normalized value of $\langle u' w' \rangle / \langle u' \rangle \rho < 0.02$.

The non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \langle v' \rangle \rho$. The two non-zero correlation coefficients were $\langle u' v' \rangle / \langle u' \rangle \rho$ and $\langle v' w' \rangle / \rangle
With experimental Eulerian data inserted, we get the theoretical estimates

\[
[D_{ij}] = \begin{bmatrix}
(5.7-13.0) & -2.9 & 0 \\
-2.9 + 1.3 & 1.0 & 0 \\
0 & 0 & 1.5
\end{bmatrix}
\]

\(D_{ij}/D_{22}\) is bracketed because the net negative value seems physically unlikely; we shall discuss this point further in the next section. The second and third columns are in reasonable agreement with the direct measurements, equation (2). Also \(D_{12}/D_{22}\) is not too far from its estimate of 2.0 by Gee and Davies (1964).

Another test of the theoretical estimates in equation (5) can be made by appeal to a crude simulation of homogeneous turbulent shear flow outlined by Riley and Corrsin (1971; details given by Riley, 1971). The direct 'experimental' values are

\[
[D_{ij}] \approx \begin{bmatrix}
1.9 & 0 & 0 \\
0 & 1.0 & 0 \\
0 & 0 & 1.2
\end{bmatrix}
\]

\(D_{12}/D_{22} \approx -0.9 D_{22}\), but the separate values were not computed. For comparison with (8), we can estimate the asymptotic theoretical terms of equation (5), using the appropriate Lagrangian and quasi-Lagrangian values determined from the simulation:

\[
[D_{ij}] \approx \begin{bmatrix}
2.4 - 0.7 & -0.7 & 0 \\
-0.9 + 0.5 & 1.0 & 0 \\
0 & 0 & 1.7
\end{bmatrix}
\]

There is good agreement between (8) and (9). Also, \(D_{11} + D_{12} \approx -1.1 D_{22}\) in (9), not far from the 'experimental' value.

Finally, independent estimates of \(D_{ij}\) components can be based on a rapid distortion type analysis by Kozlov and Sabel'nikov (1977). Isotropic turbulence is subjected to uniform shear rapidly enough for the non-linear interactions to be neglected. The resulting diffusivity ratios do not demonstrate any asymptotic trends in the reported range. \(D_{11}/D_{22}\) exceeds 13 at the highest total strain, while \(D_{ij}/D_{22}\) increases slightly from the isotropic value 1.0 to a maximum of about 1.4, then it decreases monotonically with a value -2.5 at the highest total strain. The ratios \(D_{12}/D_{22}\) and \(D_{11}/D_{22}\) (assumed to be equal) decrease monotonically from the isotropic value 10.

**DISCUSSIONS AND CONCLUSIONS**

A re-evaluation and comparison of the results represented earlier appears necessary. The existing measurements (equation 2), which however do not include the \(D_{11}\) components, are in fair agreement with the theoretical estimates (equation 7). Similarly, the 'experimental' values in a numerical simulation (equation 8) are close to the corresponding estimates (equation 9). These two results support the validity of the theoretical expression (5). The components of \(D_{ij}\) in the numerical simulation demonstrate qualitative similarities with the experimental ones, but the individual values are different. Recalling that the simulation corresponds to a flow (Champagne, et al., 1970) with mean shear about one third of that in the present experiment, it appears that the diffusivity ratios, like the principal stress axes, depend on the total strain imposed on the turbulence. More specifically, the present results support the speculation that the low-shear values of \(D_{ij}\) should be closer to the isotropic ones than are those in the high-shear case.

A negative value of \(D_{ij}\) (equation 7) appears at first glance to be contrary to the intuitive notion of diffusivity. However, although errors resulting from extensive extrapolation used in the \(M_{ij}\) estimate and from the appreciable downstream inhomogeneity over a \(T_{2}\) time scale may be significant in the present \(D_{ij}\) estimate, the rapid distortion analysis also predicts a negative \(D_{ij}\). An explanation can be provided by the theoretical expression (5). Approximating the velocity autocovariances by exponential functions and replacing Lagrangian and quasi-Lagrangian velocities with Eulerian ones, (5) is simplified into

\[
[D_{ij}] \approx \begin{bmatrix}
\overline{u_{1}T_{11}} & \overline{u_{1}T_{12}} & \overline{u_{1}T_{13}} \\
\overline{u_{2}T_{21}} & \overline{u_{2}T_{22}} & \overline{u_{2}T_{23}} \\
\overline{u_{3}T_{31}} & \overline{u_{3}T_{32}} & \overline{u_{3}T_{33}}
\end{bmatrix}
\]

Since the relative magnitudes of turbulent stresses and of integral scales in different directions are only weak functions of mean shear, it seems plausible that, for large enough \(d_{ij}/d_{12}\), the (negative) second term in \(D_{ij}\) may have magnitude larger than the first term.

Another consequence of (10) is that the degree of asymmetry of \(D_{ij}\), expressed as the ratio \(D_{ij}/D_{11}\), is also a function of mean shear. Although observed in the present study, it is even possible that, for large enough \(d_{ij}/d_{12}\), \(D_{ij}\) may become positive, while \(D_{ij}\) will always remain negative.

The present estimates apply mainly to a hypothetical homogeneous turbulence with a uniform mean shear, but the results should also be applicable to the wider class of nearly similar parallel flows with small transverse inhomogeneities and slowly variable mean gradients. For example, (Tavoularis and Corrsin, 1981) the ratio \(D_{12}/D_{22}\) was roughly the same in the nearly homogeneous turbulent shear flow, in a
turbulent boundary layer at one momentum thickness distance from the wall, and in a turbulent pipe flow at half the radius distance from the axis.

This work was supported primarily by the National Science Foundation, Program on Atmospheric Sciences.
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ABSTRACT

Heat flux measurements in several specially designed turbulent flows with inhomogeneous temperature field are presented and analyzed with the purpose of evaluating the performance of the gradient transport models (GTM) as well as several of the generalizations. One of the flows considered is a uniform grid-generated flow; two others are shear flows with traverse homogeneity and a constant mean velocity gradient. The fourth is the wake of a circular cylinder in which an asymmetric temperature field is created by heating a combination of thin wires located off-axis. A GTM with a constant turbulent diffusivity adequately describes the turbulent heat flux in all three homogeneous flows, while in the inhomogeneous flow, forcing gradient transport to the measured heat flux results in negative diffusivity over a part of the flow. Direct evaluation from the present and other measurements shows that none of the generalizations of the GTM is adequate. It is suggested that the large eddy transport in inhomogeneous shear flows is the possible cause for the failure of the GTMs, and that its apparent success in symmetrically heated free shear flows is largely due to the imposed boundary conditions.

NOMENCLATURE

- \( d \) = diameter of the cylinder
- \( D \) = turbulent diffusivity
- \( h \) = height of the wind-tunnel test section
- \( i_\theta \) = half the distance between half-maximum \( \theta' \) points
- \( L_F \) = longitudinal integral length scale
- \( L_g \) = transverse integral length scale
- \( L_c \) = half the distance between \( T_{\text{max}}/2 \) points
- \( M \) = mesh size of the grid
- \( q' \) = \((u'_i^2)^{1/2}\)
- \( T \) = mean temperature rise above the ambient
- \( u'_i \) = velocity fluctuation in the direction \( i \)
- \( U_1 \) = mean velocity in the direction \( i \)
- \( V_c \) = characteristic bulk convection velocity
- \( w \) = wake defect velocity
- \( x_1 \) = coordinate axes; \( i=1 \) is along the flow and \( i=2 \) is along the direction of maximum shear.
- \( \theta \) = temperature fluctuation

Suffixes

- \( c \) = centerline value
- \( \text{max} \) = maximum value
- \( ' \) = root-mean-square value

INTRODUCTION

Virtually all the "classical turbulent theories" model transient transport of momentum, heat or a passive contaminant by linear mean gradient models. This hypothesis, probably attributable to de St. Venant or to Boussinesq, has appeared in different forms - usually incorporating an ad hoc estimate of the proportionality coefficient, the "eddy viscosity" or "eddy diffusivity" (for example, (1,2)).

In spite of the enormous development in turbulence modeling witnessed over the last two decades, the simplicity of the gradient transport models (GTM) - often with enough adjustable parameters - appears to be responsible for their persistent use in some areas of engineering practice, especially in meteorology and oceanography. Among other things, gradient transport models require that the characteristic scale of the turbulent transporting mechanism must be small compared with the dimension characteristic of the inhomogeneity of the mean transported quantity. It has been pointed out many times (3-5) that nearly all turbulent flows violate this basic requirement, and yet a reasonable degree of success has been claimed for the gradient transport models, especially in free shear flows. Therefore, a study directed towards determining the reasons for this (apparent) success of the GTMs appeared to be worthwhile; this is one of the goals of the present study.

Several instances can now be quoted which, over the years, have demonstrated the inadequacies of the GTMs (6-15). Mindful of these inadequacies to turbulence, several formal generalizations have been proposed (5, 16-18). Alternatively, it has been thought that formal generalizations do not address themselves to the heart of the problem, and so some ad hoc "corrections" - which could even be drastic - have also been proposed, for example (19). However, the validity of any of these models in more than one situation remains to be tested. This is the second purpose of the present study. For this purpose, we designed several simple experimental configurations in some of which simple gradient transport models worked well but in some of the others did not. Presentation of the experimental data in these flows - with a possible relevance to turbulence modeling and the computation of complex turbulent flows forms yet another purpose of our paper.

FLOW CONFIGURATION

Figure 1 shows a schematic representation of the experimental configurations used here. The wind tunnel was of the open-return type with a nominal test section 30 cm x 30 cm, and about 3.65 m long. Air
flow was created by two axial fans in tandem. An essentially constant pressure field was created by adjusting the vertical walls.

RESULTS IN HOMOGENEOUS FLOWS

Mean Velocity and Mean Temperature Distributions

Measurements were made at x/M = 60 and 128, but in most cases, only those made at x/M = 60 are reported here. In all the cases, there was a significant region of two-dimensionality in the mean quantities.

Figure 2 shows the distribution of mean velocity and mean temperature rise for the three homogeneous flows. For the uniform flow experiment, the mean velocity was uniform across the test section to within 0.2% of the centerline velocity of 17.2 m sec\(^{-1}\). The grid mesh Reynolds number was about 29100. The two other flows had roughly linearly varying mean velocity profiles (except for the last point in each case on the low velocity side). The centerline velocity \(U_1\) in both cases was 16.0 m sec\(^{-1}\), and \(|dU_1/dx_1| = 17.9 \text{ m sec}^{-1}\). In all three cases, the mean temperature distributions were quite similar. The maximum mean temperature rise of 2.7°C was low enough to consider heat as a passive scalar. This was also verified by noting that the measured root-mean-square velocity intensities with and without heating were essentially the same. A measure of the inhomogeneity of the temperature field is given by the parameter \((dT/dx_1) L/T\). In the present experiments, this parameter was estimated to be as high as 0.5, signifying a sizeable inhomogeneity.

Root-Mean-Square Intensities

Figure 3 shows the transverse distribution of the normalized root-mean-square velocity fluctuations in the central two-thirds of the tunnel height. For the uniform grid flow, both \(u_1^r\) and \(u_1'\) are uniform.
Heat Transport in the $x_2$-Direction

Figure 5 is a plot of $u_2^*$ against the corresponding local values of $dT/dx_2$. Data are presented for $x_2/M=60$ and 128. A 5th order polynomial was fitted to the measured mean temperature distribution to obtain $dT/dx_2$. The estimated error bounds for both quantities are shown in the figure. It is clear that in all three cases $u_2^*$ is zero when $dT/dx_2$ is zero, and a gradient transport model with constant diffusivity is quite satisfactory.

Fig. 5. Variation of heat flux with mean temperature gradient for the homogeneous flows

ASYMMETRICALLY HEATED WAKE

Measurements were made for several configurations of the heating wires and the wake generator, but results are presented here only for that shown in Figure 6. Measurements were made only at one station ($x_1/d = 100$). It would have been desirable to have
made the measurements further downstream (where the flow would be self-preserving to a better degree of approximation), but the limitations of accuracy in heat transport measurements for small T led to this choice. Figure 6 shows transverse profiles of normalized velocity defect \( \frac{w}{w_0} \) \( (w_0 = 1.78 \text{ ms}^{-1}) \), \( \frac{u^2}{u_0^2} \), \( T_0 \frac{\delta U}{U_\infty} \) and \( L_f/d \); here \( L_f \) is obtained by evaluating the area up to the first crossing under the autocorrelation function of \( u(u) \) and converting the resulting integral time scale to a length scale via Taylor's "frozen field" approximation. It is seen that even at \( x/d = 100 \), the presence of the wires in the wake results in a slight asymmetry in the velocity near the maximum defect region, and stronger asymmetries in \( u_1 \) and \( L_f \) profiles.

Figure 7a shows a plot of the heat flux \( -u_2 \) and the mean temperature gradient \( \frac{\Delta T}{\Delta x} \) at several points across the wake. Clearly, there is a small but finite region (the shaded region in the figure) in which the heat flux and the mean temperature gradient are of opposite sign implying negative diffusivity, or heat transport against the mean temperature gradient.

A more direct demonstration of the inadequacy of the GTMs is given in Figure 7b which shows that \(-u_2\) when plotted against \( \frac{\Delta T}{\Delta x} \) forms a closed loop. If a GTM were applicable the loop would collapse on to a single curve through the origin; if the diffusivity were also constant, the curve would be a straight line. For the discussion to follow, the rough correspondence between the various key points of this loop and their physical location is indicated by the use of the same letters A, B, C, D, E in Figures 7a, b and the inset to Figure 7b. Large negative \( x/d \) (say, around A in the inset) correspond to the vicinity of the origin in Figure 7b. As \( x/d \) increases (algebraically), both \( \frac{\Delta T}{\Delta x} \) and \( -u_2 \) increase until at B the (positive) maximum value of \( \frac{\Delta T}{\Delta x} \) is reached. Beyond B, \( \frac{\Delta T}{\Delta x} \) decreases but \( -u_2 \) does not keep pace with \( \frac{\Delta T}{\Delta x} \) and is finite and large even in the vicinity of C where \( \frac{\Delta T}{\Delta x} \) is small. For even larger \( x/d \), \( \frac{\Delta T}{\Delta x} \) is negative (path CD) until the negative maximum of the temperature gradient is attained at D; around D, \( -u_2 \) is still decreasing (see Figure 7a), however. The path DE constitutes the return to \( \frac{\Delta T}{\Delta x} = 0 \) as \( x/d \) approaches large positive values.

Corresponding regions in which the turbulent momentum transport \( -u_2 \) occurs against the direction of mean velocity gradient have been observed in many different flow situations (6-16). These regions have been called regions of "energy reversal" (9) or, more commonly in the later literature, as regions of "negative production", although the appropriateness of either term has been questioned. For example, it has been pointed out (25) that the total production terms are given by \(-u_2 u_1 / \Delta x_1\) and that in the regions where \( -u_2\) is negative, the other production terms \(-u_2 u_1 / \Delta x_1\) are positive and (though small) of the right magnitude to counteract locally the negative values of \(-u_2 u_1 / \Delta x_1\). However, this conclusion is negated by other measurements (10, 26) in which all the production terms except \(-u_2 / \Delta x_1\) were measured. In these two latter cases, the magnitude of the negative values of the total production is very small indeed. Lastly, we may mention Hinze's (16) conclusion that even if the sum-total of production terms is negative, it does not imply energy transfer back to the mean flow.

In the heat transfer case, there are fewer measurements of the \( \delta^+ \)-production terms (14, 19, 27), but the balance of evidence does suggest that the total thermal production term

\[-u_2 \frac{\Delta T}{\Delta x} + u_1 \frac{\Delta T}{\Delta x_1}\]

Fig. 6. A representative cylinder/heating wire combination and the resulting transverse distributions of mean defect velocity and temperature rise

Fig. 7. Variation of heat flux with mean temperature gradient for the asymmetrically heated wake

15, 31
add up to negative values in some small flow region. In the present wake, mean temperature profiles were not measured sufficiently closely to evaluate $\partial T/\partial x_2$ accurately, but rough estimates suggest that the inclusion of $-u' T / \partial x_2$ does not alter the sign of total production in any substantial way.

**TEST OF GENERALIZED MODELS**

For lack of space, we shall restrict to testing the performance of these models without discussing the basis of their formulation. Specifically, we consider the following models which, in order, are the GTM and models due to Corrsin (5), Lumley (17), Kronenburg (18), Beguier-Fulachier-Keffer (19) - BFK for short-and Townsend (28):

1. $-u'_2 = D \frac{\partial T}{\partial x_2} + R_C$ (a)
2. $-u'_2 = D \left( \frac{\partial T}{\partial x_2} + L_T \left( u'_1 / x_1 \right) \right) \equiv R_C$ (b)
3. $-u'_2 = D \left( \frac{\partial T}{\partial x_2} + \left( \frac{\partial D}{\partial x_2} \right) \equiv R_L \right.$ (c)
4. $-u'_2 = D \left( \frac{\partial T}{\partial x_2} + L_T \left( \frac{1}{2} x_2 \right) \right) \equiv R_K$ (d)
5. $-u'_2 = D \left( \frac{\partial T}{\partial x_2} + K_c \left( \frac{1}{2} \left( u'_1 / x_1 \right) \right) \right) \equiv R_B$ (e)
6. $-u'_2 = D \left( \frac{\partial T}{\partial x_2} - V_c T_{max} \right) \equiv R_T$ (f)

All models have been considered to the first order of correction. For convenience in evaluation, we have here replaced $D$ by $L_T u'_1$; a more appropriate definition would presumably differ from the present one by a constant factor that is immaterial in the present context.

Fig. 8. Test of generalizations of GTM for the present asymmetrically heated wake

Any improved alternative to the GTM must be capable of collapsing the closed loop in Figure 7b on to a single curve or nearly so. From both Figures 8 and 9, the models due to Corrsin (5) and Lumley (17) appear to aggravate rather than improve the situation. The Kronenburg model appears to work reasonably well for the mixing layer data (19), but has poor performance in the present flow. For testing model (d) using the present flow data, we have replaced $q'_{tv}$ by $\sqrt{\frac{1}{2} (u'_1^2 + u'_2^2)}$. This introduces an uncertainty in the precise value of $K_a$, which should be -0.11 according to (19). Several values in the vicinity of -0.11 were tried, but the performance of the model was worse than that of GTM for all negative $K_a$. There is no physical or mathematical reason why $K_a$ must be only negative, and so we tried positive values as well. Figure 8e shows that for $K_a = 0.015$, the model performed reasonably well. However, the significance of a model with a coefficient whose sign itself is uncertain is not clear. In Townsend's model, the correction due to the bulk transport is a constant number on the right hand side, and this can only translate the closed loop without either shrinking or enlarging it. The effect is shown in Figure 8f for two values of the correction, and in Figure 9f for one.

Fig. 9. Test of generalizations of GTM for the asymmetrically heated mixing layer (19)

**DISCUSSION**

Our experiments have emphasized that the GTM which appears perfectly adequate with a constant diffusivity for the homogeneous flows cannot handle inhomogeneous flows even qualitatively. The chief difference between the homogeneous and inhomogeneous shear flows is the dominance of the large structure in the latter; it appears that the large structures are responsible for a sizeable fraction of the transport process, and it is in the modeling of these effects that none of the generalizations of the GTM discussed earlier has had reliable success. One of the currently held views is that a turbulent shear
flow is essentially a consequence (and not the cause) of these transport-efficient large structures and their mutual interactions. If this view is correct, an altogether different approach, which does not even invoke a mean field, is necessary before the problem can be resolved.

Finally, we examine briefly the reason that the GTM seems to work well in free shear flows. Figure 10 shows a plot of $u_2$ vs $(\partial T/\partial x)$ - now appropriately normalized - for one half of a symmetrically heated co-flowing jet (29). It is again seen that the data form a loop instead of a single curve. However, the flow symmetry about the centerline forces both $u_2$ and $\partial T/\partial x$ to be zero at the same point, so that the return part of the loop is now constrained to go through the origin. This results in a much smaller loop than would be the case if asymmetries existed. This is the reason for the apparent success of the GTM in symmetric flows.
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ABSTRACT

Laser Doppler measurements of velocity distributions and reattachment lengths behind a single backward-facing step mounted in a two-dimensional test section are reported together with heat and mass transfer data at the wall downstream of the step. The measuring techniques to obtain the wall values are also described in the paper. Measurements are presented in laminar, transitional and turbulent air flows in a Reynolds number range of $70 < Re < 8000$. The experimental results show that the various flow regimes are characterized by typical variations of the separation length with Reynolds number. Differences between the location of the reattachment line and the lines of maximum heat and mass transfer are stressed.

The measurements do not only show the expected primary zone of recirculating flow attached to the backward-facing step but show additional regions of flow separation, on the wall of the test section located opposite to the step and downstream of the primary separation zone.

NOMENCLATURE

- $D_a$: Diffusion coefficient for ammonia in air
- $h$: Height of inlet duct
- $H$: Height of outlet duct
- $Re$: Reynolds number, $Re = \frac{U_m(h-h)}{\nu}$
- $s$: Step height
- $Sh$: Sherwood number, $Sh = \frac{D_a(h-h)}{\nu}
- \bar{U}_m$: Time and bulk average inlet velocity
- $k$: Mass transfer coefficient
- $\mu$: Viscosity of air
- $\nu$: Kinematic viscosity, $\nu = \mu/\rho$
- $\rho$: Density of air

INTRODUCTION

Investigations of momentum, heat, and mass transfer in separated flows require the employment of various experimental techniques to quantitatively measure those properties that are of importance to practical engineers and to research workers actively involved in studies of transport phenomena in flows. New experimental techniques have recently become available and have reached a state of development which permits non-intrusive measurements in laminar and turbulent separated flows. Laser Doppler anemometry is one of these techniques. It has been employed by the authors to obtain measurements of velocity distribution and reattachment length behind a single backward-facing step mounted in a two-dimensional test section. This test section is shown in Fig. 1 which provides the major dimensions and also illustrates the flow straightener and settling chamber with inlet test section used to obtain a well controlled inlet flow. A laser-Doppler anemometer consisted of a single-channel optical unit with a double Bragg cell frequency shifting module. A $15mW$ Helium-Neon laser was employed and light in the forward direction was collected for the measurements. The signals were evaluated by a frequency tracker and also using a transient recorder combined with a digital computer.

In addition to velocity measurements, quantitative investigations of the transport of scalar properties to the wall were performed in the region downstream of the step using three different techniques described in section 2. Mass transfer measurements were carried out using a technique developed by the first author, e.g. see ref.1. Heat transfer measurements were performed using a flash mounted hot-film and a heated insulated element mounted into a copper plate. It is explained in section 2 that the electrical energy supply to this element can be taken as a measure of the local heat transfer obtained for constant temperature wall conditions.

Results of the authors' measurements are summarized in section 3. For more detailed information, suggestions for improving the measurements, and detailed discussions of the results, the reader is referred to a more extended report given in ref. 2.

EXPERIMENTAL TECHNIQUES

Laser-Doppler Anemometers

A LDA-system incorporating a $15mW$ He-Ne laser, a transmission optics with a double Bragg cell frequency shifter and a light collecting system for forward scattered light, was employed in the present study. This is shown in Fig. 2 which also shows the signal processing equipment consisting of two completely different systems. One system incorporated a frequency tracker to measure the Doppler frequency whereas the other is a transient recorder followed by a digital computer. The transient recorder based processing system was applicable over the entire Reynolds number range. The tracker based system could not be applied at higher Reynolds numbers. It was found to yield erroneous results in the reattachment region of the flow.
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ABSTRACT

Laser Doppler measurements of velocity distributions and reattachment lengths behind a single-backward facing step mounted in a two-dimensional test section are reported together with heat and mass transfer data at the wall downstream of the step. The measuring techniques to obtain the wall values are also described in the paper. Measurements are presented in laminar, transitional and turbulent flows in a Reynolds number range of \(70 < \text{Re} < 8000\). The experimental results show that the various flow regimes are characterized by typical variations of the separation length with Reynolds number. Differences between the location of the reattachment line and the lines of maximum heat and mass transfer are stressed.

The measurements do not only show the expected primary zone of recirculating flow attached to the backward-facing step but show additional regions of flow separation, on the wall of the test section located opposite to the step and downstream of the primary separation zone.

NOMENCLATURE

- \(D_a\): Diffusion coefficient for ammonia in air
- \(h\): height of inlet duct
- \(H\): height of outlet duct
- \(\text{Re}\): Reynolds number, \(\text{Re} = \frac{U_m (2h)}{v}\)
- \(s\): time and bulk average inlet velocity
- \(\mu\): viscosity of air
- \(\nu\): kinematic viscosity, \(\nu = \frac{\mu}{\rho}\)
- \(\rho\): density of air

INTRODUCTION

Investigations of momentum, heat and mass transfer in separated flows require the employment of various experimental techniques to quantitatively measure those properties that are of importance to practical engineers and to research workers actively involved in studies of transport phenomena in flows. New experimental techniques have recently become available and have reached a state of development which permits non-intrusive measurements in laminar and turbulent separated flows. Laser Doppler anemometry is one of these techniques. It has been employed by the authors to obtain measurements of velocity distribution and reattachment length behind a single backward-facing step mounted in a two-dimensional test section. This test section is shown in Fig. 1 which provides the major dimensions and also illustrates the flow straightener and settling chamber with inlet test section used to obtain a well-controlled inlet flow. The laser-Doppler anemometer consisted of a single-channel optical unit with a double Bragg cell frequency shifting module. A 15mW Helium-Neon laser was employed and light in the forward direction was collected for the measurements. The signals were evaluated by a frequency tracker and also using a transient recorder combined with a digital computer.

In addition to velocity measurements, quantitative investigations of the transport of scalar properties to the wall were performed in the region downstream of the step using three different techniques described in section 2. Mass transfer measurements were carried out using a technique developed by the first author, e.g. see ref.1. Heat transfer measurements were performed using a flash mounted hot-film and a heated insulated element mounted into a copper plate. It is explained in section 2 that the electrical energy supply to this element can be taken as a measure of the local heat transfer obtained for constant temperature wall conditions.

Results of the authors' measurements are summarized in section 3. For more detailed information, suggestions for improving the measurements, and detailed discussions of the results, the reader is referred to a more extended report given in ref. 2.

EXPERIMENTAL TECHNIQUES

Laser-Doppler Anemometers

A LDA-system incorporating a 15mW He-Ne laser, a transmission optics with a double Bragg cell frequency shifter and a light collecting system for forward scattered light, was employed in the present study. This is shown in Fig. 2 which also shows the signal processing equipment consisting of two completely different systems. One system incorporated a frequency tracker to measure the Doppler frequency whereas the other is a transient recorder followed by a digital computer. The transient recorder based processing system was applicable over the entire Reynolds number range. The tracker based system could not be applied at higher Reynolds numbers. It was found to yield erroneous results in the reattachment region of the flow.
Measuring Techniques for Mass Transfer

Quantitative measurements of the wall mass transfer were carried out with a method developed by the first author and described in ref. 1. The method is based on the colour-change that occurs on filter paper soaked with a manganese-chloride solution. If this paper is located downstream of the step and a known dosage of ammonia is added to the flow, the ammonia will be absorbed at the surface of the soaked filtered paper and the following reaction will take place.

\[
\begin{align*}
NH_3 + H_2O &\rightarrow NH_4^+ + OH^- \\
2NH_4^+ + MnCl_2 &\rightarrow 2NH_4Cl + Mn(OH)_2
\end{align*}
\]

This equation shows that manganese-dioxide remains on the surface of the filter paper yielding a change in colour. The intensity of this change is dependent on the amount of ammonia transported to the wall, and, hence, a measure of the local mass transfer coefficient or the appropriate Sherwood number.
Measurements of Heat Transfer

Heat transfer measurements were performed in a specially designed test section constructed out of Perspex. The wall on which the step was located consisted of a copper plate with heating elements to adjust the temperature of the plate. In the centre of the copper plate, a separate small copper element was inserted which also contained heating elements thermally isolated from the remainder of the plate. This element was heated so that its temperature agreed with the temperature of the surrounding copper plate. The energy to the surface element was measured and from it the local heat transfer coefficient was deduced and the corresponding Nusselt number computed. The copper plate could be moved in the longitudinal direction in order to allow the measuring element to be located at various distances downstream of the step.

Heat transfer measurements were also carried out from a small hot-film element positioned in a metal wall kept at the temperature of the fluid. The data from this element were compared with measurements of the velocity gradient at the wall in order to confirm that the conditions required to apply Reynolds analogy between heat, mass and momentum transfer are not satisfied in separated flows.

RESULTS OF VELOCITY AND SCALAR TRANSPORT MEASUREMENTS

The application of the laser-Doppler anemometer also permitted accurate measurements of the reattachment length as a function of Reynolds number. The way in which such measurements can be accurately performed has been described by Durst and Tropea (3). Their method of measurement was employed on both walls of the two-dimensional test section downstream of the step. Various regions of separations were found on both walls of the test section with longitudinal dimensions as given in Fig. 3.

Figure 3: Circulation regions at the upper and lower walls

Measurements of detailed velocity profiles were also performed at various Reynolds numbers and throughout the entire channel. Fig. 4 shows an example of such measurements for a Reynolds number of Re = 1095 indicating the two regions of backflow; one region attached to the backward facing step and the other located on the wall opposite to the step. It was observed that the occurrence of the upper region of separated flow causes the flow to become three-
More detailed results of mass transfer measurements are presented in ref. 5 where also the locations of the maxima and minima of the Sherwood number distributions are explicitly given as functions of Reynolds numbers. Comparison to other measurements are provided and differences explained.

Measurements of heat transfer are only reported for the hot-film element. Figs. 7 and 8 show examples of measurements of heat transfer obtained from the hot film. The diagrams also contain the variation of the velocity gradients along the wall. Both figures clearly indicate that the Reynolds analogy relating the local wall shear stress to the local heat transfer is not applicable. This indicates the difficulty that arises if hot-element wall sensors are used to determine fluid velocity information, e.g., the location of reattachment.

![Figure 7](image1)

**Figure 7:**

![Figure 8](image2)

**Figure 8:**

The reader is referred to ref. 5 for more detailed measurements of heat transfer with the hot element mounted into the copper plate described in section 2.
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ABSTRACT

Measurements of the velocity characteristics of the flow in the vicinity of a single rib have been obtained with a laser-Doppler anemometer. They show, for example, that the reattachment length is around 12.3 times the rib height for a 23.5 mm square rib and demonstrate that it depends on the length of the rib and ratio of boundary layer thickness to rib height. Measurements with hot-wire anemometry in the region of the shear layer indicate rapid changes in skewness and small peaks in energy spectra which would not be represented by eddy-viscosity assumptions.

1. INTRODUCTION

The present paper is concerned with the flow in the vicinity of a single, two-dimensional rib and is relevant to a wide range of practical problems including wind breaks, trains and roughness elements. An earlier and less complete version was presented in reference 1. It describes measurements of velocity and turbulence characteristics of this flow and is intended to contribute to understanding of the related turbulent transfer processes.

Recent attempts to calculate the properties of the flow around obstacles, for example those of Pope and Whitelaw (2), Vasilic-Melling (3) and Castro and Robins (4), have shown that the results do not agree well with corresponding measurements and that the latter are not available in sufficient detail to allow the discrepancies to be explained. In general, present knowledge of the velocity and turbulence characteristics of high-turbulence and recirculating flows is much less than that available for boundary-layer flows even though the former are at least as important. This imbalance is due largely to the availability of appropriate instrumentation.

Previous measurements in the vicinity of ribs have been reported, for example, by Tillman (5) and Plate and Lin (6) and are confined to values of mean velocity and wall pressure. In both cases, the reattachment length, normalised with rib height, was of the order of 15 although one rib was of square cross-section and the other of triangular cross-section with a surface orthogonal to the oncoming flow. Measurements around a thin obstacle (a fence) by, for example, Good and Joubert (7) and Sakamoto et al (8) indicate recirculation lengths of around 13, and the backward facing-step measurements of Bradshaw and Wong (9) indicate a length of around 6. Of course, the reattachment length is a time-averaged property and not necessarily representative of all features of the flow. The variation of length with geometry does, however, indicate a considerable dependence of the flow on its upstream characteristics which include the geometry and the ratio of boundary-layer thickness, t, to bluff-body height, H, at least for small values of the latter quantity.

The measurements referred to in the previous paragraph, with the exception of those of Bradshaw and Wong, obtained by hot-wire anemometry, are confined to mean properties and those of Bradshaw and Wong, obtained by hot-wire anemometry, are confined to regions of relatively low turbulence intensity. The more recent measurements of Moss, Baker and Bradbury (10) obtained with the pulsed-wire method, and those of Restivo and Whitelaw (11) and Durão and Whitelaw (12), obtained with laser-Doppler anemometry, suggest that accurate measurements can now be made in regions of high turbulence intensity. The laser-Doppler anemometer also removes doubts associated with probe-interference effects. It is useful to note that, in the annular-jet measurements of Durão and Whitelaw, the length of the recirculation region was approximately one disc diameter.

The present measurements were obtained with a combination of laser-Doppler anemometry, hot-wire anemometry and flow visualisation. The hot-wire was used to provide a visual impression of particular aspects of the flow, observation of surface streaks, obtained with impurities suspended in an oil solution, were used to confirm the two-dimensionality of the flow and to observe the reattachment line. Laser-Doppler anemometry allowed measurements of near and far velocities in all regions of the flow including those with high turbulence intensity and recirculation. Hot-wire anemometry was used to measure in locations of lower turbulence intensities.

The flow configuration, experimental methods and procedures are described in the following section and the results presented and discussed in sections 3 and 4. Brief conclusions are presented in section 5.

2. FLOW CONFIGURATION, EXPERIMENTAL METHODS AND PROCEDURES

Most of the measurements were obtained with a single rib, 23.5 mm square, located 430.0 mm downstream of an inner-paper trip in the 0.44 m x 0.44 m
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The wind tunnel previously used, for example, by Kacker and Whitelaw (13) and Vassilie-Melting (3). To study the influence of boundary layer thickness, the same rib was also located 187.3 mm from the trip; a 70.5 mm wide x 23.5 mm high rib was used to provide an indication of the influence of rib dimensions. The two-dimensionality of the tunnel has been extensively tested by previous authors and the present ribs were carefully located across the full 0.46 m width of the tunnel and orthogonal to the flow. The area contraction ratio of the tunnel is 7.1 to 1 and, together with the carefully located upstream screens and honeycomb, ensures a free-stream turbulence intensity of around 0.6%. The present measurements were obtained upstream of the rib, of 18 m/s with a corresponding rib-height Reynolds number of $2.7 \times 10^4$. The ribs themselves had sharp corners and were rigidly attached to the base plate of the tunnel; the imposed blockage ratio was 12.8.

The use of neutrally buoyant, helium-filled bubbles to visualise details of the flow was here with a few exceptions, in accordance with the design of Button (14). It comprised a tube, of outer diameter 6 mm and with two concentric tubes of lesser diameter. Helium flowed through the innermost tube with a low velocity; liquid soap passed slowly through the first annulus and air, at approximately the external stream velocity, through the outer annulus. Careful control of the flow rate of helium allowed the rate of flow of bubbles to be regulated. In the present experiments, the helium-bubbles were released into the stream upstream of the rib and give shorter reattachment lines downstream of the rib, themselves had sharp corners and were rigidly attached to the base plate of the tunnel; the imposed blockage ratio was 12.8.

The hot wire results were obtained with a crossed hot wire probe (DISA 55P61), two anemometer bridges (DISA 55M01) and linearizers (DISA 55DI0) operated with a Racal 7700C magnetic tape system. The interpretation of the results was made on a CDC 650 computer. The output signal from a single channel arrangement with a straight wire probe (DISA 55A25) was used to obtain spectrum measurements; in this case, the analogue signal was processed by a General Radio (model 1564-A) spectrum analyser.

The laser-Doppler anemometer comprised an Argon ion laser (Spectra Physics 164) operating at 488 nm and approximately 200 mW. One channel of a two-component water-filled acousto optic cell, based on the arrangement described by Durão and Whitelaw (15) and operated with a frequency shift of 21.0 MHz, was used to divide the laser beam into a zero and +1 order beams of approximately equal intensity. These two beams were focussed to an intersecting region and backward-scattered light collected through the same lens. This collected light was focussed by another lens, via a mirror, onto a pinhole immediately prior to the cathode of a photomultiplier (EMI 9615B). The resulting control volume has a diameter of $0.12 \text{ mm}$ and a length of approximately $9.85 \text{ mm}$. The resulting Doppler signal was processed by a spectrum analyser similar to that described by Durão, Laker and Whitelaw (16). The discrimination level of the analysis system slightly reduced the control volume dimensions. To provide a measurable particle-arrival rate, the wind tunnel was seeded with kerosene droplets generated by an evaporation (condensation) arrangement. The resulting droplets were smaller than 5 µm in diameter and allowed the construction of a velocity probability distribution in less than 10 minutes. The average quality of the signals processed, corresponded to a signal-to-noise ratio of approximately 20 db. It is estimated that the mean velocity values are precise to 2% and the turbulence intensity values to better than 5%.

3. RESULTS

The two-dimensionality and symmetry of the flow were examined by hot-wire anemometry and flow visualisation. Values of mean velocity and the rms of the corresponding fluctuations were measured in several planes, in the vicinity of the reattachment line, and across a 200 µm wide central zone; the various profiles were identical within experimental uncertainty. Surface flow-visualisation results were obtained with the square rib located 25 mm downstream of the emery-paper trip and confirmed the two-dimensionality of the flow in the central one third of the tunnel. The separation lines, upstream and downstream of the rib, and the reattachment line were clearly visible; they were straight in the central region and curved towards the side walls to give shorter reattachment lines downstream of the rib and larger separation regions upstream and downstream.

Figure 1 consists of three photographs, of helium-bubble traces, selected from a large number of prints, and intended to indicate three features of the flow. The exposure time was 5 ms for photograph a and b and 10 ms for c. Photograph a shows several exposures and provides a general impression of the flow suggesting that the range of instantaneous values of reattachment length is considerable. The trajectory of bubbles immediately above the rib suggests that a region of recirculation could exist there and this is confirmed by photograph b. Photograph c indicates, at closer range, the bubble traces in the vicinity of the shear layer above the rib.

Measurements of longitudinal velocity and the non-dimensional normal stress were obtained in the central plane for the flow conditions of Figure 1 and are presented in Figs. 2 and 3. These show, in Fig. 2, the flow characteristics upstream and downstream of the rib. The main profile two rib heights upstream of the rib may be compared with the measurements obtained at the same location, but in the absence of the rib. It is clear that, at this location, the rib has already had an effect and caused the flow to respond to an effective adverse pressure gradient. This pressure gradient is confirmed by the wall static pressure distribution on Fig. 4. The values of velocity measured in the free stream also indicate an influence of the rib although the blockage ratio is small. The distribution of normal stress at $x/H = 2.0$ has the form appropriate to an adverse pressure gradient with turbulence intensities less than 2% at all measuring stations.

Immediately upstream of the rib, i.e. $x/H = -0.4$, the measurements show a region of separated flow.
which is confined to the near-wall region. It is clear from the measurements, and also from the surface flow visualization, that the time-averaged line of boundary-layer separation occurs at a value of x/H of less than -1. The normal stress results suggest an upstream influence of the rib in that the distribution tends to be discontinuous at y/H = 1. For values of y/H less than 1, the turbulence intensity, U/U, increases rapidly to an infinite value at y/H of around 0.14; at this location, the instantaneous velocity is continuously changing sign and has a mean value of zero. The normal stress has a maximum corresponding to a turbulence intensity slightly in excess of 100% and coincides with the inflection in the mean velocity profile. The turbulence energy spectra shown in Fig. 5 at y/H = 1.0 (U/U = 25%) is similar to that associated with fully developed turbulent flows.

The flow on top of the rib, Fig. 3, indicates a region of near-wall separation from the leading edge to trailing edge. The zero mean velocity streamline is 0.14 and 0.28 rib heights above the rib at 1.25 rib lengths and the trailing edge respectively. The normal stress profiles achieve increasingly high values and have a maximum value immediately downstream of the rib, as can be seen from Fig. 3. Figure 3 shows that the maximum values of normal stress are located close to the points of maximum gradient of the mean velocity profiles. In the recirculation zone the turbulence intensity has minimum values.
around the maximum reverse mean velocity in each x-plane and the normal stress is comparatively uniform.

In contrast to spectrum 1 of Fig. 5, the power spectra obtained from the straight hot-wire anemometer at x/H of 0.5 and 1.5, spectra 2 and 3, close to the region of maximum normal stress, exhibit maxima around 200 Hz. Spectrum 2 also indicates a shift of turbulent flow fluctuation towards the higher frequencies compared with those measured upstream of the rib; this is consistent with the large shear, caused by the presence of the block, destroying the larger eddies. Downstream of the rib, the sequence of spectra 2, 3 and 4 shows a shift towards the lower frequencies. This variation of eddy scale can also be identified from the helium-bubble visualization as is shown in Fig. 1c; the traces over the block show the presence of much higher frequencies than those observed elsewhere. Velocity probability distributions were also measured with hot-wire probes and typical results are shown on Fig. 6.

The curves referenced 1, 2 and 3 demonstrate a change from positive to negative skewness in a relatively short distance. This variation in the sign of skewness is usually associated with locations of large gradients and inflection points in the mean velocity profile. Distributions 5 and 4 are probability distributions of a U-component of velocity associated respectively with positive and negative values of V component and measured at the same location as distribution 1. They indicate opposite skewness suggesting that, when the velocity vector is upwards, the flow is associated with lower U-component velocities; the reverse holds for negative V. Contours of joint probability distributions of U and V, similar to those presented by Ribeiro and Whitelaw (17), would indicate asymmetry about the point of zero U and V and higher densities in the first and third quadrants. Comparison of distributions 5 with 2 and 4 with 3 suggests that the flow carries information from previous locations; when the flow moves upwards, the probability characteristics are similar to those measured at lower regions; when the flow moves downwards, the probability characteristics correspond to those in upper regions. The most probable velocities of distributions 4 and 5 correspond closely to the two small kinks of distribution 1.

4. DISCUSSION

The profile c of Fig. 2(i) indicates that the zero velocity streamline beginning at the front edge of the block has a reduction in height (zero velocity at y/H of 1.10 compared with y/H of 1.34 at the trailing edge) caused by the sudden pressure decrease behind the block. The zero velocity line is still at y/H of 1.10 at x/H of 6 and moves to the reattachment point which, for this case (6/H = 0.55), is approximately 12.3H behind the leading face of the rib. The shape of profile f, figure 2(i), obtained 11H down-
stream, indicates that the mean velocity at this location has already been entirely positive for some distance. For a boundary layer thickness to block height ratio of 0.34 (distance from the trip = 187.3 mm) the measured recirculation length was around 12.9H and indicates the small influence of $8/H$. The measured reattachment distances are smaller than those presented by Good and Joubert and Sakamoto et al and this cannot be explained by the differences in the ratio of boundary layer thickness to block height ($0.34$ and $0.55$ in the present case compared with $0.643$ and $0.427$). However, it has also been found that the rib width has a much larger effect on the length of the recirculation zone length; for $8/H = 0.55$ and $L/H = 3$ (i.e. $L = 70.5$ mm), the reattachment line was located at $10.2H$ downstream. It may be expected that the reattachment distance will be longer, therefore, for fences than for square ribs and to be much shorter for a backward-facing step. The difference between the present results and those of Tillman suggests that differing rib geometry may not be the complete answer; however the blockage ratio used by Tillman was much larger ($117$) and probably accounts for the differences with the present results.

The calculated results of Vasilic-Melling suggest that the length of the rib should have only a small influence on the reattachment length. This is not confirmed by the present results which show that the trajectory of the zero velocity streamline is initially dictated by the rib height and upstream boundary thickness, but the length of the top surface of the rib affects the trajectory and the length of downstream recirculation. This is confirmed by the slope of the dividing streamline which, in Fig. 3, reduced between 0.25H and 0.5H and increased again from 0.5H to 1.0H; the increase is due to the presence of the downstream recirculation zone extending over the top face of the rib, see Fig. 1. The stronger recirculation region immediately downstream of a fence causes a greater initial slope of the dividing streamline and results in a longer reattachment length such as observed by Good and Joubert and Sakamoto et al. The shorter reattachment length of Bradshaw and Wong (6H) downstream of a backward-facing step, is consistent with the zero velocity streamline leaving the trailing edge almost horizontally which conforms with the above argument. Between the large recirculation zone downstream of the rib and the downstream plane of the rib, a second and smaller recirculation region can be identified, Fig. 2(i,c), with an opposite rotation to that of the main recirculation. At 0.5H downstream of the downstream face of the block, this recirculation extends vertically to 0.7H from the surface. The corresponding turbulence intensity profile, Fig. 2(i,c) has, therefore, two points of discontinuity and two minima.

5. CONCLUSIONS

The following more important conclusions may be extracted from the preceding text.

(1) The flow characteristics in the vicinity of single roughness ribs have been quantified with a laser-Doppler anemometer. They show, for example and for the case of the 23.5 mm square rib: a region of upstream recirculation of length less than 1H and a downstream reattachment of around 12.3H; the downstream region of recirculation contains two vortices of opposite sense. An influence of boundary-layer thickness to block height ratio on the recirculation length has been detected but is much less than that due to the length to height ratio of the rib.

(2) The trajectory of the streamline dividing forward from backward flow is clearly influenced by the length of the rib and confirms that in contrast of previous calculations, the reattachment length should be different for a rib and a fence.

(3) In the vicinity of the shear layer above the rib, hot-wire measurements indicate small peaks in the energy spectra and rapid changes in the skewness factor which would not be represented by eddy-viscosity type models of turbulence.
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ABSTRACT

This paper presents an experimental investigation of the flow past a hemisphere-cylinder (a circle whose lower half is replaced by a circular cylinder). The experiment was carried out in an N. P. L. blow-down type wind tunnel having a working section of 400 x 400 x 2000 mm in size at the Reynolds number 4.74 x 10^4.

The drag and lift coefficients were determined by integration of the surface pressure. It was found that the drag coefficient of a sphere placed on a ground plane is deducted 7.5 percent by fitting up the lower half of sphere with a cylindrical skirt. The velocity and pressure distributions and turbulence intensities in the turbulent shear flow behind a hemisphere-cylinder were measured. Since a hemisphere-cylinder is seen to be a hybrid of sphere and circular cylinder of aspect ratio one, the results of a hemisphere-cylinder were compared with those of a sphere and a circular cylinder of aspect ratio one.

1. NOMENCLATURE

b : Position of peak velocity defect [mm]
C_D : Drag coefficient
C_L : Lift coefficient
C_p : Pressure coefficient = (P-P_w)/(ρU^2\_m/2)
D : Diameter of cylinder [mm]
H : Height of cylinder [mm]
N : Frequency of vortex shedding [Hz]
P : Static pressure [Pa]
P_0 : Stagnation pressure [Pa]
P_r : Radial distance from center axis of cylinder [mm]
Re : Reynolds number = U_m D/\nu
St : Strouhal number = N D/U_m
U : Time-mean velocity in X-direction [m/s]
U_m : Free-stream velocity [m/s]
u',v',w' : Velocity fluctuation in X, Y, Z direction [m/s]
X, Y, Z : Coordinates axes [mm]
α : Latitude angle [degree]
δ : Thickness of shear layer [mm]
θ : Longitude angle [degree]
ν : Kinematic viscosity of air [m^2/s]
ρ : Density of air [kg/m^3]

2. INTRODUCTION

Most of the investigations of the flow past a three-dimensional bluff body placed on a ground plane have been performed concerning with buildings, cooling towers, stacks, and other structures. The bodies hitherto investigated are divided mainly into two groups: the tall bodies of high aspect ratio H/D (for example, tall building, stack) and the short bodies of low aspect ratio (for example, sphere, short circular cylinder). Hunt [2] studied the flow past a building, Peterka-Cermak [2] measured the mean velocity defect and turbulence in the wake behind a building, and Okamoto-Yagita [3] investigated the flow past a circular cylinder of finite length placed on a ground plane.

The other hand, Schlichting [4] studied the flow past a sphere concerning with the surface roughness, Klemin-Schafer-Beerer [5] measured the drag of a sphere placed on a ground plane, and Okamoto [6] investigated the flow past a sphere placed on a ground plane. Moreover, Sforza-Mons [7] studied the wall wake behind a rectangular plate placed on the leading edge of a flat plate, and Okamoto et al. [8] investigated the flow past a cone placed on a ground plane. Among the bodies of low aspect ratio, sphere, circular cylinder, and hemisphere-cylinder (a sphere whose lower half is replaced by a circular cylinder) are often seen at the fuel-tank yards and the electric power plants.

This paper presents an experimental investigation of the flow past a hemisphere-cylinder. Since a hemisphere-cylinder is seen to be a hybrid of sphere and circular cylinder, the result of a hemisphere-cylinder was compared with that of a sphere and a circular cylinder of aspect ratio one, which was measured in this experiment.

3. EXPERIMENTAL APPARATUS AND PROCEDURE OF MEASUREMENT

The experiment was carried out in an N. P. L. blow-down type wind-tunnel having a 400 x 400 mm working section of 2000 mm length. The ground plate, an aluminium plate of 4 mm thickness, was set with a spacing of 25 mm from the lower wall of the tunnel.
exit in order to avoid the boundary layer developed on the tunnel wall, as shown in Fig. 1. The model was placed at downstream distance 500 mm from the leading edge of the ground plate. The thickness of boundary layer at the model position was about 4 mm.

The origin of coordinates was taken at the bottom of the model with the X-axis facing downstream, the Y-axis to the right of downstream, and the Z-axis vertically.

A hemisphere-cylinder and a circular cylinder used in this experiment are shown in Fig. 2. Two kinds of model of 70 mm and 40 mm diameter were used, the former being used for measurement of the surface pressure and the latter used for measurements of velocity, static pressure, and turbulence intensity of the flow. There was no blockage effect even for a model of 70 mm diameter, because the blockage ratio in this case was 0.026 which is less than the limiting value 0.05 obtained by Farell et al. [9].

The pressure holes of 0.5 mm diameter were bored with the angular spacing of 10° degree on the surface of a hemisphere-cylinder in the vertical plane 8=0. Measurements of the surface pressures for any values of 8 were done by rotating the model about the vertical Z-axis. The surface pressures on a circular cylinder were measured through the pressure holes of 0.5 mm diameter bored with 7 mm vertical spacing on the surface in the vertical plane 8=0.

The velocity vector was obtained by use of a cylindrical yawmeter of 6 mm diameter. The time-mean velocity and the static pressure were measured by use of a Pitot and static-pressure tube of 1 mm diameter, and turbulence was measured by a hot wire anemometer of constant temperature type. The flow behind a cylinder was measured at various distances X/D=1-14 at the Reynolds number of 4.74 x 10^6.

4. EXPERIMENTAL RESULTS

4.1. Surface Pressure

The surface-pressure distribution on the upper hemispherical part and the lower cylindrical part of a hemisphere-cylinder are shown in Figs. 3 and 4 respectively, in which the dotted lines represent the theoretical value \( C_p = 1 - (9/4) \sin^2 \theta \) of a sphere in the absence of a ground plane and \( C_p = 1 - 4 \sin^2 \theta \) of a two-dimensional circular cylinder obtained by the potential-flow theory. The pressure distributions on the cylindrical surface and the top surface of a circular cylinder of H/D=1 placed on a ground plane are shown in Figs. 5 and 6 respectively.

The dimensionless surface pressures \( (P-P_0)/(P_0-P_w) \) at 8=0 are shown in Fig. 7, from which the stagnation point is seen to be located at 2/D=0.45 for three bodies. This location of the stagnation point is slightly low compared with 2/D=0.6 for two-dimensional fence measured by Good-Joubert [10]. It should be noted that the pressure on the hemispherical surface of a hemisphere-cylinder at 8=0 agrees with that of a sphere and the pressure on the lower cylindrical surface of a circular cylinder.
The above-mentioned drag is, strictly speaking, the pressure drag, but it may be seen to be the total drag, because the frictional drag of a hemisphere-cylinder is negligible compared with the pressure drag. The values of $C_D$ and $C_L$ of hemisphere-cylinder, sphere, and circular cylinder of $H/D=1$ are shown in Table 1.

**Table 1. Values of drag and lift coefficients**

<table>
<thead>
<tr>
<th>Bluff bodies</th>
<th>$C_D$</th>
<th>$C_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemisphere-cylinder</td>
<td>0.580</td>
<td>0.470</td>
</tr>
<tr>
<td>Circular cylinder</td>
<td>0.698</td>
<td>0.775</td>
</tr>
<tr>
<td>Sphere [6]</td>
<td>0.627</td>
<td>0.242</td>
</tr>
</tbody>
</table>

It is found that the drag is smallest for a hemisphere-cylinder and the lift is greatest for a circular cylinder of $H/D=1$ among three bodies. It is noteworthy that the drag coefficient of a sphere placed on a ground plane is deducted 7.5 percent and the lift coefficient is increased about 94 percent by fitting up the lower half of sphere with a cylindrical skirt.

The drag coefficient of a sphere at the subcritical Reynolds number ($Re=4.74 \times 10^5$) is increased 30.6 percent by the presence of a ground plate. An increase of $C_D$ due to the presence of a ground plane was pointed out by Klemin et al. [5], whose experiment of a sphere of 609.6 mm diameter at the supercritical Reynolds number ($Re=1.69 \times 10^6$) gave an increase 186.5 percent of $C_D$ by the presence of a ground plane and a collar. An increase of $C_D$ of a sphere due to the presence of a ground plane seems to be remarkable at the supercritical Reynolds numbers compared with at the subcritical Reynolds numbers. The drag coefficients $C_D=0.698$ of a circular cylinder of $H/D=1$ is in good agreement with $C_D=0.70$ by Okamoto-Yagita [3].

### 4.3. Vortices

It has been known from the experiments of a cone [8] and a sphere [6] that there exist the vortices of two kinds:

1. The horse-shoe vortices generated at the corner between the frontal face of obstacle and a ground plane.
2. The arch vortices generated behind the separation line on the surface of obstacle.

The separation line for a hemisphere-cylinder is close to that of a circular cylinder, but greatly different from that of a sphere.

The arch vortices are shed downstream, inclined and fallen down on the ground plane by a strong downwash behind the obstacle. The movement of the arch vortices can be surmised from the pressure distribution on the ground plane shown in Fig. 12. There is a pair of portions of lowest pressure, at which the roots of arch vortex are seen to be attached to the ground plane. The position of root of an arch vortex is shown in Table 2. It is hence supposed that the arch vortex rotates about the attachment points and falls down.
The vortices generation was visualized by the ink shedding in the water tank at the Reynolds number Re=1.06 x 10^4. The horse-shoe and arch vortices in the case of a hemisphere-cylinder are shown in Figs. 13 and 14 respectively. Fig. 14 illustrates that the arch vortices incline and fall down.

The Strouhal number of the arch vortex shedding measured by a hot-wire anemometer is shown in Table 3. It is found that the Strouhal number for a hemisphere-cylinder is small compared with that for a circular cylinder and a sphere.

<table>
<thead>
<tr>
<th>Bluff bodies</th>
<th>St=ND/Uw</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemisphere-cylinder</td>
<td>0.152</td>
</tr>
<tr>
<td>Circular cylinder</td>
<td>0.225</td>
</tr>
<tr>
<td>Sphere [6]</td>
<td>0.222</td>
</tr>
</tbody>
</table>

The recirculation region is formed behind an obstacle. Because of a strong downwash behind a hemisphere-cylinder, the recirculation region is remarkably reduced compared with a two-dimensional fence. The position of highest pressure on the ground plane is seen to be the point of reattachment of the outer streamline enclosing the recirculation region. The reattachment point is the rear end of recirculation region, which are shown in Table 4. It is found that the recirculation region is reduced for a hemisphere-cylinder compared with a sphere and a circular cylinder. The rear end of recirculation region is located at X/D=2.0 for a hemisphere-cylinder, while X/D=13.2 for two-dimensional fence according to Good-Joubert's experiment [10].

<table>
<thead>
<tr>
<th>Bluff bodies</th>
<th>X/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemisphere-cylinder</td>
<td>2.00</td>
</tr>
<tr>
<td>Circular cylinder</td>
<td>2.92</td>
</tr>
<tr>
<td>Sphere [6]</td>
<td>2.50</td>
</tr>
</tbody>
</table>

4.4 Shear Layer Behind Bluff Body

Fig. 15 shows the distribution of velocity vector past a hemisphere-cylinder in the center section (Y=0). It is found from this figure that the recirculation region ends at X/D=2.0, as surmised from the pressure distribution on the ground plane, and the turbulent shear layer is formed along the ground plane at X/D>4.
Fig. 19 shows the position \( Y = b \) of peak velocity defect, which is expressed as

\[
b = 0.21 \left( \frac{X}{D} \right)^{0.84}
\]

for hemisphere-cylinder and circular cylinder, while

\[
b = 0.26 \left( \frac{X}{D} \right)^{0.69}
\]

for sphere. It is found from Figs. 16 and 19 that the wall wake behind an three-dimensional obstacle becomes thin and spreads transversely with increasing the downstream distance. This change in the wall wake can be seen obviously from the lines of \( \frac{(U_m-U)}{U_m} = 0.10 \) shown in Fig. 20.

4.5. Velocity Defect in Horizontal Center Section

\( Z/D = 0.5 \)

Fig. 17 shows the distribution of mean velocity defect in the horizontal center section \( Z/D = 0.5 \). The position of peak velocity defect are shifted in the \( Y \)-direction with an increase in the downstream distance. Fig. 18 shows the velocity defect in the center section \( Y = 0 \), which is expressed as

\[
\frac{(U_m-U)}{U_m} = 0.95 \left( \frac{X}{D} \right)^{1.62}
\]

at \( X/D = 3.0 \) for three bluff bodies. This is close to Hunt's result : \( \frac{(U_m-U)}{U_m} \rightarrow 0 \) for the wake behind a building [1].
4.6 Turbulence Intensities in Horizontal Center Section (Z/D=0.5)

Figs. 21, 22 and 23 show the turbulence intensities in the X-, Y-, and Z-directions in the horizontal center section (Z/D=0.5) respectively. The position of the peak turbulence intensity is shifted in the Y-direction with increasing the downstream distance. The peak turbulence intensities in the X-, Y- and Z-directions occur at Y/D=1.00, 0.80 and 1.00 for X/D=5, and at Y/D=1.58, 1.50 and 1.45 for X/D=10 respectively.

Fig. 24 shows the decay of the X-component of turbulence intensity in the center section (Y=0), which is expressed as

$$\frac{\langle u'^2 \rangle}{U^2} = A(X/D)^{-1.40},$$

where A=0.85 for hemisphere-cylinder, and A=0.69 for circular cylinder and sphere. Fig. 25 shows the decay of the Y-component of turbulence intensity, which is expressed as

$$\frac{\langle v'^2 \rangle}{U^2} = B(X/D)^{-1.37},$$

where B=1.05 for hemisphere-cylinder and circular cylinder, and B=0.57 for sphere. Fig. 26 shows the decay of the Z-component of turbulence intensity, which is expressed as

$$\frac{\langle w'^2 \rangle}{U^2} = 0.55(X/D)^{-1.09},$$

for three bodies.

It follows that the decay of the X- and Z-components of turbulence intensity in the section (Z/D=0.5) for a hemisphere-cylinder are nearly equal to that of a circular cylinder and a sphere, and the decay of Y-component of turbulence intensity of a hemisphere-cylinder is nearly equal to that of a circular cylinder, but different from that of a sphere.

5. Conclusion

The experimental results are summarized as follows:

1. The drag is smallest for a hemisphere-cylinder and the lift is largest for a circular cylinder among three bluff bodies.
2. The Strouhal number of arch vortex shedding is 0.152 for a hemisphere-cylinder, while it is 0.225 for a circular cylinder and 0.222 for a sphere.
3. The thickness of shear layer behind a hemisphere-cylinder in the center section (Y=0) is equal to that of a circular cylinder and a sphere.
4. The velocity deficit in the center section (Y=0, Z/D=0.5) of a hemisphere-cylinder is nearly equal to that of a circular cylinder and a sphere.
5. The decay of the X- and Z-components of turbulence intensity in the section (Z/D=0.5) of a hemisphere-cylinder are nearly equal to that of a circular cylinder and a sphere. And the decay of the Y-component of turbulence intensity is nearly equal to that of a circular cylinder, but different from that of a sphere.
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ABSTRACT

Low-frequency unsteadiness of a reattaching shear layer was studied in the flow behind a backward-facing step. Spectral data from a hot-wire probe showed that a substantial fraction of the measured turbulence intensity occurs at frequencies significantly lower than the large eddy passing frequency. Several thermal tuft probes were used simultaneously to identify the source of the low-frequency disturbances. It was concluded that the reattaching free shear layer undergoes a non-periodic flapping motion. The flapping causes the impingement point of the reattaching shear layer to drift slowly up- and downstream over a range of approximately two step heights. The likely cause of the low-frequency flapping is an instantaneous imbalance between the entrainment rate from the recirculation zone and the reinjection rate near reattachment. The existence of the low-frequency motions must be addressed by future model developers.

NOMENCLATURE

F  Frequency (Hz).
\( h \)  Step height = 5.08 cm.
\( U_0 \)  Inlet free stream velocity.
\( x \)  Streamwise coordinate.
\( x_R \)  Time mean reattachment location.
\( y \)  Percent of time that flow is in downstream direction.
\( \theta \)  Momentum thickness.

INTRODUCTION

In this paper we shall discuss our observations and measurements of low-frequency motions of a reattaching shear layer in the flow behind a backward-facing step. Low-frequency motions are defined as those motions having time and length scales much longer than the scales of a typical large, turbulent eddy. The time scale for a large eddy in a separated shear layer is approximately equal to the shear layer thickness divided by one-half of the free stream velocity. The length of a separation bubble is typically 5 to 10 times the shear layer thickness. Therefore the low frequency motions have time scales which are greater than or equal to the time it takes the free stream to pass over the separation bubble.

It has long been recognized that low-frequency unsteadiness can occur in separation bubbles bounded by turbulent free shear layers. "Jitter" of the separation point is frequently reported in airfoil experiments [1] and transitory stall behavior is a well-known but poorly understood example of very large-scale, low-frequency unsteadiness [2]. In general, low-frequency unsteadiness has been regarded as a nuisance rather than a topic of scientific interest. To date, there have been few studies of long time-scale motions of separation bubbles. However, low-frequency unsteadiness can cause significant difficulties in engineering equipment such as combustors and wind tunnel nozzles. It is also a major source of uncertainty in single-sample measurements with relatively short averaging times.

Perhaps more important is the fact that low-frequency unsteadiness causes significant difficulties in the measurement, understanding and modeling of turbulent separated flows. Unsteadiness has gone unrecognized in many previous experiments and has, we believe, contaminated the available data base. For example, it has often been stated that the structure of a reattaching free shear layer is fundamentally different from a plane-mixing layer. The evidence for this conclusion is that the measured turbulence intensity is considerably higher in a reattaching free shear layer. It is the authors' contention [3] that this measured difference is caused largely by low-frequency unsteadiness in reattaching flows which has little real effect on the basic structure of the free shear layer.

The contamination of turbulence data by low-frequency unsteadiness could have serious consequences for computational fluid mechanics. In general, turbulence models attempt to represent the effects of eddies up to the scale of the typical "large eddy" described above. However, turbulence data which are used for calibration of models may be strongly biased by low-frequency contributions. It would then be impossible to rationally compare model results to data.

The backward-facing step flow has usually been considered immune from low-frequency unsteadiness of significant magnitude because the separation line is fixed at the sharp corner. It was felt that most unsteadiness of separation bubbles is related to a wandering separation point. Tani et al [4] and Chandrasuda [5] both determined that low frequency motions were not present in their back-step flows by examining the fluctuations of manometers attached to static taps in the separated zone. However, during the course of a recent study of the backward-facing step flow [6], we found significant evidence of low-

[1] Here we refer to large turbulent eddies as the largest structures visible in flow visualization. These typically have a length scale comparable to the shear-layer thickness.
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frequency motions which were affecting the time-averaged data. This led us to concentrate in the present study on understanding low-frequency unsteadiness.

Long time scale motions in backward-facing step flows have not been explicitly studied prior to this work. Low-frequency flapping of a plane jet has been studied by Goldschmidt and Bradshaw [7] and by de Gortari [8]. They found that the flapping was quasi-periodic and had an amplitude of approximately 20% of the jet half width. A number of other workers have investigated low frequency oscillations in cavity flows (c.f. Rockwell and Naudascher [9]), Knessel and Rockwell [10] concluded that low frequency oscillations of a cavity flow are caused by feedback of disturbances from the impingement point which are then amplified in the free shear layer. Rockwell [11] suggested that a similar mechanism may cause low frequency motions in the backward-facing step flow. McGuinness [12] observed low-frequency pressure fluctuations in the separation bubble at a pipe entrance. He concluded from spectral data that these fluctuations were caused by eddies moving upstream in the low speed recirculating flow. However, his flow visualization work did not confirm this conclusion.

OBJECTIVES

The objective of the present study is to understand the nature and cause of low-frequency motions of separation bubbles. We hope to obtain data to gauge the effects of unsteadiness on time-averaged turbulence data. We also hope to better understand how very low-frequency unsteadiness can be accounted for in turbulence models which currently ignore its presence.

METHODS

The experiments were conducted in the same low speed air flow facility used by Eaton and Johnston [13] (see Figure 1). After a short entrance duct to develop turbulent boundary layers the flow passes through a two dimensional sudden expansion of area ratio 3:5. The step height was set at 5.06 cm which gave an aspect ratio (channel span/step height of 12). The inlet free stream velocity was approximately 12 m/s for most of the measurements reported here. At that inlet speed the boundary layer at separation was approximately 0.2 step heights thick and turbulent. The momentum thickness Reynolds number of the boundary layer was 950 indicating that the boundary layer was not fully turbulent. Mean velocity and turbulence intensity profiles however did appear quite similar to an ordinary turbulent boundary layer.

Mean velocity and turbulence data for this flow were reported in references 6 and 13. The measurements indicated that two-dimensionality in the channel was good; mass and momentum balances for an integral control volume around the entire separation bubble showed balance to within 0.5% and 1.7% of the inlet mass and momentum flux, respectively. However, Westphal and Johnston [14] in later measurements using the same facility found a narrow region near the channel centerline where the spanwise velocity profile was non-uniform. Although this non-uniformity may have affected some of the quantitative data, it is doubtful that it had a significant effect on the results reported here.

It was desirable to have a laminar boundary layer at separation for some of the experiments. In this case the tunnel was run at an inlet free stream velocity of 3.26 m/s. The boundary layer at separation was then laminar with a thickness of 0.9 cm and a momentum thickness Reynolds number of 240. Transition of the free shear layer to turbulent flow occurred just downstream of separation despite the fact that the upstream boundary layer was laminar.

The primary instrument used in this study was the thermal tuft, a device which indicates the instantaneous flow direction (upstream or downstream) in a thin layer of fluid adjacent to the wall. A sketch of the probe is shown in Figure 2. The center wire is heated with a DC current of 1.5 amperes to create a heated wake which moves back and forth as the flow direction reverses. The outer two wires are operated as resistance thermometers and sense the presence of the hot wake. The control electronics compare the temperatures of the two outer wires and give an output signal of 0 volts or 5 volts depending on which wire is hotter. It should be noted that the electronics will always indicate an instantaneous flow direction. If there is no temperature difference between the wires electronic noise will cause the output to toggle between 0 and 5 volts at high frequency. In practice, such signal dropout rarely occurs. The signal due to the temperature difference is almost always larger than the electronic noise.

Single hotwires were used for the measurement of mean velocity and turbulence intensity near the outer edge of the shear layer, where the turbulence intensity was less than 30%-60%. The probes were calibrated with a TSI 1062D anemometer and the signal was linearized with a TSI Model 1052A linearizer. A pulsed-wire anemometer [16] was used for mean velocity and turbulence intensity measurements in more highly turbulent regions of the flow including the recirculating region.

RESULTS

The thermal tuft was used to measure the percentage of time that the flow near the wall is in the downstream direction. Plots of this quantity for the two cases (laminar and turbulent boundary layers at separation) are shown in Figure 3. Also shown are the time mean reattachment points for the two cases.

The curves show a broad region at least 4 step heights long where the near wall flow can be instantaneously moving either upstream or downstream.
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\[2\] Details of thermal tuft construction and operation are described in Ref. 15.

\[3\] It was shown by Eaton et al. [17] that the point of 50% downstream flow is the same as the point of zero mean skin function in reattaching flows.
This result alone suggests that large scale unsteadiness is present in the flow. However other evidence is far more conclusive. Averaging times of approximately 200 seconds were needed to obtain converged (±2) data. This was true both for thermal tuft data and velocity data. The largest turbulent eddies in the flow were the spanwise (Brown–Roshko) vortices which had a maximum period of approximately 0.06 seconds or 1/3600th of the averaging time. It was apparent from statistical considerations that unsteadiness was present which had a time-scale much greater than the large-eddy period.

Spectral analysis of the turbulence data was used to quantify the effect of low frequency fluctuations of the time-averaged data. Spectra were computed only from the hot-wire data because the pulsed-wire sampling rate was too slow to obtain alias-free spectra. Autocorrelations of the hotwire signal were obtained using a Hewlett Packard Model 3721A Digital correlator. The digital autocorrelation data were then Fourier transformed to obtain the power spectrum of the velocity fluctuations. This autocorrelation was formed at 100 equally spaced time delays and approximately 130,000 samples were taken at each time delay.

A typical spectrum of hot-wire data is shown in Figure 4. This spectrum was measured near the outer edge of the shear layer at x/h = 8, very close to reattachment. The broad peak in the spectrum at a non-dimensional frequency of 0.065 is caused by large spanwise vortices in the free shear layer. The spectrum also shows that significant turbulence energy occurs at frequencies much lower than the large eddy frequency. The spectrum in Figure 4 and others that show more than 30% of the measured turbulence intensity \( \sqrt{u'^2} \) occurred at non-dimensional frequencies below 0.02, considerably lower than the large-eddy passage frequency. The resolution of the spectra was not sufficient to identify any spectral peaks in the low-frequency range.

The above-described results showed that low-frequency motions occur in the separated flow behind a backward-facing step. These motions have a significant effect on the time-averaged turbulence data. Multiple thermal tufts were used simultaneously in an effort to explore the nature of the low-frequency motions. For this set of experiments the tunnel was run at a somewhat higher speed resulting in a reduction of the reattachment length to 7.6 step heights. Three thermal tuft probes were used at x/h = 6, 8 and 9. Thus, all three probes were within the region where flow reversals occurred a significant fraction of the time. Figure 5 is a typical record of output from two of the probes which shows two significant trends. First, at a given x-location flow reversals occur in bursts of rapid activity separated by times when the flow direction is relatively steady. During the bursts of activity, flow reversals occur at roughly twice the passage frequency of the largest turbulent eddies. Secondly, we find that when a burst is occurring at one location the output is relatively quiescent at the other location. These observations taken together suggest that a motion of larger scale than the large turbulent eddies in the flow must be responsible for the wide region of instantaneous flow reversal. A detailed examination of records similar to Figure 5 shows that for any given short-time interval a significant number of flow reversals occur in a region which is only about two step heights long. However, over a long period of time flow reversals occur over a region which is approximately 4 step heights long (see Figure 3). Our interpretation of the records is that the impingement point of the free shear layer is moving slowly up- and downstream. When the impingement point is centered on a probe, rapid flow reversals caused by the passage of large turbulence structures will be recorded. When the impingement point is well up- stream of the probe, the "mean" velocity (short-time average) would be sufficiently large that turbulent fluctuations could not cause flow reversals.

The existence of large-scale, low-frequency motions seems to be irrefutable. Given their existence, two significant questions are: (i) are the very long time scale motions periodic in nature? and (ii) what causes the motions? We attempted to resolve the first question using short-time averages of thermal tuft data. The outputs of the three thermal tufts were simultaneously sampled at a rate of approximately 1300 Hz using a microcomputer. Data were recorded for approximately 0.2 seconds, and a number indicating the fraction of samples which indicated downstream flow was recorded for each probe. Sampling recommenced after a very short-time delay (≤ 1 ms). This procedure continued for about 30 seconds for a given run. Short-time-averaged values (0.2 seconds) of the percent downstream flow time (\( y \)) were then available at each of three streamwise locations as a function of time. For each time interval a parabola was fitted to the three values of \( y \) and a short-time-averaged reattachment length computed. We assumed that the reattachment point is the same as the point where \( y \) is 50%. This assumption was shown to be valid by Eaton et al. [17] for long-time-averaged data. There is considerable statistical scatter in the data because the averaging time of 0.2 seconds would typically include only about eight flow reversal cycles. The short-time-averaged data varied monotonically for every record examined (several thousand) indicating that statistical uncertainty at least did not causeabund results. We estimate that the results are within about ±u,3 step heights of the actual short-time-averaged reattachment point.

A section of one of the records is shown in Figure 6. The short-time-averaged reattachment length varies from about 8.5 to 8.3 step heights about the mean reattachment length of 7.6 step heights. No regular periodicity is evident in the record shown or in any of the other records examined. The record also shows that the impingement point may remain nearly stationary for as long as 4 seconds before moving to a new location.

**Discussion and Conclusions**

The results reported above show that low-frequency motions occur in reattaching shear layers. These motions have time scales several times longer than the largest turbulent eddies and make substantial contributions to measured turbulence intensities. Several possible descriptions of the nature and cause of the low-frequency motions are discussed below.
Our own opinion is that the motions are long-time-scale, non-periodic flapping of the shear layer. The flapping causes the impingement point of the reattaching shear layer to move up and downstream over a distance of at least two step heights. We feel that the flapping motion is caused by an instantaneous imbalance between shear-layer entrainment from the recirculating zone on the one hand and reinjection of fluid near reattachment on the other. For example, an unusual event may cause a short-term breakdown of the spanwise vortices in the shear layer. The entrainment rate would be temporarily decreased, while the reinjection rate remained constant. This would cause an increase in the volume of recirculating fluid, thus moving the shear layer away from the wall and increasing the short-time-averaged reattachment length. This conclusion is strongly supported by our thermal tuft data, which show that the impingement point may remain stationary for 10-20 large eddy periods, then move to another location.

Rockwell [11] suggested that the low-frequency motions may be flapping of the shear layer induced by feedback of disturbances from the impingement point to the separation point. The disturbances would appear as a low-frequency modulation of the shear layer downstream of separation which would be amplified by the free shear layer. This is the mechanism responsible for low-frequency motions in cavity flows. However, the present flow is considerably more complex than a cavity flow. Multiple vortex pairings occur upstream of reattachment, and the shear-layer impingement point is not fixed. Resolution of this question may be difficult because of these complexities.

A third possibility is that a section of the recirculating flow could be "divorced" (or cut off) from the separation bubble by a large structure which reaches the wall well upstream of the mean reattachment point. McGuinness [12] observed that the separation bubble was occasionally cut roughly in two and that the downstream half proceeded downstream as a "divorced eddy." McGuinness's observations were made in the separation bubble at the entrance to a pipe, using smoke visualization. We have never observed similar behavior in several experiments on two-dimensional, backward-facing steps, although admittedly the visualization techniques have been crude. A divorced eddy could cause non-monotonic behavior in the short-time-averaged thermal tuft data. The flow sweeping to the wall would cause forward flow, while the divorced eddy would continue to cause flow reversals downstream. Non-monotonic behavior was never observed in the large number of thermal tuft records we examined.

Intermittent separation on the wall opposite the step could also cause the low-frequency motions. Armany et al. [18] showed that separation could occur on the opposite wall of single-sided sudden expansions at low Reynolds numbers. Opposite wall separation would cause the reattachment length on the step side to shorten. This hypothesis was discounted because thermal tuft results showed that flow reversals never occurred on the opposite wall of the test section.

Finally, the apparent long-time scale could be caused by low-frequency perturbations in the inlet flow. This possibility has been discounted because the wind tunnel has undergone two significant modifications without changing the characteristics of the unsteady motion. These changes included replacing the blower and filter assembly, replacing the inlet diffuser, completely changing the honeycomb and screen arrangement, and lengthening the test-section inlet section downstream of the nozzle. None of these changes caused an appreciable change in the length of the region of flow reversals.

Regardless of their cause, the low-frequency motions can cause serious difficulties for both experimenters and modelers. The spectral data showed that a substantial fraction of the measured turbulence energy is due to the low-frequency unsteadiness. Unfortunately, it is not clear where the low-frequency unsteadiness ends and the turbulence begins. Therefore, an experimenter must be very careful to avoid filtering of low-frequency information. In addition, comparisons among different experiments will be difficult if the unsteadiness is wind tunnel dependent.

The low-frequency motions can probably be ignored by modelers if they need only time-averaged results. One would have to assume that energy is not fed from the low-frequency motions back into the turbulence.

The real problem arises in development and testing of a new model. Models are designed to represent a range of scales which typify the turbulence. If empirical input is used which is biased by very-low-frequency content, one cannot expect the model to correctly represent the turbulence. A model tuned for a given flow configuration could not be expected to work well in another configuration when the low-frequency unsteadiness is different. This problem provides substantial impetus to further investigate low-frequency motions of separated shear layers.

In summary, our data show that a separated and reattaching shear layer undergoes a non-periodic flapping motion of significant amplitude. This motion must be accounted for in future experimental and computational programs if we hope to have a full understanding of reattaching flows.
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Fig. 4. Power spectrum of streamwise velocity fluctuations near the outer edge of the shear layer at $x/h = 8$.

Fig. 5. Simultaneous records of the instantaneous direction of the flow near the wall at two points in the reattachment zone.

Fig. 6. Variation of the short-time-average (0.2 sec) reattachment length.
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ABSTRACT

This paper presents experimental measurements of surface pressure fluctuations in a separated-and-reattaching flow. It is shown that near separation pressure spectra are dominated by low wave-numbers and it is only further downstream, where the eddy scales typical of the shear layer have grown, that the contribution from the local shear layer structure becomes apparent. From the mid-bubble position onwards pressure spectra are dominated by wave-numbers corresponding to the shedding of vorticity from the bubble. This exhibits occasional weak periodic bursts, suggesting that there may be some correlation between the shedding of this vorticity and the initiation of the subsequent bubble re-growth cycle. Lateral correlation scales for the surface pressure are comparable to the streamwise spacing between these shedding structures, so that the unsteady flow field appears three-dimensional.

NOMENCLATURE

- $C_p$, $C'_p$: mean pressure coefficient, r.m.s. coefficient of fluctuating pressure
- $D$: model thickness (Figure 1)
- $L_R$: mean reattachment length
- $n$: frequency
- $p'$: fluctuating component of pressure
- $R_e_D$: Reynolds number based on model thickness
- $S(n)$: power spectral density
- $T$: time
- $U, U_m, U_c$: local mean velocity, free stream velocity, convection velocity
- $u'$: streamwise velocity fluctuations
- $X, Y, Z$: ordinates measured parallel to, normal to and transverse to the flow (Figure 1)
- $\delta_s$: momentum thickness at separation

INTRODUCTION

Flow separation, even from a two-dimensional geometry, provides a challenging problem in turbulent shear flows. It presents complications in addition to those found in the associated case of the plane parallel mixing layer. These arise from the mean shear layer curvature (stabilising initially, destabilising near reattachment), from the streamwise pressure gradients, and from the distortions of reattachment and recirculation which feed turbulent fluid back upstream towards the separation region. And just as developments in coherent structures have highlighted the need to study the instantaneous flow field of mixing layers, then so the same arguments apply with equal force to the case of separation bubbles. Unlike the problem of strong periodic vortex shedding from bluff bodies there has been relatively little attempt to investigate the fundamental underlying unsteady structure of reattaching flows, so that basic questions as to the degree of three-dimensionality of the unsteady flow field, or the manner in which vorticity initially shed from the separation edges negotiates the reattachment region properly, and from the bubble are largely left unanswered. The early flow visualisations of Tani et al. (1), for the separation from a rearward facing step, show instantaneous flow fields which depart overwhelmingly from the mean, whilst more recent measurements such as those of Eaton (2), Eaton et al. (3) using "thermal tufts", and Kim et al. (4) using arrays of wool tufts have explored the inherent unsteadiness of the reattachment zone.

The main objective of the present work was to study the flow by way of the fluctuating surface pressure field, both as an experiment in its own right because of an environmental interest in dynamic loading of structures and also because it provided an unobtrusive (although not necessarily easy) method of investigating the larger scale motion in the shear layer, particularly if correlated with velocity fluctuations in the external flow.

EXPERIMENTAL EQUIPMENT AND PROCEDURE

The general schematic of the model is shown in Figure 1, comprising a rectangular forebody (thickness $D = 3.85$ cm), with separation fixed at the sharp leading edges and with an overall chord sufficiently long (33D) that reattachment occurred well before the trailing edge (at $X/D = 4.89$). This trailing edge was streamlined to minimise any wake-induced unsteady effects. The model was placed at a nominal zero incidence to the stream, final mean flow symmetry being achieved top-to-bottom by use of a trailing edge flap to equalise pressures at three matching pairs of tappings at various chordwise positions in the bubble region (within 0.01 in $C_p$). Sideplates were employed for all tests, generally at an aspect ratio of 13.2 (span between end plates/model thickness). The mean reattachment length was repeatable within about 2%. It was found to curve slightly across the span so that the mean flow field cannot be properly regarded as two-dimensional, although aspect ratio changes down to 9.33 produced no systematic effect on the bubble length or on mean and fluctuating quantities, which is similar to the conclusions of Brederode (5) for the
same geometry. The lateral correlation length for the surface pressure fluctuations in the vicinity of re-attachment is about 1.5D (it falls to zero by a 4D separation) so that the end-plates are unlikely to two-dimensionallise artificially the unsteady flow field. Tests were conducted in a nominally smooth stream (0.1% turbulence intensity) at a solid blockage of 3.79%, no correction for this being made to any data presented here.

Fluctuating pressures were measured with Setra 237 low pressure transducers mounted internally within the model. These were fitted with caps to minimise internal dead volume and connected by minimum lengths of tubing to short stub (internal diameter = 1.6 mm) pressure tappings. The finite size of the tapping attenuates smaller scales, an effect calculated only to reduce the signal by less than 10% at 500 Hz if the measured convection speed of 0.41 U is taken for the pressure disturbances. Dynamic calibration of the transducer system also showed a Helmholtz resonance at about 700 Hz, although gain variations were only ±5% up to 350 Hz which is much higher than most energy containing frequencies in the power spectra of Figures 4 and 5 (350 Hz ≈ 1.17 in nD/U). Phase angle changes with frequency are not important for spectra, nor for pressure-pressure correlations since the transducers were quite well matched. The phase angle error in the pressure-velocity correlations is estimated to correspond to a shifting of about 0.03D in the X-direction, barely more significant than probe positioning errors so that no corrections have been made.

Smoke flow visualisation was carried out at identical conditions to the other measurements; that is using the same model, end plates (perspex) and the correct Reynolds number. Smoke was injected from the front face near separation, either as a single filament from a small hole (1.5 mm diameter) or as a sheet from a spanwise slot (1.5 mm by 9 mm). It was illuminated by an intense flash of about 30 μs duration, focussed as a thin sheet of light 1 cm wide oriented along the model centraline in the X-Y plane, so that even at the highest speed motion is probably frozen within a resolution of 0.01D. Hillier and Cherry (6) have shown that the present model is sensitive to stream turbulence, and Laneville et al. (7) suggest that it is the stream turbulence immediately adjacent to the shear layer which provides the inter-
indicate the importance of transitional effects in the separated shear layer. The model geometry of course provides a highly favourable pressure gradient on the front face so that separation is always laminar \((R_e \approx 0.0015 \text{ D}, R_e \approx 45 \text{ at the test speed})\).

The development of transition with Reynolds number is shown in the smoke visualisations of Figure 2 where particularly at the two lowest values there is a clear progression from steady laminar flow, through unsteady laminar flow, to transition and turbulence. These photographs can be considered as a typical sequence with Reynolds number, in that there is a clear tendency for all the appropriate scales to reduce, although at a given Reynolds number a wide variability was found between successive photographs. On occasion "pairing" or "coalescing" was evident in the unsteady laminar zone, similar to the visualisations produced by Freymuth (8) for transition in a jet, which in some cases did appear to be associated with the initiation of turbulence. At the test Reynolds number transition is completed by 0.35D or about 7\% of the bubble length, with initial disturbances evident within at least half this distance (just over 100 initial momentum thicknesses) so that these observations of early transition follow the general conclusions of Sato (9), Rossho and Lau (10) and others.

When smoke was injected from the spanwise slot the spiral nature of the laminar vortices became more diffuse because of a rather sinusoidal spanwise development of the vortex cores (this was evident from visualisation above the model although photography was not possible, it is also evident to some extent in the full bubble visualisation of Figure 3(a)).

![Figure 3](image]

Fig. 3 Visualisation of full bubble. Smoke injected from slot; (a) \(R_e = 4.6 \times 10^6\); (b) and (c), \(R_e = 3 \times 10^6\).

Figure 3 presents smoke visualisation of the whole bubble length and will be referred to again later in the text. A line is marked on the photograph which indicates, approximately, the contour of 2\% local intensity. This locus was used for hot wire measurements and essentially appears to be the edge of the turbulent flow, turbulent spikes appearing here only very infrequently. In the low Reynolds number case of Figure 3 the rear 80\% or so of the bubble can be considered turbulent, but it is clear nonetheless that the effects of the initial laminar roll-up persist for substantial distances along the shear layer.

For the higher Reynolds number cases there is no apparent organisation, although as will be noted later clear quasi-periodic bursts appear in the irrotational fluctuations (measurements outside the shear layer spatially filter out the higher frequency turbulence). Large structures are visible in the flow field and, as noted above, on occasion these must penetrate at least as far as the contour drawn.

PRESSURE DISTRIBUTIONS AND SPECTRA

Reattachment in Figure 1 occurs at \(X/D = 4.6\) towards the end of the mean pressure recovery region. Near separation \(C'_p\) is low and appears to remain more or less constant up to \(X/D = 1.0\), well downstream in fact of the observed transition position. Further downstream it rises steadily to reach a maximum somewhere upstream of reattachment, more in the region of the maximum rate of recovery of mean pressure which is similar to work of Emery and Mclsaac (11), Fricke (12), Fricke and Stevenson (13) and others. There is little justification, however, in relating the significant reattachment pressure fluctuations to a quasi-steady modulation of the mean pressure distribution. Space-time correlation data identify the main pressure disturbances as convecting at \(U_c = 0.6 \times U_\infty\) with no evidence in fact of any vorticity shedding, and with streamwise scales generally well less than the bubble length (also see Figure 7), so that the peaks in \(dC'_p/dX\) and \(C'_p\) probably more share some common source in the dynamics of shear layer reattachment rather than that the one drives the other. The peak values of \(C'_p\) are nearly an order of magnitude less than those experienced in cases of strong periodic shedding, which reflects the inability of the vorticity shed from the separation edge to concentrate itself into strong discrete structures.

The pressure spectra of figures 4 and 5 nominally divide the flow field into three regions. Near separation, where r.m.s. pressures are low, the spectra are dominated by low wave-numbers centred upon \(0.025\). This low frequency contribution does not arise from tunnel acoustics since the pressure energy is too broad band and low frequency to correspond to any of the very weak acoustic modes detected in a tunnel calibration (weak acoustic spikes, contributing less than 1\% to the total energy, have been removed from the spectra). It also appears unlikely that it is a phenomenon of unsteady circulation about the whole model because deliberate extension of the model chord, by nearly 100\%, produced no effect upon the r.m.s. values or spectra at separation. Low frequency velocity fluctuations have been observed in the flow over a rearward step by Eaton (2), and in the present work they were particularly apparent in hot-wire signals close to separation. Just outside the shear layer, in the irrotational region, hot-wire signals were almost identical in anti-phase with the surface pressure fluctuations. The low frequency was also the cause of some difficulty in accurately locating a hot-wire in an attempt to correlate velocity fluctuations in the transition region with the observed flows.
of Figure 2, since the turbulence signal was modulated by the low frequency unsteadiness rather in the manner noted in Roshko’s (14) earlier comments on transition. Clearly the low frequency fluctuations reflect as a weak “flagging” of the shear layer near separation, but as the next section shows this does not appear to produce any well-correlated effect throughout the bubble. The cause of the low frequency is unclear. Since it appears to be associated with the near-wake of separation the possibility always exists that it is associated with laminar/transitional behaviour of the shear layer. Tests at a higher Reynolds number (6 x 10⁵) were inconclusive; the r.m.s. pressure coefficient close to separation \( X/L_R = 0.026 \) was unchanged, nor were there significant alterations in the spectra.

By 10% of the bubble length and onwards, where the r.m.s. pressure begins to rise, there is a change in spectral shape as shown by the emergence of, and eventual dominance by, a higher wave number contribution which arises from the increasing nearfield effect of the shear layer. No strong narrow-band spectral peaks were apparent although a large number of samples were required to produce acceptable accuracy, which probably reflects the tendency for the flow field to generate quasi-periodic bursts which will be discussed later. This region can be regarded as a transition between the low frequency dominated flow near separation and the region downstream of (say) the mid-bubble position which is shown in Figure 5. Here there is little change in spectral shape, a broad band energy distribution (centred upon \( n_D/U_\infty = 0.14 \)) becoming established for the shedding of vorticity from the bubble. This agrees with measurements by Katsura (15) on a similar geometry (although his model chord was only 6D so that there is also some question of wake-induced fluctuations), and a “shedding” frequency based upon bubble length \( n_L/U_\infty \approx 0.7 \) is the same as the approximate value given by Mabey (16) for various thin aerofoil and spoiler separations. At first sight Figure 5 seems perhaps to suggest that by half the bubble length the growth of the larger scale eddies has become disrupted or stopped by the presence of the surface. This seems unlikely however. A characteristic wavelength for this central frequency (taking a convection speed of 0.41 \( U_\infty \)) is 2.93 \( D \), which mixing layer data such as those of Brown and Roshko (17) and Dimotakis and Brown (18) show would be more appropriate for a full shear layer development up to reattachment. Furthermore, Figure 6 presents a measure of large structure growth obtained by traversing a hot-wire along a contour of 2\% local intensity (as shown). This gives a path just along the shear layer edge, only occasional turbulent bursts being detected and the intention being to monitor irrotational fluctuations induced by the local shear layer structure. The typical form of the velocity auto-correlation is shown in the inset to Figure 6, and a measure of the variation of disturbance timescale is obtained by plotting the time to this minimum (which is roughly one half the disturbance period) against distance. This reveals a nearly linear increase, within measurement accuracy, nearly up to reattachment, followed by a surprisingly abrupt plateau, the peak value near reattachment correlating well with the corresponding autocorrelation data for pressure shown. Upstream of reattachment the two sets of data diverge, the pressure reflecting its spectral behaviour in that the time scale remains effectively constant. It therefore appears that the mixing layer probably grows more-or-less linearly from separation to reattachment, and that the shedding frequency is then determined by whatever scale the mixing layer happens to have reached at that stage. Almost certainly the pressure data signify some sort of feedback mechanism, whereby the shedding of vorticity from the bubble can initiate a new growth stage.

CORRELATION MEASUREMENTS

Figures 7 and 8 provide an idea of the scale of the pressure generating disturbances in the vicinity of reattachment, being respectively the unlagged pressure cross-correlation along the model centre-line (fixed transducer at \( X/D = 5.00 \)) together with
Any tendency to overshoot in the upstream direction is suppressed by the formation of a region near separation with a weak negative correlation, which represents the correlated energy at the low frequency shown in the spectra of Figure 4.

The lateral correlation of Figure 7 falls monotonically to about 0.05 by $X/D = 3$, which is about four times the maximum slope thickness measured for the shear layer at reattachment. Interestingly the lateral correlation at $X/D = 3.15$ is virtually indistinguishable from this, either indicating a rapid onset of three-dimensionality as reattachment is approached or that the lateral scales of pressure generating eddies in the rearward half of the bubble are dominated by a common mechanism as for the spectral data. It should not be assumed that a similar development of spanwise correlation would be apparent at the shear layer edge, since we have already noted in Figure 6 that the pressure and velocity autocorrelation data differ. Browand and Troutt (19), in their study of lateral scales in a mixing layer, located their velocity probes at about the same relative position used for Figure 6, producing a correlation falling to 0.2 within three maximum slope thicknesses (compared to 2.46 thicknesses here). Their measurements also show that the lateral correlation only reaches this asymptotic state for Reynolds numbers (based upon maximum slope thickness) of about $3 \times 10^6$, compared with $2.26 \times 10^6$ in the present work, so that clearly further measurements at higher Reynolds number are needed.

Figure 8 shows that streamwise velocity fluctuations in the irrotational region (large $Y/D$) are negatively correlated with the surface pressure. The correlation coefficient reaches a minimum at about the same position that the first turbulent bursts were detectable (21% local intensity) and the subsequent variation of the correlation coefficient is determined largely by the rapid increase in intensity so that actually consideration of the term $p'u'$ alone is more illuminating. This falls to a minimum well within the turbulent region ($Y/D \approx 1.15$, $u'/U \approx 6\%$) followed by a rapid monotonic increase through zero (at $u'/U \approx 12\%$) to positive values as
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**Fig. 6** Shear layer growth; hot-wire traversed along 21% intensity line. Fluctuating velocity (x x); fluctuating pressure (o o).

![Graph](image-url)

**Fig. 7** (a) Cross-correlation along model centre-line, transducer fixed at $X/D = 5.00$. (b) Spanwise correlation; $X/D = 5.00$. ($x x$); $X/D = 3.15$, (+ +).

Previous wavelength estimates. The correlation shows a slight tendency to overshoot again in the downstream direction, although this is inconclusive since measurements were not continued beyond $X/D = 9.0$. 

![Graph](image-url)

**Fig. 8** Cross-correlation between pressure at $X/D = 4.74$ and hot-wire traversed vertically above that station. $R_{pp}$ (o o); $p'u'$, ($x x$). 

Figure 8 shows that streamwise velocity fluctuations in the irrotational region (large $Y/D$) are negatively correlated with the surface pressure.
the surface is approached. Measurements were terminated at $Y/D = 0.715$ where the local intensity was $30\%$ and data were therefore becoming increasingly unreliable. The correlation clearly reflects a vortex-like structure, the location of zero correlation indicating a "mean" position for vortex centres and the distance from this zero to the extreme negative value of $p''/U$ providing some measure of the vortex core radius and the random modulation in vertical location of vortex centres. This modulation can be seen to some extent in Figure 9, which presents sequences of simultaneous velocity and pressure records taken with a pressure transducer at $X/D = 4.74$ and with a hot-wire located at the same streamwise position just outside the shear layer in the essentially irrotational region ($Y/D = 1.85$).

![Figure 9](image)

**Fig. 9** Simultaneous pressure and velocity records. Amplitude scale marked in steps of one r.m.s. in each case.

The general impression from these traces is that the pressure and velocity are broadly in anti-phase as expected for instantaneous pressure and velocity signals either side of a vortex core. However, the appearance of a strong fluctuation in velocity (say) indicates either that the vortical structure is strong or that it happens to have convected close to the probe. There is no way that the two effects can be separated using a single hot wire, but they can with records of surface pressure as well. In Figure 9(a) the strongest positive velocity fluctuation occurs at $T_U/D$ equals 17. The corresponding pressure fluctuation is weak, and this is a case where the effective centre of vorticity for the structure is closer to the probe than the surface. Figure 9(b) shows two equally strong negative pressure fluctuations, at $T_U/D = 35$ and 54. The first corresponds to a quiescent velocity phase, so it derives from an event close to the surface; the second correlates with a significant positive-going velocity (which incidentally shows a pairing and being completion) so that the vortex core must be more uniformly positioned between the probe and the wall.

Another feature is the quasi-periodic nature of some of the fluctuations. Figure 9(a) shows a sequence of 3-4 velocity disturbances commencing at $T_U/D = 0$, whilst a similar sequence forms in Figure 9(b) (at $T_U/D = 46$) together with a clear isolated disturbance at $T_U/D = 15$. These tend to be energetic velocity fluctuations, signifying significant excursions of the intermittent interface from the surface. The average period ($AT_U/D$) of about 7-8 corresponds well with the characteristic frequency already noted at reattachment. This produces a wavelength of $3.2D$, assuming a convective speed of $0.41 U_m$ or some $65\%$ of the bubble length; typical for example of the structure shedding from the bubble in the visualisation of Figure 3(b). Also visible on the velocity trace of Figure 9(a) is a quasi-periodic burst of disturbances, starting at $T_U/D = 33$, whose frequency is now roughly doubled so that it appears that some mechanism has temporarily interposed to prevent the "pairing" process from taking place. This may reflect the very low frequency modulation; for the bursts of Figure 9 certainly do appear modulated and may be responding to a gentle flagging motion of the shear layer near separation.

**CONCLUSIONS**

Surface pressure fluctuations near reattachment are closely identified with the passage of vortical structures within the shear layer. These appear at times as quasi-periodic bursts, with modulations in amplitude and frequency which are possibly driven by a low frequency unsteadiness which is easily detectable near separation. The structures appear three-dimensional, taken over long time averages, so that it is unclear whether they can be instantaneously two-dimensional, in the manner of the Browand and Troutt (19) experiments, or whether the distortions and instability of reattachment will prevent this. The data are collected at modest Reynolds numbers, but there is little evidence to suggest that tests at higher values will substantially alter these conclusions.
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ABSTRACT

Experimental results in transonic, highly separated, turbulent flow are presented. The model is an air intake of 20x40 mm² section set with an angle of attack from 20 to 40° inside a M = 0.7 free jet flow. The Mach numbers and mass flow rates are deduced from pressure measurements. Flow visualizations, laser Doppler and Hot wire anemometries are used to analyse the mean velocity field, unsteadiness and turbulent flow characteristics.

INTRODUCTION

Important difficulties occur in the measurement of the turbulent characteristics in transonic field. The case of the flow inside an air intake set with a large incidence in transonic speed is particularly strong (Fig. 1).

This type of configuration presents a maximum of complexity due to the combination of compressibility, large separation regions and unsteady effects. An important separation bubble occurs at the lower leading edge which involves a turbulent wake with high velocity distortion and fluctuations harmful for the engine. Then it is of major interest to know the mean velocity field, the unsteady frequencies, the turbulent intensities and the scale of the fluctuations.

This paper describes some results of experimental investigations inside a model of air intake set with an angle of attack α from 20 to 40° in a M = 0.7 stream. Because important difficulties arise in the total and static pressure measurements due to the transonic nature of the flow, laser doppler and hot wire anemometries were used in combination with high speed visualizations.

EXPERIMENTAL SET UP

A 20x40 mm² transonic nozzle produces a free jet at M = 0.7 max and Re = 4x10⁵/cm for a total temperature maintained approximately to the ambient and for conditions. The 20x40 mm² air intake model is mounted on a support which can be adjusted in incidence with respect to the axis of the jet (Fig. 2).

The side walls of the model exceed the lateral section of 20 mm in order to limit the 3D effects. The leading edge of the walls is sharp (10°). Optical glasses allow visualizations and laser doppler anemometry. The total angle of the diffuser is 7° and the variable -h throat permit to adjust the mass flow rate c inside the air intake.

As reported above, the flow configuration is analysed for some values of incidence between 20° and 40°. Preliminary tests (Ref. 1) having shown the effect of mass flow rate, c = c/u₀=cm, it was then decided to establish the curves c(M) as shown Fig. 3. c and M are deduced from pitot and static pressures measurements in section x/H = 8.

For h = 16 and 20 mm the mass flow rate increases with increasing M and decreasing h. Reverse trend appears at the lower value of h (6 and 12 mm) and for α = 30°. Note, as a possible explanation, the proximity of the critical condition (M* = 1) for these throat openings. The flow visualizations conducted simultaneously reveal an increasing separation bubble with increasing incidence, without significative effects of h. The major LDA and HW anemometries measurement are then conducted at α = 40° (large separation bubble) for the contractual fixed point P (c = 0.57, M = 0.39).
It is well known that compressibility allows shadowgraph or strioscopy visualizations. These techniques are used extensively and the pictures are fixed other by magnetoscoF, photography or movies. The magnetoscopy is very useful to detect the low frequency instabilities as a function of incidence and mass flow rate. The following graph is a synthesis of the observations.

![Graph showing mass flow rate vs. incidence angle](image)

The photographs are realized on 9×10 plates of 400 ASA with a time exposure of 1/500 sec (continuous Hg vapor light) or 1 ms (spark light). The movie of 25 pictures of 15×24 mm² is made with a LOA-C14 high speed camera between 6×10⁴ and 10⁸ frames/sec. An adjustable flash tube is then used as light. The time exposure is equal to 314 ns for 10⁵ fr/s and 1,25 ms for 250,000 fr/sec. Some examples of these different techniques are shown on the figures 4. The description of the flow is first issued from the observations of the photographic plates, fig. 4a.

For the incidence of 20° there is a small bubble which produces a sonic throat. A shock lies at the rear part of the bubble and produces an interaction with the upper wall laminar boundary layer. Turbulent flow seems to become uniform after x = 3 to 4H. Major feature at α = 40° is the well established bubble which lies on H/2 in height and more 2H in length. Its forward limit is clearly laminar and becomes promptly turbulent at x = y × H/2. This shear layer between recirculating and highly accelerated flow spread across the air intake as a turbulent “wake” for the bubble.
After \( x = 3H \) inclined large turbulent structures from the waposities reveal clearly these large movements whereas small structures can be seen on the shadowgraph pictures. Normal shocks, in the upper transonic flow, vary in position as also indicated in the shadowgraphs. More informations about the evolution of the turbulent flow are then issued from the pictures movies analysis, Fig. 4b.

Two successive strioscopic pictures show the evolution of the turbulent shear layer for \( \alpha = 40^\circ \). One see clearly a characteristic "ovoid" structure above the probe (picture 1) with a core which appears on picture 4 and desappears on picture 6. Its persistenice is then equal to 20 us which is a relatively slow variation. Likewise the normal shock position is constant along the sequence which indicate that the frequency of the mean limit oscillations of the shear layer is smaller than 20 kHz.

From a colour "equidensity" exploitation of the pictures movies, using the special Agfacentour process, it is concluded, for a sequence at 100 000 fr/s, that the limit of the bubble oscillate at 10-15 kHz with turbulent structure entrainment as result. It is also clear that the position of the transition point vary of some mm (\( \pm H/10 \)) about its mean value \( x = H/2 \). Further, the mean stability of the bubble (i.e. no pulsation) was confirmed using a HICAM camera at 8000 fr/s.

Finally it is important to note the limit of the visualizations to show the reattachment point. Such indication with detailed velocity and turbulent intensity fields are obtained with the LDA measurements.

**LASER ANEMOMETRY MEASUREMENTS**

An home-made Laser Doppler Anemometry (LDA) was developed in 1974 by Ardonceau (Ref. 3). It is make up with a 5W Coherent Radiation Laser, a 40 MHz TSI-Bragg Cell and a RTC, XP 1110 photomultiplier. The signal is analysied by an home-made digital counter for frequencies between 10 kHz and 250 MHz with a 5 ns resolution. A carriage supports the LDA. The air intake traverses as the data acquisitions and reductions are performed through an IBM 1800 computer. The diameter of the measurement volume vary between .3 and .6 mm. Small oil particles (\(.7 \) to 1.3 \( \mu m \)) are injected in the settling chamber of the transonic jet. Detailed measurements are conducted inside the air intake only for \( \alpha = 40^\circ \).

Longitudinal and transversal mean velocities \( \bar{u} \) and \( \bar{v} \) and corresponding RMS fluctuation values \( u' \) and \( v' \) are shown on Fig. 5a and 5b as measured in the eight section \( x = H/4, H/2, H, 2H, 3H, 4H \) and \( 8H \). The bubble appears clearly with recirculating flow beyond \( x = 3H \). Maximum reversed velocity, larger than 50 m/s, is found at \( x = 2H \). The highly accelerated shear layer above the bubble leads to a maximum velocity of 280 m/s at \( x = H/4 \) and \( H \). Considering the high level of the velocity fluctuations (40 m/s for \( x = H \) and \( Y = 12 \text{ mm} \)) it is then possible to explain the existence of the shock waves shown in the flow visualizations. The instability of the shock would be due to this continuation of mean and fluctuating velocities with a probable influence on the displacement of the transition point. The \( u' \) peak observed at \( x = H/4, H/2 \) and \( H \), which spreads across the channel after \( H \), can be born of other the explosion of the highly accelerated shear layer limiting the bubble into a turbulent wake as observed in the previous section or the bubble frontier oscillations. With this later hypothesis a such peak must appear for the \( v' \) component in the three above mentioned sections, that do not occur Fig. 5b. Except this peak, the \( u' \) is constant across the bubble equal approximately three time its value in the upper "potential" flow. The turbulent diffusion across the air intake appears just after the reattachment (between \( 3H \) and \( 4H \) and a correct uniformity of both \( u \) and \( u' \) is seen at \( x = 8H \). At this position, the intensity of the turbulence is two time higher in the x-direction (40%) than in the y-one (20%).

![Fig. 5a - Longitudinal velocity](image)

![Fig. 5b - Transversal velocity](image)

![Fig. 6 - Histogram LDA](image)
Three u-velocity histograms are shown on the figure 6 at \( x = 4H \) for \( y = H/4, H/2 \) and \( 3H/4 \). The double maxima of the probability density function is certainly characteristic of the intermittency of the flow.

**HOT WIRE ANEMOMETRY RESULTS**

It is generally admitted that the velocity and specific mass sensitivity coefficients of the hot wire are equal in supersonic flow \((M \geq 2)\). The hot wire response is then dependant upon two parameters only \( \gamma \) and \( T_{t} \), and the u component is deduced by using a separation procedure as diagram of fluctuation for example. These properties disappear in transonic flows, and some cautions are necessary, that are:

- to limit the \( T_{t} \) fluctuations maintaining constant the total temperatures \( T_{t} \)
- to measure with a high overheat ratio \((0,8)\)
- to avoid the pure transonic regions \((M < 1)\) and the shock areas.

A subminiature DISA 55A53 probe is used associated to a main unit DISA 55M with a CTA 55M10 bridge. The pass band is higher than 100 kHz. A FM Bell & Howell RD-378/U tape recorder store the output signals with a passband of 500 kHz for a nominal signal/noise of 32 dB at a 120 in/s recording speed. The data are then directly treated with a NO 100 mini-computer through a CAMAC data acquisition system.

The evolution of the power spectra for six longitudinal positions of the hot wire on the line \( y = H/2, z = 0 \) is shown on the figure 7.

The frequency \( f \) is reduced using \( H \) and the velocity of the free jet \( u_{m} \). The downstream energy damping of the large structures is clearly seen, approximately equal to 8 dB for example in the sections \( x = 1,35 \) and \( 8H \), for the characteristic dimension of the structures about \( H/2 \).

The spectrum analysis and the application of the Taylor hypothesis allow to estimate an integral scale \( A_{x} \) which is represented on the figure 8, on the height of the six previous sections. From the section \( x = 4H \) the value of \( A_{x} \) vary smoothly, between 0,3 and 0,4 \( H \), both on the height and in the x-direction.

![Fig. 8 - Integral scale](image)

Some correlations between two hot wire measurements are shown on the Figure 9. The first probe coordinates are \( x = H, y = H/2, z = 0 \) \((z = C \) corresponds to the vertical plan of symmetry) whereas the second is moving on the half span from the same point.

![Fig. 9 - Iso correlations](image)

An interesting feature is the existence of two negative correlation cores in the x-direction which reveal the emission of large vortex structures having a x-scale about \( H/2 \) in accordance with the flow visualizations. The integral scale ratio \( A_{z}/A_{x} \) is approximately equal to 3 which reinforce the two-dimensionality hypothesis. More detailed conclusions would be hazardous because the non linearity of the hot-wire response in transonic speed and the application of the Taylor hypothesis in a such region with high velocity gradients and inhomogeneity.

16.33
CONCLUSION

The combination of visualization (V), visualization movies (VM) pressure measurements (P) and Laser Doppler (LDA) and Hot Wire (H.W.) anemometries allows a detailed description of a typical turbulent and highly separated transonic flow inside an air intake set at an angle of attack from 20 to 40° in a W = 0.7 jet flow.

The possible description of the mean features of the configuration is: (1) the shock existence and their stability (V, VM); (2) the existence of a bubble (V) and their dimensions (V, LDA); (3) the mass flow rate (P).

The analysis of turbulent nature of the flow is more dependent upon these combinations: the burst or transition of the bubble limiting shear layer stay at an unsteady point (V, VM) and induces a turbulence intensity peak which spread across the height of models (LDA, HW). Large inclined structures are observed (V, BW) which promptly evolve (V, VM, HW). The turbulence intensity is constant inside the bubble, outside the shear layer and far downstream.

As conclusion, it seems of large interest, for example, to complete the informations on the high lateral correlation and quasi periodicity of the structure in the transition region issued from H.W. results by LDA transverse W, W' components measurements, or those on velocity field distortions and high intermittency from LDA by systematic statistic H.W. analysis.
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ABSTRACT

A model for predicting homogeneous anisotropic turbulence submitted to uniform mean velocity gradients is presented. Equations of second order correlations are used. They are closed in the frame of the E.D.Q.N.M. theory. Since the use of the fully three-dimensional expression for the transfer results in cumbersome computations, a modeled form is proposed to interpolate this term. Then only a few complete calculations are required and computations can be carried out. Our results agree fairly well with the trends predicted by the experiments.

NOMENCLATURE

\( \vec{q} \) wave vector.
\( q^2 \) kinetic turbulent energy, \( \frac{1}{2} (u_1 + u_2 + u_3^2) \).
\( S \) shear, \( \frac{\Delta u}{\Delta x} \).
\( t \) time.

\( T_{ij}(\vec{k}, t) \), three-dimensional transfer, \( T_{ij}^* + T_{ij}^- \).

\( T_{ij}^* (\vec{k}, t) \), part of \( T_{ij} \) corresponding to the backscatter.

\( T_{ij}^- (\vec{k}, t) \), modeled form of \( T_{ij} \).

\( T_{ij}^+ (\vec{k}, t) \), part of \( T_{ij} \) corresponding to the drain.

\( tr(\vec{K}, t) \), isotropic transfer associated with an isotropic turbulence, \( \text{tr}^* + \text{tr}^- \).

\( tr^* (|\vec{K}|, t) \), isotropic backscatter.

\( tr^- (|\vec{K}|, t) \), isotropic drain.

\( u_1 (\vec{x}) \) velocity fluctuation.

\( u_1' \) \( \sqrt{\text{C}_{u1}} \).

\( \overline{u_1 u_3} \) Reynolds stress tensor.

\( U_1 (\vec{x}) \) mean velocity.

\( \epsilon \) dissipation.

\( \eta_{ij} (\vec{k}, \vec{r}, \vec{q}, t) \) \( \theta_{KQ} (D_{ij} m_{ij} (\vec{Q}) + D_{ij} m_{ij} (\vec{Q}) ) \).

\( \eta_{ij}^M \) modeled form of \( \eta_{ij} \).

\( \phi_{ij} (\vec{k}, t) \), spectral tensor, Fourier transform of the second order velocity correlation at two points.
1. INTRODUCTION

The use of two-point correlations has often been very helpful to predict turbulent flows. In particular, concerning homogeneous anisotropic turbulent fields, the Rapid-Distortion theory has provided satisfactorily informations about the interaction between turbulence and mean velocity gradients, which is a linear process. Unfortunately, at the present time, the use of analytical theories, such as D.I.A., T.F.M. and E.D.Q.N.M., to take into account the nonlinear action of turbulence on itself, has essentially been restricted to the area of isotropic turbulence. The main reason for this restriction is that using these theories without simplification to close the rate equation for the three-dimensional second order spectral tensor \( \hat{\varepsilon}_{ij}(K,t) \) would result in too cumbersome computations.

One is therefore led to make hypothesis to obtain reduction in computational labor. Two interesting attempts have to be mentioned at this point. The first is due to Herring et al., who developed the \( \hat{\varepsilon}_{ij}(K,t) \) tensor into a spherical harmonic expansion and retained only low order terms. Computations of the return to isotropy of turbulence then become tractable and have been carried out by using the equations of the D.I.A. Comparison with direct simulation is fairly good. This study is nevertheless limited to the particular case of an antisymmetric homogeneous turbulence, and a much larger number of terms would probably be needed if turbulent fields associated with mean velocity gradients were to be studied in that way.

Another interesting approach has recently been develop by Cambon. The idea is to use the equation governing the average of \( \hat{\varepsilon}_{ij}(K,t) \) over a sphere of radius \( K \) and to close this equation with the E.D.Q.N.M. assumptions. When performing the integration over the sphere, informations concerning the "directivity" of \( \hat{\varepsilon}_{ij}(K,t) \) are lost, and a modeled form of \( \hat{\varepsilon}_{ij} \) is needed. \( \hat{\varepsilon}_{ij}(K) \) is then expressed as an isotropic function of its average over the sphere and of \( K \). A good agreement with experiment has been obtained when predicting the classical homogeneous flows with this model, in particular in the case of plane strain. However, the model does not seem to fit with every kind of anisotropy, in particular we have pointed out that the presence of rotation affects its validity.

In the present paper, we develop a different kind of approach. We propose a model in which hypothesis are not made on the \( \hat{\varepsilon}_{ij}(K,t) \) tensor itself, but on the three-dimensional transfer \( T_{ij}(K,t) \). The advantage is that the linear terms are then exactly taken into account. Values of \( T_{ij}(K,t) \) computed by using the complete 3D E.D.Q.N.M. closure are needed only for a restricted number of wavevectors and for a few values of \( K \). In between, a modeled form of \( T_{ij} \) is adopted, based on an interpolation between the computed values. The interpolated form is chosen to depend on \( K \), and on the "isotropic" transfer, which is easier to compute.

In order to find a suitable form for the interpolation, which preserves the most important properties of the "true" three-dimensional E.D.Q.N.M. transfer, a preliminary study is made. If \( T_{ij} \) is computed in particular cases of anisotropy resulting from the action of Rapid-Distortion on an initially isotropic turbulence. The main characteristics of transfer are then examined. A modeled form is thereafter proposed. Agreement between the model and the computed values of \( T_{ij}(K) \) is found to be satisfactory.

Computations using the modeled \( T_{ij}(K) \) are then carried out. The first results and confrontations with experiments are presented here.

2. THE CLOSURE OF THE EQUATION GOVERNING \( \phi_{ij}(K,t) \) IN THE FRAME OF THE E.D.Q.N.M.

We chose the E.D.Q.N.M. theory (Orszag) as it is the simplest analytical closure and because it has been successfully employed in isotropic turbulence, in particular by Lesieur.

Putting an isotropic \( \theta_{kpq} \) in the equation of the Test Field Model given by Kraichman, assuming furthermore that \( \theta_{kpq} \) can be expressed by using the same function of \( |K| \) and \( \varepsilon(K,t) \) as in isotropic E.D.Q.N.M., give:

\[
\frac{2}{3} \frac{\partial}{\partial t} \phi_{ij}(K,t) + 2K^2 \phi_{ij}(K,t) = \int dK' \sum_{m,n} \eta_{km}^{ij} \phi_{mn}(K',t) \frac{dK'}{dK} - \iota_{ik} \phi_{ik}(K,t) T_{ij}(K,t) \]

The integrals extend over the triads \( K + P = 0 \), and where

\[
\eta_{ij}(K,P) = - \theta_{kpq} \left( D_{ij}^m m_k^m + D_{ij}^m m_k^m (\varepsilon) \right),
\]

\( D \) being coefficients depending on the geometry of the triad.

Equation (1), in which the terms containing mean velocity gradients have been omitted for the sake of briefness, can be considered as the equation of E.D.Q.N.M. for a non-isotropic turbulence.

The assumptions made on \( \theta_{kpq} \) imply that the damping factor \( \upsilon \) of the E.D.Q.N.M. is not affected by anisotropy, and furthermore that the mean gradients are neglected in the equation of third-order correlations. From the point of view of the D.I.A., an equivalent of those assumptions is to assume, as suggested by Leslie, that Green's function is affected neither by the anisotropy of turbulence, nor by the presence of mean velocity gradients. If we have an idea of the validity of the first part of the proposition, which is probably acceptable (see Schumann and Herring), the influence of the mean gradients is not clear (see Kraichman and Cambon in the present volume). In the previous paper we make the simplest hypothesis on \( \theta_{kpq} \) on the basis of a practical consideration.

The right hand side of (1) is the 3D transfer, and we shall call it \( T_{ij}(K,t) \).
3. STUDY OF THE THREE-DIMENSIONAL TRANSFER AND PHENOMENOLOGICAL APPROACH OF ITS MODELED FORM

In order to study the main properties of $T_{ij}(K,t)$ we have computed the values of this tensor in particular cases of anisotropic turbulence in which $\phi_{ij}(K,t)$ can easily be obtained. For practical considerations we have chosen turbulent fields resulting from the action of Rapid-Distortion on the initially isotropic turbulence measured by Comte-Bellot\textsuperscript{9}. Obviously the non linear processes are not taken into account when "building" the $\phi_{ij}$ tensor in that way, but it is hoped that the observed properties of the computed form of the 3D transfer will still be valuable for real homogeneous flows, i.e. for less anisotropic turbulence.

The results are presented by using a visualization over spheres of radius $\text{K}$. The principal axes of the tensors are visualized and segments proportional to the eigenvalues are plotted, as shown on figure 1. $T_{ij}$ has been split into two parts: $T_{ij}(K,t)$ usually called backscatter, and $T_{ij}(K,t)$ called drain. Each part is visualized, as well as the $\phi_{ij}(K,t)$ tensor itself.

The most important results are that, on the one hand the distributions on the sphere of both $T_{ij}^{+}$ and $T_{ij}^{-}$ are strongly influenced by the distribution of $\phi_{ij}(K,t)$, and on the other hand that the "local" anisotropy of $T_{ij}^{+}$, at a given point of the sphere, is strongly influenced by the local anisotropy of $\phi_{ij}$. Moreover, it appears that $T_{ij}^{+}$ is less connected to $\phi_{ij}(K)$ than $T_{ij}^{-}$ is, which is suggested by equation (1). These considerations can be deduced from figure 2 in the case of a uniform shear flow; they remain true for a pure plane strain.

We now try to find a modeled form for $T_{ij}$ which respects those main features. We try to express $T_{ij}(K,t)$, for any values of $K$ and $t$, as a functional of $\phi_{ij}(K,t)$, of the isotropic transfer $tr(K,t)$ and of $T_{ij}(K',t')$ computed for $K$ describing a small set of spheres and for a few values of time. We still make the split $T_{ij} = T_{ij}^{+} + T_{ij}^{-}$ and then model separately.

Calling $(K_{1}, \ldots K_{3}, \ldots K_{N})$ the set of wavenumbers corresponding to the spheres on which the 3D transfer is computed by E.D.Q.N.M. for the set of times $(t_{1}, \ldots t_{2}, \ldots t_{N})$, we write the functional $F^{+}$ such as:

$$F^{+}(L^{+}(K_{a}, t_{b}), \gamma_{a}, \xi_{a} = 1, \ldots, K_{a}, t_{b}, \gamma_{a}, \xi_{a})$$

For the drain, it appears that it is better to model $T_{ij}^{-}$ than to directly express $T_{ij}^{-}$ by using a functional like (2).

We finally adopt, for $\eta_{ij}(K,t)$:

$$\eta_{ij}^{M+}(K,t) = F^{+}(L^{+}(K_{a}, t_{b}), \gamma_{a}, \xi_{a} = 1, \ldots, K_{a}, t_{b}, \gamma_{a}, \xi_{a})$$

$$\eta_{ij}^{M+}(K,t) = \frac{K_{a+1} - K_{a}}{t_{b+1} - t_{a}}$$

For different values of $K$, which do not belong to the set of $K_{a}$, the modeled forms $T_{ij}^{M+}(K,t)$ and $T_{ij}^{M-}(K,t)$ are tested by comparisons with the true three-dimensional results of the E.D.Q.N.M. computation. An example of such a comparison is given on figure 3. The model can be considered as satisfactory, and no optimization of constant is found to be necessary.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Visualization of $\phi_{ij}$, $T_{ij}^{+}$ and $T_{ij}^{-}$ on a sphere of radius $K = 0.45$ cm\textsuperscript{1} in the case of a mean shear $S = 1.6$ s\textsuperscript{-1} and for a time $t = 0.07$ s (same conventions as on figure 1).}
\end{figure}
4. RESULTS

We now use the modeled form of the transfer in the equation governing $T_{ij}$. The only constant appearing in the closure is then the usual E.D.Q.N.M. constant determined in isotropic turbulence. The computation time remains tractable since only a few complete 3D values of $T_{ij}$ have to be computed. As typical values corresponding to the results presented here, we can indicate that $T_{ij}$ is computed over 4 spheres of radius $K$, and every 0.02 second. The modeling form of the transfer being not exactly conservative, the backscatter is adjusted in the code to ensure energy conservation.

The computing method has been tested in the case of isotropic turbulence. It gives good results when compared to the experiment of Comte-Bellot.

Two non-isotropic cases are presented. They concern the uniform shear flow and the pure plane strain.

Figure 4 shows the comparison of our results with the effect of Rapid-Distortion on the evolution with time of the turbulent kinetic energy, in the case of a shear flow acting on an initially isotropic turbulence deduced from the measurements of Comte-Bellot. The components of the Reynolds stress tensor are plotted in figure 5; it appears, as expected, that anisotropy is smaller than in Rapid-Distortion.

Comparisons with experiment have been carried out in one of the few cases in which an initial spectrum is known: the pure strain distortion of Maréchal. Figure 6 shows that agreement on the evolution of the turbulent kinetic energy is good. As for the structural parameter $\alpha$, it reaches 0.36 (figure 7) whereas values of about 0.6 are obtained by Maréchal. The corresponding one-dimensional spectra are plotted in figure 8.

The lack of initial experimental data concerning homogeneous shear flow badly restricts the validity of comparison with experiments in this case. A comparison is nevertheless attempted on the correlation coefficient $u_{ij} u_{ij}'$ which seems to be less sensitive to initial conditions than the other quantities. Two values of shear are examined, $S = 12.9$ s$^{-1}$ and $S = 45$ s$^{-1}$, respectively corresponding to the experiments of Champagne, Harris and Corrsin and Harris, Graham and Corrsin (or more recently Tavoularis and Corrsin). In both cases we assume that turbulence is isotropic at the entrance of the wind tunnel and we use the initial spectrum deduced from Comte-Bellot's experiment. In the C.H.C. case, our results tend to a (nearly) asymptotic value of about 0.44 (figure 9). The experimental results reach a slightly higher value, but the evolution with time can be considered to be fairly well predicted. In the high shear case, after reaching a maximum, our values are decreasing with time, which seems to agree with the experiments, especially with the measurements of Tavoularis.
Several other features, concerning the behaviour of different turbulent quantities, can be deduced from our computation. As an example, we can mention the results concerning the pressure velocity correlations in presence of shear, because of the importance of carefullly modeling those correlations when doing one point closure (Launder\textsuperscript{14}, Lumley\textsuperscript{15}).

Figure 10 shows that the behaviour of the linear part of the pressure velocity tensor $P_{ij}$ is found to be very different from what it is in the Rapid-Distortion theory. All the components are found to increase with time, for large values of time $t$, however $P_{33}$ soon becomes negative, which corresponds to a supply of energy to $U_3$, while it remains positive in Rapid-Distortion. The discrepancy between the behaviours of $P_{33}$ in our computation and in linear studies is directly connected to the difference of the distributions of $\zeta_{ij}$ on the spheres of radius $|\mathbf{k}|$ (figure 11).

These remarks concerning $P_{ij}$ are important because they point out the danger of modeling the linear part of pressure velocity correlations only with reference to Rapid-Distortion theory when doing one points closures.

5. CONCLUSIONS

Even if, at the present time, there are few experimental confrontations because of the difficulty to generate anisotropic initial conditions for the computation, it is shown that when using isotropic initial spectra, a good qualitative and even quantitative prediction of classical homogeneous turbulent flows can be derived from the analytical theories of turbulence by modeling the transfer. As no modeled form of the $Q_{ij}(k,t)$ tensor itself is employed, the method is hoped to be particularly fitting for predicting flows in which the use of isotropic functions is inadequate; rotating flows for example. The results can be directly used to predict flows, or can provide information to improve one point closures or other modelings.
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ABSTRACT

The paper provides an analytical formalism for describing the evolution of non isotropic homogeneous turbulence submitted to mean velocity gradients.

The basic procedure is a polarization vector decomposition of the velocity fluctuation field. Retaining only the linear mechanisms, the general solution for the equation of the fluctuation is derived without restrictive assumptions, for arbitrary realizations. The corresponding solution for the nth order independent statistical moments is simply deduced. As examples, numerical experiments give the effects of plane distortion on second order moments when rotation is acting simultaneously.

Regarding the problem of closure, the extension of this linear analysis is examined from the point of view of statistical turbulence theory.

NOMENCLATURE

- \( F_{ij} \): Lagrangian mean strain gradient
- \( k \): Wavevector
- \( p \): Pressure field
- \( p' \): Pressure fluctuation field
- \( t \): Time
- \( U \): Velocity field
- \( u \): Velocity fluctuation field
- \( x \): Position
- \( \rho \): Density
- \( \nu \): Kinematic viscosity
- \( \lambda_{ij} \): Mean velocity gradient

Superscripts

- \( \sim \): Spatial Fourier transform
- \( \cdot \cdot \cdot \): Matrix transposition
- \( \langle > \): Statistical averaging

FORMALISM FOR NON ISOTROPIC HOMOGENEOUS TURBULENCE

Basic relations

Consider an incompressible velocity field statistically homogeneous, velocity and pressure are splitted in two parts which respectively characterize the mean and the fluctuation fields.

\[ U_i(X,t) = \langle U_i(X,t) \rangle + u_i(X,t) \]
\[ P(X,t) = \langle P(X,t) \rangle + p(X,t) \]

Furthermore, the mean velocity is given in the following form

\[ U_i(X,t) = U_i^0(t) + \lambda_{ij}^0(t) x_j \]

where \( U_i^0 \) and \( \lambda_{ij}^0 \) are functions of time only. Consequently, if \( \lambda_{ij}^0 \) is stationary, following Craya (1), compatibilities between the preceding conditions imply the mean field to be irrotational or plane.

The Fourier transforms of the velocity and of the pressure fluctuations are defined by:

\[ \hat{u}_i(k,t) = \frac{1}{(2\pi)^3} \int \rho \hat{u}_i(x,t) e^{-i k x} \, d^3x \]
\[ \hat{p}(k,t) = \frac{1}{(2\pi)^3} \int \rho \hat{p}(x,t) e^{-i k x} \, d^3x, \quad I = \sqrt{-1} \]

and the classical statistic spectral tensors of order \( n \) are found to be:
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\[ \langle u_j(p,t) \rangle = \Phi_{ij}(k,t) \delta(k+p) \]

\[ \phi \left( (k_1, k_2, \ldots, k_{n-1}), \delta(k_1 + k_2 + \ldots + k_n) \right) \]

with the projection operator \( \Delta_{ij} \).

Retaining only linear terms, the partial differential equation reduces to:

\[ \frac{\partial^2 v_j}{\partial t^2} = \lambda \frac{\partial^2 v_j}{\partial x^2} + (v k^2 + ik_1 u_1') \lambda_{11} \frac{\partial v_j}{\partial x} + \lambda_{11} \delta_{ij} - \frac{2k_1}{k^2} \lambda_{11} \delta_{ij} \]

(2)

the associated characteristic curves are given by:

\[ x = \psi(t) k \]

(3)

where the lagrangian strain gradient \( \psi(t) \) associated with the mean flow is governed by the equation:

\[ \frac{d\psi(t)}{dt} = \lambda_{11} \psi_{11}(t) \]

(4)

Consequently, using the time derivative with respect to \( X \) constant (noted by the superscript \( * \)), the general solution of equation (2) writes:

\[ v_j(k,t) = e^{-\psi_{11}(t)} q_j(k,t) \]

with

\[ \psi = k^2 \int_0^t \psi_{11}(t') F_n(t') dt' + \]

\[ k^2 \int_0^t \int_{-\infty}^t \psi_{11}(t', t'' - t) F_{n+1}(t) \psi_{11}(t') dt' \]

(5)

the solution \( v(k,t) \) of the equation

\[ \Delta_{ij}(k) \left( \frac{\partial v_j}{\partial x_j} + \lambda_{11} \frac{\partial v_j}{\partial x} \right) = 0 \]

with the incompressibility condition

\[ \delta_{ij}(k,t) = 0 \]

determines the associated tensor \( \psi_{11}(k,t) \)

The linear solutions of the equations governing the \( n \)th order moments (without contribution on \( n+1 \)th order moments) are then, written concisely as:

\[ \phi(k_1, k_2, \ldots, k_n, t) = \psi_{11}(k_1, t) \phi(k_1, k_2, \ldots, k_n, t) \]

(6)

with

\[ n = \sum_{p=1}^n k_p = \mathcal{F} \]

Similarly, the procedure may be described in the typical local frame. The corresponding differential system is deduced, and we have:

\[ A_{ij}(k,t) = e^{-\psi_{11}(t)} q_{ij}(k,t) \]

Likewise, the solution of the equation

\[ \Delta_{ij}(k,t) \left( \frac{\partial v_j}{\partial x_j} + \lambda_{11} \frac{\partial v_j}{\partial x} \right) = 0 \]

(7)

gives the corresponding tensor \( \psi_{11}(k,t) \)

The general form of the \( n \)th order moments

\[ \psi_{11} = \psi_{11}(k, n, t) \]

is similar to (6).
CHARACTERIZATION OF THE KERNELS

The tensors $G_{ij}(k,t)$ or $g_{ab}$ are calculated for all the mean flows retained by Cray. The resolution of (4) with (3) gives $f(t)$ and the characteristic curves $X(k,t)$.

The condition of incompressibility is immediately satisfied by projection in the local frame or by introduction of the new function $\Psi(k,t)$ such that:

$$V_1(k,t) = \Delta_{ij} \Psi_{ij}(k,t)$$

In this last case, the equation (5) to be solved may be presented as:

$$\Delta_{ij}(\Psi_{ij} + \lambda_{ij}) + \lambda_{ii} = 0$$

and the specific feature of irrotational mean flows clearly appears.

Irrotational mean flows

The eigen values of $\lambda$ and $\Psi$ are respectively $a$, $\omega$ and $\omega^t$. Using (8), the tensor $G_{ij}(k,t)$ is given in the form

$$G_{ij}(k,t) = \Delta_{ij}(k)\Phi_{ij}(k,t)$$

The concise form of the $n$th order moments generalize the expressions given by Batchelor (3) and Courant-Loiseau (4). In the case of arbitrary initial conditions, the solution for the second order moments reduces to the tensorial form

$$\Phi_{ij}(k,t) = \Delta_{ij}(k)\Phi_{ij}(k,t) \Delta_{ij}(k)\Phi_{ij}(k,t) \Delta_{ij}(k)\Phi_{ij}(k,t)$$

Plane rotational mean flows

For such flows, it is convenient to use the local frame $X(k), \Phi(k), \Psi(k)$. Accordingly, the matrix $K$ of the linear differential system (7) leading to $g_{ab}$ may be written as:

$$K = \begin{bmatrix} \lambda_1 & \lambda_2 \\ \lambda_2 & \lambda_3 \end{bmatrix}$$

with

$$\lambda_i = k_i \lambda_1 \frac{\psi_{ij}}{\psi_{ij}}$$

Two particular cases lead to analytical solutions for $g_{ab}$: the pure rotation and the pure shear flow.

For the pure rotation, choosing $n$ collinear to the rotation vector $\Omega$, the mean velocity gradient

$$\lambda_{ij} = \epsilon_{ij} \Omega$$

leads to:

$$\sigma = \cos \Omega t - \sin \Omega t$$

In the case of pure shear flow, with

$$\lambda_{ij} = \delta_{ij} \delta_{13}$$

we have:

$$f(k,t) = 0 \left| \frac{\Phi_{ij}(k,t)}{X(k)} \right|$$

and the specific feature of irrotational mean flows clearly appears.

Irrotational mean flows

The eigen values of $\lambda$ and $\Psi$ are respectively $a$ and $\omega$ for $i = 1, 2, 3$.

Using (8), the tensor $G_{ij}(k,t)$ is given in the form

$$G_{ij}(k,t) = \Delta_{ij}(k)\Phi_{ij}(k,t)$$

The concise form of the $n$th order moments generalize the expressions given by Batchelor (3) and Courant-Loiseau (4). In the case of arbitrary initial conditions, the solution for the second order moments reduce to the tensorial form

$$\Phi_{ij}(k,t) = \Delta_{ij}(k)\Phi_{ij}(k,t) \Delta_{ij}(k)\Phi_{ij}(k,t)$$

The evolution with time of the one point non diagonal component $\langle u \rangle$ and the kinetic energy $\langle u^2 \rangle$ are shown on figure 2. From $\omega/d = 0.76$ (d fixed), for various values of the ratio $\omega/d$.

The evolution with time of the one point non diagonal component $\langle u \rangle$ and the kinetic energy $\langle u^2 \rangle$ are shown on figure 2. From $\omega/d = 0.76$ (d fixed), for various values of the ratio $\omega/d$.

CONCLUDING COMMENTS AND APPROACH OF THE NON LINEAR PROBLEM

In the present work, the study of the linear effects on an arbitrary realization of the fluctuation velocity field is readily extended to statistical spectral tensors using the determinant behavior of the operator. Accordingly, the linear problem becomes more tractable than the classical rapid distortion theories and more general results on $n$th order moments are extracted. Moreover, the numerical solution underlines the correspondent qualitative effects of the mean flow: the exact calculation of the linear part of the pressure-strain correlation and may be used as a guide for the modeling of the corresponding term in the Reynolds stress equation, (6).

For the approach of the non linear problem, we examine the contribution of the previous analysis to the classical theories of closure starting from a linear gaussian model. Indeed, considering an initial statistical ensemble, such that $\omega_{ij}(k,0)$ has a multivariate normal law, it is clear that the linear solution preserves this property. The same situation appears in the case of the linear response of the
fluctuation field when a gaussian forcing term take the place of the non linear right hand side of (1).

To obtain a primitive solution of equation (1), we define a primitive, or zeroth order, Green function $G_{ij}(k,t-t')$ or $G_{ij}^0$, or $G_{ij}^0(k,t-t')$ or $G_{ij}^0(k,t-t')$ which is expressed in terms of second-order correlations, and discard the indice zero. 6. LAUNDER, B.E., REECE, G.J. and RODI, W., "Progress in the development of Reynolds-stress turbulence models", Journal of Fluid Mechanics, Vol. 7, Part 1, 1954.

The DIA algorithm would be the following:

- Retain only the lowest order terms in these expansions and discard the indice zero.

At this stage, this procedure reveals, among other inconsistencies, a specific problem in our case: the time-dependant shift between $k$ and $k'$, induced by the Green function (9), can lead to non-linear terms in the equations, we retain only, in the DIA approach, the linear term. In a previous work, (10), the unknown forcing function was assumed to be linear, with a single damping coefficient. An improvement of such a drastic assumption may be expected starting from the linear exact model: an exact determination of the primitive Green function can be extracted in term of $R_{ij}$ function products (see relation (9)). This information will be used as the first step for the construction of a suitable enlarged function.
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Fig. 1 Radial spectral tensor at $d.t = 0.76$ for various values of $r = \omega/d$:

$\tilde{d} = 19 \text{ s}^{-1}$

1. $\Psi_{11}(k,t)$ (cm$^3$/s$^2$)
2. $\Psi_{22}(k,t)$
3. $\Psi_{33}(k,t)$
4. $\Psi_{23}(k,t)$

Fig. 2 Non-diagonal Reynolds Stress component $\langle u_i u_j \rangle$ and Kinetic energy, for various values of $r = \omega/d$. 

$\Phi_{11}(k,0) = \frac{3\Phi(k)}{8\pi k^2}$
ENTRAINMENT DIAGRAMS
FOR
VISCOUS FLOWS

By
Brian Cantwell and Gary Allen
Department of Aeronautics and Astronautics
Stanford University
Stanford, CA 94305

ABSTRACT

A technique is described for visualizing unsteady flows which are self similar in time. The method makes use of a reduction of the equations for unsteady particle paths to an autonomous system in similarity coordinates. The entrainment diagram for a given flow corresponds to the phase portrait of this system and the flow structure is analyzed in terms of its critical points. This approach provides a powerful method for analyzing the dependence of the flow on various governing parameters.

NOMENCLATURE

a, b, c, d - matrix coefficients
f, g - self similar Falkner-Skan stream functions
G - self similar round jet stream function
H - self similar vortex ring stream function
m - governing parameter
p, q - trace and determinant of the matrix of coefficients
Re - Reynolds number
t - time
U - velocity vector
U₀ - free stream velocity
e - spatial coordinates
β - pressure gradient exponent
ξ, η - similarity coordinates
ξ_c, η_c - coordinates of a critical point
ε - polar angle
ξ_c, φ_c - coordinates of a critical point in spherical coordinates
ω - vorticity
τ - L²t

INTRODUCTION

This paper is addressed to the problem of visualizing unsteady fluid motion. Observations of organized structure in turbulence have led to an increased emphasis on direct analysis or measurement of complex unsteady flow fields. An extremely important element in current research is a renewed emphasis on the use of flow visualization and a widespread awareness that flow visualization can play a very broad role in improving our physical understanding of complicated turbulent phenomena (Kline 1978).

The instantaneous streamline patterns which result from these investigations provide a form of flow visualization combined with substantial amounts of quantitative information about the flow. However, there are significant conceptual problems involved in interpreting unsteady streamline patterns as they relate to entrainment. In an unsteady flow, streamlines can move across fluid pathlines; thus the unsteady stream function provides little insight into the behavior of the fluid itself.

Particle trajectories drawn in physical coordinates also present similar conceptual difficulties. If the integration of the particle-path equations is carried out over a volume of particles, then each point in space will be traversed by an infinite set of trajectories, each with a different slope corresponding to the passage of particles through the point at successive instants of time. In addition, the pattern of particle paths, like the pattern of streamlines, depends on the frame of reference.

Certain time-dependent flows can be reduced to a self-similar form. Such flows usually depend on one or two global parameters. In this case, some of the above objections can be removed by reducing the equations for unsteady particle paths

\[
\frac{dx_i}{dt} = u_i(x, t)
\]

to an autonomous system in similarity coordinates. We shall call the phase portrait of this system, the entrainment diagram of the flow. It is a Lagrangian representation of the unsteady flow pattern in a system of scaled spatial coordinates. There are several useful elements of this technique

1) The entrainment diagram provides a visual picture of the flow which is invariant for various moving observers.
2) The flow structure is described in terms of a limited set of critical points in the entrainment diagram. Thus the technique provides a quantitative scheme for identifying and classifying related features of various classes of self-similar flows.
3) The entrainment diagram can be used to analyze the dependence of a flow on various governing parameters.

At this point it may be noted that the restriction to flows which are self-similar in time turns out to be remarkably general. Even when we further restrict ourselves to flows which are amenable to
simple stretching transformations\(^1\) the list of cases is quite long and includes virtually all of the flows which we ordinarily think of as self similar in space (Cantwell 1981).

In the present paper we will focus our attention on element (iii) of the entrainment diagram technique and demonstrate its application to the analysis of three flow problems: the classification of Falkner-Skan boundary layers, transition in the axisymmetric jet and reverse transition of the vortex ring. In each case the dependence of the flow pattern on governing parameters will be demonstrated.

**Example 1.**

**Classification of Falkner-Skan Boundary Layers**

These are steady boundary layers with an imposed streamwise pressure gradient which varies according to a power law in the \(x\)-direction. Nevertheless we will begin the analysis with a similarity form appropriate to the unsteady boundary layer equations. In terms of the stream function

\[
\frac{\partial^2 \psi}{\partial y^2} + 2\frac{\partial \psi}{\partial y} \frac{\partial \psi}{\partial x} - \frac{\partial}{\partial x} \left( \frac{2}{\partial y} + \frac{\partial \psi}{\partial y} \right) = \frac{V}{x} + \frac{\partial^2 \psi}{\partial y^2} \tag{2}
\]

where the free stream velocity \(U_e\) is given by

\[
U_e(x) = M x^\alpha \tag{3}
\]

The constant, \(M\), determines the rate at which \(U_e\) varies and is the parameter which governs the motion in the \(x\)-direction. The appropriate similarity form is

\[
\psi = \sqrt{2(1-\varepsilon)} \exp \left( \frac{t}{1-\varepsilon} \right) g(\xi, \eta) \tag{4}
\]

where

\[
\xi = \frac{x}{\eta^{1/2}} \frac{1}{1-\varepsilon} \eta = \frac{\psi}{\sqrt{2(1-\varepsilon)}} \tag{5}
\]

Substituting (3), (4) and (5) into (2) leads to

\[
\frac{1+\varepsilon}{2(1-\varepsilon)\eta} + \frac{3}{2} \left( \frac{1}{\eta} + \frac{3}{2} \frac{\partial \xi}{\partial \eta} + \frac{3}{2} \frac{\partial \eta}{\partial \xi} + \frac{3}{2} \frac{\partial \eta}{\partial \xi} \right) = \frac{V}{x} + \frac{\partial^2 \psi}{\partial y^2} \tag{6}
\]

The governing partial differential equation no longer depends on time and thus (4) and (5) are correct forms. When expressed in terms of \(\xi\) and \(\eta\), the equations for unsteady particle trajectories become

\[
\frac{d\xi}{dt} = \eta \xi - \frac{\xi}{\eta} \tag{7}
\]

\[
\frac{d\eta}{dt} = -\eta \xi - \frac{\xi}{\eta} \tag{8}
\]

where \(\tau = nt\).

The Falkner-Skan solutions are usually expressed in the form

\[
\psi = \left( \frac{\partial x}{\partial \psi} \right)^{1/2} f \left( \frac{\partial y}{\partial \psi} \right)^{1/2} \tag{9}
\]

One can easily verify that (9) is equivalent to (4) where

\[
g(\xi, \eta) = \xi (1+\varepsilon)/2 f(\eta) \tag{10}
\]

and \(s = \eta / (1-\varepsilon)/2\).

In terms of \(f(\eta)\) the equations (7) and (8) become

\[
\frac{df}{dt} = \epsilon^2 f' - \frac{\xi}{\eta} \equiv F_1(\xi, \eta) \tag{11}
\]

\[
\frac{d\eta}{dt} = -\xi \left( \frac{1+\varepsilon}{2} \right) \left[ \frac{1+\varepsilon}{2} f - \frac{1-\varepsilon}{2} f' \right] - \frac{\eta}{2} \equiv F_2(\xi, \eta) \tag{12}
\]

In the neighborhood of a critical point \((\xi_c, \eta_c)\), the above equations may be expanded as

\[
\frac{df}{dt} = \epsilon \left( \frac{1+\varepsilon}{2} \right) b + \epsilon \eta c \tag{13}
\]

\[
\frac{d\eta}{dt} = \epsilon \eta c + \epsilon \eta c \tag{14}
\]

where

\[
a = \frac{2\xi}{\eta} \left( \epsilon \frac{1}{\eta} + \epsilon \eta \right), \frac{b}{\eta} = \frac{2\xi}{\eta} \left( \epsilon \frac{1}{\eta} + \epsilon \eta \right), \frac{c}{\eta} = \frac{2\xi}{\eta} \left( \epsilon \frac{1}{\eta} + \epsilon \eta \right) \tag{15}
\]

The nature of the critical point is completely determined by the trace and determinant of the matrix of coefficients.

\[
p = -(a+d) \tag{16}
\]

\[
q = ad - bc \tag{17}
\]

In order to evaluate \(p\) and \(q\) we make use of the following relations derived from setting (11) and (12) equal to zero at \((\xi_c, \eta_c)\). Note \(s_c = \eta_c / (1-\varepsilon)^{1/2}\).

\[
f'(s_c) = \frac{\xi}{1-\varepsilon} \tag{18}
\]

\[
f''(s_c) = 0 \tag{19}
\]

Using (13), (18) and (19) the coefficients become

\[
a = -\left( \frac{1+\varepsilon}{2} \eta \right) \xi_c f''(s_c) \tag{20}
\]

\[
b = \xi_c \left( \frac{1+\varepsilon}{2} \right) f''(s_c) \tag{21}
\]

\[
c = \left( \frac{1+\varepsilon}{2} \right) \xi_c f''(s_c) \tag{22}
\]

\[
d = \left( \frac{1+\varepsilon}{2} \right) \xi_c f''(s_c) \tag{23}
\]

Evaluating \(p\) and \(q\) we have

\[
p = -\left( \frac{\xi}{1-\varepsilon} \right) \tag{24}
\]

\[\text{17.13}\]
Note that the evaluation of \(p\) and \(q\) does not require an explicit knowledge of \(f(\xi)\). Figure 1. indicates the various critical points associated with different values of \(\beta\).

\[
q = \frac{1+\xi}{2(1-\xi)} \tag{25}
\]

The particle paths in similarity coordinates are

\[
d\xi = (1-\text{erf}(\xi)) \quad \xi = \frac{y}{\sqrt{2}t} \tag{26}
\]

The particle paths in similarity coordinates are

\[
d\xi = (1-\text{erf}(\xi)) \quad \xi = \frac{y}{\sqrt{2}t} \tag{27}
\]

\[
d\tau = \frac{\tau}{2} \tag{28}
\]

The critical point is a stable node with \((p, q) = (3/2, 1/2)\); i.e. the same \((p, q)\) values as for the steady Blasius Layer. The entrainment diagram for this flow is shown schematically in Figure 2.

\[
\begin{bmatrix}
d\xi \\
d\tau
\end{bmatrix} =
\begin{bmatrix}
-1 & 2/\sqrt{\pi} \\
0 & -1/2
\end{bmatrix}
\begin{bmatrix}
\xi \\
\eta
\end{bmatrix} \tag{29}
\]

The critical point is a stable node with \((p, q) = (3/2, 1/2)\); i.e. the same \((p, q)\) values as for the steady Blasius Layer. The entrainment diagram for this flow is shown schematically in Figure 2.

Inclusion of the starting process in the analysis of the phase portrait of the particle path equations leads to a powerful method for analysing the dynamics of fluid motion. In Example 2 we will briefly review results published previously (Cantwell 1981) for transition in the axisymmetric jet. This will serve to introduce Example 3 in which the application of the entrainment diagram technique to the problem of reattachment or reverse transition in the impulsively produced vortex ring will be described.

\[
(\beta=1) \text{ Jeffrey - Hamel Flow - This represents the case of flow in a diverging channel produced by a volume source at the vertex. It happens to be a case where length scales in both coordinate directions vary like } \sqrt{\xi}.
\]

The entrainment diagram is shown schematically in Figure 4.

\[
\begin{bmatrix}
d\xi \\
d\tau
\end{bmatrix} =
\begin{bmatrix}
-1 & 2/\sqrt{\pi} \\
0 & -1/2
\end{bmatrix}
\begin{bmatrix}
\xi \\
\eta
\end{bmatrix} \tag{29}
\]

The critical point is a stable node with \((p, q) = (3/2, 1/2)\); i.e. the same \((p, q)\) values as for the steady Blasius Layer. The entrainment diagram for this flow is shown schematically in Figure 2.

Figure 4. Entrainment diagram for the flow in a diverging channel (one possible solution).

In the context of discussing the Blasius Layer we may also consider the case of an impulsively started plate. For this case

\[
\begin{align*}
\eta &= \frac{y}{\sqrt{2}t} \\
\xi &= \frac{x}{\sqrt{\tau}}
\end{align*}
\]

The particle paths in similarity coordinates are

\[
d\xi = (1-\text{erf}(\xi)) \quad \xi = \frac{y}{\sqrt{2}t} \tag{27}
\]

\[
d\tau = \frac{\tau}{2} \tag{28}
\]

where \(\xi = x/\sqrt{\tau}, \eta = y/\sqrt{2}t\) and \(\tau = \tau x^t\).

Near the critical point \((27)\) and \((28)\) may be expanded as

\[
\begin{bmatrix}
d\xi \\
d\tau
\end{bmatrix} =
\begin{bmatrix}
-1 & 2/\sqrt{\pi} \\
0 & -1/2
\end{bmatrix}
\begin{bmatrix}
\xi \\
\eta
\end{bmatrix} \tag{29}
\]

The critical point is a stable node with \((p, q) = (3/2, 1/2)\); i.e. the same \((p, q)\) values as for the steady Blasius Layer. The entrainment diagram for this flow is shown schematically in Figure 5.

Figure 5. Entrainment diagram for the impulsively started flat plate.

Inclusion of the starting process in the analysis of the phase portrait of the particle path equations leads to a powerful method for analysing the dynamics of fluid motion. In Example 2 we will briefly review results published previously (Cantwell 1981) for transition in the axisymmetric jet. This will serve to introduce Example 3 in which the application of the entrainment diagram technique to the problem of reattachment or reverse transition in the impulsively produced vortex ring will be described.
The purpose for contrasting these two examples with each other is to illustrate the fundamentally different nature of the Reynolds number dependence of the two flows. In each case we will be considering solutions of the linearized equations of motion.

\[ V \cdot \mathbf{u} = 0 \]  
\[ \nabla \mathbf{u} = \mathbf{u} \]  
\[ \frac{3u}{3t} = v \nabla^2 \mathbf{u} \]  

EXAMPLE 2.
TRANSITION IN THE IMPULSIVELY STARTED ROUND JET

In this section we will review the behavior of an impulsively started, axisymmetric laminar jet. The Reynolds number is, \( Re = (3/4)^{1/2}/v \), where \( 3/v \) is the strength of the momentum source which produces the jet. Dimensional considerations lead to a formulation of the problem which is self similar in time in the variables \( \xi = r^2/2c \) and \( \theta \), where \( r \) and \( \theta \) are the radius and polar angle in spherical polar coordinates.

We will make use of the analytic solution for the limit \( Re = 0 \). The Stokes stream function for this case is given by

\[ \psi = \psi \frac{3}{2} \frac{t}{2} G(\xi, \theta) \]  

Substituting (33) into (30) to (32) and solving for \( G \) leads to

\[ G(\xi, \theta) = \frac{Re^2 \sin^2 \theta}{16\pi} \left( \frac{2e - \frac{1}{2} e^2}{e} - \left( \frac{2e - \frac{1}{2} e^2}{e} \right) \text{erf}(\xi) \right) \]  

By any conventional measure the above solution has only a trivial dependence on Reynolds number. However an examination of particle trajectories associated with (33) and (34) reveals a remarkably complex structure. The equations for particle trajectories are given by

\[ \frac{dr}{dt} = u(\xi, \theta, t; Re) ; \quad \frac{d\theta}{dt} = \frac{v(\xi, \theta, t; Re)}{r} \]  

where \( u \) and \( v \) are the radial and tangential velocities. In terms of similarity variables the equations become

\[ \frac{d\xi}{dt} = U(\xi, \theta; Re) - \frac{\xi}{2} ; \quad \frac{d\theta}{dt} = V(\xi, \theta; Re) \]  

Where

\[ U(\xi, \theta; Re) = \frac{1}{\xi \sin \theta} \frac{\xi^2}{2} ; \quad V(\xi, \theta; Re) = -\frac{1}{\xi \sin \theta} \frac{\xi^2}{2} \]  

and \( \int = \text{Int.} \). Substitution of (34) into (36) using (37) leads to

\[ \frac{d\xi}{dt} = \frac{Re^2 \cos \theta}{2\pi} \left( \frac{1}{2} - \frac{1}{\xi^2 \pi} \frac{e^{2/2} - \frac{1}{2} \text{erf}(\xi)}{\frac{1}{2} \text{erf}(\xi)} \right) - \frac{\xi}{2} \]  

\[ \frac{d\theta}{dt} = -\frac{Re^2 \sin \theta}{4\pi \xi} \left( \frac{1}{2} + \frac{1}{\xi^2 \pi} e^{2/2} - \left( \frac{1}{2} + \frac{1}{\xi^2 \pi} \text{erf}(\xi) \right) \right) \]  

The structure of the flow is examined by finding and classifying critical points of (38) and (39); points \((\xi_c, \theta_c)\) at which both right hand sides are equal to zero. The zeros of (39) are at \((\theta = 0, \pi)\) and \((\xi = 1.7633, \pi)\) and are clearly the same for all Reynolds numbers. Setting the right hand side of (38) equal to zero gives

\[ Re^2 \frac{\xi^3}{2} \left( e^{2/2} - \frac{1}{2} \text{erf}(\xi) \right) \cos \theta_c \]  

Equation (40) defines a family in the \((\xi, \theta)\) plane for various values of the Reynolds number. Intersections between (40) and the zeros of (39) locate critical points in the entrainment diagram of the solution (34). Figure 6 below shows schematically the entrainment diagram of (34) at three values of the Reynolds number.

**Figure 6.** Entrainment diagrams of \( G(\xi, \theta) \) (equation 34) for various Reynolds number ranges.

For sufficiently small Reynolds number, pathlines converge to a single stable node which lies on the axis of the jet. At a Reynolds number of 6.7806 the pattern bifurcates to a saddle lying on the axis of the jet, plus two stable nodes lying symmetrically to either side of the axis. At a Reynolds number of 10.0908 the pattern bifurcates a second time to form a saddle and two stable foci. The Reynolds number dependence of the flow is conveniently summarized by the trajectory of the critical points of (38) and (39) in the \((\xi, \theta)\) plane shown in Figure 7.

**Figure 7.** Trajectory of the critical points of (38) and (39) in the \((\xi, \theta)\) plane.

Several aspects of this work which have important implications for our understanding of unsteady shear flows should be noted.

1. A vortex rollup such as that depicted in Figure 6 is usually thought of as an essentially nonlinear phenomenon. Yet here we see that a rollup process is contained in the structure of a linearized solution of the equations of motion.

2. The vortex rollup, or focus forms just one of a family of possible critical points which may describe the structure of a given flow. In two dimensions possible critical points include saddles, nodes and foci. In three
dimensions the entrainment diagram may be very complex.

11) One can give a physical interpretation to the three flow patterns depicted in Figure 6. Consider an interface between two fluids A and B in physical coordinates. If the momentum source is turned on at t=0 then, depending on the Reynolds number, the interface will distort into one of the three possible patterns depicted below.

\[ \frac{d\psi}{dt} = \frac{1}{r} \left( v(r, \theta, t; \phi; \psi) \right) \]

with the parametric dependence of u and v on \( \frac{1}{\epsilon} \) and \( \frac{t}{\epsilon} \) indicated. The variables \( r, \theta, u \) and \( v \) are the same coordinates and velocities used in Example 2. The similarity forms appropriate to this problem are

\[ \psi = \frac{1}{\epsilon} v^{-1/2} \left( t^{-1/2} H(\xi, \epsilon) \right) \]

\[ u = \frac{1}{\epsilon} v^{-3/2} \left( t^{-3/2} U(\xi, \epsilon) \right) \]

\[ v = \frac{1}{\epsilon} v^{-3/2} \left( t^{-3/2} V(\xi, \epsilon) \right) \]

\[ \omega = \frac{1}{\epsilon} v^{-2} \left( t^{-2} W(\xi, \epsilon) \right) \]

\[ r = \frac{v^{1/2}}{\epsilon} \left( t^{1/2} \right) \]

Where \( U, V, H \) and \( W \) are the self-similar velocities, stream function and vorticity. Note that we have assumed that these functions do not depend on \( \frac{1}{\epsilon} \) or \( t \). We shall check this assumption a posteriori. In terms of similarity variables, the particle path equations become

\[ \frac{d\psi}{dt} = \epsilon v^{-1/2} \left( \frac{\epsilon}{t} \right) \]

\[ \frac{d\psi}{dt} = \epsilon v^{-3/2} \left( \frac{\epsilon}{t} \right) \]

\[ \frac{d\psi}{dt} = \epsilon v^{-2} \left( \frac{\epsilon}{t} \right) \]

\[ \frac{d\psi}{dt} = \epsilon v^{-1/2} \left( \frac{\epsilon}{t} \right) \]

EXAMPLE 3.

RELAXATION OF AN IMPULSIVELY STARTED VORTEX RING

In this section we will examine the behavior of an impulsively started, axisymmetric vortex ring. The Reynolds number of the vortex ring is \( Re = \left( \frac{I}{\epsilon} \right)^{1/2} / \nu \), where \( I/\epsilon \) is the total impulse applied to the fluid,

\[ \frac{1}{\rho} = \frac{3}{2} \int_{0}^{\infty} (u \cos \phi - v \sin \phi) 2\pi r^2 \sin \phi \ dr \] (41)

Note that, in contrast to the previous example, the Reynolds number in this flow depends on time. The equations of motion in spherical polar coordinates are

\[ \frac{1}{\rho} \left( rv \right) = \frac{1}{\sin \phi} \left( rv \right) \]

\[ \frac{1}{\rho} \left( r\theta \right) = \frac{1}{\cos \phi} \left( \frac{1}{2} \sin \phi \left( v \right) \right) \]

\[ \frac{1}{\rho} \left( rw \right) = \frac{1}{\cos \phi} \left( \frac{1}{2} \sin \phi \left( v \right) \right) \]

with the Stokes stream function defined by

\[ u = \frac{1}{r \sin \theta} \frac{\partial \psi}{\partial \theta} \]

\[ v = \frac{1}{r \sin \theta} \frac{\partial \psi}{\partial r} \] (45)

As before particle paths are given by

\[ \frac{d\psi}{dt} = u(r, \theta, t; \frac{1}{\epsilon}; \psi) \]

Figure 8. Distortion of fluid interface by \( C(\xi, \phi) \) at three Reynolds numbers.

\[ \frac{d\psi}{dt} = \frac{1}{r} \left( \frac{1}{\epsilon} v^{-1/2} \left( \frac{\epsilon}{t} \right) \right) \]

\[ \frac{d\psi}{dt} = \frac{1}{r} \left( \frac{1}{\epsilon} v^{-3/2} \left( \frac{\epsilon}{t} \right) \right) \]

\[ \frac{d\psi}{dt} = \frac{1}{r} \left( \frac{1}{\epsilon} v^{-2} \left( \frac{\epsilon}{t} \right) \right) \]

\[ \frac{d\psi}{dt} = \frac{1}{r} \left( \frac{1}{\epsilon} v^{-1/2} \left( \frac{\epsilon}{t} \right) \right) \]

where \( \tau = \frac{1}{\epsilon} t \) and \( \tau^{2} = 1/\epsilon \nu^{2} \). These equations should be compared with equivalent equations for the round jet (Equations 36). Note that in this example the particle path equations do not reduce to an autonomous system. Rather the right hand sides of the equations depend on time, with the dependence appearing through the Reynolds number which now comes out as a parameter multiplying the as yet unknown functions \( U(\xi, \epsilon) \) and \( V(\xi, \epsilon) \). The entrainment diagram for this flow evolves with time.

Substituting (51) into (44) and solving the resulting equation by separation of variables leads to

\[ W(\xi, \epsilon) = \frac{1}{16 \pi^2} \sin \phi \left( \frac{\epsilon}{t} \right) \]

\[ \frac{dH}{\epsilon} = \frac{1}{16 \pi^2} \sin \phi \left( \frac{\epsilon}{t} \right) \]

where the constant has been chosen to insure that (41) is satisfied. The stream function is determined using (54), (45) and (43). The result is

\[ H(\xi, \epsilon) = \frac{1}{16 \pi^2} \sin \phi \left( \frac{\epsilon}{t} \right) \]

Taking limits gives

\[ \lim_{\epsilon \to \infty} H(\xi, \epsilon) = \frac{1}{16 \pi^2} \sin \phi \left( \frac{\epsilon}{t} \right) \]

or, in terms of \( \xi \)

\[ \lim_{\xi \to \infty} \psi = \frac{1}{16 \pi^2} \sin \phi \left( \frac{\epsilon}{t} \right) \]

The flow at infinity is that due to a steady dipole of strength \( \frac{1}{\epsilon} \). Using (45) the particle path equations become
Figure 9. Entrainment diagrams of H(,e) (equation 55) for various Reynolds numbers.

The various patterns and their limiting forms at Ec=0 and Ec=∞ (Re=0, Re=∞) are summarized in Figure 10 which shows the trajectory of the critical points of the vortex ring in the (p,q) plane.

Figure 10. Trajectory of the critical points of (58) and (59) in the (p,q) plane.

Note that the trajectory is almost identical to that of the round jet (Figure 7). The main difference is in the limiting values of p and q as Re→0 (Ec=0). In the case of the vortex ring the (p,q) trajectory (Equation (62)) osculates with the parabola q=p^2/4; i.e., the on-axis critical point becomes a star (p=1, q=1/4) as Re→0. Whereas the zero Reynolds number limit in the case of the round jet was a stable node (p=5/4, q=1/4).

While the similarities between these two examples may be quite striking, the physical interpretation of the results is totally different. In the case of the round jet the pathline equations are strictly autonomous and, in a given realization of the flow the Reynolds number is constant over all space and time. In the case of the vortex ring the pathline equations are not autonomous and, in a given realization all Reynolds numbers are encountered with the Reynolds number decreasing with increasing time (Re=1/t). The appropriate mixing problem to imagine in this case is one in which a series of interfaces is encountered by a vortex ring as shown schematically in Figure 11.

Figure 11. Mixing at several interfaces by a vortex ring.

The first interface encountered by the vortex ring rolls up in the traditional fashion. The second and third interfaces are placed sufficiently far from the origin so that the Reynolds number of the arriving ring has dropped below the appropriate threshold value. These latter two interfaces never roll-up.
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PREDICTABILITY OF TWO-AND THREE-DIMENSIONAL FREELY DECAYING FLOWS.
APPLICATION TO MIXING LAYERS
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Institut de Mécanique

ABSTRACT
It is suggested that, contrary to what happens for stationary forced homogeneous turbulence, the large scales of three-dimensional freely evolving turbulence may be predictable in the sense that an initial error grows at a rate no faster than the large energetic structures. This conjecture is based on: a) a phenomenological approach, b) results on pair dispersion obtained from two-points closures, c) direct numerical simulations. The same analysis performed in the two-dimensional case seems to confirm a rapid contamination of the large scales by an error initially confined to the small scales. The latter results are used as ingredients of an attempt to describe the dynamics of mixing layers in terms of statistical theories of two-dimensional freely-evolving turbulence. Four steps may be pointed out: i) the build up of the enstrophy cascade, which creates excitation up to the three-dimensional Taylor microscale (equivalent to the two-dimensional enstrophy dissipative wavenumber); ii) the establishment of a three-dimensional energy cascade up to the three-dimensional Kolmogorov wavenumber; iii) a rapid contamination of the large scales by the three-dimensionality induced in the small scales; iv) an ultimate state of "equipartition" of energy in the large scales between two- and three-dimensional structures.

NOMENCLATURE

- \( R \) : root mean square separation of the tracers in a pair
- \( Re \) : Reynolds number
- \( \tau \) : time
- \( \mathbf{v} \) : velocity field
- \( \mathbf{E}(k,t) \) : enstrophy injection rate
- \( \mathbf{P}(k,t) \) : energy dissipation rate
- \( \mathbf{A}(k,t) \) : error spectrum
- \( \varepsilon \) : three-dimensional Taylor microscale
- \( \theta \) : relaxation time for the triple correlations
- \( \nu \) : kinematic viscosity
- \( D \) : dispersion coefficient
- \( t \) : local turn over time

1. INTRODUCTION
Among the various approaches used to study the stability of a given flow, predictability studies allow one to make a stability analysis "in the mean" of a turbulent flow. The mathematical formalism, see e.g. LORENZ (1) and KRANICH (2), consists in considering two random fields \( u(x,t) \) and \( v(x,t) \) both satisfying Navier-Stokes equations, having the same statistical properties, and initially completely correlated except in the small scales. It has been shown without ambiguity in the frame of two-point closures such as the quasi-normal theory (LORENZ (1)), the eddy-damped markovian quasi-normal theory (LEITH (3)) or the test field model (LEITH and KRANICH (4)) that an initial error confined to scale sizes greater than the dissipative scales would progressively contaminate larger and larger scales. These results have been obtained with models of homogenous stationary turbulence supplied by external forces injecting energy at a given wavenumber \( k \). From these results the conclusion was made that a turbulent flow is by nature unpredictable, and consequently it is impossible to make a numerical long term deterministic prediction of a flow at high Reynolds number. The dynamics of this inverse cascade of error deduced from the statistical models can be described phenomenologically as follows. let
$k_{e}(t)$ be the wavenumber characterizing the front of decorrelation. A decorrelation velocity may be described as $(d/dt)(k_{e}^{-3})$ and expressed as the ratio $k_{e}^{-3}/(\tau)$, where $\tau(k_{e})$ is the local turnover time at $k_{e}$. We then obtain the relation:

$$\frac{dk_{e}}{dt} \sim \frac{dt}{\tau}$$

(1-1)

which governs the inverse cascade of error. Relation (1-1), with $\tau(k) \sim \left(\int_{k}^{\infty} \frac{\Delta p}{\Delta p} dp \right)^{1/2}$, implies that a decorrelation initially confined above wavenumber $k_{e}$ will reach wavenumber $k_{1}$, in a time of the order of:

$$T(k_{1}, k_{e}) = \int_{k_{e}}^{k_{1}} \frac{k_{e}}{k_{e}} \Delta p \; dp = \left(\int \frac{\Delta p}{\Delta p} dp \right)^{1/2}$$

(1-2)

In three dimensions and if $k_{e}$ lies in the $k^{-5/3}$ energy cascade, the time required for the uncertainty to reach $k_{e}$ is of order $\tau(k_{1})$. In two dimensions and if $k_{e}$ is in the enstrophy cascade, things are not so simple because of the well known logarithmic correction. Nevertheless if the extent of the enstrophy cascade does not exceed a few decades, the logarithmic correction to the $k^{-3}$ energy spectrum may be neglected, and the predictability time is of the order of the local eddy turnover time, approximately equal to $\frac{1}{\epsilon_{c}}$ along the cascade. ($\epsilon_{c}$ is the enstrophy injection rate).

A consequence of the latter result, mentioned by ALESANY et al., (5), concerns the return to three-dimensionality of the large scales of a two-dimensional flow perturbed three-dimensionally in the small scales: indeed, the initial three-dimensional perturbation induces a decorrelation in the small scales between two horizontal sections of the flow which otherwise would be completely identical. This decorrelation will then gradually contaminate larger and larger scales, implying the return to three-dimensionality of the large scales.

There seems to be an inconsistency between these theoretical results and the experimental observations of the so-called "large coherent structures". Some authors have suggested that the analytical theories of turbulence mentioned above may be unable to describe such turbulent flows. Our point of view is different: we suggest, using arguments taken from these analytical theories, that some classes of freely evolving flows could be much more predictable than statistically stationary flows. In the three-dimensional case, this predictability is due to a self-similar increase of the large structures which proceed at a rate comparable to the growth of the error. In the two-dimensional case, the results of unpredictability obtained for stationary flows still hold for unforced freely-evolving flows: consequently the three-dimensionality contained in the small scales rapidly contaminates the large two-dimensional energy-containing eddies. Nevertheless the two-dimensional structures cannot disappear, because their size increases at a rate proportional to $t$ (see BATCHELOR (6)), while the integral scale of a three-dimensional isotropic turbulence increases much slower. We shall then be led to propose a concept of "equi-partition of dimensionality". This could be an explanation of the experimental evidence of the persistence of large scale quasi-two-dimensional structures in mixing layers for downstream BERNOUlli and TROUTT (7)).

2. PHENOMENOLOGY

In the case of three-dimensional turbulence at high Reynolds number, it may be shown assuming a self-similar decay that the integral scale $\ell$ and the energy $\frac{1}{2} \nu^{2}$ evolve like $t^{\alpha_{1}}$ and $t^{\alpha_{2}}$, respectively, of the best fitted $k_{e}$ satisfying the relation:

$$\alpha_{1} = 1 - \frac{\alpha_{E}}{2}$$

(2-1)

easily obtained from the definition of $\ell$ by $\ell = \nu \frac{\alpha_{E}}{2}$, where $\ell = - \frac{\partial}{\partial t} \frac{\Delta p}{\Delta p}$ is the energy dissipation rate. More details are given in LEBESGUE and SCHMEICER (8). Eq. (2-1) is then equivalent to:

$$\frac{d}{dt} \left( \frac{\Delta p}{\Delta p} \right)^{1/2} \sim - \ell^{\alpha_{1}} \left( \ell^{-1} \right)^{\alpha_{2}}$$

(2-2)

These results are of course valid for asymptotically high times and Reynolds numbers. More precise calculations using two-point closures such as the test-field model (see LEBESGUE et al., (8), the eddy-taped quasi-normal Markovian approximation (see LEBESGUE and SCHMEICER (9)), the quasi-normal approximation (see TAKASHI, MIDA and MITSUNO (10)) show that, with an energy spectrum behaving like $k^{\lambda}$ when $k \rightarrow k_{e}$, $\alpha_{E}$ is of order 1.38 and 1.35, and $\alpha_{E}$ of order 0.21. For a $k^{-3}$ spectrum, it is well known that $\alpha_{E} = 1$ and $\alpha_{E} = 0.5$. But since a $k^{\lambda}$ energy-spectrum immediately appears in the low-$k$ range when turbulence is induced by a forcing concentrated in a narrow band around an injection wavenumber $k_{1}$, it is reasonable to infer that the $k^{\lambda}$ shape is the best fitted for grid turbulence experiments. The fact that the values of $\alpha_{E}$ measured in these experiments are lower than 1.38 (1.26 in CORRENS (11)) is certainly ascribable to insufficient values of the decay times and Reynolds numbers.

We now return to Eq. (2-2), which is independent of the value of $\frac{\Delta p}{\Delta p}$. On the other hand, when $k_{e}$ belongs to the $k^{-5/3}$ inertial range of the energy spectrum, (2-1) implies:

$$\frac{dk_{e}}{dt} \sim - \ell^{1/2} k_{e}^{5/3}$$

(2-3)

It may be checked easily from (2-2) and (2-1) that for $t \gg t_{0}$ ($t_{0}$ is the initial time where complete decorrelation for $k \approx k_{0}$ is assumed), $k_{e}$ and $\ell$ remain a constant ratio and are both proportional to $\frac{1}{\epsilon_{c}}$. The decorrelation obeys then the same self-similarity law as the energy spectrum and never overtakes the large energy-containing eddies.

A similar phenomenology may be performed for two-dimensional turbulence. The evolving spectrum may then be characterized by two wavenumbers $k_{1}(t)$ and $k_{2}(t)$ characteristic, respectively, of the energy-containing eddies and of the enstrophy-dissipative scales, with:

$$k_{1}(t) \sim \left( \frac{\Delta p}{\Delta p} \right)^{1/2}$$

(2-4)

$$k_{2}(t) \sim \left( \frac{\Delta p}{\Delta p} \right)^{1/2}$$

(2-5)
Between $k$ and $k_0$ extends an enstrophy-cascading energy spectrum,

$$E(k; t) = \frac{v^2}{k^5} \sigma^2$$

(see BACHET;OR (6), TATSUMI and YANOKE (12), and

BASDEVANT (13)). $\frac{1}{2} v^2$ is the kinetic energy,

covvaged with time. The enstrophy $D(t)$ varies as $t^{-5}$. It is interesting to note that $k_0$ corresponds
to the Taylor microscale of a three-dimensional turbu-

tance whose energy-containing eddies would correspond

to $k$. This result will be shown in section 5. The
time $\tau(k)$ is then constant along the cascade and

proportional to $t$. Then eq. (1-1) reads:

$$\frac{d \tau}{\tau} = C \frac{dt}{t}$$

(2-7)

The phenomenon is not completely conclusive, in

case, since knowledge of the constant arising in

(2-7) is necessary to determine the law for the time

evolution of $\Delta k(t)$.

3. PAIR-DISPERSION

Proceeding results are complemented by the

pair-dispersion studies in freely evolving fluids

made by LARCHEUS (1) and LESZIE (13), using the Eddy

Damped Quasi-Normal Markovian approximation. In the

three-dimensional case, it may be shown that, for

pairs of Lagrangian tracers whose initial separation

lies in the inertial range and is very small in front

of the integral scale, the RICHARDSON's law is

still valid, in the form:

$$R \sim \frac{1}{k^{1/3}} \frac{1}{t^{1/3}}$$

(3-1)

where $R$ is the root mean square separation of the

tracers in the pair. Eq. (3-1) is strictly equivalent

to (2-2) and shows that $R$ grows proportionally
to $t^{1/3}$. This result may be interpreted as kind of pre-
dictability result: indeed, let us consider an eddy of

size $E$, and let $x(t)$ be a lagrangian tracer

situated at this particular eddy. Then the position

of another lagrangian tracer $x'(t)$, distant from $E$ of

and "closed" to $E$ ($E << \epsilon$), may be considered

as the position that $x$ would occupy in a turbulent

field perturbed in the small scales. $x(t)$ becomes then

a kind of measure of the error between the original

flow and the disturbed flow. Since the "error" $x(t)

grows at the same rate as $E(t)$, an eddy of size $E$

will never be destabilized by small scale errors.

This is of course strictly valid only in an infinite

flow, where the large scales may grow indefinitely. In

a real flow limited by boundaries, the error would

finally reach the larger eddies, which are limited by

the size of the installation.

The same kind of analysis may be attempted for

the problem of pair dispersion in two-dimensional,

freely evolving turbulence. In that case the root

mean square distance $R$ between the particles of the

pair is a more convincing measure of the error field,

since each fluid particle of the flow conserves its

own vorticity. We assume a self-similar evolving spec-

trum $E(k; t) = \frac{v}{k} t^5 P(k_0^5)$

(3-2)

where $P$ is a nondimensional function, as predicted

by BACHETOR (6). Then it may be shown, within the same

framework as in the three dimensional case, that the

probability distribution $P(r,t)$ for the two particles

of the pair be distant of $P$ satisfies the equation

$$\frac{2}{3} \frac{d}{dt} \left[ \frac{2}{3} \frac{K(t)}{\sigma} \right] P(t_0^2) = \frac{2}{3} \frac{K(t)}{\sigma} \left[ K(t) \frac{\partial P}{\partial t} \right]$$

(3-2)

with $K(t)$ and $P(t)$.

$$K(t) = \int_0^\infty \Theta(t) S_E(x) \left[ -\frac{2}{3} \frac{2}{3} \Omega(t) \right] dx$$

(3-3)

In (3-3), $\Theta(t)$ is the relaxation time for the triple

correlations of the velocity field at wavenumber $q$. Eq.

(3-3) has first been given by KNIGHT and WALLEN

Lagrange History Direct Interaction approximation. The Form (3-3) for $K(t)$ corresponds to the Eddy-Lagrangian

Markovian approximation (see LARCHEUS and LESZIE

(13)). From (3-3) the value of the dispersion coefficient

is:

$$\sigma = \frac{2}{3} \int_0^\infty \left[ \frac{2}{3} \frac{K(t)}{\sigma} \right] dE = \int_0^\infty \left[ \frac{2}{3} \frac{K(t)}{\sigma} \right] dE$$

(3-4)

The dominant contribution to $\sigma$ given by (3-4) will come from $K(t)$. In (3-3), $q$ will be of order $k_0$, which implies:

$$q \sim \frac{1}{k_0}$$

Then $\sigma \sim \frac{1}{\sigma} t^{1/3}$ and the dispersion coefficient $K(t)$ is, for $t \gg 0$, given by

$$K(t) = \frac{2}{3} \int_0^\infty \Theta(t) S_E(x) \left[ -\frac{2}{3} \frac{2}{3} \Omega(t) \right] dx$$

Let $p = \frac{2}{3} \frac{2}{3} \Omega(t)$ be the enstrophy dissipation rate. Assuming $\Theta(t) \approx \frac{2}{3} \frac{2}{3} \Omega(t)$, we then have $K(t) = p^{-1/3} \sigma$. The dispersion coefficient $\sigma$ is then:

$$\sigma = \frac{2}{3} \int_0^\infty \left[ \frac{2}{3} \frac{K(t)}{\sigma} \right] dE = \frac{2}{3} \frac{K(t)}{\sigma} \right] dE$$

(3-5)

Finally the dispersion coefficient $\sigma$ writes:

$$\sigma = \left( \frac{2}{3} \frac{K(t)}{\sigma} \right) \int_0^\infty \left( \frac{2}{3} \frac{K(t)}{\sigma} \right) dE = \frac{2}{3} \frac{K(t)}{\sigma} \right] dE$$

(3-6)

It will be seen in section 5 that it varies like

$$\sigma = \frac{1}{t^{1/3}} \int_0^\infty \left( \frac{2}{3} \frac{K(t)}{\sigma} \right) dE = \frac{2}{3} \frac{K(t)}{\sigma} \right] dE$$

(3-7)

Where the nondimensional coefficient $A$ is propor-
tional to the square of the logarithm of the Reynolds

number (based on initial large energy containing eddies).

From (3-5) and (3-6) we have:

$$\sigma = \left( \frac{2}{3} \frac{K(t)}{\sigma} \right) \int_0^\infty \left( \frac{2}{3} \frac{K(t)}{\sigma} \right) dE = \frac{2}{3} \frac{K(t)}{\sigma} \right] dE$$

(3-8)

which shows that $R$ increases like:

$$R \sim \frac{1}{t^{1/3}}$$

(3-9)

It is easily seen that $R$ will catch the large scales

$k_0^2(t)$ which grow proportionally to $t$ as soon as

$A \gg \frac{1}{d^2}$. This is obtained as far as the value of the

Reynolds number exceeds a few hundred. This calcula-
tion seems to indicate that unprecisibility still

holds for freely-evolving two-dimensional turbulence.

Nevertheless we shall show in section 5 that, as far

as we are interested in the contamination of large two-
dimensional scales by three-dimensional distur-
bances, these large structures will never be completely

destabilized and then they may be considered as pre-
dictable (or "coherent").

The utilization of these pair-dispersion results for the predictibility problem may of course be questionable. Nevertheless, in the three-dimensional case, there are strong analogies to the case of a stationary turbulence fed by a continuous injection of
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energy at a wavenumber $k$. Here, where unpredictability has been demonstrated, it is clear that the two tracers become uncorrelated as soon as the separation $R$ is larger than $k^{-1}$. The dispersion law being then $R \propto t^{\delta}$. On the other hand, we have shown above that the two particles of the pair never become decorrelated in a freely evolving turbulence. It seems then quite natural to infer that predictability of large scales should hold in that case. HERRING et al. (11) studied the predictability of a three-dimensional decaying flow using the DIA approximation and direct numerical simulations. Their results seem to disagree with our predictions, since they show an increase with time of the total error energy ratio:

$$k(t) = \frac{\int_0^\infty \Delta(k,t) \, dk}{\int_0^\infty E(k) \, dk} \quad (3-5)$$

where $\Delta(k,t)$ and $E(k,t)$ are respectively the error and energy spectra. Our conjectures on self-similar evolution of $\Delta$ and $E$ would yield a constant value for $k(t)$.

4. DIRECT NUMERICAL SIMULATIONS

We have made an attempt of studying the predictability of three-dimensional decaying turbulence at high Reynolds number by means of direct numerical simulations. The (32)^3 code of SIGGIA and PATTERSON (17) has been used, with an appropriate parameterization of subgrid-scale based on an eddy-viscosity model taken from LILLY (18) and KRACHEN (19). Such a parameterization, which is discussed in WOOLLET and LESLIE (20), allows one to recover a $k^{-5/3}$ spectrum up to the cutoff wavenumber, with only one adjustable constant arising from the eddy-shape quasi-normal markovian approximation (determined from the value of the Kolmogorov constant). The following figure shows the cross spectrum between two flows corresponding to two calculations made with different resolutions $32^3$ and $64^3$. It is clearly seen that the error created by the change of resolution does not contaminate significantly the large scales, at least during the 12 large eddy turnover times while the calculation is performed. This result is not really a direct numerical simulation of a high Reynolds number flow because a parameterized subgrid-scale energy transfer is added to the usual terms of the Navier-Stokes equation. Nevertheless the result favors our conjectures concerning the predictability of large scales of decaying turbulence.

5. STATISTICAL THEORIES APPLIED TO MIXING LAYERS

We shall try in this section to interpret the dynamics of mixing layers with the aid of statistical theories of two- and three-dimensional turbulence. Following an approach developed by TAM and CHEN (21), we shall consider the flow initially created in the layer as a particular realization of a freely-evolving two-dimensional turbulence. The numerous experiments performed these past years (see e.g. EDMOND and TRUJILLO (7) for review) have shown three peculiarities of these mixing layers:

i) a pairing mechanism, leading to a growing of the large scales proportionally to $t$;

ii) the apparition at a finite time of small scale three-dimensional turbulence;

iii) the persistence far downstream of the two-dimensionality of the large scales.

- Normalized cross-spectrum between two vorticity fields: $\psi_{ij}$ computed with $2 \times 10^2$ and $4 \times 10^4$ cells with $2 \times 10^4$. Initial Reynolds number $R = 2 \times 10^4$. Results at $t = 0.1, 0.5, 1, 1.5, 2, 3, 4, 5$ seconds; the large eddy turnover time is about $1.5$ seconds.

***

In this section, these three points will be studied using the statistical theories of two- and three-dimensional turbulence. By statistical theory of two-dimensional evolving turbulence predicts a growing of the integral scale proportional to $t$, CASKUR and MAGNE (10) have proposed, on the basis of the quasi-normal Markovian theory, the concept of a critical time $t_c$ before which the enstrophy is conserved, and after which the enstrophy is dissipated proportionally to $t^{-1}$. As shown by EDMOND (22), this time $t_c$ corresponds to the build-up of the enstrophy cascade; the initial excitation created at a wavenumber $k_0(t_c)$ will reach, through nonlinear interactions, scales and smaller scales, up to the two-dimensional dissipation wavenumber:

$$k_D \sim \left( \frac{R}{\nu} \right)^{\frac{1}{4}}$$

The time $t_c$ may be evaluated as a result of the sum of the large eddy turnover times $\tau(k_0)$, being the maximum wavenumber of the spectrum above which the excitation is negligible:

$$t_c = \frac{\int \tau(k_0) \tau(k_0) \, dk_0}{k_0}$$

$\tau(k_0)$ as given in section 4, is proportional to $k_0^{1/2}$ in this preliminary evolution stage. (3-2) yields:

$$t_c \sim D(O)^{-1/2} \log k_D(t_c) \frac{\tau(k_0)}{k_0} \quad (5-2)$$

Now this initial stage will end when the dissipation will be efficient at $k_0$. Another estimation of $t_c$ is then given equaling $\tau(k_0)$ and the viscous time $\nu/k_0$. This gives:

$$D(O)^{-1/2} = \left[ \frac{\nu}{k_D(t_c)} \right]^{-1}$$
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Since the initial excitation is concentrated in a narrow spectral band around \( k_{0} \), the initial energy density \( D(0) \) is of order \( k_{0}^{2} E(0) \), where \( E(0) \) is the initial kinetic energy. We then obtain

\[
-t_{c} = \frac{\pi}{4} \log \left( \frac{D(0)^{1/2}}{\log [Re(0)^{1/2}]} \right)
\]

where \( Re_{e}(c) = \frac{E(0)^{1/3}}{D(0)^{1/3}} \) is the turbulent Reynolds number built on initial large scales. This allows the turbulent Reynolds number to increase proportionally to \( \log Re_{e}(c) \):

\[
t_{c} = 2.72 \log Re_{e}(c) - 5.22
\]

This result has been checked by BASEVAIT (13) using the Eddy-Damped Quasi-Normal Markovian approximation at high Reynolds numbers. This allows to evaluate the constant \( A \) introduced in (5-5). Since \( D(t) = D(0) \), \( A \) is equal to \( \frac{2}{3} \log D(0) \) and proportional to \( \log Re_{e}(c) \). Returning to the mixing layer, this result may be interpreted as follows: the large two-dimensional structures of scale \( k_{0}^{-1} \) created at \( t = 0 \) degenerate, through nonlinear interactions, into smaller two-dimensional structures, up to the Kolmogorov two-dimensional eddies, above which no two-dimensional excitation is any longer possible. At the same time, and as a result of some kind of pairing mechanism, the large structures amalgamate and grow proportionally to \( t \). This first stage \( (0 < t < t_{c}) \) is purely two-dimensional. It creates vortices whose minimal length scale is of order \( k_{0}^{-1} \), which is nothing else than the three-dimensional Taylor microlayer corresponding to a three-dimensional isotropic turbulence whose large energetic eddies should be of order \( k_{0}^{-1} \). This statistical analysis has to be related to deterministic instability mechanisms proposed by Saffman (22) and CPT (23). \( k_{0}^{-1} \) is the size of the vortices in the Kelvin-Helmholtz wave.

The next stages in the evolution of the flow may be described as follows: due to very small three-dimensional disturbances, three-dimensionality will contaminate scales from \( k_{0}^{-1} \) to the Kolmogorov scale. The precise dynamical reason for that is not very clear, but it seems reasonable to think that these three-dimensional disturbances will reinforce three-dimensionally nonlinear interactions for \( k > k_{0}^{-1} \), and the flow will naturally become three-dimensional at these scales. The further evolution with time is the following: the two-dimensional "error" in small scales will contaminate larger and larger scales, so as to reach the large scales \( k_{0}^{-1} \) in front of the critical time \( t_{c} \) corresponding to the initial stage of the evolution. This explains why in the experiments three-dimensionality appears so abruptly in all the scales.

Numerical calculations made by BASEVAIT (13) using the Eddy-Damped Quasi-Normal Markovian approximation show that the dependence of \( t_{c} \) with respect to \( \log Re_{e}(c) \) is given by:

\[
t_{c} = 2.72 \log Re_{e}(c) - 5.22
\]

This allows to make a comparison with experimental data. BASEVAIT et al. (24) have evaluated the time where three-dimensionality appears, for different Reynolds numbers. With a proper choice of the origin of times and of the initial integral scale and kinetic energy, the critical times \( t_{c} \) obtained in the experiments can be compared to the times predicted by (5-6). These times, in units of large initial eddy turnover times \( D(0)^{-1/2} \), are displayed on the following table:

<table>
<thead>
<tr>
<th>( Re_{e}(c) )</th>
<th>170</th>
<th>400</th>
<th>500</th>
<th>600</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{c} )</td>
<td>4.86</td>
<td>7.55</td>
<td>6.11</td>
<td>9.48</td>
</tr>
<tr>
<td>( t_{c} ): theory</td>
<td>4.86</td>
<td>7.55</td>
<td>6.11</td>
<td>9.48</td>
</tr>
</tbody>
</table>

Though the precise dependence (5-6) of \( t_{c} \) on \( Re_{e}(c) \) is not shown by the experiments, the agreement with theoretical predictions is nevertheless extremely satisfying.

We then come to the reasons why the large two-dimensional "coherent" structures of scale \( k_{0}^{-1} \) do not disappear once they are overtaken by the inverse cascade of three-dimensionality: the explanation lies in the fact that the large structures created at \( t_{c} \) will grow slower than the remaining two-dimensional structures which in turn will overtake the latter. This continuous mutual exchange of energy between two- and three-dimensional structures could at least lead to a kind of state of equipartition of energy among these structures.

VI. CONCLUSIONS

This paper has presented arguments to indicate that the large scales of a homogeneous three-dimensional freely decaying flow can be predictable in the sense that they are free of complete random contamination. It is possible because the large scales grow preferentially at the same rate as the propagation decorrelation front. The reasons given to support this assessment are not completely conclusive, since 

1. the phenomenological analysis of the predictability problem is incomplete in the uniform case; 
2. the analogy between the problems of predictability and pair-correlation may be questionable; 
3. all the results from direct numerical simulations must be viewed cautiously due to the small number of computed wavenumbers in the large scales. 

If valid, this conjecture could have important implications for the numerical modeling of certain classes of turbulent flows not subject to destabilization by forcing nor to the influence of boundary. We might then expect to make deterministic predictions for periods much longer than the predictability times generally proposed.

In two-dimensions, it seems that errors in small scales will rapidly contaminate the large scales. In that sense a freely-evolving flow is still unpredictable. Nevertheless, when applied to mixing layers, this results allows to envisage the persistence of the large quasi-two-dimensional coherent structures, whose growth proceeds faster than the increase of the three-dimensional structures created at the same length scale.
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ABSTRACT

This paper summarizes the authors' research work on backward-facing step flows in two-dimensional ducts and channels. A review of results which are available from other research workers is presented in tabular form with notes on the experimental techniques which have been used, the selection and extent of measured quantities and some brief notes on the results. A more detailed discussion presents available data on the length of the reattachment region located behind the step and this is shown to be strongly Reynolds number and geometry dependent.

The authors' own studies were carried out in water flows through nominally two-dimensional ducts with backward-facing steps and in open channel flows. A laser-Doppler anemometer operating with forward scattered light and employing a transient recorder and digital computer for signal processing was employed and is described in the paper. Measurements of separation length were obtained for a wide Reynolds number range and for various values of expansion ratio.

NOMENCLATURE

ER = h_2/h_1, expansion ratio

h_1 upstream water height

h_2 downstream water height

H step height, H = (h_2 - h_1)

Re = u_b h_1/c, channel Reynolds number

Re_H = u_b H/c, step-height Reynolds number

v_o centre-line velocity in duct

v_0 free-stream velocity in channel

v_b integral velocity u (y)dy bulk velocity

u mean velocity in longitudinal direction

u root-mean-square velocity in longitudinal direction

V mean velocity in normal direction

V root-mean-square velocity in normal direction

x longitudinal coordinate

x_p mean reattachment position

y normal coordinate

z spanwise coordinate normalized to channel half-width

v kinematic viscosity

v streamline function

1. INTRODUCTION AND SURVEY OF EXISTING RESULTS

The importance of separated flows in the engineering sciences is beyond question and has resulted in a large number of investigations with the aim to provide an insight into the mechanisms of flow separation and reattachment and to yield information on mean flow properties and turbulence characteristics of such flows. Flows over backward-facing steps mounted in two-dimensional ducts and open channels, have been extensively investigated due to the simplicity of test section geometry. Specifically the backward-facing step provides a fixed point of flow separation and hence, a spatially fixed region of separated flow. This simplifies greatly the experimental investigations allowing spatially fixed measuring sensors to be employed. Table 1 provides a summary of those studies known to the authors on backward-facing step flows together with information on the form of their channel geometry: before the step, the measuring techniques employed, and the results obtained. A detailed discussion of these studies is provided in refs. (9) and (22). Only a summary of these results that are of significance of to the authors' own results is presented below.

Figure 1: Dependence of separation region length on expansion ratio

One of the integral parameters of the flow that has been measured by most of the authors is the distance of the mean reattachment point of the shear layer behind the step. Fig. 1 shows various measurements available in literature indicating a strong...
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Reference</th>
<th>FLOW GEOMETRY</th>
<th>DIMENSIONS (mm)</th>
<th>Re</th>
<th>Ek</th>
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<th>Pr</th>
<th>Measuring Technique</th>
<th>Measured Quantities</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tan 1958</td>
<td>Coanda-Unterheiderer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lavrentiev</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pepper and Klein 1962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H. P. Bell,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vieland and Robinson 1962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. R. H. Roy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moreau and Wong 1972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harvard Co.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stevens and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alabama</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berman and Floersch 1972</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chisnell</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anon.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. E. Kline,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stanford</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kline and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>King 1974</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M. E. Blew</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. de</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B. D.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Langer and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stanford</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J. F. B. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stanford Report M0-39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F. C. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R. R. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. R. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W. E.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. B. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stanford Report M0-29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F. C. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R. R. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N. R. and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W. E.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Tabulated information on studies of backward-facing step flow
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dependence of the length of separation region on the expansion ratio \( \frac{h_2}{h} \). The available data also indicates a dependence of the reattachment length on flow Reynolds numbers but insufficient information exists upon which a Reynolds number dependence for various expansion ratio can be derived. It is one of the aims of this paper to extend the existing information in this direction using laser-Doppler anemometers to measure the location of the reattachment point. This is further explained in section 2 and detailed results are provided in section 3 (together with information on local flow properties of the mean velocity field and the turbulence properties).

II EXPERIMENTAL TEST RIG AND EQUIPMENT

The authors' experiments were carried out in a 600mm wide open-water channel with major dimensions given in Fig. 2. The test section was situated near the downstream end of the channel and consisted of a second floor with a leading edge for initiating a new floor boundary layer. For the open channel measurements, a raised backward facing step of 40mm in height was placed at a downstream position from the leading edge such that the boundary layer at separation would be fully developed for all Reynolds numbers investigated. For the two-dimensional flows, 20mm and 40mm step heights were employed with the oncoming flow being that of a laminar, transitional or turbulent channel flow. The expansion ratio of this duct could be changed by mounting the upper longitudinal channel wall at different heights. Similarly, a downstream weir permitted the water level in the open channel flow to be changed.

![Figure 2: Water channel and details of the test section (dimensions are in cm)](image)

Considerable effort was expended in placing flow straighteners and screens upstream from the test section so that a nominally two-dimensional flow was ensured, at least in the mean properties. The success of these flow straightening devices is shown in Fig. 3, which presents spanwise profiles of the mean longitudinal velocity components at various test section locations and also the root-mean-square of the longitudinal velocity fluctuations at the same locations. The data show that the mean longitudinal velocity before the step edge has spanwise uniformity over at least the centre of the channel. In this region, it also obeyed the law of the wall for the turbulent flow cases and the parabolic velocity profile for the laminar flow, (see Fig. 4).

![Figure 3: Spanwise profiles of mean and fluctuating longitudinal velocity for a duct configuration with an expansion ratio of 2](image)

Flow velocity was measured with a one component forward-scatter laser-Doppler anemometer (LDA) equipped with frequency shifting. Several features of the LDA system make it one of the few devices suitable for velocity measurement in recirculating flow: 1) nonintrusiveness, 2) instantaneous velocity direction resolution, 3) single velocity component measurement without contamination from other components, 4) high spatial and temporal resolution, 5) accurate measurement in regions with very high turbulent levels, and 6) no calibration necessary. The LDA was mounted, in the present experiment, on a cradle-type traversing carriage which straddled the water channel on rails and thus permitted three-dimensional movement of the measuring volume to almost any desired position within the flow. The measuring volume is approximately 0.25 mm in diameter and 1.5mm long. Further details are given in ref. (9).

Signals were processed with a digital processor based on a transient recorder system that was developed at the University of Karlsruhe and is described in detail in ref. (10). This processing system can accurately determine the frequencies of...
individual Doppler bursts. Sampling procedures, as outlined by Tropes and Durst (11) ensured nonbiased estimates of the velocity. Measurement times at each point varied from one region of the flow to another, but were generally 15-20 minutes inside the recirculating zone and about 5 minutes in the potential flow region.

III EXPERIMENTAL RESULTS

In order to obtain accurate information on the location of the mean reattachment point, the laser-Doppler anemometer was employed in order to measure the location of the zero velocity line indicated in Fig. 5a. The measuring point was located at a fixed distance y from the wall and measurements were made at various x-locations to obtain the time-averaged velocity for each point. This velocity was plotted as a function of x and for every y-distance from the wall, see Fig. 5b. From this figure the x-locations for zero velocity line were obtained by interpolation and plotted as indicated in Fig. 5c. An extrapolation of these points permitted the reattachment point to be obtained at the wall. Fig. 5c shows several of these plots for various Reynolds numbers. It also indicates the location of those points at which the number of particles with a positive velocity was equal to the number with negative velocity. This information has been used in (12) in order to measure the location of the mean reattachment point.

Employing the above procedure, reattachment length measurements were performed for various Reynolds numbers, ReH, and for various expansion ratios, h0/h1. A summary of the data is provided in Fig. 6 and indicates that there is strong dependence of the length of the reattachment region after the step on Reynolds number and expansion ratio. Interesting to note is that the step-height Reynolds number is reasonably successful in aligning the results from various expansion ratios. This is not true at the Reynolds number based on the upstream momentum thickness. Plotted with the latter Reynolds number, the curves were shifted to lower values of Reynolds number for increasing expansion ratios. The information obtained here is in general agreement with the findings by Armaly et al. (2) who found a strong Reynolds number dependence for Reynolds numbers up to 6000. In the present study measurements concentrated on higher Reynolds numbers. For a Reynolds number of 1.5 x 10⁴ the dependence on expansion ratio is shown in Fig. 7.

![Figure 6](image_url)

**Figure 6:** Mean reattachment position as a function of Reynolds number for several expansion ratios.

![Figure 7](image_url)

**Figure 7:** Mean reattachment position as a function of expansion ratio.

From this figure it is evident that the expansion ratio transition from an open channel to a duct flow has a small but distinct influence on the mean reattachment length. This is not surprising since in the open channel flow the static pressure can be altered by the free
surface behavior over the step. In performing only low expansion ratio tests in the open channel (ER < 1.25) the estimated distortion of the free surface was less than 4%.

In Fig. 8 the authors' results are compared for an expansion ratio of 2 with similar results available in literature. The data by Eaton and Johnston are lower than those obtained in the present investigation the reason for this is the lower expansion ratio which these authors had available in their study. Their data are in good agreement with those of the authors' data for an expansion ratio 1.6.

Figure 8: Comparison of present results to those of other authors

Results by Restivo and Whitelaw were obtained in a test section with very small aspect ratio so that three-dimensional effects must have existed also in the center part where the authors measured. This might be the reason for the difference between the data of ref. (20) and those represented here. In fact other studies carried out with low aspect ratio test sections (4) and (8) seem to confirm that the reattachment length shortens at low aspect ratios. The present data are in very good agreement with those of Armaly et al. (2) obtained in an air flow at least at the higher Reynolds number range. For lower Reynolds numbers the flow is transitional, as Fig. 4 shows and this might explain the differences between the results of ref. (2) and those of the present study in that region.

In addition to measurements of reattachment length the authors have measured in detail mean velocity distributions in backward-facing step flows in open channels and in ducts. Detailed results on the open channel flow are available in ref. (9) and those on ducts are provided in ref. (22). The reader is referred to these publications for further details.

IV CONCLUSIONS AND FINAL REMARKS

Laser-Doppler measurements were carried out to obtain information on the length of reattachment region in backward-facing step flows in ducts and open channels. The measurements showed that the length was strongly dependent on the Reynolds number and expansion ratio. The location of the mean reattachment point was obtained from mean velocity measurements and was found to be different to the point obtained by measuring the 50% time of positive and negative flow direction. However, the differences were found to be small.
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PREDICTION OF THE LOW REYNOLDS NUMBER LAMINAR FLOW OVER A NORMAL FLAT PLATE, AND ITS APPLICATION TO TURBULENT FLOW CALCULATIONS
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K. A. CLIFFE, M. J. NORGETT, THEORETICAL PHYSICS DIVISION, A.E.R.E. HARWELL, ENGLAND.

ABSTRACT

The limitations of those numerical methods used increasingly to simulate complex turbulent flows in elliptic regions are best revealed in studies of analogous laminar flows, when results are not obscured by uncertainties in the physical models. We have therefore compared finite-difference and finite-element calculations of steady flow past a flat plate normal to a free stream, with a trailing splitter plate in place to prevent vortex shedding. The chosen Reynolds numbers \( Re \), defined using the plate half-height, ranged up to 100, when the size of the recirculating region resembled that for turbulent flow with \( Re = 0(10^5) \). Some features of the predicted flows were assessed by comparison with classical solutions of the Navier-Stokes equations. We conclude that present efforts aimed at refining turbulence models deserve a comparable investment in developing improved numerical methods. Otherwise, errors in predictions of bluff-body flows will preclude any detailed comparison of different turbulence models.

NOMENCLATURE

- \( p \): pressure
- \( Re \): Reynolds number
- \( Re_M \): mesh Reynolds number
- \( u \): free stream velocity
- \( u_x \): velocity in \( x \)-direction
- \( u_y \): velocity in \( y \)-direction
- \( V.D.S. \): vector-difference scheme
- \( x, y \): cartesian coordinates
- \( \delta \): thickness of boundary layer on front of plate
- \( \delta_t \): shear-layer thickness
- \( \rho \): fluid density
- \( \nu \): dynamic viscosity
- \( \nu_k \): kinematic viscosity.

INTRODUCTION

The application of sophisticated turbulence models in the prediction of those complex flows with regions where the flow equations are principally of elliptic form is not straightforward. For example Leonard et al (1) found, when they made alterations in a turbulence model, that the changes in the calculated flow pattern depended essentially on the method used to represent the flow equations in discrete form. Thus an attempt to discover the limitations of a particular physical model of turbulence may well be thwarted by the inadequacy of the numerical method selected for the computation. There are merits, therefore, as a contribution to improving simulations of turbulent flows, in particular studies of the behaviour of the various numerical methods available for solving the several model equations that aspire to describe turbulence. These several computational schemes may be assessed, without any of that uncertainty as to the validity.
of the model that is inevitable in a study of turbulent flow, by examining predictions of carefully chosen laminar flows; these should be selected so that the resulting numerical errors may correspond to those found in the analogous turbulent flows.

We have therefore chosen to study steady laminar flow in two dimensions past a plate normal to a free stream; the geometry of the flow is shown in figure 1. This plate is held at the centre of a channel and imposes a blockage ratio of 1:5; in addition, a central splitter plate behind the obstacle prevents vortex shedding. The flow velocity is fixed at the channel inlet and at the outer boundaries of the channel. This geometry could therefore be conveniently realized in a towing-task experiment, but no appropriate measurements have been made to date.

The flow about such an obstacle has particular advantages for our object of studying the performance of various numerical methods. This is because a wholly satisfactory technique must represent the flow accurately in regions with very different character: that is in an upstream region of irrotational flow; in the separated shear layer; and in the recirculating zone. The complete calculation of the flow pattern is therefore just such a demanding study that we sought, but it has also several convenient features. Separation of the flow necessarily occurs at the tips of the plate; thus there is no difficulty in locating the point of separation, which invariably complicates any simulation of flow over a curved body. Moreover, the grid used to represent the flow equations in discrete form can be immediately refined in those important regions where the flow variables are changing most rapidly.

We need make calculations of course only for half the channel, with appropriate boundary conditions along the symmetry plane upstream of the plate. Parkinson and Jandali(2), in calculations of potential flow past a bluff body, found that the obstacle did not influence flow upstream at distances exceeding 10 times the height of the body. The upstream boundary, with a uniform velocity \( u \) specified across the channel, was therefore placed at a distance 20 times the half-height \( h \) of the plate.

The appropriate downstream boundary condition for our calculation corresponds to no further variation in flow further along the channel. This constraint had no influence on predicted flow if imposed across a plane at a distance from the obstacle about twice that to the point where the flow reattaches to the central splitter plate. The distance to reattachment increases with the Reynolds number \( Re \) of the flow; we conveniently use \( Re = u_h/v \), where \( v \) is the kinematic viscosity of the fluid. We have made studies with \( Re \) ranging from 10 to 100; at \( Re = 100 \) the distance \( L \) to reattachment is about 25h, and the explicit channel lengths used for this calculation were between 40 and 65h. If we recall our objective of making studies comparable with turbulent flow, we note that Arie and Rouse(3) found \( L = 18h \) for this flow geometry at \( Re = 0(10)^7 \). The eddy viscosity acting in the turbulent shear layer must be of the order of the laminar viscosities used in this study.

Any assessment of the performance of a numerical method in predicting laminar or turbulent flow requires a practicable standard of achievement. Ideally, we would compare simulation and experiment; but no measurements are recorded for flow in this geometry, although we expect and look forward to publication of appropriate data. An alternative test is therefore to compare detailed calculations with analytic predictions of particular features of the expected flow pattern; for example in the upstream irrotational region, the boundary layer on the face of the plate, and where the shear layer develops. In the next section, therefore, we consider the expected behaviour of flow in these situations.

A more practicable but less rigorous test is a comparison between the predictions of several numerical methods, so that we may perhaps identify unsatisfactory aspects of each of them. To this end, we have chosen to study two finite-difference (F.D.) and one finite-element (F.E.) methods. The first difference scheme selected was the hybrid method (H.D.S.) first proposed by Spalding(6), used extensively in subsequent practical studies of flow; and recently, for example by McGuirk and Rodi(5), for simulation of complex turbulent flows.

Leonard(6) and Gresho and Lee(7), however, have emphasized the limitations of this approach, and the advantages of using a higher-order difference scheme. Of various alternative schemes we have chosen to study a variant of the vector-differencing scheme (V.D.S.), originally devised by Raithby(8), then extended by Castro(9) and subsequently by Lillington(10). The finite-element method we have used is due to Taylor and Hood(11,12), and has been widely applied in studies of fluid flow. The third section of this paper provides a brief outline of particular characteristics of these several methods of calculation. The paper is completed by a discussion of results, and of their significance in developing improved simulations of turbulent flow.

CLASSICAL FLOW PREDICTIONS

Our calculated results, in particular regions of flow and for limiting values of the flow parameters, must approximate certain analytic solutions of the equations of laminar flow: the relevant solutions are for fluid moving towards an infinite boundary, and for the growth of a mixing layer between two uniform streams. We use these analytic solutions explicitly as direct tests of our simulations, but also as frameworks for presenting various aspects of the numerical results.

Flow Towards an Infinite Barrier

Standard texts present the classic analytic solution for viscous flow about a stagnation point on an infinite boundary. This solution has a region of irrotational flow outside a boundary layer adjoining the barrier, in which the flow is strongly affected by the viscosity of the fluid. The thickness of the intruded boundary layer depends on the ratio of the viscosity and velocity of the fluid, with \( \delta \propto \nu/\rho \). We may therefore expect to find, at \( Re = 100 \), a significant region of the surface of the finite plate where the flow pattern closely matches the analytic solution for flow towards an infinite plate; here we may usefully compare numerical and analytic predictions of flow in the boundary layer itself, and out into the surrounding irrotational region of flow. However, we cannot expect any such agreement at low values of the Reynolds number.

The calculation of the change in total head
along the stagnation streamline is another useful indicator as to the validity of any particular method of modelling laminar flow. A single integration of the $u$-momentum equation with respect to $x$ gives the difference in head between two points on the stagnation streamline as

$$\Delta H_1 = \frac{\Delta}{\Delta u_0} \left( \int \frac{p(x)}{\rho} \, dx \right) = \frac{2u_0}{\rho} \int_{\Delta}^{\frac{1}{2} \frac{u_0}{\Delta x}} \left( \int_{\frac{1}{2} \frac{u_0}{\Delta x}}^{\Delta} \right) \frac{\Delta}{\Delta u_0} \left( \frac{p(x)}{\rho} \right) \, dx;$$

where $p$ is the pressure and $\rho$ the density of the fluid.

There can be no change in head in the irrotational region of flow, so the two terms on the right-hand side of this expression are equal and opposite if the total head is compared at two points that are both outside the boundary layer. Moreover, for an infinite boundary, each term separately is zero.

Thus the only change in total head, for both finite and infinite barriers, occurs across the boundary layer; and in both cases $\Delta H$ is given entirely by the change in $\frac{p(x)}{\rho}$ because $u \cdot \nabla f(y)$ in the layer adjoining the boundary. Because $\frac{\Delta u}{\Delta x}$ is zero at the boundary itself, the change in head is determined by the value of $\frac{p(x)}{\rho}$ at the outside of the boundary layer, where flow must be matched to the irrotational region; hence the change in head is determined by the actual shape of the obstacle.

There is an alternative prescription for calculating the change in head along the stagnation streamline for a finite body. Far upstream from the obstacle, the flow is uniform with $\frac{\Delta u}{\Delta x}$ zero. Thus the total change in head across the boundary layer is equal to the complete integral of $\frac{\Delta u}{\Delta x}$ from far upstream to the boundary itself, or in fact to the outside of the boundary layer, within which $\frac{\Delta u}{\Delta x}$ is of course zero.

The Separated Shear Layer and Recirculation Zone

We expect the shear layer, which separates from the tip of the plate obstructing the stream, to behave roughly like a classic two-dimensional laminar mixing layer that grows between two uniform streams. In this analogy of our flow geometry, the shear layer grows as $(x/h)^2$; we therefore expect of our own results, at least where the shear layer is unaffected by pressure gradients, that the thickness $l_q$ of the shear layer should behave thus:

$$\frac{l_q}{h} = \left( \frac{x}{h} \right) / Re;$$

If moreover we assume that the growth of the shear layer continues according to this relation until reattachment, then the distance $L$ to reattachment corresponds to $l_q = h$, so

$$\left( \frac{L}{h} \right) / Re = \frac{1}{2}.$$

We may therefore expect $L$ to increase linearly with $Re$ at Reynolds numbers high enough to ensure that $L$ is significantly greater than $h$.

The viscous force transmitted to any portion of the recirculating zone between $x_1$ and $x_2$ can be estimated by integrating the product of the dynamic viscosity $\mu$ with the velocity gradient at the centre of the shear layer, which is of order $u_0/v$. If $F$ is this force, brought to dimensionless form by division by $\frac{1}{2} \mu u_0^2$, then

$$F_1^2 = \int_{x_1}^{x_2} \frac{u(x)/\Delta}{\mu u_0} \, dx = h \left( \frac{x}{h} \right) / Re \left( \frac{x}{h} \right) / Re = \frac{1}{2}.$$
whenever such terms are less than corresponding derivatives along fixed grid axes. This situation applies in both boundary and shear layers, where we may look for improved performance from a V.D.S. The actual method used in this study is a further refinement of the original vector scheme proposed by Raithby(8).

The difference matrix obtained in a V.D.S. has some terms that link nodes of the grid lying along diagonals rather than the grid axes. The band width of the matrix is increased and it is still not diagonally dominant, although more stable than the matrix obtained by central differencing. It is therefore possible to solve the equations with the usual alternating-direction implicit scheme, with all variables involved with the additional difference terms treated explicitly.

**Finite-Element Method**

Papers by Taylor and Hood(11,12), Hood(15) and Gresho and Lee(7) describe the application of the finite-element method to simulation of laminar flow. The selection of suitable elements and compatible basis functions severally for the velocity and pressure fields is not straightforward. Our choice of quadratic basis functions for velocity, located at nine nodes in each quadrilateral element, and linear functions for pressure only at four corner nodes, is known to lead to unique solutions of the flow equations. In a Galerkin scheme, with these basis functions used as test functions to establish the weak form of the flow equations, this results in a leading truncation error proportional to the third derivative of the velocity. Oscillating solutions are therefore possible for mesh Reynolds number greater than two in regions of rapidly varying flow. This can be avoided only with a fine grid, particularly with sufficient refinement to resolve the boundary layer at the front of the plate.

Another valuable aspect of the finite-element method is the conservation, to good accuracy, of the total head in the region of irrotational flow; the finite-difference schemes are less successful in this respect. Finally, we note that we have exploited the flexibility of the method to deploy a high density of elements in the separated shear layer; this is straightforward although the shear layer is detached well above the level of the plate tip.

**RESULTS AND DISCUSSION**

For this study, we have calculated flows at various Reynolds numbers, using many different grids for each of the three numerical methods. We cannot of course present all such results, or indeed a full description of any particular prediction; rather we intend, as indicated earlier, to pick out the most significant observations and analyse the salient features of the results. We will learn most from calculations at higher Reynolds numbers, particularly for Re = 100, where we expect the numerical errors to be similar to those found in a simulation of turbulent flow. The results will be assessed by comparing them with the analytic predictions set out earlier in the paper, and by posing these questions:

(i) At the highest Reynolds number considered (Re = 100), how do the predictions differ in the region upstream of the fence (x < 0)? If we achieve a reasonable resolution of the upstream boundary layer, and accurately predict variables along, say, x = 0, then downstream differences must result from local errors rather than convection of errors generated upstream.

(ii) How do the various solutions differ in their detailed description of flow downstream of the fence; in particular, their prediction of the growth of the shear layer as a function of (x/h)/Re; the increase in length of the recirculation region at large Reynolds number; and the variation in surface pressure?

**The Upstream Flow (x < 0)**

We begin by discussing the numerical errors in the calculations for the irrotational region upstream of the viscous boundary layer on the plate. Figure 2 shows the change in total head ΔH along the stagnation streamline (y = 0) for two finite-difference and one finite-element simulation at various values of Re. The F.D. predictions were obtained using the vector scheme (hybrid-scheme results were identical along y = 0 because v = 0).

Since we expect that the F.E. method will conserve energy to good accuracy, it is not surprising to find that the only significant changes in ΔH occur in the viscous region; but the F.D. results are very different. Since mesh Reynolds numbers are much larger than two, except very close to the plate, upwinding leads to significant errors. These errors appear to be independent of the Reynolds number for a given grid (the results at Re = 50 and Re = 100 are almost identical), and are reduced by refinement of the grid in the region where the mesh Reynolds number is large. The explanation of these results is straightforward: along the stagnation streamline the solution of the upwinded finite-difference form of the flow equations must effectively satisfy the equation

\[ u \frac{d^2 u}{dx^2} + \frac{1}{2} \frac{d^2 u}{dy^2} = \frac{1}{2} \frac{d}{dx} (\frac{1}{2} u^2) \frac{d}{dy} (\frac{1}{2} u^2) \]

where, as usual, the last term represents the effect of numerical viscosity, which depends on the grid spacing Δx. In the irrotational region a single integration leads to

\[ \Delta H = \int \left( \frac{1}{2} \frac{d}{dx} (\frac{1}{2} u^2) \right) \frac{d}{dy} (\frac{1}{2} u^2) dx \]

and if limit 1 is sufficiently far upstream, then

\[ \Delta H = \frac{u_0}{u_0} \frac{d}{dy} (\frac{1}{2} u_0^2) \]

At large Reynolds number u_0/u_0 is independent of Re, so the change in head that arises from the use of upwinding does not depend on Re; it is greatest where u_0 is largest and decreases with 2x/h, as the results of figure 2 demonstrate. Notice that the errors depend only on local conditions, and therefore reduce again as x = 0. The implications of these errors in the description of the irrotational region, which arise essentially because we must have there solve an inviscid flow with a method more suited to viscous flow, will be discussed later.

Our predictions have been compared with the classic solution for the region near the stagnation point on the front of the plate. Good agreement was found for all three methods at the higher Reynolds numbers. More details can be found in Castro et al.(116).

Whilst it is possible to obtain good resolution...
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of the viscous layer at Re = 100 with a fine grid, it is obvious that totally impracticable gridding would be required at the much higher Reynolds numbers associated with a turbulent wake flow. It is therefore important to determine whether good resolution of the viscous boundary layer is in fact necessary in order to obtain accurate predictions downstream of the plate. To this end we considered the predictions of the flow in the region of the plate, where the boundary layer separates.

Figure 3 shows that the predictions of the flow angle are all very similar, which implies that the streamline directions are reasonably predicted. However, figure 4 shows that the V.D.S. and H.D.S. solutions have a maximum total kinetic energy \((\frac{1}{2}(u^2+v^2)/w_0)\) which is about 25% less than that given by the F.E. calculation. The figure also shows that an increased resolution near the plate reduces this difference.

Now we expect that any increase in the energy available in the separated shear layer will increase the distance to the point of reattachment, provided that the flow angles along, say, y/h = 1, x < 0, (or x = 0, y/h > 1) are identical. Thus the F.E. solution predicted reattachment at about x/h = 25, compared with the V.D.S. predictions of x/h = 20, for Re = 100. Thus the evidence indicates that good resolution of the flow near the plate is necessary for an accurate prediction of the high velocities that occur near separation.

The Separated Shear Layer

Figure 5 shows the growth of the shear layer, as a function of \((x/h)/Re\), for all three methods. However, with Re = 100. The shear-layer thickness, \(\delta_s\), was defined as the distance between those points where the axial velocity exceeds \(u_{min}\) by 0.05 and 0.95 times the value of \(u_{max}/u_{min}\) at that value of x. When this was of course negative since the shear layer bounds a recirculating region.

Now, as indicated earlier, we expect flow variations downstream of the plate to scale linearly with Reynolds number at high values of Re. Both the F.E. and V.D.S. results exhibit this behaviour to reasonable accuracy, whereas the H.D.S. results do not. Further, as can be seen from figure 5, the H.D.S. results predict both a thicker shear layer (at a given x) and a greater rate of growth than either the V.D.S. or F.E. results. This is symptomatic of numerical diffusion and leads to early reattachment. The F.E. results show a greater rate of growth than the V.D.S. in the early part of the shear layer, whereas further downstream this trend is reversed. Since the shear layer in the F.E. calculation is more energetic and more strongly deflected than in the V.D.S. prediction, a simple comparison of the rate of shear-layer growth may be unrealistic.

Surface Pressure and Bubble Length

We expect the surface-pressure coefficient on the splitter plate to be a function only of \((x/h)/Re\), for sufficiently large Re, as indicated earlier. Both the V.D.S. and F.E. results had this property for Re > 50, whereas there was significantly greater spread in the H.D.S. results. The base pressure was rather lower for the F.E. prediction than either H.D.S. or V.D.S.; this is precisely as expected because the separating boundary layer is significantly more energetic for the F.E. prediction.

Figure 6 shows the normalized distance to reattachment, L/Re, of the separated shear layer, plotted against Re for V.D.S., H.D.S. and F.E. simulations. It is clear that differences between the various solutions increase with Reynolds number. In particular, hybrid differencing does not lead to a linear growth of L with Re, as originally anticipated; V.D.S. solutions, however, do exhibit the expected behaviour, although the predicted L/Re is not as high as that given by the F.E. calculations. In view of the results discussed earlier we believe that this must be due almost entirely to inadequate resolution near the plate. Since, in the V.D.S. solutions, the downstream surface pressures and shear-layer growth rate have the expected behaviour for Re > 30, it is difficult to ascribe too low a value of L/Re to deficiencies in the grid downstream of the plate.

Discussion and Implications for Turbulent Flow Calculations

We have remarked that laminar flow over a plate at Re = 0(100) is qualitatively similar to turbulent flow at high Reynolds number. It is reasonable to suppose therefore that the numerical errors in this flow will be similar to those in the turbulent flow, at least as far as the momentum equations are concerned. There are of course additional difficulties associated with the turbulent flow calculation, such as additional equations representing transport of turbulence kinetic energy and stress. Nevertheless, we expect the conclusions reached here to have direct application to turbulent flow calculations.

We have seen that the nature and significance of the errors in our calculations depend first on the particular numerical method, but also on the region of the flow where each method is employed. In the irrotational region upstream of the boundary layer on the front of the plate, there is a balance between pressure gradients and the inertial terms. In this region the two finite-difference schemes are inaccurate because they do not conserve energy, and the resulting errors in the predicted flow may subsequently be convected downstream. The finite-element method, on the contrary, does not invoke upwinding and therefore behaves more satisfactorily in the irrotational region because the integrals of motion, in particular the kinetic energy, are more nearly conserved. The penalty to pay for this advantage is that it is necessary to use a refined grid that resolves the boundary layer; otherwise, the solution is beset with wiggles.

If there were turbulence in the upstream flow for the high Reynolds number case, the equations would still have the same dominant terms, and would, we believe, require a numerical scheme that conserves energy for their accurate solution. However, it is then still necessary to resolve the much thinner boundary layer at high Reynolds number with a very fine grid, in order to avoid oscillatory solutions. On the other hand, schemes like H.D.S. and V.D.S. maintain stability by introducing dissipation into their description of the convective terms; it is not then essential to resolve the boundary layer. But such methods, as we have seen, introduce significant errors in the upstream region, principally associated with energy loss from the flow. However such errors are bounded, and may not be much larger for Re = 0(105) than they are in the present case.
(figure 2) - they could be reduced by refining the grid. Our results show that flow around separation, which is important in determining the characteristics of the downstream flow, can be predicted with acceptable accuracy using such methods, provided that the grid near the plate is sufficiently fine - it seems to be more important to resolve the flow in the regions of large gradients just outside the boundary layer (e.g. -1 - x/L < 0) than further upstream, where mesh Reynolds numbers are actually higher.

An adequate grid must have mesh spacings no larger than a few percent of the plate height in that region. This may not resolve the boundary layer at high Reynolds number, but is sufficient for reasonably accurate prediction of the potential flow around separation.

The characteristics of the flow in the downstream region are quite different: pressure gradients have less significance and the equations of motion impose a balance between viscous and inertial forces, particularly in the shear layer. In fact, these differences in the basic character of the flow preclude the choice of a single numerical method that is ideal both in front and behind the barrier. In assessing the performance, in the downstream region, of the various methods considered in this paper, we find that H.D.S. is certainly inadequate in comparison with the other schemes. The simple upwinding technique in the hybrid scheme introduces numerical diffusion that leads to a too rapid spread of vorticity, and as a result to premature reattachment of the separated shear layer. Since the recirculation regions are very similar in size for Re = 0(100) and Re = O(10^3), we would expect to find similar numerical errors even though the lower-order schemes like H.D.S. will not be very satisfactory for calculations of turbulent flow at high Reynolds numbers. A major conclusion of this work is that such schemes should be used with great caution.

We cannot of course infer that the V.D.S. or F.E. methods, which seem to be adequate for predicting laminar flows, will also perform well in studies of turbulent flow. (Indeed, as noted earlier, the latter requires resolution of the boundary layer on the front of the plate, and so would probably be impossible to apply directly at Re = 10^5).

We are currently looking at a source-corrected scheme proposed by Lillington(10). The initial results are quite encouraging; it seems that the scheme reduces the errors in the irrotational region upstream of the plate, and consequently produces a longer recirculation zone than the standard V.D.S. We hope to give more details at the conference presentation.

In conclusion, we believe that there is a need to develop a more accurate and robust numerical method, which can be applied with confidence to flows that have distinct regions with quite different characteristics.
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Figure 1. Flow geometry (not to scale) and boundary conditions used for the calculations.

Figure 2. Change in total head along the stagnation streamline, $y = 0$. 
Figure 3. Flow angle \( v/u \) upstream of the fence tip \( (y = 1) \).

Figure 4. Normalized kinetic energy \( (u^2 + v^2)/u_c^2 \) upstream of the fence tip.

Figure 5. Shear-layer growth at \( Re = 100 \).

Figure 6. Bubble length \( L/h \) against Reynolds number.
ABSTRACT

Velocity measurements made by laser anemometry on the turbulent flow induced by a jet in a cubic cavity are presented. A numerical code solving the instationary Navier-Stokes equations in three dimensions for the large-scale field is described. Subgrid scale turbulence can be modelled by a turbulent viscosity.

The results of two cases of large-eddy simulation made with this code on the flow induced by a jet in the cubic cavity are then compared with measurements.

The same numerical code is applied to large eddy simulation of Plane Poiseuille Flow with periodic boundary conditions. Some results on mean velocities and Reynolds stresses are presented and compared with measurements.

INTRODUCTION

The flow induced by a jet in a cavity is studied as a typical case of industrial flows requiring 3-D numerical prediction with turbulence simulation.

A similar computation was performed on plane Poiseuille Flow in order to understand better the turbulence production mechanism in a simpler case of wall-bounded flow.

MEASUREMENTS IN THE CUBIC BOX

A cubic box (side a = 50 cm) is included in a loop of cold water. The flow enters the box through the window F1 (see fig. 1) and exits the box through the window F2. F1 and F2 are square windows (side b = 15 cm) and are such that there is no symmetry plane for the flow. The flow consists of a jet entering the box and impinging the opposite wall, generating on each side of the jet a recirculating flow which goes down and progressively moves towards the exit area near F2.

The flow rate is kept as constant as possible by a free overfall control. The entrance mean velocity is $U_0 = 24$ cm/s and the entrance Reynolds number is Re = 36,000.

Several flow visualizations are made by taking pictures of particles illuminated when passing through a plane light beam. These visualizations show that except for the planes cutting the jet along its main axis, no big and stable structures are present but mainly middle sized (5 to 10 cm) eddies of relatively short life.

Laser doppler anemometry measurements are performed to obtain simultaneously two components of the velocity at one point of the box. The signals are then treated to get an average value or a filtered value but also the standard deviation and the spectrum of the fluctuations.

NUMERICAL SIMULATION: "TRIDIM" CODE

The instationary Navier-Stokes equations for the large-scale 3D flow of an incompressible fluid are discretized in a time-advancing finite-difference scheme on two staggered grids.

Large-Scale Field Computation (7)

Velocity fields $U_i(x, t)$ are separated into a large-scale component $U_i(x, t)$ and a subgrid-scale component $U_i'(x, t)$ by a filtering operation:

$$ U_i(x, t) = \int G\left(x - x'\right) U_i\left(x', t\right) dx' $$

$$ U_i(x, t) = U_i - U_i' $$

Filtering Navier-Stokes equations are:

$$ \frac{\partial U_i}{\partial t} + \frac{\partial}{\partial x_j} \left( U_i U_j \right) = - \frac{1}{\rho} \frac{\partial P}{\partial x_i}, $$

$$ - \frac{\partial}{\partial x_j} \left( \nu \frac{\partial U_i}{\partial x_j} \right) $$

$$ \frac{\partial U_i}{\partial x_j} = 0 $$

Where:

$$ U_i = U_i + U_i' $$

is the "Leonard Stress", and

$$ S_{ij} = U_i U_j + U_j U_i - \frac{2}{3} \delta_{ij} \Omega $$

is the "subgrid stress".

In a finite difference scheme, the
Characteristic length $\lambda$ of the filter has to be several times bigger than the mesh size of the scheme, to make sure that all filtered wavelengths are really computed.

In our wall bounded flows calculations, this would imply a very large number of grid points if $\lambda$ is in the inertial subrange, as it has to be.

These are the reasons why we did not use a formal filtering operation, but the inherent filtering effect of the finite difference scheme (MOHN et al. 9) did the same in the inhomogeneous direction of channel flow, although their number of grid points was quite important.

With this kind of filtering, tests showed that the Leonard stress was within the round-off errors of the finite difference scheme. We have thus neglected these terms.

The subgrid scale stress tensor is modelled with a turbulent viscosity:

$$S_{ij} = -2\nu \frac{\partial U_j}{\partial x_i} + \frac{1}{\delta} S_{ij} B_{ij}$$  \hspace{1cm} (5)

where:

$$B_{ij} = \frac{1}{2} \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right)$$  \hspace{1cm} (6)

is the large-scale strain-rate tensor.

We use the Smagorinsky's (11) subgrid model:

$$\nu = C_s \frac{2}{\lambda} \left( \delta t \delta x \right)^{1/2}$$  \hspace{1cm} (7)

(where $C_s$ is a constant and $\lambda$ a characteristic length of the mesh size).

This model is the most classical one and usually gives rather good results, although it does not reproduce the backscatter transfer from subgrid scale to large scales \((8)\) as it was recently pointed out by a comparison with direct simulations \((9)\).

Note that the subgrid part of the subgrid stress tensor is incorporated with the pressure:

$$P = \frac{1}{3} \rho \delta S_{ij}$$  \hspace{1cm} (8)

Discretization of the Equations

\((n + 1)\)th step is resolved in three steps (The method is on the same pattern as the one proposed by CHODIN (2)):

Step I: Advection of momentum (split into 3 directions):

$$\frac{U_i - U_i^0}{\Delta t} + \left( U_i \frac{\partial U_i}{\partial x_j} \right) = 0$$  \hspace{1cm} (9)

This equation is solved by a method of characteristics with third-order interpolation

$$\frac{\partial U_i}{\partial x_j} \frac{\partial U_i}{\partial x_j} = 0$$

$U_i$ is constant on the characteristics:

$$\Delta x = U_i \Delta t$$

The intersections of one of the axes:

\((t = t^0)\) or \((x = x_n)\)

with the characteristics containing the points

\((x_i, t^{n+1})\), \(i = 1, ..., N\)

are computed.

$$t^{n+1}$$

Cubic interpolation

Then $U_i$ is computed with third-order interpolation at these intersections.

This method is unconditionally stable in each direction, but, due to the splitting in three directions, the Courant criterion has to be observed to insure accuracy. On the other hand this scheme is not energy-conserving, but the third-order interpolation prevents from too-important numerical diffusion.

Step II: Diffusion of momentum (split into 3 directions):

$$\frac{U_i - U_i^0}{\Delta t} = \frac{\partial \nu}{\partial x_j} \left\{ (\nu + \nu_t) B_{ij} \right\}$$  \hspace{1cm} (10)

This equation is solved by a double-sweep implicit scheme.

Step III: Continuity and pressure

$$\frac{\partial \nu}{\partial x_j} = 0$$  \hspace{1cm} (11)

$$\frac{\partial \nu}{\partial x_j} = 0$$  \hspace{1cm} (12)

$$\frac{\partial \nu}{\partial x_j} = \frac{\partial \nu}{\partial x_j}$$  \hspace{1cm} (13)

(13) : Poisson equation solved by a Gauss-Seidel iterative method with over-relaxation and Neumann boundary condition:

$$\frac{\partial \nu}{\partial n} = 0$$  \hspace{1cm} (see below)

Pressure is defined on a staggered grid ("pressure points" are in the center of "velocity cubes")
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Boundary Conditions

Entrance : \( V^1 = V_0 \) given
Exit : no condition ; \( V^1 \) is computed assuming that advection is dominating.
Walls: The boundary condition should be \( V^1 \cdot n = 0 \). But, since the number of grid points we use is not sufficient to allow such a condition, we set : \( V^1 \cdot n = 0 \) for the component normal to the wall and we assume a relationship between total shear stress and instantaneous tangential velocity \( V^1 \).

This relationship, based on the logarithmic law for mean velocity near a rough wall, is quite a crude assumption for instantaneous velocities. Schumann (10) had rather good results with similar boundary conditions in channel flow.

In the calculation, we choose arbitrarily as a boundary condition for step II (diffusion) the same condition as for the whole time step:

\[ V_n = V_{n-1} = V_0 \]

then equation (11) yields at boundaries:

\[ \rho \frac{\partial V_{n+1}}{\partial t} = - \rho (V^1 - V_n) = 0 \]  

(In fact, tests showed that the results are the same with any normal velocity boundary condition for step II). And then, boundary condition for step III (Poisson equation) is justified:

\[ \frac{\partial \rho}{\partial n} = 0 \]

Equation (11) yields also at boundaries:

\[ \frac{\partial V_{n+1}}{\partial n} = - \frac{\partial V_{n+1}^1}{\partial n} \]  

\[ \frac{\partial V_{n+1}}{\partial n} - \frac{\partial V_{n+1}}{\partial n} = 0 \]

So the boundary condition on shear gradient is also the same for step II and whole time step.

NUMERICAL COMPUTATION OF THE FLOW INDUCED BY A JET IN A CUBIC CAVITY AND COMPARISON WITH MEASUREMENTS

Fig. 2 gives a sample of comparison between measurements and numerical mean flow results in the case of an algebraic turbulent subgrid scale viscosity model. Fig. 3 gives the same comparison for a case with no such viscosity. The full comparison between measurements and numerical results shows that the main aspects of the flow are present even in the no viscosity case: the turbulent viscosity makes the comparison better in the jet region but some discrepancies remain in the recirculating area under the jet.

These differences between the two cases confirm that the numerical diffusion, inherent to the advection scheme, is not too high : it does not exceed the turbulent diffusion. But an important feature observed in experiments - the increase of turbulent energy from the entrance to the inside of the box - is not reproduced in this simulation, even with fluctuating boundary conditions at the entrance.

This result led us to perform the same simulation scheme on plane Poiseuille flow in order to test its turbulent production mechanism.

LARGE EDDY SIMULATION OF PLAN TURBULENT POISEUILLE FLOW

This calculation aims to improve our LES scheme and its turbulence production mechanisms on this simple case of wall-bounded shear flow about which a large amount of measurements - made by G. COMTE-BELLOT (3) - is available.

Computational Specifications for this Flow

The computational domain has the following dimensions:

- \( L_x = 8 \ D \) in the streamwise direction
- \( L_y = 4 \ D \) in the spanwise direction
- \( L_z = 2 \ D \) in the vertical direction

Boundary conditions in the horizontal directions:

- According to measurements (3), the double space correlations \( \rho_{11} (L_x/2, 0, 0) \) and \( \rho_{11} (0, L_y/2, 0) \) between the boundaries in these directions are negligible. So the flow between infinite plates can be represented with spatial periodicity for both velocity and pressure fluctuations:

- velocity : in the convective operator, a characteristic leaving the domain at one face of the parallelepiped in the \( x \) or \( y \) direction re-enters it at the opposite face in the same direction.

- pressure fluctuations : \( p' = p - \bar{p} \) \[ P_0 \] being a given constant gradient pressure field \( P_0 = - \rho \bar{U} \frac{U}{L_x} \)

The Poisson equation is solved in a domain which is "closed on itself" in two directions.

The number of grid points is:

- \( n_x = 65 \) in the streamwise direction
- \( n_y = 33 \) in the spanwise direction
- \( n_z = 33 \) in the vertical direction

with uniform grid spacing.
**Fig. 2.** FLOW IN THE CUBIC BOX (Grid 21x21x27)  
With turbulent viscosity

**Fig. 3.** FLOW IN THE CUBIC BOX (Grid 21x21x27)  
Without turbulent viscosity
boundary conditions on the walls
- vertical velocity component $W/\text{wall} = 0$
- for the horizontal velocity components, since the above number of grid points is not sufficient to describe a boundary layer with no-slip boundary conditions, we assume a relationship between total shear stress and instantaneous tangential velocity, as described above.

Statistical operator
A statistical operator is needed to compare results with theoretical and experimental data. We choose to define it at each time step of the computation as the mean value over a plane parallel to the walls:
\[
\langle \theta \rangle (t,x,y) = \frac{1}{LxLy} \int_0^{Lx} \int_0^{Ly} \theta(t,x,y,z) \, dx \, dy
\]
and $\sigma = \langle \theta \rangle - \langle 0 \rangle$
(An actual time averaging at one point can be used to study large wave length phenomena, such as pressure-stain correlations...)

Initial Condition
The spatial periodicity implies some equivalence between an entrance boundary condition ($x = 0,0 < t < T$) and an initial condition function of $x$ ($0 < x < Lx, t = 0$). We thus defined an initial fluctuating velocity field as a series of periodic functions of $x$ with a ($-5/3$) power energy spectrum.

\[
\bar{u}_i = \sum_{i=1}^n a_i \cos (k_i x + \phi_i(y,z))
\]
\[
n = \frac{Dx^4}{2} \quad k = 2\pi \frac{Lx}{Dx}
\]
where $(a_i)^2 = Cl(2)_{z} - 5/3$ and:
\[
\phi_i(y,z) \text{ are random function}
\]
(pressure field and incompressibility are obtained by resolution of Poisson equation (13), as in a time step).

With no more initial correlation between the $\bar{u}_i$, the turbulent energy level had a rapid decrease during the first time steps.

In order to insure a non-level initial turbulent production:
\[
P = -\langle \bar{u}_i \bar{u}_j \rangle \frac{\partial \Omega_{ij}}{\partial x_k}
\]
we add to the initial fluctuating velocities a sheared mean velocity profile $\langle U \rangle$ and we choose the differences:
\[
\langle \phi_x^2 \phi_y \rangle \quad \text{and} \quad \langle \phi_y^2 - \phi_z \rangle
\]
such as the turbulent shear stresses have the theoretical values:
\[
\langle \bar{u}_i \bar{u}_j \rangle = \langle U \rangle^2 (1 - \frac{1}{2}) \quad \text{[except near the walls]}\]
\[
\langle \bar{u}_i \bar{u}_j \rangle \quad \text{and} \quad \langle \bar{u}_i \bar{u}_j \rangle \quad \text{[except near the walls]}
\]
With these initial conditions, the computed energy decrease is much slower.

Computed Turbulent Kinetic Energy
\[
(k_c = \frac{1}{2} \langle \bar{u}_i \bar{u}_j \rangle)
\]

Despite the improvement on initial condition, the decrease of $k_c$ still remained, due to the advection scheme.

As a first approximation to face this problem, we maintain at a fixed (experimental) level $k_c$ the integral value $I_c$ of $k_c$ over the whole computational domain, at each time step:
\[
I_c (t^n) = \frac{1}{V} \int_0^V k_c (x,y,z) \, dx
\]
(Practically, we multiply the three components of the fluctuating velocity at each point by the same ratio $k_c/I_c$).

A few remarks about this operation:
1. The relative change of $I_c$ decreases in time, and, after a few time steps, it becomes:
\[
\frac{k_c - I_c}{k_c} < 5 \times 10^{-3}
\]
2. The computed fluctuations are also near the measurements, despite a lack of accuracy on the shear stress value on the boundary.

The computed part of turbulent shear stress $\langle \bar{u}_i \bar{u}_j \rangle$ is about what can be expected. (Fig. 6)

CONCLUSION
The lack of computed fluctuations observed in the flow induced by a jet in a cubic cavity led us to study the turbulent production in plane Poiseuille flow, and to define on this flow an integral turbulent energy control procedure.

An analogous procedure could be applied to the jet in a cavity (with time-mean statistical operators) in order to obtain, with an improvement on subgrid scale modeling, a more accurate large eddy simulation of that flow with our stable numerical scheme.
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INTRODUCTION

Three dimensional incompressible viscous calculations are done by means of spectral methods.
For time derivatives several schemes have been used:
- finite difference scheme.
- pseudo-spectral scheme.

The solution of Navier-Stokes unsteady equations is obtained by expanding the unknown functions on Fourier series or on a basis of Chebyshev polynomials (e.g. ref. [3] [4]).

Let us set:

\[
\begin{align*}
(a) \quad g_i (\mathbf{U}, P) &= \frac{\partial \mathbf{U}_i}{\partial t} + \frac{\partial \mathbf{U}_i \cdot \mathbf{U}}{\partial x_j} \\
&- \nu \Delta \mathbf{U}_i + \frac{\partial P}{\partial x_i} = 0 \\
(b) \quad g_i (\mathbf{U}, P) &= \frac{\partial \mathbf{U}_i}{\partial t} + \frac{\partial \mathbf{U}_i \cdot \mathbf{U}}{\partial x_j} \\
&- \nu \Delta \mathbf{U}_i + \frac{\partial P}{\partial x_i} = 0
\end{align*}
\]

where \( \mathbf{U} \) is the velocity vector, \( \mathbf{U} \) the velocity components and \( P \) the pressure (divided by constant density).

For calculations of turbulent flows, a classical space filter is define (ref. [2]):

\[
\phi(x,t) = \int G(x,x') \phi(x',t) dx'
\]

with

\[ x \in \mathcal{M} = [-1,1]^3 \]

and

\[ x = (x_1', x_2', x_3') \]

Let us set:

\[
\phi(x,t) = \bar{\phi}(x,t) + \phi(x,t)
\]

then by applying filter \( G \) to equation (1) we obtain:

\[
\begin{align*}
(a) \quad \bar{g}_i (\bar{\mathbf{U}}, \bar{P}) &= \frac{\partial \bar{\mathbf{U}}_i}{\partial t} + \frac{\partial \bar{\mathbf{U}}_i \cdot \bar{\mathbf{U}}}{\partial x_j} \\
&- \nu \Delta \bar{\mathbf{U}}_i + \frac{\partial \bar{P}}{\partial x_i} = 0 \\
(b) \quad \bar{g}_i (\bar{\mathbf{U}}, \bar{P}) &= \frac{\partial \bar{\mathbf{U}}_i}{\partial t} + \frac{\partial \bar{\mathbf{U}}_i \cdot \bar{\mathbf{U}}}{\partial x_j} \\
&- \nu \Delta \bar{\mathbf{U}}_i + \frac{\partial \bar{P}}{\partial x_i} = 0
\end{align*}
\]

with

\[
\begin{align*}
(a) \quad \sigma_{ij} &= \sigma_{ij} - \frac{1}{2} \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j \\
(b) \quad \Pi &= \bar{P} + \frac{1}{2} \sigma_{kk} \\
(c) \quad \sigma_{ij} &= \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j - \frac{1}{2} \bar{\mathbf{U}}^2
\end{align*}
\]

The Smagorinsky closure model is then used:

\[
\sigma_{ij} = -2 \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j ^2
\]

with

\[
\begin{align*}
(a) \quad -\frac{1}{2} \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j &= \frac{1}{2} \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j + \frac{1}{2} \bar{\mathbf{U}}_i \bar{\mathbf{U}}_j \\
(b) \quad \bar{\mathbf{U}}_i &= (c \Delta_t)^2 \bar{\mathbf{U}}_i \\
\end{align*}
\]

where \( \Delta_t \) is a length factor.

Three cases are now considered:
- the inhomogeneous flow in a cubic domain, with initial and boundary conditions for the velocity components.
- the inhomogeneous Navier-Stokes equation in a cubic domain, with initial conditions and periodicity in the space directions.
- the inhomogeneous flow in a cubic domain, with initial and boundary conditions.

A pseudo-spectral space-time scheme is issued for solving equations (1) (first case) or equation (4) (second case).

In the third case, equations (1) are solved by means of a pseudo-spectral scheme in the space directions and of a finite difference scheme on the time axis.

Other accurate time differentiating techniques have been proposed: a technique of Taylor expansion was used by J. Gazdag for the Burgers and Vlasov equations (1973, ref. [1]), by R.M. Morf, S.A. Orszag and U. Frisch for investigating the singularities of Euler equations (1980, ref. [5]) and by P.R. Roy for the incompressible Navier-Stokes equations (1980, ref. [6]).

II. INHOMOGENEOUS FLOW IN A CUBIC DOMAIN

Solution of the four equation (1) is obtained as a limit of a sequence of approximate solutions (see ref. [4]):

\[
(\mathbf{U}, P_i) \rightarrow (\mathbf{U}, P_m) \rightarrow (\mathbf{U}, P_1) \rightarrow \cdots \rightarrow (\mathbf{U}, P_m) \rightarrow (\mathbf{U}, P)
\]

At each iteration (calculation of the \( n+1 \)th approximation as a function of the \( n \)th one, the new set of functions \((\mathbf{U}, P)^{n+1}\) is calculated of the entire space-time domain:

\[
(X, t) \in [-1,1]^3 \times [0, T]
\]

The limit \((\mathbf{U}, P)^\infty\) of this sequence is a space-time approximation of the flow solution.

Let us set:

\[
\begin{align*}
(a) \quad \bar{\mathbf{U}} &= \bar{\mathbf{U}}^{n} + \Delta \bar{\mathbf{U}} \\
(b) \quad \bar{P} &= \bar{P^{n}} + \Delta \bar{P}
\end{align*}
\]

where \((\bar{U}, P)\) the variation of the solution between iteration \( n \) and iteration \( n+1 \) is obtained by means of approximation of equations (1):

\[
\begin{align*}
(a) \quad g_i (\bar{\mathbf{U}}, \bar{P}) &= 0 \quad i=1,2,3 \text{ or } \bar{t} \\
(b) \quad g_i (\bar{\mathbf{U}}, \bar{P}) &= 0 \\
(c) \quad h_i (\bar{\mathbf{U}}, \bar{P}) + g_i (\bar{\mathbf{U}}, \bar{P}) &= 0 \quad i=1,2,3 \text{ or } \bar{t}
\end{align*}
\]
The functions \( h_\tau \) are finite difference approximations of:

\[
g_i(\vec{u} + \vec{u}, \vec{p}^* + \vec{p}) - g_i(\vec{u}, \vec{p})
\]

Each iteration consists of three steps:
- calculation of the residues \( g_i(\vec{u}, \vec{p}) \) by pseudo-spectral expansions on a set of Chebyshev polynomials of \( \vec{u} \) and \( \vec{p} \),
- calculation of the variation \( \vec{u} \), \( \vec{p} \) by solving the four equation (11),
- calculation of the new values:

\[
\begin{align*}
\vec{u}^{n+1} & = \vec{u}^n + \sigma \vec{u}^n \\
\vec{p}^{n+1} & = \vec{p}^n + \sigma \vec{p}^n
\end{align*}
\]

where \( \sigma \) is an under-relaxation coefficient calculated for convergence of the method (e.g., S.A. Orszag [7] and McCorry and Orszag [8]).

II.1. Residue calculation

For each space or time direction the unknown functions are expanded on a basis of first kind Chebyshev polynomials.

By formal derivation, we obtain then the expansions of the partial derivatives, and by means of Fast Fourier Transform, the values of the partial derivatives at the Chebyshev collocation points.

II.2. Variation calculation

Let us set:

\[
\begin{align*}
\begin{cases}
D_k & = \frac{3}{2} \Delta \\
D_k & = \frac{3}{2} \Delta \\
D_k & = \Delta
\end{cases}
\end{align*}
\]

where \( D_k \) are finite difference approximations of the corresponding continuous operators.

Then equations (11) become:

\[
\begin{align*}
\begin{cases}
D_k \vec{u}^n + D_j (\vec{u}, \vec{u}_j \vec{u}^n + \vec{u}_j \vec{u}^n + \vec{u}_j \vec{u}^n) - 2D^2 \vec{u}^n = 0 \\
+ D_k \vec{p} + D_j \vec{p} = 0
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
D_k \vec{u}^n + D_j \vec{u}^n + D_j \vec{u}^n = 0
\end{cases}
\end{align*}
\]

where

\[
\begin{align*}
\vec{g}_i & = g_i(\vec{u}, \vec{p})
\end{align*}
\]

Instead of solving (15b), we use the divergence of (15a) and by taking (15b) into account, we obtain a Poisson equation for the pressure variation \( p \):

\[
D_k \vec{p} + D_j \vec{p} + 2D^2 \vec{p} - D_k \vec{p}^n = 0
\]

\[
D_k \vec{p} + D_j \vec{p} + 2D^2 \vec{p} - D_k \vec{p}^n = 0
\]

The associate boundary conditions are Neumann conditions given by (15a).

For convergence and cost of the method, the choice of finite difference approximation \( D_k \) is important (ref. [4], [7], [8]).

Two kinds of approximations are used for space derivatives:
- central second order approximations on the Chebyshev collocation points,
- same approximations on a finer grid (for these new points, residues are calculated by means of Chebyshev interpolations).

For time derivative, a first order scheme is used:
- implicit for the diffusive term,
- explicit for the convective terms.

III. HOMOGENEOUS FLOW IN A CUBIC DOMAIN

Similarly, the solution of equations (4) can be computed as a limit of the following sequence:

\[
(\vec{u}, \vec{p}), (\vec{u}, \vec{p}), (\vec{u}, \vec{p}), \ldots \rightarrow (\vec{u}, \vec{p})
\]

Each iteration is slightly modified:
- calculation of residues \( g_i^0 \) by pseudo-spectral Fourier series expansions of \( \vec{u}_i^0 \) and \( \vec{p}_i^0 \),
- calculation of the variation \( \vec{u}^0 \) by solving the four equations:

\[
\begin{align*}
\begin{cases}
\vec{g}_i^0(\vec{u}^0, \vec{p}^0) = 0
\end{cases}
\end{align*}
\]

where \( \vec{g}_i^0 = \vec{g}_i(\vec{u}, \vec{p}) \)

and where \( \vec{g}_i^0 \) are approximations of

\[
\begin{align*}
\begin{cases}
\vec{g}_i^0(\vec{u}^0, \vec{p}^0) = \vec{g}_i(\vec{u}, \vec{p})
\end{cases}
\end{align*}
\]

where \( \bar{v} \) is a mean value at given \( t \) of \( v + \nu \).

Instead of finite difference schemes for space partial derivative approximations, we use Fourier expansions on the space axes. The only differences between operators \( \vec{K}_i^0 \) and \( \vec{g}_i^0 \) are then due to non-linearity of the Navier-Stokes equations and to time discretization.

These are calculated by Chebyshev polynomial expansions (for the operators \( \vec{K}_i^0 \)) and by finite difference approximations (for the operators \( \vec{g}_i^0 \)).

The similarity of the operators \( \vec{K}_i^0 \) and \( \vec{g}_i^0 \) insures the convergence of the method (e.g., ref. [3], [4], [7], [8]).

IV. PIPE FLOW (WITH TRANSVERSAL SQUARE SECTION).

Equations (1) are to be solved in the domain:

\[
\Omega = [-1, 1] \times [-1, 1] \times [0, L]
\]

with no-slip conditions on the boundaries:

\[
\begin{align*}
\vec{x} & = \pm 1 \quad \text{or} \quad \vec{y} = \pm 1
\end{align*}
\]

with up-stream conditions:

\[
\begin{align*}
\vec{U} & \quad \text{given for} \quad \vec{y} = 0
\end{align*}
\]

and with down-stream conditions:

\[
\begin{align*}
\begin{cases}
\frac{2\vec{U}}{\vec{L}} = 0 & \quad \text{for} \quad \vec{y} = \vec{L}
\end{cases}
\end{align*}
\]

A leap-Frog scheme is used for time discretization and equation (1) gives us:

\[
\begin{align*}
\begin{cases}
\frac{\vec{U}_i^{n+1} - \vec{U}_i^n}{\Delta t} + \frac{3}{2} \left( \frac{\vec{U}_i^{n+1} + \vec{U}_i^{n-1}}{3} \right) = 0
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\frac{2\vec{U}_i^{n+1}}{\vec{L}} = 0 & \quad \text{with} \quad \vec{U}_i^{n+1} = \vec{U}_i(\vec{n} + \Delta t)
\end{cases}
\end{align*}
\]

where \( \Delta t \) is the time step.
Let us set:

\[ A^* = -\nabla \cdot \frac{1}{\rho} \frac{\partial \mathbf{U}}{\partial t} + \frac{3}{2} \left( \frac{\partial (\mathbf{U} \cdot \mathbf{U})}{\partial t} \right) - 2 \frac{\partial P^*}{\partial x_j} \frac{\partial}{\partial x_i} + \frac{\partial P^*}{\partial x_i} \]

Then equation (23.1) becomes:

\[ \frac{\partial P^*}{\partial t} = \nabla \cdot \mathbf{U} + \frac{3}{2} \left( \frac{\partial (\mathbf{U} \cdot \mathbf{U})}{\partial t} \right) - 2 \frac{\partial P^*}{\partial x_j} \frac{\partial}{\partial x_i} + \frac{\partial P^*}{\partial x_i} \]

And by taking into account equation (23.2), we obtain a Poisson equation for \( P^* \):

\[ \Delta P^* + \frac{\partial A^*}{\partial x} = 0 \]

with Neumann boundary conditions given by (25).

Because of the boundary conditions for the pressure \( P^* \), equations (25) and (26) are solved simultaneously (for \( t = t_{n+1} \)). For each time level, an iterative process, similar to the unsteady previous one (equations (11), (12)), is then developed:

- for a given approximation \( (\mathbf{U}, P)^n \) of \( (\mathbf{U}, P)^{n+1} \), the residual values of equations (25) and (26) are calculated by means of Chebyshev polynomial expansions:

\[
\begin{align*}
(a) \quad R^*_{i,j} &= \frac{U^*_i}{\partial t} + \nabla \cdot D^* \mathbf{u}_j + D^* \mathbf{p} + R^*_{i,j} = 0 \\
(b) \quad \Delta P^* + \frac{\partial A^*}{\partial x} &= 0
\end{align*}
\]

for a given value of \( t = t_{n+1} \).

- a better approximation of \( (\mathbf{U}, P)^{n+1} \) is then obtained by solving a set of four partial differential equations for the variables \( (\mathbf{U}, P, \mathbf{u}, \mathbf{p}) \):

\[
\begin{align*}
(a) \quad \frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot \mathbf{U} &= \mathbf{0} \quad \text{for} \quad |x| = 1 \quad \text{or} \quad |y| = 1 \quad \text{or} \quad z = 0 \\
(b) \quad \frac{\partial U^*}{\partial z} + \frac{\partial U^*}{\partial y} &= 0 \quad \text{for} \quad z = L
\end{align*}
\]

and for \( \mathbf{p} \):

\[ D^* \mathbf{p} + \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot D^* \mathbf{u} + R^*_{i,j} = 0 \]

with:

\[
\begin{align*}
& i = 1 \quad \rightarrow \quad x = \pm 1 \\
& i = 2 \quad \rightarrow \quad y = \pm 1 \\
& i = 3 \quad \rightarrow \quad z = 0 \quad \text{or} \quad L
\end{align*}
\]

D and \( D^* \) (see (14)) are finite difference approximations of \( \partial / \partial x \) and \( \Delta \).

The new value of \( (\mathbf{U}, P)^{n+1} \) is then:

\[ (\mathbf{U}^* + \sigma - \mathbf{U}, P^* + \sigma \mathbf{p}) \]

where \( \sigma \) is an under relaxation coefficient.

V. RESULTS

V.1. Non homogeneous flow in a cubic domain

An exact Taylor-Green solution is compared with the results of a pseudo-spectral space-time calculation (with Chebychev expansions in the four space-time directions).

Let us set:

\[ \boldsymbol{\Omega} = \nabla \times \mathbf{U} \]

with

\[
\begin{align*}
(a) \quad \psi_x &= 0 \\
(b) \quad \psi_y = -\lambda \cos(\lambda x) \cos(\lambda y) \\
(c) \quad \psi_z &= -\lambda x \\
\end{align*}
\]

For a Reynolds number of 20 and 9x 9x 9x 9 harmonics, figure (1) shows the variation of the isobaric lines on three faces of the cubic domain. The differences between theoretical and computed values are less than 10^-4.

Remark

Calculation of the solution on the entire time domain can be performed successively in time subdomains. Initial conditions in a given subdomain are then the values of the solution obtained in the previous subdomain, for the final value of \( t \).

V.2. Homogeneous flow in a cubic domain

The pseudo-spectral space-time method has been compared with a finite difference method developed at Stanford University (ref [2]).

A Gaussian filter is used:

\[
G(k) = \left( \frac{2 \pi \Delta k}{\sigma} \right)^{-\frac{3}{2}} \exp \left( -\frac{\pi \Delta k^2}{\sigma^2} \right)
\]

with ref. [2]:

\[
\begin{align*}
(a) \quad \psi_x &= 66 \\
(b) \quad \Delta = 2 \cdot \Delta \\
(c) \quad \Delta = \text{mesh size}
\end{align*}
\]

For the Smagorinski closure model, we take (ref [2]):

\[ c = 0.206 \]

Starting from the same energy spectrum, calculations are done with 16^4 collocation points for the two methods.

It appears that skewness but not energy is very sensitive to space-time scheme (see fig. 2 and 3).

When local characteristics of the flow (such as skewness) are needed an accurate calculation of time derivatives is then necessary and a pseudo-spectral space-time formulation answers the requirements of precision.

V.3. Pipe flow (with transversal square section)

The following up-stream condition are used (for \( z = 0 \)):

\[
\begin{align*}
(a) \quad U_x &= 0 \\
(b) \quad U_z &= 0 \\
(c) \quad U_z &= (1-x^2)(1-y^2) \exp \left( 1+\Delta(t) U_0 (x, y) \right)
\end{align*}
\]
where $U_s$ is a random function with:

$$|U_s^e(x, y)| < 1$$

and where:

$$f(t) = \lambda \cdot (1 - \cos(\omega t, t))$$

Calculations are done with:

$$\begin{cases} Re = 300 \quad (= \frac{1}{\nu}) \\ q = 4 \quad (36-c) \\ \lambda = .01 \quad (38) \\ \omega t = 20 \cdot \pi \\ \delta t = .04 \end{cases}$$

For such a laminar flow, figures 4 and 5 show the evolution of isobaric lines (in the plan $y = 0$) at the beginning of calculation.

More details on the movement of isobaric surfaces during the displacement of perturbations across the pipe are shown in a movie.

For the implementation of turbulent simulation, an important work was actually done:

- the number of harmonics is increased,
- the upstream conditions are modified by introducing an unstable perturbation,
- a closure model is developed.

V. CONCLUSIONS

Some pseudo-spectral formulations have been implemented for resolution of unsteady Navier-Stokes equations. Finite difference scheme as well as pseudo-spectral scheme have been used and compared for calculation of time derivatives.

For inhomogeneous flows (cubic domain or square pipe), both schemes can be used and for given accuracy, it seems that the second one can be competitive.

The implementation of algebraic models has been done for homogeneous isotropic flows, but with such a small number of harmonics a more elaborate closure technique shall be necessary especially for non isotropic flows.
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Abstract

We present a simple method for calculating body-induced flow distortion effects on turbulent flow in the limit of turbulence integral scale very large compared to the body size. The approach is directly applicable to the problem of probe-induced distortion of turbulence measurements. We apply the method to the low Mach number flow approaching a body of revolution, and present contours of the flow-distortion parameters ahead of the body. We show that while second-order models cannot treat this problem, they should be able to treat the other extreme, where the turbulence scale is small compared to the body size.

Nomenclature

\( \delta \) body length scale
\( a_{ij} \) distortion coefficient tensor
\( \alpha_{ij} \) angle of attack part of \( a_{ij} \)
\( \phi \) body fineness ratio
\( L \) axisymmetric body length
\( \lambda \) turbulence integral scale
\( p \) fluctuating pressure
\( S \) body cross-sectional area
\( r \) radial coordinate
\( t \) time
\( T \) thickness part of \( a_{ij} \)
\( U \) total velocity field
\( u \) mean velocity field
\( u_t \) turbulent velocity field
\( V \) free-stream speed
\( \omega \) spatial coordinate
\( \theta \) angle of attack of free-stream flow
\( \xi_{ij} \) deviatoric distortion tensor
\( & \) disturbance velocity potential
\( \omega \) angular coordinate

Superscripts

\( \ast \) distorted quantity

Introduction

Traditional, in-situ sensors inevitably cause distortion of the velocity field being measured. In geophysical applications, the measuring platform (e.g., aircraft, balloon, towed body, meteorological mast, buoy) also contributes to this distortion, which can be severe enough to induce large errors in turbulence statistics.

Perhaps the most complete study to date of the effect of body-induced flow distortion on turbulence is that of Hunt (1). He showed that flow-distortion effects on turbulence are quite different in the limits \( \delta/\lambda = 0 \) and \( \delta/\lambda \rightarrow \infty \), where \( \delta \) is the body scale and \( \lambda \) is the integral scale of the approaching turbulence.

Good experimental practice dictates that the scale \( \delta \) of probes and probe supports should be minimized, and since geophysical turbulence tends to have large integral scales, its measurement will almost always involve small values of \( \delta/\lambda \). As Hunt has shown, the flow-distortion theory in this limit is simpler than that for \( \delta/\lambda \rightarrow \infty \).

We will discuss here an approach to the probe-induced flow-distortion problem for \( \delta/\lambda \rightarrow 0 \) which, while equivalent to Hunt’s, seems simpler to apply; we also will show why second-order models cannot calculate flow distortion effects for \( \delta/\lambda \rightarrow 0 \), but suggest that they should be able to do problems with \( \delta/\lambda \rightarrow \infty \).

A Turbulence Distortion Theory for \( \delta/\lambda \rightarrow 0 \)

Hunt (1) has shown that for turbulence approach flow with \( \delta/\lambda \rightarrow 0 \) the velocity field ahead of the body can be considered irrotational and steady, and Wyngaard (2) has argued that this is true even if the undisturbed flow carries mean shear and turbulent shear stress. Thus one can calculate the distortion effects using potential flow techniques. We will summarize here the method proposed by Wyngaard (2).

We assume that the distorted flow field \( \bar{u}_i(x) \) ahead of the body, having a mean part \( \bar{u}_i \) and a turbulent part \( \bar{u}_i \), is an analytic function of the undistorted oncoming flow:

\[
\bar{u}_i = \bar{u}_i + \bar{u}_i = \bar{u}_i(x, \bar{u}_1, \bar{u}_2(t), \bar{u}_3(t))
\]

By expanding (1) in a Taylor series about the basic state of unidirectional upstream flow, i.e., about \( \bar{u}_i = (\bar{u}_1, 0, 0) \) one finds an expression for the distorted turbulence field. Keeping only the first (linear) terms, this is

\[
\bar{u}_i(x,t) = a_{ij}(x)u_j(t)
\]

where we use the summation convention. The \( a_{ij} \) are
where the thickness and angle-of-attack coefficients are defined by

\[
T_{ij} = \frac{\partial a_{ij}}{\partial U_j} \quad \text{and} \quad A_{ij} = \frac{\partial a_{ij}}{\partial a_{ij}}
\]

and hence are calculable from potential flow theory. The linear truncation (2) should be adequate for most applications to flow measurements.

In the absence of the body \( \delta_{ij} = \delta_{ij} \), and (2) indicates no distortion, i.e., \( \bar{u}_{1}(x,t) = \bar{u}_{1}(t) \). When a body distorts the flow \( \delta_{ij} \) is no longer diagonal and "crosstalk" is induced among the turbulence components. Thus we express the \( a_{ij} \) as

\[
a_{ij} = \delta_{ij} + \epsilon_{ij}
\]

where \( \epsilon_{ij} = 0 \) as distortion effects vanish.

Crosstalk effects are particularly important for shear stress, say \( u_{1}u_{3} \). Ahead of a two-dimensional body, for example, the distorted turbulent components are

\[
\bar{u}_{1} = (1+c_{11})u_{1} + c_{13}u_{3}
\]

\[
\bar{u}_{3} = c_{31} u_{1} + (1+c_{33})u_{3}
\]

Thus the stress in the region of distortion is, to first order in \( \epsilon_{ij} \),

\[
\frac{\partial \bar{u}_{1}}{\partial \bar{u}_{3}} = \frac{c_{31}}{c_{13}} u_{1} - \frac{c_{11}+c_{33}}{c_{13}} u_{3}
\]

Eq. (6) indicates that a stress will be induced even if the free-stream value \( \bar{u}_{1}\bar{u}_{3} \) is zero. This relative stress departure can be quite large if the correlation coefficient between \( u_{1} \) and \( u_{3} \) is small.

Wyngaard (2) has calculated the \( \epsilon_{ij} \) for a circular cylinder (with and without a wake) and a two-dimensional sphere.

**DISTORTION BY AXISYMMETRIC BODIES**

In the case of distortion ahead of axisymmetric bodies (e.g., aircraft nose booms, towed bodies), we write the distorted flow field as

\[
\bar{u}_{1} = U_{1} + \phi_{1,1} + \phi_{2,1}
\]

\[
\bar{u}_{3} = c_{31} U_{1} + (1+c_{33})U_{3}
\]

where \( U_{1} \) is the approach flow, and \( \phi_{1} \) and \( \phi_{2} \) are the disturbance velocity potentials for "thickness" and "angle-of-attack" effects, respectively, and a comma denotes differentiation. Thus

\[
3\bar{u}_{1} = 3U_{1} + A_{11} + A_{21}
\]

\[
3\bar{u}_{3} = 3c_{31} U_{1} + 3(1+c_{33})U_{3}
\]

where the thickness and angle-of-attack coefficients are defined by

\[
T_{1j} = \frac{\partial A_{1j}}{\partial U_j} \quad \text{and} \quad A_{ij} = \frac{\partial A_{ij}}{\partial A_{ij}}
\]

For an axisymmetric body whose axis is along the \( x_{1} \)-direction, \( T_{1j} \) and \( A_{ij} \) have the forms

\[
T_{1j} = \begin{bmatrix} T_{11} & 0 & 0 \\ T_{21} & 0 & 0 \\ T_{31} & 0 & 0 \end{bmatrix}
\]

\[
A_{ij} = \begin{bmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{bmatrix}
\]

Symmetries reduce the number of independent components of \( T_{1j} \) and \( A_{ij} \). Using Fig. 1, with \( x_{3} = r \cos \omega \) and \( x_{2} = -r \sin \omega \), we see that

\[
T_{21} = -T(r) \sin \omega
\]

\[
T_{31} = T(r) \cos \omega
\]

so that there are only two independent components of \( T_{1j} \). Similarly, we see that

\[
A_{12}(x_{1}, r, \omega) = A_{13}(x_{1}, r, \omega) + \pi / 2
\]

\[
A_{22}(x_{1}, r, \omega) = A_{33}(x_{1}, r, \omega) + \pi / 2
\]

Thus \( A_{ij} \) has only three independent components.

![Fig. 1 Coordinate system for axisymmetric body problem](image)

For slender bodies \( T_{1j} \) and \( A_{ij} \) can be calculated by the methods discussed by Laitoné (3,4). We start with the expressions

\[
\phi_{1} = - \frac{\omega}{2\pi} \int_{0}^{L} \frac{S'(y)}{[(y-\gamma)^{2} + r^{2}]^{3/2}} dy
\]

\[
\phi_{2} = - \frac{\omega \arccos}{2\pi} \int_{0}^{L} \frac{g(y)}{[(x_{1}-y)^{2} + r^{2}]^{3/2}} dy
\]

The function \( g \) is

\[
g(y) = S(y) \left[ 1 - \frac{S'(y)}{4\pi} \ln \frac{S}{\pi r^2/2} \right]
\]

and the function \( S \) represents the cross-sectional area as a function of axial distance; primes denote derivatives.

The differentiation of \( \phi_{1} \) and \( \phi_{2} \), with respect to \( x_{1} \), is straightforward, as is the differentiation with respect to \( U_{1} \). By (12) only differentiation with respect to one other velocity component (say \( U_{2} \)) is necessary, and this is done by using \( \partial \phi_{1}/(\partial U_{2}) = (\partial \phi_{1})/\partial U_{1} \).

We have done these calculations for a parabola of revolution, whose cross-sectional area \( S \) varies as

\[
S = \pi r^2 (1 - (2x_{1}/L)^{2})^{3/2}/(4F^{2})
\]
The results for the five independent components of $T_{11}$ and $A_{11}$, using the body (15) with $F = 6$ and $x_1 = -0.55$ L (i.e., 0.05 body lengths or 0.30 maximum diameters upstream from the leading point) are shown in Figs. 2-5.

Fig. 2 Upper: $T_{11}$ contours ahead of a parabola of revolution (15), with $F = 6$ and $x_1 = -0.55$ L. Ends of axis arrows are $r = L/2$. Contour interval 0.004. Lower: same except T(r).

Fig. 3 Same as Fig. 2 except $A_{11}$. Contour interval 0.004.

Fig. 4 Same as Fig. 2 except $A_{22}$. Contour interval 0.002.
The Poisson equation for fluctuating pressure $\bar{p}$ ahead of a body is

$$\bar{p}_{ij} - 2\bar{u}_i u_j - \bar{u}_i, j + \bar{u}_j, i + \bar{u}_j, j = 0 \quad (17)$$

The first term on the right will clearly be important here, since the body generates the mean distortion field $\bar{U}_{ij}$. Contemporary second-moment models assume, in their pressure covariance parameterizations, that mean shear varies little over a turbulent integral scale; this allows the mean shear to be taken outside the integral given by the solution of (17). Since in our problem the mean shear $\bar{U}_{ij}$ has spatial scale $a$, this requires $a/L_x$ large. Thus in principle second-order models provide a means of calculating flow-distortion effects on turbulence for large values of $a/L_x$, but they will fail for small $a/L_x$.
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ABSTRACT

A full second order closure turbulence model for the prediction of free shear flows with variable density is developed. The importance of density fluctuations due to inhomogeneities in fluid composition is emphasized. Some simplicity is achieved by using density weighted averaging to account implicitly for density fluctuation effects. Transport equations for various second order correlations - such as Reynolds stress, turbulent mass fluxes or density velocity correlations - are derived, modelled and solved, together with the mean equations for momentum and species conservation. Solutions of these equations are compared with the two different sets of experimental data for low speed free mixing layers (helium into nitrogen and freon 12 into air).

INTRODUCTION

The prediction of the mean motion of a chemically homogeneous fluid depends on the evaluation of the Reynolds stress (double velocity fluctuation correlations) that appear in the mean momentum equation for turbulent flow. Similarly, the evaluation of the mean species concentrations or temperatures from their conservation equations requires the definition of the local correlations of fluctuations of velocity and temperature and/or species concentration. Early models of turbulence related these correlations (or fluxes of momentum, heat or mass of species) only to the mean values of velocity, temperature or concentration. Many years ago Boussinesq [1] related the flux term of the momentum equation to the mean velocity gradient and an eddy viscosity. Such a relationship functionally similar to the Newton's law of viscosity has been used in a large variety of turbulent models. For all of them the main task is to derive a suitable form for the eddy viscosity. Heat and species flux relationships required further assumptions regarding turbulent Prandtl or Schmidt numbers.

The present paper presents a set of turbulence equations closed at a higher level. Transport equations are derived, modelled and solved directly for second order moments (Reynolds stress and the turbulent mass flux) to avoid the questionable concept of eddy viscosity. Several investigations have dealt with this closure level (e.g., references [2] to [8]) but only two [6,8] have considered variable density flows. This study is restricted to density variations caused by inhomogeneities in fluid composition and does not consider compressibility effects typical of high speed or chemically reacting flows. To achieve checks against experimental data, two different flows are considered:

* low speed mixing layer of helium and nitrogen [9]
* low speed mixing layer of freon 12 and air [10]

In the next section, equations for the different variables and correlations are commented on. Then the necessary modelling assumptions are presented. The fourth section gives some details about the numerical method used to solve the set of equations, the boundary conditions, and the amount of CPU time for a typical run. Then the results are compared with the experimental data.
MODELLING ASSUMPTIONS

EXACT EQUATIONS

To account implicitly for variable density effects in all the equations, it is helpful to work with mass weighted variables rather than conventionally (time) averaged quantities. This yields a mean mass conservation equation having a similar form to the instantaneous one, and convection terms of all the transport equations forms similar to instantaneous substantial derivatives. The main disadvantage of that averaging is to produce a more complicated equation for turbulent kinetic energy dissipation rate. Nevertheless, since all the terms of the dissipation equation even when conventionally averaged have to be modelled, the additional complications are merely treated as model modifications. Although the main advantage of the mass weighted averaging is to avoid the use of density velocity correlations, it is necessary to evaluate them to refine the determination of third order correlations and to deal with the mean pressure gradient terms. Thus transport equations for density velocity correlations are included in this model. Nevertheless, the convective mean terms keep their exact form and stay density correlation free. The exact equations are not reproduced here because of their length but can be found in reference [11].

MODELLING ASSUMPTIONS

Reynolds stress

Diffusion terms

\[
- \frac{1}{\kappa_x} (\bar{r} v^* v^* v^* + \bar{r} v^* v^* v^* + \bar{r} v^* v^* v^* - \bar{r} v^* v^* v^*)
\]

The diffusive transport exists in three different forms. The first one can be identified as the turbulent diffusion, the second as the pressure diffusion and the last one as the viscous diffusion.

Turbulent diffusion. To express this third order correlation, we use a procedure similar to Launder's [2]. Considering the transport equation for the mass weighted third order velocity correlation, we can simplify it by keeping only the leading terms.

\[
- \frac{1}{\kappa_x} (\bar{r} v^* v^* v^* + \bar{r} v^* v^* v^* + \bar{r} v^* v^* v^* - \bar{r} v^* v^* v^*)
\]

As for constant density flows, use is made of the assumption of quasi-normal velocity distribution, also known as the Millionshtchikov approximation. For velocity distribution nearly Gaussian, the triple velocity correlations are small and the fourth order correlation can be expressed in terms of second order correlations only, by the following formulae which is strictly fulfilled for the normal law.

\[
\frac{v^* v^* v^* v^* + v^* v^* v^* v^* + v^* v^* v^* v^*}{\alpha \beta \gamma \delta} = \frac{v^* v^*}{\alpha \beta} + \frac{v^* v^*}{\alpha \gamma} + \frac{v^* v^*}{\beta \delta} + \frac{v^* v^*}{\beta \gamma} + \frac{v^* v^*}{\alpha \delta} + \frac{v^* v^*}{\alpha \gamma}
\]

(2)

From the definition of the mass weighted averaging the relationship between the fluctuations is:

\[
v^*_a = v^*_a + \frac{\delta v^*_a}{\delta}
\]

(3)

This equality allows rewriting the equation (2) in terms of mass weighted correlations. The new expression includes a large collection of density correlations, that are mostly negligible (see reference [11]). After reduction to the leading terms the fourth order mass weighted correlation can be expressed as

\[
\frac{v^*_a v^*_a v^*_a v^*_a}{\alpha \beta \gamma \delta} = - k_2 v^*_a v^*_a v^*_a - k_5 v^*_a v^*_a v^*_a - k_3 v^*_a v^*_a v^*_a + v^*_a v^*_a v^*_a + v^*_a v^*_a v^*_a + v^*_a v^*_a v^*_a
\]

(4)

where

\[
k_2 = \frac{\delta v^*_a}{\delta} = - v^*_a
\]

In case of constant density flows Hanjalić and Launder [2] assume that the last three terms of equation (1) are "adequately represented" by

\[
\frac{v^*_a v^*_a v^*_a v^*_a}{\alpha \beta \gamma \delta} = k_1 v^*_a v^*_a v^*_a + k_2 v^*_a v^*_a v^*_a + k_3 v^*_a v^*_a v^*_a + k_4 v^*_a v^*_a v^*_a
\]

(5)

Assuming this relationship holds for constant density, we can obtain the corresponding relationship in terms of mass weighted quantities by using (3). This yields

\[
\frac{v^*_a v^*_a v^*_a v^*_a}{\alpha \beta \gamma \delta} = k_1 v^*_a v^*_a v^*_a + k_2 v^*_a v^*_a v^*_a + k_3 v^*_a v^*_a v^*_a + k_5 v^*_a v^*_a v^*_a
\]

(6)

Assembling the equations (1), (4), and (6)

\[
\frac{v^*_a v^*_a}{\alpha \beta} = - \frac{c}{\alpha \beta} k_1 + \frac{c}{\alpha \beta} + \frac{c}{\alpha \beta} + \frac{c}{\alpha \beta} \frac{v^*_a v^*_a}{\alpha \beta} + \frac{c}{\alpha \beta} + \frac{c}{\alpha \beta} \frac{v^*_a v^*_a}{\alpha \beta} + \frac{c}{\alpha \beta} \frac{v^*_a v^*_a}{\alpha \beta} + \frac{c}{\alpha \beta} \frac{v^*_a v^*_a}{\alpha \beta}
\]

(7)

c is a constant whose value will be given in the next section. If the density is constant equation (7) is strictly identical to the version of
references [2] and [3]. Thus the third order correlations are determined from a set of first order differential equations, which for boundary layer type flow is

$$A_1 \cdot T_c + A_2 \cdot \frac{3}{2} \cdot (T_c) = A_3 \tag{8}$$

$A_1$, $A_2$, and $A_3$ are functions of the turbulence time scale, the second order velocity correlations and the density correlations.

*Diffusive transport by pressure fluctuations.* So far no satisfactory model has been used for this term. Most authors consider a combined modelling of the triple correlation with the pressure velocity correlation but none have modelled the pressure correlation separately. Lumley [7], Barlow and Nakayama [16] and Donaldson [5] proposed different relationships but none yields improvements of the flow description. Furthermore a number of experiments show that the turbulent energy budget virtually balances without including the unmeasured pressure transport term [17]. Therefore, it is neglected here.

*Diffusive transport by viscous effects.* In the assumption of high Reynolds number flow, this contribution is negligible compared to the turbulent diffusive terms. Nevertheless we may ensure a minimal value to the diffusive term by including a constant laminar viscosity in it.

**Mean pressure gradient term.** As stated previously, the solution of density velocity correlation equations allows dealing with non-zero mean pressure gradient flows. As these terms are exact in the second order moment equations, no modelling assumption is required here.

**Pressure-rate of strain correlation.** The form to be used here is rewritten from the constant density version of Launder [2,3] in terms of mass weighted averaged quantities. Nevertheless, terms involving the mean dilatation, which do not contribute in constant density flows are retained here. The result is

$$P \left( \frac{\partial \gamma}{\partial x} \right) - c_1 \cdot \gamma + \frac{2}{3} \cdot \delta_{v} = \frac{1}{11} \cdot \beta$$

$$\frac{1}{11} \cdot \beta \cdot \left[ \frac{\partial \gamma}{\partial x} \right] + \frac{2}{3} \cdot \delta_{v} = \frac{6}{11} \cdot \rho$$

$$\frac{1}{11} \cdot \beta \cdot \left[ \frac{\partial \gamma}{\partial x} \right] + \frac{2}{3} \cdot \delta_{v} \cdot \frac{\partial \gamma}{\partial x}$$

$$+ \frac{8}{11} \cdot c_1 \cdot \gamma + \frac{2}{3} \cdot \delta_{v} \cdot \frac{\partial \gamma}{\partial x}$$

$$- \frac{30}{55} \cdot \left[ \frac{\partial \gamma}{\partial x} \right] \cdot \rho$$

$$- \frac{40}{55} \cdot \delta_{v} \cdot \frac{\partial \gamma}{\partial x}$$

$$\tag{8}$$

In which the pressure-rate of strain correlation is given by equation (9).

**Dissipation rate of turbulent kinetic energy.** The form of this equation is somewhat similar to the one used in reference [12] with the following differences from the standard $k-\epsilon$ version.

$^*The* diffusivity coefficients allow non-isotropic processes.

$$- \frac{1}{\rho} \left[ \frac{\partial \gamma}{\partial x} \right] = \frac{2}{3} \cdot \delta_{v} \cdot \frac{\partial \gamma}{\partial x}$$

$$\tag{12}$$

$^*The* mean pressure gradients have a form similar to their counterpart in the Reynolds stress equation, $S_p$ represents the set of mean pressure gradient terms in the exact equation.

$$S_p = - \frac{1}{\rho} \cdot \frac{\partial \gamma}{\partial x} \cdot \frac{\partial \gamma}{\partial x}$$

$$\tag{13}$$

$^*The* velocity divergence term, called $S_D$ has the form:

$$S_D = - \frac{1}{\rho} \cdot \frac{\partial \gamma}{\partial x}$$

$$\tag{13}$$

In which $\tilde{D}$ is the mass weighted velocity divergence. These assumptions yield the following dissipation equation:

$$\tag{9}$$
Density velocity correlation

According to the definition of mass weighted averaging, this correlation corresponds to the mean value of the mass weighted fluctuation.

The diffusive transport term is modelled according to a constant density model for triple differential equations results:

\[
\frac{\partial}{\partial t} (\rho \frac{\partial u}{\partial t}) + \frac{\partial}{\partial x_a} (\rho u \frac{\partial v}{\partial x_a}) = -c_{11} \frac{\partial}{\partial x_a} (\rho \frac{\partial u}{\partial x_a}) - c_{12} \frac{\partial}{\partial x_a} (\rho \frac{\partial v}{\partial x_a}) + \frac{\partial}{\partial x_a} \left( \frac{\partial}{\partial x_a} (\rho u v) \right)
\]

Density velocity correlation

\[
\frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w) = -c_{60} \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w) + \frac{\partial}{\partial x_a} \left( \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w) \right)
\]

This approximation allows permutation of indices of velocity components but no permutation of density and velocity fluctuations.

The next term is approximated by:

\[
\frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w) = \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w)
\]

There is no precise way to fix the value of \(c_{11}\) though it may be presumed of order unity. The basic idea to approximate the pressure term is to use a procedure similar to the pressure-rate of strain modelling in the Reynolds stress equation. Following Lumley [7], the "Rotta" term is approximated by:

\[
2c_{11} = c_{01} - \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w)
\]

allowing the anisotropy effects and the rapid part is

\[
2c_{12} = c_{02} \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w)
\]

If the fine scale motion is assumed isotropic the last term

\[
(\rho \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w))
\]

is equal to zero. The modelled transport equation for the density velocity correlation is written as:

\[
\frac{\partial}{\partial t} (\rho u v w) + \frac{\partial}{\partial x_a} (\rho u v w \frac{\partial}{\partial x_a}) = -\rho \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_a} (\rho u v w) + \rho \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_a} (\rho u v w) \frac{\partial}{\partial x_a} (\rho u v w)
\]

Scalar flux

The modelling assumptions used to close this equation are similar to those for the Reynolds stress equation. Again the production terms are exact.

The whole diffusive transport process is represented by the following group of terms:

\[
\frac{\partial}{\partial x_a} (\rho u v w \frac{\partial}{\partial x_a}) + \frac{\partial}{\partial x_b} (\rho u v w \frac{\partial}{\partial x_b}) - \frac{\partial}{\partial x_c} (\rho u v w \frac{\partial}{\partial x_c})
\]

For the triple correlation the assumption concerning the diffusive mass weighted Reynolds stress transport is extended to concentration correlations. The following first order differential equations results:

\[
\frac{\partial}{\partial x_a} (\rho u v w \frac{\partial}{\partial x_a}) + \frac{\partial}{\partial x_b} (\rho u v w \frac{\partial}{\partial x_b}) - \frac{\partial}{\partial x_c} (\rho u v w \frac{\partial}{\partial x_c})
\]

in which

\[
k_a = \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_a} (\rho u v w)
\]

The other terms in the diffusive transport contribution correspond to diffusion of concentration by pressure fluctuations and by molecular motion. The pressure effects are neglected here, whereas the molecular effects are represented by a laminar gradient flux law similarly to the Reynolds stress laminar diffusion.

Redistribution due to pressure fluctuations. Again we use a procedure which is similar to the redistributive term of the Reynolds stress equation, for which we get two different contributions: a fully turbulent and a mean gradient part. The turbulent term may be related to the linear return-to-isotropy approximation of Rotta [13]

\[
\phi_{11} = c_{01} \frac{\partial}{\partial x_a} \frac{\partial}{\partial x_b} \frac{\partial}{\partial x_c} (\rho u v w)
\]

in which case it must be expected that the time scale \(k/c\) used here contains also information about the time scale of the turbulent concentration field \(c_{11}^1\). \(c_{12}^1\) being the concentration covariance and \(\varepsilon_{pc}\) its rate of dissipation. Launder [14] and Janicka [15] pointed out that these two time scales are different. In local equilibrium turbulence they may be assumed proportional. Nevertheless an anisotropy term is added to the "Rotta" term, which carries Reynolds stress anisotropy information. This yields to a form similar to Lumley's proposal [7].
\[ \rho \frac{D \mathbf{v}}{Dt} = -\nabla p + \mu \nabla^2 \mathbf{v} + \mathbf{f} \]

The mean gradient part of the pressure term is transposed from the leading term of the pressure-rate of strain term.

\[ \Phi_{bc,2} = c_0 \cdot \rho \cdot \frac{\partial \mathbf{v}}{\partial x} \]

**Dissipation.** In the framework of high Reynolds number flows, the fine scale motions are nearly isotropic and the correlation

\[ \left( \frac{\partial}{\partial x} \right) \left( \frac{\partial}{\partial y} \right) \rho \mathbf{v}^2 = \frac{1}{\rho} \frac{\partial}{\partial x} \left( \frac{1}{\rho} \frac{\partial}{\partial x} \right) \rho \mathbf{v}^2 \]

which is strictly zero in isotropic turbulence is negligible.

**A** mean pressure gradient term exists also in the scalar flux equation. Nevertheless, the isothermal flow assumption avoids the need for a solution of a PDE for the density concentration correlation. It can be expressed in terms of density fluctuations [6,11]

\[ \frac{\partial}{\partial x} \left( \frac{\partial}{\partial y} \rho \mathbf{v}^2 \right) \]

This relationship holds only under the assumption of isothermal flow. If heat transfer problems were to be solved with the dynamic field equations, this part would require some modifications for the description of thermal turbulence.

The modelled scalar flux equation is:

\[ \frac{\partial}{\partial t} \left( \rho \mathbf{v} \mathbf{c} \right) + \frac{\partial}{\partial x} \left( \rho \mathbf{v} \mathbf{v} \mathbf{c} \right) = -\rho \mathbf{v} \mathbf{c} \frac{\partial \mathbf{v}}{\partial x} + \rho \mathbf{v} \mathbf{c} \mathbf{v} \mathbf{v} \mathbf{c} - \rho \mathbf{v} \mathbf{c} \mathbf{c} \frac{\partial \mathbf{v}}{\partial x} \]

**Density fluctuations.** The derivation of the transport equations for the partial density correlations with the involved modelling efforts has been published in a previous work [12] and thus will not be reproduced here.

**COMPARISON WITH EXPERIMENTS**

**Flow conditions.** Two different sets of experimental data were considered to provide a valuable comparison of computational results against physics. The first set of experiments is that of Rebollo [9]. This work emphasizes the influence of non-zero longitudinal mean pressure gradient on a two-dimensional mixing layer. Both adjacent free stream flows have the same dynamic pressure. The gases are helium and nitrogen which yield a density ratio equal to 7. The velocities are 10.9 m/s for the light gas and 4.12 m/s for the heavy one. The respective Reynolds numbers are:

- Helium \( \rightarrow \) Re = 3600/cm
- Nitrogen \( \rightarrow \) Re = 12000/cm

From his similarity analysis Rebollo has shown that, together with the dynamic pressure equality, a second equilibrium condition concerns the definition of the longitudinal mean pressure gradient, through the assignement of a constant Palkner-Skan parameter:

\[ \alpha = \frac{\partial u}{\partial x} \]

The two values considered here are 0.6 and -0.18.

The second set of experiments is provided by the thesis of Brown [10]. This set emphasizes the influence of the free stream velocity ratio, and considers air-air and freon 12-air mixings. The density ratio is either 1 or 4 and the velocity ratio 0.3 or 0.6 in the first case and 0.3 and 0.6 in the second case. In both cases the high speed air stream has a velocity equal to 14.0 m/s.

All the boundary layers at the splitter plate trailing edge are laminar and free stream turbulence level is very low (Ums/Ue < 1%). Various experimental techniques have been used in these experiments to provide a wide range of information about turbulence quantities such as Reynolds stress, density fluctuations, concentration fluctuations, density velocity correlations, turbulent fluxes, etc...

**Numerical method.** The numerical method which is used for this calculation is a modified version of the Patankar and Spalding method [11], described in detail in reference [11]. All the transport equations are used in their boundary layer form and are solved in a parabolic marching step manner. To start the calculations we must provide the initial values for each transported variable. The given velocity profiles are Blasius-like and agree with the boundary layer thickness values reported by the experiments. The normal Reynolds stresses were assigned to a constant value (isotropic turbulence) in such a way the turbulent kinetic energy remains bounded by the experimentally reported limit. The turbulent shear stress is set to zero and so are all the other turbulent correlations. The dissipation rate is determined to produce a turbulent viscosity equivalent to the laminar one, according to the well known k-\( \epsilon \) formula [19].

\[ \nu_t = 0.09 \cdot \epsilon k^2 \]

The boundary conditions are Dirichlet type for the primitive variables such as velocity or concentration and Neumann type (zero gradient) for all the second order moments. When different from
zero, the longitudinal mean pressure gradient must be prescribed analytically as the values of the outer boundaries velocities. The transverse pressure gradient cannot be prescribed but only approximated by a simplified version of the mean transverse momentum equation yielding to

$$\frac{\partial \bar{v}}{\partial y} = \frac{3}{2} \frac{\partial}{\partial y} \langle \bar{v}^2 \rangle.$$  \hfill (27)

The set of ordinary differential equations for the triple correlations is solved once at each x-step by a simple-transient difference scheme rather than algebraically. The upper bound of the marching step of the main procedure is determined at each forward position with respect to the value of a characteristic thickness of the mixing layer. To solve a typical problem with this 15 equation turbulence model over a distance of 1 meter with 80 node points in the cross direction, the time is about 15 min CPU on a DEC-VAX 11/780 or about 90 seconds CPU on a CDC 7600 computer.

Discussion of the results

Free stream velocity ratio influence. The main results of the comparison against the Brown experiments [10] are summarised in Table 1 for the three different velocity ratios (0.0, 0.3, 0.6) and the two gas compositions (air-air and F12-air). The agreement of the calculations with Brown's numbers is satisfactory except for the following items:

- Virtual origin position. Two different mechanisms establish the virtual origin. First is the spreading rate of the mixing layer - which is properly described by the calculation - and second is the mechanism which takes place between the attached laminar boundary layers on the splitter plate and the free turbulent mixing layer developing downstream of it. The second mechanism cannot be predicted by the calculation. The calculations develop a transition-like region, but there is no rigorous way to relate that phenomenon to the physical laminar to turbulent transition. The spreading rates are compared through the use of the parameter (c) which is defined from the velocity profile

$$c = 1.19 \frac{\bar{v}}{\partial y}$$  \hfill (28)

This definition is similar to the one given in reference [20] except the characteristic thickness is determined between the bounds (0.2, 0.8) instead of the usual (0.1, 0.9).

- Another point of disagreement concerns the spreading of the F12-air mixing layer with 0.6 velocity ratio. As it is shown on Figure 1, the experimental point is high above the theoretical homogeneous flow curve defined by

$$\sigma = 11.5 \left( \frac{1 + 0.2}{1 - 0.2} \right) ; \quad 0 = \frac{0}{0.9} \quad (29)$$

whereas the calculation matches the curve well. Also for this flow case (see Table 1), the measurements show a higher level of \(V'\)rms compared to \(U'\)rms. This feature does not appear in the calculations for which the ratio \(U'\)rms/\(V'\)rms remains nearly the same value as for the 0.3 velocity ratio case (+1.6). The last point of disagreement concerns the turbulence levels for which Brown reports values increasing with the velocity ratio, where one could expect that turbulence increases when the shear increases (or \(U'\) decreases) as occurs in the calculations.

The main result of this calculation however, is consistent with the observation that density variations do not have significant influence on the spreading rate of a mixing layer if these fluctuations are due only to inhomogeneities in gas composition.

Pressure gradient influence. More extensive calculations were done with the helium-nitrogen flow [11] than with the previous F12-air mixture, but some conclusions are identical.

The virtual origin cannot be determined correctly, because the transitional mechanism which influences it does not exist in this turbulence model. Thus the spreading of the mixing zone is to look at the value of the downstream spreading rate parameter. (Figure 1 shows that for this flow (\(dP/dx = 0\)) the agreement is as good as for the previous one.) The most interesting results are shown in Table 2 for the two cases which are considered here: \(\alpha = 0.0\) and \(\alpha = 0.18\). In both cases the velocity ratio is \(U_{lum}/V_{lum}\). Globally, the agreement is good for the zero pressure gradient case and weaker for the case with positive pressure gradient, for which the turbulence quantities are underestimated by 25-40.

No direct comparison of the spreading rate parameter is reported here because it has been found in the calculations that the self-similar region begins only after 7-8 cm from the splitter plate, and no experimental value is given beyond this abscissa. Nevertheless the calculated spreading rate parameter agrees with the results of the previous calculations and with the theoretical curve of Figure 1, when it is calculated further downstream (8 x 30 cm), where the self-similarity is ensured. For the near wake region, two different thicknesses (9) are plotted against experiments and for which the agreement is good (Figure 2). Figures 3, 4, and 5 show some typical results for the shear stress, the density velocity correlation and the density fluctuations, for which the experiments provide information. The results of Table 2 point out that the results are good for all the mean quantities but do not agree with the pressure gradient influence. The experiments show that the pressure gradient tends to increase the spreading rate, the shear stress and the density velocity correlations, but not the density fluctuations whose maximum level remains nearly the same. The calculations show a smaller increase of the shear stress, whereas the density correlations are decreased and do not match at all the results of Rebollo. This weakness is possibly due to the pressure gradient terms in the density correlations equations or in the scalar flux equations. One of these terms is a density concentration equation, for which it would be better to solve a PDE rather than to approximate it from the density fluctuations. Figure 6 gives an estimate of the Schmidt number value across the mixing layer. The straight line represents the constant value which should be used with the two equation model calculations. This shows clearly that even if such a value is realistic in the center part of the mixing zone, it becomes completely irrelevant near the edges.

19.15
CONCLUSIONS

A full second order closure turbulence model has been set up to describe the low speed mixing of gases with highly different density. Two mixing cases have been studied. In both calculations, the flow predictions are reasonable and promising for future work in that direction. Nevertheless, this turbulence model version fails to predict correctly the pressure gradient influence on the turbulence (Reynolds stress, density correlations). Some further work would be done in this direction, especially the estimate of $C_{ij}^T$ through the density fluctuations should be removed.

The main objective of this paper was to demonstrate the value of a second order closure for the prediction of mixing flows where the use of an eddy viscosity with a constant turbulent Schmidt number should fail. Nevertheless, it would be premature to draw any conclusion about universality of such a closure and the values of the constants used here. As some modelling assumptions are based on an analogy with the incompressible Reynolds stress closure [2], future experiments should emphasize measurements on quantities such as turbulent scalar fluxes and density correlations in order to support or to improve these assumptions.
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Figure Captions

Fig. 1 - Spreading rate parameter (line: theory)
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Fig. 2 - Spreading of 3D-H mixing layer (symbols: [10], lines: calculations)
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Fig. 3 - Density velocity correlations in 3D-H mixing layer at x = 5.08 cm for a = 0 (symbols: [10], lines: calculations)
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Fig. 4 - Density fluctuation intensity in 3D-H mixing layer at x = 5.08 cm for a = 0 (symbols: [10], lines: calculations)
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Fig. 5 - Density fluctuation intensity in 3D-H mixing layer at x = 5.08 cm for a = 0 (symbols: [10], lines: calculations)
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Fig. 6 - Turbulent Schmidt-number in 3D-H mixing layer at x = 5.08 cm for a = 0 (symbols: [10], lines: calculations)
### Table 1 - Velocity ratio influence
(Exp. from Brown [10])

<table>
<thead>
<tr>
<th>$\rho_0$</th>
<th>$c$</th>
<th>$U'_{rms}$</th>
<th>$V'_{rms}$</th>
<th>$-10&lt;\sigma'&gt;_2$</th>
<th>$K_{uv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>air-air</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp 0.00</td>
<td>11.97</td>
<td>0.150</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>calc</td>
<td>11.30</td>
<td>0.192</td>
<td>0.125</td>
<td>0.131</td>
<td>0.548</td>
</tr>
<tr>
<td>exp 0.30</td>
<td>21.34</td>
<td>0.165</td>
<td>0.125</td>
<td>0.105</td>
<td>0.509</td>
</tr>
<tr>
<td>calc</td>
<td>21.22</td>
<td>0.184</td>
<td>0.120</td>
<td>0.120</td>
<td>0.545</td>
</tr>
<tr>
<td>exp 0.60</td>
<td>39.27</td>
<td>0.195</td>
<td>0.165</td>
<td>0.162</td>
<td>0.503</td>
</tr>
<tr>
<td>calc</td>
<td>40.37</td>
<td>0.184</td>
<td>0.120</td>
<td>0.120</td>
<td>0.542</td>
</tr>
<tr>
<td><strong>F12-air</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp 0.30</td>
<td>21.86</td>
<td>0.175</td>
<td>0.125</td>
<td>0.112</td>
<td>0.512</td>
</tr>
<tr>
<td>calc</td>
<td>25.67</td>
<td>0.181</td>
<td>0.113</td>
<td>0.112</td>
<td>0.548</td>
</tr>
<tr>
<td>exp 0.60</td>
<td>23.76</td>
<td>0.168</td>
<td>0.195</td>
<td>0.180</td>
<td>0.549</td>
</tr>
<tr>
<td>calc</td>
<td>54.95</td>
<td>0.198</td>
<td>0.126</td>
<td>0.132</td>
<td>0.532</td>
</tr>
</tbody>
</table>

### Table 2 - Pressure gradient effects
(Exp. from Rebollo [9])

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\delta L$</th>
<th>$U/U_1$</th>
<th>$\sigma$</th>
<th>$\rho_0 U_1^2$</th>
<th>$\delta/\delta_1$</th>
<th>$(\rho_0^2 U_1^2)^{1/2}$</th>
<th>$\bar{p}^2/\Delta p$</th>
<th>$\rho_0 U_1^2 / c_1 U_1$</th>
<th>$\rho_0 U_1^2 / \tau_1$</th>
<th>Scht</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp 0.00</td>
<td>0.10</td>
<td>0.10</td>
<td>0.16</td>
<td>0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>31.34</td>
<td>-</td>
<td>-</td>
<td>25.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp -0.18</td>
<td>0.70</td>
<td>0.67</td>
<td>0.59</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>0.87</td>
<td>0.81</td>
<td>0.60</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp 0.00</td>
<td>1.78</td>
<td>1.74</td>
<td>1.70</td>
<td>1.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>0.52</td>
<td>0.54</td>
<td>0.32</td>
<td>0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp -0.18</td>
<td>1.22</td>
<td>1.19</td>
<td>1.20</td>
<td>1.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>1.19</td>
<td>1.18</td>
<td>1.20</td>
<td>1.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp 0.00</td>
<td>0.012</td>
<td>0.012</td>
<td>0.0205</td>
<td>0.0147</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>0.012</td>
<td>0.012</td>
<td>0.0205</td>
<td>0.0147</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp -0.18</td>
<td>0.012</td>
<td>0.0205</td>
<td>0.0147</td>
<td>0.0147</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>0.068</td>
<td>0.044</td>
<td>0.082</td>
<td>0.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>exp 0.00</td>
<td>0.16</td>
<td>0.22</td>
<td>0.33</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>calc</td>
<td>0.16</td>
<td>0.22</td>
<td>0.33</td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3 - Values of modelling constants

<table>
<thead>
<tr>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$C_7$</th>
<th>$C_8$</th>
<th>$C_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.11</td>
<td>0.13</td>
<td>1.15</td>
<td>1.4</td>
<td>2.1</td>
<td>-1.8</td>
<td>2.1</td>
<td>4.0</td>
<td>0.5</td>
</tr>
<tr>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
</tr>
</tbody>
</table>
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ABSTRACT

A new decomposition is presented of a variable density turbulent field into mean and fluctuating parts which adopts both the mass-weighted and the conventional mean velocity as dependent variables. By so doing, the different roles played by the velocity vector in the equations of motion can be properly accommodated. For the mean field conservation equations of momentum and species, the effects of turbulence in each equation are confined to a single correlation between fluctuating quantities; indeed the form is identical to that for a uniform density flow. The transport equations for the turbulent correlations are more complex than when mass weighted averages are adopted but, arguably, the physical processes are easier to approximate. Various extrapolations of uniform-density second-moment closure methodology are discussed in nearly all computational studies of variable-density mixing neglected any contribution of density fluctuations to the transport processes. Recently, turbulence closure studies have tended to follow one of two routes. In the first, the instantaneous density is represented as the sum of mean and fluctuating parts so, on averaging the convective transport terms, correlations between fluctuating density and velocity appear in addition to the conventional Reynolds stresses. This approach, in the context of second-moment closure, has been followed by Donalson and co-workers [4], Janicka and Kollmann [5] and others. Those following this path have, implicitly, invoked the principle of receding influence since, in the transport equations for the second-moment quantities (\(U_iU_j\), etc.), mass-weighted forms have been adopted.

The second and increasingly followed approach, originally proposed by Favre [6], adopts a mass weighting of velocity and other dependent variables except pressure. With this arrangement the mean momentum equation, with molecular transport neglected, is analogous in appearance to that for a uniform density flow if the Reynolds stresses, the velocities, are obtained by taking a density-weighted average. The simplicity of the resultant equation when mass-weighted averaging is used (a simplicity that also

1 In many problems gravitational forces will be influential though, to first order, they can be treated by the same approaches adopted when density fluctuations are weak (i.e. when the Boussinesq approximation applies); see, for example, ref. [2] and [3] for a discussion.
carries through to the exact form of the transport equations for turbulence correlations such as the turbulence energy) has encouraged the hope that closure ideas evolved for the invariant density case would be directly applicable to variable density mixing, e.g. Bilger and Kent [7] and Jones [8]. Libby [9], while more cautious about the prospect of direct extrapolation, recommends that closure models be evolved within the framework of mass-weighted averages to keep the computational burden to manageable proportions.

The most decisive set of experimental data for distinguishing between different approaches to closure in variable density flows is that of Rebollo [10]. See also the paper by Brown and Roshko [10] who in two experiments examined the mixing of helium and nitrogen in a plane mixing layer with velocity ratios adjusted to give uniform dynamic pressure in the two streams. In one case, with zero streamwise pressure gradient, the turbulent Schmidt number in the central part of the layer fell below 0.2, i.e. to about one third the value found in the uniform density case. None of the reported attempts at computing this flow, using either conventional or mass-weighted averaging have, so far as we can judge, been successful in reproducing the measured behaviour unless empirical coefficients are adjusted to values that would give unacceptable predictions in the uniform density case, e.g. [11]. Thus a direct application of uniform-density closure methodology in density weighted variables does not account for the observed behaviour.

In principle it would appear possible to extend and generalize the uniform density model in order that the model give satisfactory agreement with measurements for both uniform and variable density flows. Indeed the very simplicity of the exact equations in mass-weighted coordinates gives little guidance on the direction in which to proceed. In the present contribution we have adopted an alternative decomposition which we believe may display more transparently the physical processes at work. We refer to it as "mixed weighting" since, in the momentum equations both conventional velocity and the density weighted velocity appear. The paper is preliminary in character since it could not be claimed that the model is yet ready for widespread application.

The various possibilities and consequences are, however, perhaps sufficiently extensively explored for others to be interested in following the line of development further. Before turning to the analysis it remains only to emphasize that there are many possible approaches to decomposing variables into mean and fluctuating parts. To underline this fact we note that Janicka and Lumley [12] have very recently proposed a further decomposition no less different from established approaches than that presented herein. It is not yet clear what will eventually represent the best way forward. It could well be the case that the best arrangement for working out the physical modelling is not the best one, from a computational point of view, for calculating inhomogeneous shear flows. Once the physical representation in one decomposition has been settled, however, it should be possible to devise a nearly equivalent form in some other decomposition.

### ANALYSIS

#### The Mean Flow Equations

The Navier Stokes equations for turbulent mixing of a variable density, uniform viscosity stream may be written:

\[
\frac{\partial \rho U_j}{\partial t} + \frac{1}{\rho} \frac{\partial \rho U_i}{\partial x_i} \frac{\partial \rho U_j}{\partial x_i} = - \frac{\partial P}{\partial x_j} + \frac{1}{\rho} \frac{\partial \tau_{ij}}{\partial x_j},
\]

where tildas denote the instantaneous value (mean plus fluctuating) of the dependent variable in question. We note that the velocity vector in the second term on the left has two roles: \( \rho U_j \) represents the mass flow rate per unit area while \( \rho U_i \) is the specific \( \rho U_j \)-momentum flux. Here these separate roles are brought into prominence by defining

\[
\rho U_j = \rho U_{j(2)} + \rho U_{j(1)},
\]

Let us introduce (2) into (1) and define the mean value \( \phi \) of a dependent variable whose instantaneous and fluctuating parts are \( \phi \) and \( \phi' \) by:

\[
\hat{\phi} \equiv \frac{1}{T} \int_T^T \hat{\phi} dt, \quad \phi \equiv \phi + \phi'.
\]

On averaging (1) in the conventional way implied by (3) we obtain for a stationary turbulent flow at high Reynolds number:

\[
\frac{\partial \rho U_j}{\partial x_j} \rho U_i = - \frac{\partial P}{\partial x_i} + \frac{1}{\rho} \frac{\partial \tau_{ij}}{\partial x_j}, \quad \text{for } i = 1, 2.
\]

The asymmetric, mixed-weighted Reynolds stress, \( \rho u' v' \), is now the quantity for which a turbulence model must be devised and that topic forms the main preoccupation of the remainder of the article. Before considering \( \rho u' v' \) more closely, however, let us note that we could equally have linked \( \phi \) with the velocity component \( \rho U_i \). In that case, equation (4a) becomes:

\[
\frac{\partial \rho U_i}{\partial x_i} \rho U_j = - \frac{\partial P}{\partial x_j} + \frac{1}{\rho} \frac{\partial \tau_{ij}}{\partial x_j}, \quad \text{for } i = 1, 2.
\]

Thus, again the mixed-weighted second-rank tensor appears but note that, in a thin shear flow, a different component of it will make the dominant contribution: \( \rho u' v' \) instead of \( \rho u' v' \). In a uniform density fluid the correlation is symmetric so the terms are equal but in a strongly stratified medium this may no longer be the case. The distinctions in approach that lead to (4a) and (4b) may appear insignificant but, when carried through to the scalar and, especially, the turbulent transport equations they lead to rather different closed forms for a given set of closure hypotheses.

\[2\] The unrealistic limitation of a stream of uniform viscosity is of no practical consequence since, in a free shear flow at high Reynolds numbers viscous terms only indirectly affect the turbulence structure.
We suppose that the density variations arise from the inert mixing of two different gases and that the instantaneous mass fraction \( N \) of one of these is governed by

\[
\frac{\partial \bar{N}}{\partial t} + \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} = \lambda \frac{\partial^2 \bar{N}}{\partial x_j^2} .
\]  

(5)

Introduction of the mass velocity \( g_j \) and subsequent averaging, according to equation (5) leads, on neglect of molecular diffusion, to:

\[
\frac{\partial}{\partial x_j} g_j \bar{N} = - \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} \tag{6a}
\]

for a stationary flow. Alternatively, defining \( \bar{\rho} M \equiv \bar{N} \equiv (N+n) \) allows us to write (6b) as

\[
\frac{\partial}{\partial x_j} \bar{u}_j \bar{N} = - \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} \tag{6b}
\]

The use of (6b) in place of (6a) has certain attractions since \( N \) is linearly proportion to density:

\[
\bar{\rho} = a \bar{N} + b
\]

where \( a \) and \( b \) are constants. It thus follows from (5) that

\[
\frac{\partial}{\partial x_j} \left( \frac{\partial \bar{N}}{\partial t} + \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} \right) = \lambda \frac{\partial^2 \bar{N}}{\partial x_j^2}
\]

or

\[
\frac{\partial}{\partial x_j} \left( \frac{\partial \bar{N}}{\partial t} + \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} \right) = - \frac{\partial}{\partial x_j} \bar{u}_j \bar{N} + \lambda \frac{\partial^2 \bar{N}}{\partial x_j^2}
\]

(8)

The term in parentheses on the left is identically zero by continuity and hence, on comparing mean and fluctuating parts of the remaining terms

\[
\frac{\partial \bar{u}_j}{\partial x_j} = - \lambda \frac{\partial^2 \bar{N}}{\partial x_j^2} \tag{9a}
\]

\[
\frac{\partial \bar{u}_j}{\partial x_j} = - \lambda \frac{\partial^2 \bar{N}}{\partial x_j^2} \tag{9b}
\]

From (9a) it emerges that at high Reynolds numbers the divergence of the velocity field is essentially zero, whether or not the flow is stationary. From the continuity equation the corresponding expressions for the divergence of the mass velocities are:

\[
\frac{\partial \bar{G}_j}{\partial x_j} = - \frac{\partial \bar{\rho} \bar{M}}{\partial x_j} \tag{10a}
\]

\[
\frac{\partial \bar{G}_j}{\partial x_j} = - \frac{\partial \bar{\rho} \bar{M}}{\partial x_j} \tag{10b}
\]

Thus the divergence of the mass velocity is exactly zero in a stationary flow but not otherwise. The mean and fluctuating mass velocities are related to the velocity and density through:

\[
g_j = \rho \bar{u}_j + \bar{\rho} \bar{u}_j \tag{11a}
\]

It is evident that the averaged forms of the transport equations governing the velocity and scalar fields which arise from the present decompositions are just as compact as when density-weighted averaging is used for all terms. This compactness does not carry over to the transport equations for turbulence correlations, however.

This, we would argue, is a helpful feature for, if we are fortunate, the intrinsic physical interactions giving rise to the strong alteration of the turbulent Schmidt number discussed above will become transparent in the additional terms.

**Equations Describing the Second-Moment Correlations:**

Exact transport equations for the second-moment correlations \( g_{ij} \) and \( g_{jm} \) (or \( u_{jn} \)) may be formed in the conventional way. For example that for the first correlation is obtained by multiplying and dividing the equation of motion for \( \bar{u}_i \) by \( \bar{g}_{ij} \) and averaging:

\[
\bar{g}_{ij} \approx \bar{u}_i \bar{u}_j \tag{11b}
\]

The corresponding equation for \( \bar{g}_{jm} \) emerges as:

\[
\bar{g}_{jm} = \bar{u}_j \bar{u}_m + \bar{\rho} \bar{u}_j \bar{u}_m \tag{11c}
\]
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These equations are clearly more cumbersome in appearance than their uniform-density counterparts. Moreover, the principal generation terms (involving mean velocity or mass-fraction gradients) introduce a further unknown second-moment tensor, \( \varepsilon_{ij} \). Against this somewhat daunting complexity one must set the fact that the observed effects of density stratification are large (as noted above, one experiment showed a three-fold modification in effective Schmidt number). One should therefore be able to make fairly sweeping simplifications to the transport equations on the grounds that certain terms, while not negligible, cannot foreseeably be responsible for changes of such major proportions. We shall therefore assume that the essential physics are retained in the local-equilibrium form of the original equations and, at the same time, discard all calculations involving terms of similar structure that most nearly allow the physical phenomena to be captured by the application of closure approximations? We suggest the version of equation (13) must introduce quite novel techniques for the uniform-density limit, the approximations made in the vicinity of these positions the local-equilibrium concept must fail and be explained through the local equilibrium equations (in particular, the different contributions of transport and other terms of the same magnitude). The equation for \( \varepsilon_{ij} \) corresponding to (13a) becomes:

\[
0 = -\frac{\partial \varepsilon_{ij}}{\partial x_j} + \frac{\partial (\rho \varepsilon_{ij})}{\partial x_j} - \frac{\partial (\rho \sigma_{ij})}{\partial x_j} - \frac{\partial (\rho \sigma_{ij})}{\partial x_j}
\]

while the counterpart of (13b) is:

\[
0 = -\frac{\partial \varepsilon_{ij}}{\partial x_j} + \frac{\partial (\rho \sigma_{ij})}{\partial x_j} - \frac{\partial (\rho \sigma_{ij})}{\partial x_j}
\]

where \( \varepsilon_{ij} \) represents the dissipation of \( \varepsilon_{ij} \) by molecular interactions. An interesting and far-reaching difference appears between the generation terms in the two equations: in the former, mean velocity gradients provide the driving agency for producing \( \varepsilon_{ij} \) while in the latter this role is played by mass velocity gradients. Now, consider a flow such as examined by Rebollo[1] where density gradients are in the opposite sense to velocity gradients. In these circumstances the mass velocity may attain one or, indeed, several stationary values. On discarding transport and related terms the equation (11b) is considerably simpler in appearance than the corresponding part of (11a). On discarding transport and related terms the two equations are to be equivalent. The conclusion involving the time derivative in (13b) is difficult to approximate but its magnitude can (from Taylor's hypothesis) be expected to be of order \( \rho' \varepsilon_{ij} |U|/\ell \) where \( |U| \) denotes the mean convection velocity and \( \ell \) is the appropriate length scale of the energy-containing motions. It appears likely to be a substantial contributor to (13b) though about one quarter the size of the largest of the generation terms (- \( \varepsilon_{ij} \sigma_{ij} / \delta x_j \)). As when a fully mass-weighted treatment is employed (see, for example, Rubesin and Rose [13]), mean pressure gradients appear in (13a) though they are absent from (13b).

We note that the generation and "pressure-strain" correlations also exhibit differences. Overall, which version is better suited to serve as the basis for closure approximations? We suggest the version that most nearly allows the physical phenomena to be captured by the application of uniform-density methodology. This applies particularly to the approximations of the pressure correlations discussed in the next subsection. First, however, let us consider the equations describing other relevant second-moment correlations. Because of space limitations we give here only the severely truncated forms with transport and other terms of the same type discarded. The equation for \( \varepsilon_{ij} \) corresponding to (13a) becomes:

\[
0 = -\frac{\partial \varepsilon_{ij}}{\partial x_j} + \frac{\partial (\rho \varepsilon_{ij})}{\partial x_j} + \frac{\partial (\rho \sigma_{ij})}{\partial x_j} - \frac{\partial (\rho \sigma_{ij})}{\partial x_j}
\]

while the counterpart of (13b) is:

\[
0 = -\frac{\partial \varepsilon_{ij}}{\partial x_j} + \frac{\partial (\rho \varepsilon_{ij})}{\partial x_j} + \frac{\partial (\rho \sigma_{ij})}{\partial x_j} - \frac{\partial (\rho \sigma_{ij})}{\partial x_j}
\]
The corresponding second-moment equations for the species flux are given below. We use the 'a' and 'b' labelling of the equations to distinguish the paths followed.

\[ \bar{\gamma}_{ij} : \quad 0 = - \bar{g}_{ij} \frac{3 u}{5 x_k} + \bar{p}_{mx} \frac{3 u}{5 x_k} - \bar{p}_{jx} \frac{3 p}{5 x_k} + \frac{p_{3m}}{3 x_j} - \epsilon_{gm} \]  

\[ \bar{\gamma}_{ij} : \quad 0 = - \bar{u}_{ij} \frac{2 u}{5 x_k} - \bar{u}_{xm} \frac{2 u}{5 x_k} - \bar{u}_{jx} \frac{2 u}{5 x_k} + \frac{p_{3m}}{3 x_j} - \epsilon_{un} \]  

\[ \bar{\gamma}_{ij} : \quad 0 = - \bar{u}_{ij} \frac{3 u}{5 x_k} - \bar{u}_{xm} \frac{3 u}{5 x_k} + \bar{p}_{mx} \frac{3 u}{5 x_k} - \epsilon_{um} \]  

In practice, one would use (16a) and (17a) or (16b) and (17b). Superficially equation (17a) appears unnecessary since \( u_{ij} \) does not arise in (16a) - just as equation (15) seems to be unwanted baggage if the 'a' scheme is adopted since \( u_{ij} \) is absent from (13a) and (14a). In both cases, however, the correlations in question exert an influence via the pressure interactions - at least, if one respects uniform-density approaches to modelling mean-strain effects on the processes.

The Role of Pressure Fluctuations in Variable Density Turbulence

Within the space constraints of the present paper only the barest summary of the approximation of the pressure correlations can be provided. A fuller account is planned.

The equation describing the instantaneous level of pressure fluctuations about its mean value is obtained by taking the divergence of the equation of motion and subtracting its mean part. The resultant equation may be written:

\[ \bar{\gamma}_{ij} : \quad 0 = - \bar{u}_{ij} \frac{2 u}{5 x_k} - \bar{u}_{xm} \frac{2 u}{5 x_k} - \bar{u}_{jx} \frac{2 u}{5 x_k} + \frac{p_{3m}}{3 x_j} - \epsilon_{un} \]  

\[ \bar{\gamma}_{ij} : \quad 0 = - \bar{u}_{ij} \frac{3 u}{5 x_k} - \bar{u}_{xm} \frac{3 u}{5 x_k} + \bar{p}_{mx} \frac{3 u}{5 x_k} - \epsilon_{um} \]  

In uniform density flows there have been two principal approaches to modelling \( \epsilon_{ij} \), the 'quasi-isotropic' model (QIM) \[14,15\] and the 're-distribution-of-production' model (RPM) \[14,16\]. The first provides an exact solution when the 2-point correlation functions, such as appear in the integrals of Table I, depend on radius only. The second is more intuitive, being based on the simple idea that the stress production rates are redistributed in an analogous way to that in which molecular dispersion (the agency providing divergence) is insignificant. The same argument for simplification does not apply to \( \bar{g}_{ij} / \bar{g}_{kn} \). Nevertheless, as a starting point, equation (19), and its analogue for the scalar fluxes, has much to commend it.

\[ \phi_{ij} = \frac{\epsilon_{ij}}{3} - \frac{1}{3} \bar{\epsilon}_{ik} \bar{\phi}_{jk} / \bar{T}_{ab} \]  

where \( \bar{T}_{ab} \) denotes a time scale of the interaction. This form has a number of frailties not least of which is the fact that (19) contracts to zero whereas, (as reference to equations (9b) and (10b) indicates) the \( \epsilon_{ij} \) processes in Table 1 do not. In fact, the assumption that \( u_{ij} / \bar{u}_{kn} \) is zero is reasonable since the \( \epsilon_{ij} \) correlations are predominantly made up of contributions from medium-sized eddies in which molecular dispersion (the agency providing divergence) is insignificant. The same argument for simplification does not apply to \( \bar{g}_{ij} / \bar{g}_{kn} \). Nevertheless, as a starting point, equation (19), and its analogue for the scalar fluxes, has much to commend it.
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the QIM to the present mixed weighted term we have adopted all but one of the assumptions of the uniform-density development (see [14]) including $\mu_{um}/\mu_{mn} = 0$ (which, as we have remarked, is reasonable) and $\delta_{nm}/\delta_{mn} = 0$ (which is not).

We have, however, not imposed symmetry in $m$ and $n$ when representing integrals involving the mixed velocity correlation, $\mathbf{u} \cdot \mathbf{v} \cdot \mathbf{u} \cdot \mathbf{v}$, etc. The outcome is a considerably longer formula for $\delta_2$ than in the uniform density case which cannot be included here. Its implications are, however, shown in Figure 2 by the broken line where the turbulent Schmidt number is plotted as a function of $d$, a dimensionless measure of the density gradient. The resultant linear variation indicates an increase in $Sc_t$ when density gradients oppose velocity gradients and a decrease when they are in the same sense. It must be said that this response is at odds with the experimental data of [1], which gives $Sc_t < 0.2$ for $d = 0.7$.

Lauder [17] and Samaraweera [18] have also found the QIM to give unsatisfactory results in predicting heat or mass transfer in uniform density flows, at least if the linear return-to-isotropy model were used to represent the $\delta_1$ part of the correlation between pressure and mass-fraction fluctuations:

$$\phi_{um} = \frac{\mu_{um}/T_{um}}{\mu_{nm}}$$  \hspace{1cm} (20)

Ref. [18] did, however, obtain reasonably good agreement with the QIM if non-linear terms were added

$$\phi_{um} = \frac{\mu_{um}/T_{um}}{\mu_{nm}} - \frac{\mu_{um}/T_{um}}{\mu_{nm}} \left( \frac{\mu_{um}}{\mu_{nm}} - \frac{1}{3} \delta_{ij} \mu_{um} \right)$$  \hspace{1cm} (21)

where the coefficient $C_{ab}$ was chosen as -1.6 in order to produce the correct ratio of scalar fluxes down and at right angles to the mean scalar gradient. We have introduced this non-linear form into the present closure, adding also the corresponding terms for the second-rank "stress" tensors:

$$\delta_{ij} = \frac{1}{3} \delta_{ij} - \frac{1}{2} \delta_{ij} \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \left( \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \right)$$

$$\delta_{ij} = \frac{1}{3} \delta_{ij} - \frac{1}{2} \delta_{ij} \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \left( \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \right)$$

$$\epsilon_{ab} = \frac{1}{3} \delta_{ij} - \frac{1}{2} \delta_{ij} \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \left( \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \right)$$

where, for brevity, $\frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} = \left( \frac{\delta_{ab} - \delta_{ab}}{\delta_{ab}} \right)$ and $C_{ab}$ takes the value -1.7.

The solid line in Figure 2 shows the predicted variation of turbulent Schmidt number when this non-linearity is introduced. For negative values of $d$ there is little modification to the pattern produced by the linear model for $\delta_1$. For positive values, however, there is a very marked effect, with $Sc_t$ falling steeply for $d > 0.5$. Although agreement of the prediction with Rebollo's data is certainly better. The main conclusion to emerge from this computation is that the whole character of the prediction is fundamentally altered by the nature of the approximations made for the pressure-containing interactions. There is the implication that variable density flows offer a more searching test of basic closure ideas than do uniform density flows.

**CONCLUSIONS**

The use of the mixed weighting of velocities presented in this contribution helps illuminate the different roles that mean velocity and mass velocity gradients play in determining the level of the turbulent stresses and mass fluxes. Our studies...
suggest that the key to accounting for the observed phenomena is the approximation of the pressure-strain and other pressure-containing correlations. The results obtained for a notionally homogeneous shear flow exhibit strong sensitivity to the nature of these approximations. None of the forms so far considered correctly reproduce the experimental response of the turbulent Schmidt number to mean density gradients. Our current view is that the application of uniform-density ideas to the pressure correlations would be more applicable if the correlations were manipulated so as to eliminate fluctuating mass velocity gradients, $\partial u/\partial x$, in favour of regular velocity and density gradients; the important distinction in this connection is that while the fluctuations of the energy-containing part of the velocity can be taken as divergence free the corresponding part of the fluctuating mass velocity cannot.

An inescapable conclusion of this study is that there is an urgent need for more experimental data of a fundamental kind that would allow a far more complete guide to the dependence of $Sct$ on $d$ (and possibly other factors) than is presently available.

ACKNOWLEDGEMENTS

Besides the assistance provided by our respective institutions, the research has been supported by the US Department of Energy, (Division of Basic Energy Sciences) through Contract No. AS03-76SFO 0034 and continues through the UK Science Research Council Grant, No. GR/B70056.

Authors' names appear alphabetically.

REFERENCES


PRESSURE STRAIN: EXACT RESULTS AND MODELS
J.J.D. DOMINGOS
Instituto Superior Técnico
Lisbon, Portugal

ABSTRACT

Exact results for pressure velocity correlations are deduced which allow direct measurement using hot wire techniques. Coherent models for linear and non-linear pressure interactions which satisfy realizability and isotropic limits taking into account non-isotropic dissipation, are presented and discussed. Experimental data for weak and strong nearly homogeneous turbulent shear flows are predicted within experimental accuracy.

NONENCLATURE

A - Fourth order tensor defined by (18)
B - Anisotropy tensor (B_{ij} = u_i u_j / Q - \frac{1}{3} \delta_{ij})
F - \sigma + \tau
G - Generation of turbulence energy
H - Tensor defined by (27)
I_{ij} - (overbar) - ensemble average
\nu - Surface enclosed by S
\nu - Pressure strain

Greek Symbols
\alpha, \beta, \gamma, \gamma', \lambda, \alpha, ... - scalar functions or constants
\rho - Specific mass
\nu - Kinematic viscosity
\delta - Kronecker symbol
\epsilon_{ij} - defined by (29)
\epsilon_{ij} - Non-linear pressure interaction defined by (26)
\psi - Scalar function for dissipation defined by (29)
\frac{\epsilon_{ij}}{2} - half dissipation rate of stress component u_i u_j
\gamma - Trace of \epsilon_{ij}
S - Surface enclosed by \nu

Subscripts and superscripts
i, j, k, l, m - Vector or tensor component (repeated index means assumption)
\overline{...} - (overbar) - ensemble average
' - (prime) - Integration variable

Special Symbols
\nabla^2 - Laplacian operator
\text{tr} - Trace of a second order tensor
I_B - First invariant of tensor B(1 = I_B)
II_B - Second invariant of tensor B(II = I_B)^2
III_B - Third invariant B(III = I_B)^3
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The Poisson equation has the exact solution:

$$\psi^+ = \frac{1}{4\pi} \int \frac{\psi^+}{r} \left( \frac{3}{3x_m^3} \right) \frac{3}{3x_i^3} v^m v_i^i \, d\Omega' + P^+$$  \hspace{1cm} (6)

$$\psi^+ = \frac{1}{4\pi} \int \left[ \frac{\psi^+}{r} \left( \frac{3}{3x_m^3} \right) \frac{3}{3x_i^3} \right] \, dS'$$  \hspace{1cm} (5)

As a shorthand notation introduce

$$F_{m i} = V_m V_i$$

Because the integrand is (4) has no singularity at $r = 0$, use of Gauss theorem gives:

$$\psi^+ = \frac{1}{4\pi} \int \frac{\psi^+}{r} \left( \frac{3}{3x_m^3} \right) \frac{3}{3x_i^3} \left( \frac{1}{r} \right) \, d\Omega' + P^+$$

$$\psi^+ = \frac{1}{4\pi} \int \frac{F_{m i} - F_{m i}}{r} \, dS' + P^+$$

where $\cos \gamma_i$ is the cosine of the angle between $x_i$ and the outward normal to $S$.

Noting that

$$\frac{3}{3x_m^3} \left( \frac{1}{r} \right) = \frac{3v_m}{r^3}$$

use of Gauss theorem in (7) is not possible because the integrand would become singular at $r = 0$. This singularity can be overcome as in (8) or directly taking into account the identity:

$$\frac{3}{3x_m^3} F_{m i} = \frac{3}{3x_m^3} \left[ F_{m i} - F_{m i} \right]$$

Introducing (8) in (7), use of Gauss theorem becomes legitimate and then:

$$\psi^+ = \frac{1}{4\pi} \int \left[ \frac{F_{m i} - F_{m i}}{3x_m^3} \frac{3^2}{3x_i^3} \right] \left( \frac{1}{r} \right) \, d\Omega'$$

$$\psi^+ = \frac{1}{4\pi} \int \left[ \frac{F_{m i} - F_{m i}}{3x_i^3} \frac{3^2}{3x_m^3} \left( \frac{1}{r} \right) \cos \gamma_m \, dS' \right]$$

Noting again that $F_{m i}$ is not a function of the integration variable:

$$\psi^+ = \int \left[ F_{m i} \cos \gamma_m \frac{3}{3x_m^3} \left( \frac{1}{r} \right) \, dS' \right]$$

Taking the divergence of (1) and using 2) gives:

$$\nabla^2 \left( \frac{\psi^+}{\rho} \right) = -\frac{3}{3x_m^3} \frac{3}{3x_i^3} v^m v_i^i$$
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where (...) are boundary integrals. \( x' \) refers to unbounded flows. The exact results: forming the correlation with the velocity gives for eqn 14) and 15) the exact expressions. This can be done introducing 12) and 13). Using 13) and forming the correlation with the velocity gives for unbounded flows the exact results:

\[
\frac{p^*}{\rho} = - \frac{1}{3} \frac{\partial}{\partial x_m} + \frac{1}{4\pi} \int \left( F_{n_i} - F_{m_i} \right) \frac{1}{\delta x_m \delta x_k} \, d\Omega.
\]

\[
(\frac{1}{r}) \, d\Omega' + \frac{1}{4\pi} \int F_{m_i} \left[ \cos \frac{\gamma'}{r} - \cos \gamma \right] \frac{1}{\delta x_m \delta x_k} \, d\Omega.
\]

\[
d S' = P^* \quad \text{(11)}
\]

To find \( \frac{\partial p^*}{\partial x_k} \), use can be made of the fact that \( \frac{\partial p^*}{\partial x_k} \) obeys itself a Poisson equation and the previous deductions for \( P^* \) are valid, "mutatis mutandis" for \( \frac{\partial p^*}{\partial x_k} \). It would be noted, however, that these expressions gives rise to the alternative expressions: presentation for the pressure velocity correlations being for only two of the tensor has the following exact properties:

\[
\text{The last term on the r.h.s. of (17) is the only one which involves the fluctuating pressure. It is also the only one which introduces velocity correlations at two different points.}
\]

To eliminate \( p \), use is made of the previously found exact expressions. This can be done introducing 14) and 15) in either 12) or 13). Using 13) and forming the correlation with the velocity gives for unbounded flows the exact results:

\[
- \frac{1}{2\pi} \int \left[ \left( u_j \frac{\partial}{\partial x_m} - u_m \frac{\partial}{\partial x_j} \right) \frac{1}{\delta x_m \delta x_k} \right] \, dV' + \frac{1}{\delta x_m \delta x_k} \, dV',
\]

\[
- \frac{1}{2\pi} \int \left[ \left( u_j \frac{\partial}{\partial x_m} - u_m \frac{\partial}{\partial x_j} \right) \frac{1}{\delta x_m \delta x_k} \right] \, dV' + \frac{1}{\delta x_m \delta x_k} \, dV',
\]

\[
- \frac{1}{2\pi} \int \left[ \left( u_j \frac{\partial}{\partial x_m} - u_m \frac{\partial}{\partial x_j} \right) \frac{1}{\delta x_m \delta x_k} \right] \, dV' + \frac{1}{\delta x_m \delta x_k} \, dV',
\]

Boundary integrals do not appear in the expression above because they vanish when the bounding surface is away from the point more than the correlation length.

Besides its theoretical usefulness, the exact representation for the pressure velocity correlations given by (16) provides also a basis for their experimental measurement because only well mastered techniques for the measurement of two-point velocity correlations are needed.

An approach similar to the one which lead to (16) was independently attempted by A. Lin and N. Wolfstein. However, the overlooking of the singularities previously noted made their results invalid.

3. PRESSURE STRAIN

In the exact representation of pressure velocity correlations given by (16) the terms involving the mean strain are linear in the Reynolds stresses. Developing the mean strain in a Taylor series around \( x' = x \) and neglecting higher order terms, the pressure strain terms may be represented as:

\[
\eta_{jk} = \frac{2}{3} C_{jk} = \left[ \frac{A_{jk}}{\delta x_m} + \frac{A_{jm}}{\delta x_m} \right] \frac{\partial U_i}{\partial x_k},
\]

with

\[
A_{km} = - \frac{1}{2\pi} \int \left[ \left( u_j \frac{\partial}{\partial x_m} - u_m \frac{\partial}{\partial x_j} \right) \frac{1}{\delta x_m \delta x_k} \right] \, d\Omega.
\]

\( J^1 \) is a fourth order tensor. Because a cartesian frame of reference was assumed, no distinction between covariant and contravariant components is needed. Therefore, the arrangement of indices was chosen for the sake of clarity, the lower indices referring to the derivatives of \( \frac{\partial}{\partial x_m} \).

The tensor has the following exact properties:

\[
A_{jk} \in \sum_{\delta} A_{jk} = 0
\]

\[
A_{jk} = - \frac{2}{3} C_{jk}
\]

The first relation is a consequence of Green's identities; the second of the incompressibility condition. Besides, continuity of second derivatives of \( \frac{1}{r} (r \neq 0) \) gives the following properties:

\[
J^1 = 0
\]

\[
A_{km} = A_{mk}
\]
If the flow is homogeneous, but only then,

\[ A_{ij}^{kl} = \delta_{ij} \]

(22)

The trace of \( \tau_{ij} \) is associated with pressure diffusion and is given by

\[ \tau_{kk} = \frac{2}{3} C_{kk} - \left( \frac{\delta_{ii}}{K} \cdot A_{kk} \right) \]

(23)

If the flow is homogeneous, (20) and (22) give \( \tau_{kk} = 0 \) showing clearly the pressure diffusion is associated with the non-symmetry of the 1,1 indices. It also shows the inconsistency of previous modellings which assume the equivalent of (21) and (22) and later attempt to model pressure diffusion. All the previous expressions are exact. However, the number of unknowns exceeds the number of equations and additional assumptions have to be made. Following Rotta [4], Launder et al [5] have proposed an expression equivalent to \( A_{kk} \) as the pre-general linear combination of Reynolds stresses at the point. The remaining constant would then be found from experiment. None of these models satisfy the exact asymptotic limits \( \tau_{11}^{+}, \tau_{22}^{+}, \tau_{33}^{+} \) = 0 when \( u_{1}, u_{2}, u_{3} \) = 0, known as realizability conditions. Besides, they are unable to predict, with the same set of constants, known experimental data for weak and strong, nearly homogeneous shear flows.

Using the previously found exact expressions a simple model was deduced on the assumption of symmetries of the correlations similar to the ones of isotropic turbulence when expressed in the principal axis of the Reynolds stresses. The conditions of realizability and convergence to the exact isotropic values completely specifies the model with no need to adjustable constants. In the principal axis of the Reynolds stress tensor, final expressions are:

\[ A_{ij}^{ii} = (3/10) \frac{u_{i}^{2} u_{j}^{2}}{K} \quad \text{(no sum)} \]

(24)

with \( A_{ii}^{ii} \) (no sum) given by (19), (20).

LINEAR AND NON LINEAR PRESSURE INTERACTION

The simple model referred previously has no adjustable constants, satisfies the asymptotic limits of isotropy and realizability and predicts, within experimental accuracy, known experimental data for weak and strong nearly homogeneous shear flow. However, it can not be considered wholly satisfactory. From a practical point of view, its use requires two coordinate transformations - to and from principal axis of the Reynolds stresses. Besides, its experimental validation and use rests on the assumptions of isotropic dissipation and validity of Rotta's modelling of non-linear pressure interaction which are not consistent with the asymptotic limits of one and two dimensional turbulence implied by realizability or by exact mathematical reasoning. To overcome these limitations requires a more thorough consideration of dissipation and Rotta's term.

Return to isotropy of homogeneous turbulence

For decaying, non-isotropic, homogeneous and iso-thermal turbulence the equations for the Reynolds stresses reduce to:

\[ \frac{D}{Dt} u_{i} u_{j} = - \frac{1}{\rho} \left( u_{j} \frac{\partial p}{\partial x_{i}} + u_{i} \frac{\partial p}{\partial x_{j}} \right) + 2 \nu \frac{\partial^{2} u_{i}}{\partial x_{k}^{2}} - \frac{\delta_{ij}}{3} \nabla^{2} \frac{\partial u_{i}}{\partial x_{k}} + \frac{3}{2} \frac{\partial u_{j}}{\partial x_{k}} \frac{\partial u_{i}}{\partial x_{k}} + 2 \nu \frac{\partial^{2} u_{i}}{\partial x_{k}^{2}} - \frac{\delta_{ij}}{3} \nabla^{2} \frac{\partial u_{i}}{\partial x_{k}} + \frac{3}{2} \frac{\partial u_{j}}{\partial x_{k}} \frac{\partial u_{i}}{\partial x_{k}} \]

(26)

Physical reasoning and the exact expressions found previously suggest \( \phi_{ij}^{+} \) to be related to the anisotropy tensor. Within the scope of one point closures involving no more than double velocity correlations \( B_{ij} \) is the only meaningful second order tensor. Therefore, \( \phi_{ij}^{+} \) may be sought as the most general isotropic dependence on \( B \) which is given by

\[ \phi_{ij}^{+} = \lambda \delta_{ij} + \beta' B_{ij} + \gamma B_{ij} \]

with \( \lambda, \beta, \gamma \) scalar functions. The asymptotic limits imposed by realizability and the condition of zero trace imply

\[ \phi_{ij}^{+} = \gamma \left[ -\frac{1}{3} \frac{\partial p}{\partial x_{i}} - \frac{1}{3} \frac{\partial p}{\partial x_{j}} + \frac{1}{3} \frac{\partial p}{\partial x_{k}} \right] + \gamma \delta_{ij} \]

(27)

Regarding anisotropy of dissipation it may be assumed that it may be related to the anisotropy tensor. Considering the most general isotropic relation between both tensors and taking into account the realizability conditions gives:

\[ 2 \phi_{ij}^{+} = 2 \gamma \left( \delta_{ij} + \delta_{ij}/3 \right) + \gamma' \delta_{ij} \]

(28)

Closure of the Reynolds stress system of equations need an equation for \( \epsilon' \), and the scalar functions \( \gamma \) and \( \gamma' \). The full set of equations is consistent with the basic assumptions and satisfy the asymptotic limits.

From a computational point of view it is advantageous to rearrange \( \phi_{ij}^{+} \) as:

\[ \phi_{ij}^{+} = - \frac{1}{3} \left( \delta_{ij} \frac{\partial u_{i}}{\partial x_{k}} + \frac{\partial u_{j}}{\partial x_{k}} \right) \]

(29)

giving:

\[ \phi_{ij}^{+} = 2 \epsilon_{ij} \]

(30)

with \( \epsilon \) a scalar function of the invariants of \( B, \) Reynolds number of turbulence ...

Splitting (29) was a starting expression in Lumley and Newman [10] whose expressions for \( \phi_{ij}^{+} \) differ from ours. It must be stressed that (29) does not imply isotropic dissipation but, instead, that change of anisotropy is due to pressure interaction and dissipation. A normalized rate of change of anisotropy may be expressed exactly by

\[ \frac{d \log \epsilon}{d \log Q} = \beta \left( \frac{1}{3} - 1 + \frac{1}{2 + N} \right) \]

(31)

which suggests that rate of change of anisotropy depends on the sign of the third invariant which implies a dependence of the way the turbulent field was generated. This inference agrees with recent experimental observations of Mathieu et al [10]. A discussion of specific functional forms for \( \phi \) is beyond the scope of this paper. Though experimental data is too scarce and mainly confined to III < 0, it seems, however, that a value of \( \beta = 2 \) may be taken in a
first approach. In conclusion, $\epsilon_{i j}$ is proposed as a replacement of Rotta's model.

**Pressure strain modelling**

Exact results given by (16) suggest generation and anisotropy as the two basic second order tensors for modelling pressure strain. The most general isotropic relation between pressure strain ($\tau$), generation ($G$) and anisotropy ($B$) is:

$$\tau = \alpha_6 \cdot \frac{1}{3} G^2 + \alpha_4 B^2 + \alpha_3 (G^2 + B^2)$$

where $\alpha_6$, $\alpha_4$ and $\alpha_3$ are scalar functions of the ten basic invariants given by the trace of $G$, $G^2$, $B$, $B^2$, $G^2 + B^2$, $G^2 - B^2$. There is no experimental information to justify use of this general relation and a subset will be used. This subset is one of lowest order in $G$ and $B$ which is able to satisfy the basic requirements of realizability, isotropy and zero trace. The subset chosen is:

$$\tau_{i j} = a (G_{i j} - \frac{1}{3} G \cdot \delta_{i j}) - \frac{1}{2} \lambda_2 B_{i j} + \lambda_1 H_{i j}$$

where $\lambda$, $\lambda_1$ and $\lambda_2$ are weak functions of $G$ and $B$. Combining (31) and (32) gives for total pressure interaction:

$$F_{i j} = \tau_{i j} + \delta_{i j} = a (G_{i j} - \frac{1}{3} G \cdot \delta_{i j} - \frac{1}{2} \lambda_2 B_{i j} + \lambda_1 H_{i j}) + 2 \delta_{i j}$$

$$= \frac{1}{3} G^2 - \delta_{i j} \cdot B_{i j} + \lambda_1 H_{i j}$$

In non homogeneous turbulence pressure diffusion is to be modelled separately.

**Comparison with experiment**

Experimental data for weak and strong nearly homogeneous shear flows of Corrsin et al referred previously was compared with predictions given by (33). There is only $\lambda$ to adjust if $a$ is taken at the isotropic value ($a = 0.6$), and $\delta = 2$. $\lambda$ and $\delta$ must be optimized. As seen from (33) they act together in defining the coefficient of $H$. Individual adjustments are not critical. $\lambda = 3$ was chosen.

<table>
<thead>
<tr>
<th>$F_{i j}$</th>
<th>Predicted</th>
<th>Error Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>-3.12</td>
<td>0</td>
</tr>
<tr>
<td>Predicted</td>
<td>-3.12</td>
<td>0</td>
</tr>
<tr>
<td>Error Z</td>
<td>0.15</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Predictions are within experimental accuracy.

Comparison with experiment

A replacement for Rotta's modelling which takes into account non-isotropic dissipation was proposed together with a new model for pressure strain. The new models are the first ones to comply with the exact values at isotropy and maximum anisotropy (realizability conditions). A new and basic second order tensor ($H$) which automatically satisfies zero trace, isotropy and realizability conditions was introduced.

The models predict within experimental accuracy available data directly relevant to the model.

Rate of change of anisotropy appears to depend on the way anisotropy is generated. The need for experimental data with $III > 0$ must be stressed.
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Full simulations of sheared homogeneous turbulence were made on the ILLIAC IV computer using 64 x 64 x 64 mesh points; both incompressible and compressible cases were run. The results are validated by comparison with experimental data and are used as the basis for a study of phenomenological turbulence models. A flow in eddy viscosity models is pointed out. The Rotta pressure-strain model is shown to be reasonably good when one includes the anisotropy of the dissipation in the model. On the other hand, the commonly used model for the rapid pressure-strain term is shown to be not very accurate. Compressibility effects are fairly small, but the acoustic pressure fluctuations in these flows can be quite large. Despite this, little change in the modeling is required.

The objectives of this paper are to provide guidance to the development of simple phenomenological models of turbulence through comparisons of models against exact numerical simulation of simple turbulent flows. The flow of interest is a homogeneous shear flow in which the mean velocity varies linearly in one direction.

Homogeneous shear flow is of complexity intermediate between unsheared homogeneous turbulence and inhomogeneous turbulent shear flows. Its study can provide better understanding of turbulence and can be used in testing turbulence theories and statistical turbulence models.

Numerical simulations of homogeneous shear flow were made by Shaanan, Fersiger, and Reynolds (1975) using large eddy simulation. Rogallo (1977) made full simulations of low Reynolds number homogeneous turbulent shear flows. This paper reports further simulations of this kind.

We also look at the effect of compressibility on homogeneous turbulent shear flow. Early studies of compressible turbulence introduced decompositions of the flow variables into modes and studied their interaction. Kovasznay (1953) and Chu and Kovasznay (1957) derived equations for the vorticity mode, which is responsible for convective and vortical motions, and for the pressure (acoustic) and entropy (temperature) modes. They analytically studied interactions among these modes. Hoyal divided the kinetic energy spectra into "eddy turbulence" and "random noise" parts. He did this by Fourier-transforming the velocity vector and decomposing it into vectors that are perpendicular and parallel to the wave-number vector. His analysis, like that of Chu and Kovasznay, is limited to low turbulence levels and therefore not applicable in technologically useful flows. Morkovin (1962) showed that the Reynolds stresses in supersonic boundary layers were structurally similar to those in incompressible flows. Laufer (1960) used Favre averages and came to the same conclusion. Bradshaw (1977) agreed with Morkovin and showed that incompressible models should not be applied in boundary layers with external Mach numbers greater than five, in shock-boundary layer interactions, nor in free-stream layers with Mach numbers greater than 1.5. The First Shear Layers Conference (1972) concluded that existing turbulence models were inadequate to predict the decrease in mixing-layer spreading rate with Mach number.

These failures have been attributed to variations in density ratio in mixing layers and concluded that spreading-rate variation must be a "compressibility effect." Oh (1974) simulated a two-dimensional, high-speed mixing layer and proposed a kinetic-energy equation model that provided for a nonzero pressure-dilatation interaction.

3. Review of Turbulence Modeling

Turbulent flows contain a large range of length scales. This causes problems for the flow simulator because the smallest and largest scales of motion in the flow cannot be represented at the same time on a relatively coarse mesh. Only simple flows at low Reynolds numbers can now be simulated.

Most of the fundamental work on turbulence modeling has been based on the incompressible
Table 1

Description of Various Experiments on Homogeneous Shear Flows

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Shear Rate S (sec⁻¹)</th>
<th>Reynolds No. Re⁰</th>
<th>Shear No. St</th>
<th>Total Shear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rose (1966)</td>
<td>13.68</td>
<td>133.0</td>
<td>9.53</td>
<td>3.2</td>
</tr>
<tr>
<td>Champagne et al. (1970)</td>
<td>12.90</td>
<td>204.8</td>
<td>7.79</td>
<td>3.2</td>
</tr>
<tr>
<td>Harris et al. (1977)</td>
<td>44.0</td>
<td>396.4</td>
<td>8.28</td>
<td>10.81</td>
</tr>
<tr>
<td>Tavoularis (1978)</td>
<td>46.8</td>
<td>397.9</td>
<td>14.76</td>
<td>12.65</td>
</tr>
</tbody>
</table>

The values of Re⁰ and are given at x₁/h = 7.5 for Rose and Harris et al., at x₁/h = 8.5 for Champagne et al., and at x₁/h = 11 for Tavoularis.

The shear number is defined as \( \lambda = SL/q \), where L is integral length scale and q = \( < u'_i u'_j > \).

Navier-Stokes equations. For many years, models developed from the incompressible equations have been applied to compressible flows, frequently with great success. At higher Mach numbers, existing turbulence models become increasingly inadequate.

The most common approach to the prediction of turbulent flows is based on Reynolds averaging. The mean equations are not closed, and some terms (principally the Reynolds stresses, \( < u'_i u'_j > \)) need to be modeled. The simplest models for the turbulent Reynolds stress assumes a Newtonian-like constitutive equation—the Boussinesq eddy-viscosity concept:

\[
< u'_i u'_j > = -2\nu \delta_{ij} + \frac{1}{3} \delta^k_{ij} \left< \right> S_{ij} \tag{1}
\]

where \( \left< \right> \) denotes volume average, \( u'_i \) is the velocity fluctuation defined as the difference between the total velocity, \( u_i \), and the ensemble average velocity, \( \bar{u}_i \),

\[
u_T = u'_i - \bar{u}_i \tag{2}
\]

\( \nu_T \) is eddy viscosity and itself needs to be modeled. \( S_{ij} \) and \( q \) are mean strain and r.m.s. turbulent velocity, respectively.

The simplest model represents \( \nu_T \) in terms of the velocity field. In higher-level models, partial differential equations for the turbulent kinetic energy equation, dissipation, and/or turbulent Reynolds stresses are solved. To close these equations, various terms need to be modeled. In Section 5, we present and test some of the models for these terms.

4. Problem Description and Numerical Methods

In this paper, we consider homogeneous shear flows with the following mean values of velocity components and pressure:

\[
\bar{u}_i = S \bar{x}_2, \quad \bar{u}_2 = 0, \quad \bar{u}_3 = 0, \quad \bar{p} = \text{const.} \tag{4}
\]

where \( S \) is the shear rate. The velocity field is shown in Fig. 1. We choose to simulate a portion of the flow field and impose periodic boundary conditions on the fluctuating quantities. In order to do this, it is necessary to transform to a coordinate system which shears with the mean flow. The physical region being simulated becomes distorted with time, and, without "remeshing," the simulation, if continued, would become invalid. We "remesh" the coordinate system when St is a half-integer; the sheared coordinate system is replaced by one sheared in the other direction, and the velocity field is placed on the new grid. The mesh points of the "before" and "after" systems are equivalent, but the velocity field needs to be truncated in Fourier space to maintain continuity.

In the compressible flow, the initial condition represents isotropic turbulence with a given spectral shape and intensity, and is divergence-free, i.e., it is an incompressible initial field. Compressibility effects arise from the high shear rate and the fact that the ratio of the turbulence intensity, \( q \), to the mean sound speed is as high as 0.3. The full compressible equations are advanced by means of a fourth-order Runge-Kutta method. Spectral methods are used to evaluate all spatial derivatives; both this and the program described below used 64 mesh points in each spatial direction.

Incompressible flows were simulated both by running the compressible code at low Mach number and
by a separate incompressible code. The latter solves a Poisson equation for the pressure and uses a second-order Adams-Bashforth method for the time advancement. Spectral methods are used for the spatial derivatives. This program also has the ability to include a passive scalar. Further details of these methods can be found in reports by the authors (Feiereisen et al. (1981) and Shirani et al. (1981)).

5. The Simulations

Several runs were made with each of the codes described above. In each run, the earliest part of the simulated flow field is not representative of a real flow, because the initial conditions are not sufficiently realistic; at $St = 4$, the flow attains the characteristics observed in the laboratory flow. The length scales grow throughout the simulation; eventually they become long with respect to the size of the region simulated, and the results are no longer realistic. This happens in most cases at approximately $St = 7$. Thus, only the period $4 < St < 7$ is useful for model testing.

Analysis of the independent variables in these flows shows that there are only two independent, nondimensional parameters (other than the nondimensional time $St$) in the incompressible flows. We have chosen these to be the Reynolds number $Re = qL/u$ and a quantity we have called the shear number, which is defined as $\delta = SL/q$. The range of these parameters is approximately $15 < Re < 120$ and $3 < \delta < 70$. Here $L$ is the integral scale and $\lambda$, the microscale. Due to the restriction on the Reynolds number, the ratio of length scales $L/\lambda$ is nearly constant in these flows and cannot be considered as an independent, nondimensional variable. In the compressible cases, the Mach number $M = q/c$ is another independent parameter; we have considered the range $0 < M < 0.3$.

Detailed comparison of the results with experiments is not possible, because it is impossible to duplicate the initial conditions of the experiments with sufficient precision. We have compared several results with those of experiments, and they appear to agree quite well on a qualitative basis. Some of these will be shown later. For further details, the reader may wish to consult the reports cited earlier.

6. Models for Incompressible Turbulence

This and the following section are devoted to studying turbulence models using the computed results. Incompressible flows and their modeling are considered here, and compressibility effects are considered in the next section.

First, let us consider eddy viscosity models. The usual assumptions are:

$$\tau_{ij} = Re - \frac{Re}{3} \delta_{ij} = \langle \nu_{t} u' \rangle = \frac{2}{3} \delta_{ij}$$

$$\nu_{t} = c q L$$

where $L$ is a length scale which we shall take to be the integral scale (the choice is not critical in view of the above) and $c$ is assumed constant. However, $c$ may be a function of the dimensionless parameters of the problem, so we attempted to fit it as a function of the Reynolds and shear numbers. A power-law fitting function was selected:

$$F = c R e^{\frac{2}{3}}$$

This function will be used for other parameters as well. It may not be the optimum choice, but there is little theoretical guidance for the selection of a more appropriate function. The intent of this fit is not to develop a model for the term but instead to use the fit to discover which parameter most sensitively affects the quantity under study (e.g., $c$). The three constants in Eq. (6) were determined by least-squares fitting, and Fig. 2 gives the constants and shows that the results are well fit; three experimental points are also shown, and they agree quite well with the fit. The results show the

![Fig. 2. $\nu_{t}/qL$ vs. $Re$: The fitting function $0.265 Re^{0.08}$ is nearly constant.](image)

eddy viscosity constant $c$ to be nearly inverse to the shear number. This result can be written:

$$\frac{\langle u' \langle u' \rangle^2 \rangle}{q} = 0.265 Re^{0.08}$$

which agrees quite well with the experimental observation that in many flows $\langle u' v' \rangle/q^2$ is approximately constant. This means that the assumption that $c$ is constant in Eq. (5) is inconsistent with the experimental observation of constant $\langle u' \langle u' \rangle^2 \rangle/q^2$. Furthermore, one can show from these results that the mixing length is given by

$$\frac{\langle \nu_{t} \rangle^2}{q^2} = \frac{\langle u' \langle u' \rangle^2 \rangle}{q^2} \frac{q^2}{\langle u' \langle u' \rangle^2 \rangle} = \text{const} \lambda^2$$

Thus, the mixing length appears to grow in proportion to the microscale.

Figure 3 gives a related result. The shear stress correlation $\langle u' \langle u' \rangle^2 \rangle$ is fitted with the function (6). The fit is not as good as in Fig. 2, but we see that there is little variation of the correlation with Reynolds or shear number.
Now let us turn our attention to higher-order models. One common assumption in turbulence modelling is that the dissipation is isotropic. We have looked at the anisotropy of the dissipation defined by:

\[
d_{1j} = \left( \epsilon_{1j} - \frac{\epsilon_k}{3} \delta_{1j} \right) / \epsilon
\]

(9)

where \( \epsilon_{1j} \) is the rate of viscous dissipation of \( u_j u_i \) and \( \epsilon = \epsilon_{kk} \). In order to condense the presentation of the results, we plot the dissipation anisotropy vs. anisotropy of the Reynolds stress \( b_{1j} = \tau_{1j} / \rho \). Figure 4 shows that the relationship is nearly linear; the slope is approximately 0.85, indicating strong anisotropy of \( d_{1j} \). Although it might be thought that this is attributable to the relatively low Reynolds number of the simulation, we find no systematic variation of the dissipation anisotropy with Reynolds number over the range covered. This result suggests that the assumption of constant \( d_{1j} \) be reexamined.

Finally, we have studied the pressure-strain models that are commonly used in a full Reynolds stress models. The pressure obeys the Poisson equation in which the source terms are velocity gradients; the latter can be divided into two groups, depending on whether they contain the mean velocity or not. Following Lumley, we call the terms containing the mean velocity the "rapid" terms and the remainder, the "Rotta" terms.

First, we consider the Rotta terms. The common model is:

\[
T_{1j} = \left< p_i \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right> = c \delta_{1j} / \rho^2
\]

Rotta

(10)

The "constant" was evaluated from the computational results and found to be smaller than 1, since the constant must be at least 2 to give relaxation to isotropy, this is unacceptable. The "constant" is also strongly dependent on Reynolds number, as shown in Table 2. When the anisotropy of the dissipation (which acts as a redistribution term) is added to the Rotta term, we get the results shown in Table 3. The best estimate of a single value for the constant is 2.7, and the dependence on Reynolds and shear number is reasonably small. In model calculations, assuming the dissipation isotropy is equivalent to lumping its anisotropy with the Rotta term, and we conclude that, although the arguments used in constructing the model are not correct, the resulting model is reasonable. This provides a reinterpretation of the model and an estimate for the constant that is in good agreement with the ones in common use. We have also tested a correlation suggested by Lumley and Newman (1978) for the Rotta "constant." The results showed large scatter, and some of the coefficients were very large; we cannot recommend this correlation on the basis of our results.

Table 2

<table>
<thead>
<tr>
<th>Equation</th>
<th>A</th>
<th>C</th>
<th>( \text{R.M.S. error} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I+1 = -2</td>
<td>0.673 ± 0.549</td>
<td>1.542</td>
<td>0.679 ± 0.212 ± 0.115 ± 0.071 ± 0.13 ± 0.12</td>
</tr>
<tr>
<td>I+2 = -2</td>
<td>0.873 ± 0.376</td>
<td>0.324</td>
<td>0.216 ± 0.113 ± 0.045 ± 0.15 ± 0.12</td>
</tr>
<tr>
<td>I+1 = -2</td>
<td>0.873 ± 0.412</td>
<td>0.328</td>
<td>0.216 ± 0.113 ± 0.045 ± 0.15 ± 0.12</td>
</tr>
</tbody>
</table>

"Constant" in the Rotta model, Eq. (10). The "constant" was fit by \( c = C \text{Re}^2 \). The last column is the r.m.s. difference between the "constant" and the fit.
compressibility is indicated which is important. The meaning of the last four columns is the same as in Table 2.

<table>
<thead>
<tr>
<th>Equation</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_3$</th>
<th>$\epsilon_4$</th>
<th>$\epsilon_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1+1 or 2</td>
<td>0.125</td>
<td>0.144</td>
<td>-0.225</td>
<td>0.045</td>
<td>0.044</td>
</tr>
<tr>
<td>1+2 or 2</td>
<td>0.140</td>
<td>0.137</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.040</td>
</tr>
<tr>
<td>1+3 or 2</td>
<td>0.137</td>
<td>0.137</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.040</td>
</tr>
<tr>
<td>1+4 or 2</td>
<td>0.125</td>
<td>0.144</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Now let us turn to consideration of the rapid term. A model for this term has been given by several authors. They are essentially equivalent, so we shall use the one given by Reynolds (1976):

$$T_{ij} = \frac{2}{5} \left( 1 + A_1 \right) \epsilon_{ij} - \frac{3}{5} A_1 \left[ R_{ik} \epsilon_{kj} + R_{jk} \epsilon_{ki} + \frac{2}{3} \epsilon_{ij} \right]$$

$$\frac{4}{5} \left[ 5 + 7 A_1 \right] \left[ R_{ik} \epsilon_{kj} + R_{jk} \epsilon_{ki} \right]$$

where $\epsilon_{ij}$ is the production, $S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$ is the strain rate, and $\Omega_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right)$ is the rotation. The "constant" $A_1$ was computed for each set of tensor indices in each flow for each case, and a remarkable result was found. The "constant" is indeed nearly independent of the Reynolds and shear numbers, but it varies with the tensor index. The results are given in Table 4. We cannot offer an explanation of this result, but people doing model calculations might want to try an ad hoc modification of the model implied by these results, even though it is not in proper tensorial form.

<table>
<thead>
<tr>
<th>Equation</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>$A_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1+1 or 2</td>
<td>0.125</td>
<td>0.144</td>
<td>-0.225</td>
<td>0.045</td>
<td>0.044</td>
</tr>
<tr>
<td>1+2 or 2</td>
<td>0.140</td>
<td>0.137</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.040</td>
</tr>
<tr>
<td>1+3 or 2</td>
<td>0.137</td>
<td>0.137</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.040</td>
</tr>
<tr>
<td>1+4 or 2</td>
<td>0.125</td>
<td>0.144</td>
<td>-0.225</td>
<td>0.044</td>
<td>0.044</td>
</tr>
</tbody>
</table>

A simplified model by Gibson and Launder (1978) was also tested but did not fare so well as the model represented by Eq. (10).

Finally, fitting the full pressure-strain term to the combined models using a least-squares fit to determine the two constants gives results that are significantly better than either model alone.

7. Compressible Flow

As stated earlier, we also ran several cases in which compressibility is important. The effect of compressibility is indicated by the turbulence Mach number $M = q/c$ differing from zero; we considered values as high as $M = 0.3$, approximately the value found in supersonic shear layers. An alternative measure of the importance of compressibility is the parameter $SL/c$, the difference in speed across a large eddy divided by the Mach number. This parameter is, of course, the product of the shear and Mach numbers defined above.

In this section, we shall concentrate on the effects produced by the introduction of compressibility into the flow. On the whole, these effects are quite small, but it is instructive to study them in some detail.

One tool for examining the effect of compressibility is the Moyal decomposition. Moyal considers the velocity field to be a combination of a field which contains vorticity but no dilatation and one which has dilatation but no vorticity; these two components are called $u_1^T$ (solenoidal) and $u_2^T$ (dilatational), respectively. It turns out that the energy in the dilatational part of the field is always small compared to the energy in the solenoidal component; at the highest Mach number, the former is approximately two orders of magnitude larger than the latter. The only exception is the 2-2 component of the dilatation field, which is less than an order of magnitude smaller than the corresponding solenoidal component. This is the gradient direction, and we believe that the relatively large size of $\langle u_2^T \rangle$ is associated with sound-wave propagation in the direction normal to the flow. There is also a possibility that this result is connected with the decreased rate of growth of shear layers at high Mach numbers, but it is difficult to offer convincing evidence for this. A typical time history of the flow is given in Fig. 5.

![Fig. 5. The solenoidal and dilatational components of the Reynolds stresses $\langle u_1^T u_2^T \rangle$ and $\langle u_1^T u_1^T \rangle$.](image-url)
In an incompressible flow, the first two terms give rise to the Rotta and rapid components of the pressure field. In view of what we discovered above, we do not expect these terms to change very much even if compressibility is considered. When we note that \( \frac{\partial^2 u}{\partial t^2} = c^{2} \frac{\partial^2 u}{\partial t^2} \), the last term changes the equation from a Poisson equation to a wave equation. Alternatively, we can regard the last term as a new source term due to the compressibility, and the pressure field is then regarded as being composed of three parts—the two used in the incompressible flow and a new compressible term. (There is no need to use the Royal decomposition here.)

It was expected that the new term would be small, but it turned out that the compressible component of the pressure is surprisingly large. As it is the pressure-strain term that we are primarily concerned with, we present in Fig. 6 the ratio of the mean-square pressure-strain term (the second invariant of the pressure-strain tensor as defined by Lumley) for the compressible and incompressible components of the field. In this figure, the results have been correlated using an extension of Eq. (7) which includes a power of the Mach number. The results are given in the figure, and the size of the new term is indeed much larger than one might have expected. (This term was computed in two different ways which differed by 10%, so we have confidence in the results. We suspect that the results are due to sound waves propagating through the flow. It is worth noting that the ratio of the two fluctuations of the components of the pressure field is less than 1%, so there is apparently some mechanism operating which strongly correlates the sound waves with the strain in the field. The origin of the compressible portion of the pressure field was found to be dilatation and not the simple existence of density differences.

\[
p^2 = -(\mathbf{u}_1 \mathbf{u}_2)_{ij} - (\mathbf{u}_1)_{ij} \mathbf{u}_1 {^2} \]

(11)

In an incompressible flow, the first two terms give rise to the Rotta and rapid components of the pressure field. In view of what we discovered above, we do not expect these terms to change very much even if compressibility is considered. When we note that \( \frac{\partial^2 u}{\partial t^2} = c^{2} \frac{\partial^2 u}{\partial t^2} \), the last term changes the equation from a Poisson equation to a wave equation. Alternatively, we can regard the last term as a new source term due to the compressibility, and the pressure field is then regarded as being composed of three parts—the two used in the incompressible flow and a new compressible term. (There is no need to use the Royal decomposition here.)

Finally, we considered the modeling of the compressible term. It was found to behave like the rapid term, and it is preferable to model the sum of the two terms as a unit. When this is done, the result is qualitatively similar to what was found in the incompressible flow; however, the constants are changed somewhat (compare the results in Fig. 7 with those in Table 1). Thus it appears that, the compressible terms have a measurable effect on the pressure-strain term and this may be responsible for the change in \( \langle u_1^2 u_2^2 \rangle \) noted above.

We have also investigated models in which one assumes structural similarity or constancy of the anisotropic component of the Reynolds stresses. We were unable to find a "constant" for these models which fit the results well.

![Fig. 6. Ratio of the second invariant of the compressible pressure-strain term to the sum of the second invariants of the rapid and Rotta terms vs. a fitting function.](image)

![Fig. 7. Test of the model of Eq. (11) in compressible flow. The model is applied to the sum of the rapid and compressible terms. The abscissa is the constant obtained; the ordinate is the ratio of the constant to a correlation fit. The curves are shifted for clarity of presentation.](image)

8. Conclusions

We have shown that it is possible to fully simulate sheared homogeneous turbulence. The results compare quite well with the experiments, at least on a qualitative basis. It is possible to use the results of the simulations to produce information that cannot be obtained directly from experiments. In particular, we have computed the pressure-strain terms and compared them with model predictions. For the Rotta term, good results are obtained, provided that one includes the anisotropy of the dissipation along with the pressure-strain term. For the rapid term, we are unable to produce a good fit between the model and the computational results. Finally, it is shown that the effects of compressibility are small, for the most part. The only effect which was not found to be small is a modification of the pressure term, and this seems to be responsible for producing a change in the normal component of the Reynolds stress.
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