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PROBLEM

Human performance testing results in scores which represent the performance. The scores indicate differences among people, alterations due to types of stimuli within a test (e.g., changing signal intensity), effects of changes in the test environment, and, if the tests are repeated, effects of practice. Mathematical descriptions of these differences and changes are compared with the data to indicate which types of effects occurred. The mathematical models are usually statistical, due to the variability of the effects. The problem is that the utility of the test scores is limited by the generality and accuracy of the statistical-mathematical models used to interpret the data.

FINDINGS

1. Correlations between tests at each stage of practice can be useful to show changes of what is measured by the tests.
2. There are many ways to detect changes of individual differences during practice (e.g., Chi-square statistics, graphical methods, factor analysis, analysis of variance). None of the techniques studied is entirely satisfactory.
3. Signal detection theory can be useful for analysis of performance tests involving comparisons of stimuli with a standard stimulus.
4. Time series analysis can be used to explain how performance changes over time.

RECOMMENDATIONS

Human performance data should be compared with some sort of model or hypothesis about effects represented by the data. Several useful models are presented, and their application is recommended in appropriate contexts.

Trade names of materials or products of commercial or non-government organizations are cited where essential for precision in describing research procedures or evaluation of results. Their use does not constitute official endorsement or approval of the use of such commercial hardware or software.

This research work was funded by the Naval Medical Research and Development Command and by the Biological Sciences Division of the Office of Naval Research.
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Abstract

Video Games

In 1972 a coin-operated video game called Pong and manufactured by Atari, Inc., a company founded that same year, appeared on the electronic-games market. In less than a year Atari sold 6,000 games at more than $1,000 apiece. Midway Manufacturing Co., which Atari licensed to produce a version of Pong, sold 9,000 of the table-tennis type games in less than six months.

Also in 1972, Magnavox marketed a video game called Odyssey that could be played on home TV sets. The Odyssey set included a control unit, which attached to a home TV set and permitted one to play 12 different games by inserting a "game card" into the control unit. The original Odyssey was not, however, a programmable video game. All 12 games were resident in the control unit and were not, in fact, very different; the "game card" set appropriate lines, bars, and cursors. Then in 1975 Atari entered the home video market with a version of Pong that offered several new advances: electronically generated on-screen courts, sound effects for every hit, miss, and ricochet, and automatic on-screen digital scoring. By the end of 1976 twenty different companies, including Coleco, First Dimension, National Semiconductor, Phoenix, Unisonic, and Universal Research were producing video games for home use.

About this time, that is, late in 1976, Fairchild Camera and Instrument entered the field with the first fully programmable video system. The system was programmed by inserting an electronic cartridge into the game console. The benefit was that one could play as many different games as the company provided cartridges — in fact, more, because most cartridges contained several games. Different games within the same cartridge were selected by punching in a number on the control console.

In 1977 and 1978 programmable video games for home use proliferated on all sides. Companies already in the field, like Atari and Magnavox, came out with programmable video systems; and new companies entered the field, for example, RCA and Bally, the pinball-machine company. In 1978 American shoppers spent more than 200 million dollars on programmable home video games and everything pointed toward an even larger market in the future.
Video games as psychological tests

The potential of programmable video games for psychological testing is large. First, the new games involve skills and lots of them. Video games are tasks and playing them repeatedly constitutes so many trials of practice. The more a person plays the better he or she becomes, especially in the beginning; after extended practice, the gains from playing yet another game are small or non-existent. Most of the games, moreover, have a high ceiling, so high that few people come close to reaching it. Second, the new games are wonderfully self-motivating. A case can be made that for research purposes solid motivation is not all to the good. Insufficient motivation, boredom, or wavering attention may be precisely what the investigator wishes to study; and in such a case video games would not be the tasks of choice. More often, however, we are interested in skill acquisition, learning or forgetting, as distinct from performance; and where we are, insufficient or wavering motivation is quite simply a source of error. Third and last, most video games are highly speeded. In fact, this feature of the games may account for much of their appeal. In considerable measure the games are enjoyable because they operate at more or less the same speeds as we do, that is, as our brains do. Their being so fast, however, may permit them to tap aspects of human functioning that escaped us as long as we were dealing with essentially mechanical tasks (pursuit rotor, two-hand or complex coordination).

Programmable video games are equally attractive at a pragmatic level, especially for performance testing. Literally dozens of games and, in principle, hundreds or even thousands can be played with identically the same equipment; one need only insert another cartridge. Television sets are light, easily transported, and occupy little space. Furthermore, if they break down, they are easily replaced. The game console and associated cartridges are robust. The only parts of game equipment that show any appreciable tendency to break down are the joysticks, wheels, knobs, etc. that the subject manipulates; but these too are easily replaced.

Stabilization and task definition

Despite these many advantages psychologists have not rushed to study the new games or use them in prediction and performance testing. The first studies of programmable video games from a psychological standpoint were begun in the late summer of 1978 at the Navy Aerospace Medical Research Laboratory (NAMRL) in New Orleans. The purpose of the NAMRL studies was to find out whether or not the video games were suitable for inclusion in a performance test battery for environmental research.

A prime requirement of any performance test is that it stabilize. In a good performance test there comes a point in practice after which individual performance does not change in the absence of external changes. In group terms the mean follows a flat course, the variance among subjects remains the same from one trial to the next, and all correlations among stabilized trials are equal except for sampling variations. If a test satisfies these requirements, it may be used to study the impact of environmental variations on performance. If it does not, it is at best difficult to determine whether an observed change in performance is a practice effect or the result of environmental changes. An additional
requirement is that task definition (the average correlation among stabilized trials) be high, preferably greater than .90.

In the New Orleans laboratory a large number of conventional tests and, after September, 1978, video games have been studied over extended periods of practice, 15 consecutive working days, with a view to finding out how quickly, if at all, they stabilize and how well defined they are. So far nine video games have been studied in small samples (roughly 13 subjects) and one game, Air Combat Maneuvering (ACM), has been studied in roughly twice that number of subjects. All ten video games are made by Atari.

ACM is a remarkable task. The mean follows a classical learning curve, rising rapidly in the early trials and then gradually flattening out. The variance among subjects stabilizes after day 8 and the inter-trial correlation after day 6. Task definition is very high, .93. In the first six days of practice, that is, prior to stabilization, the intertrial correlations show an exceptionally regular superdiagonal form. Altogether ACM not only meets the requirements laid down for it as a performance test but does so more fully than any conventional test, with one exception, studied at NAMRL. The exception is Arithmetic, a conventional test that seems to be stable from the outset; the reason, in all probability, is that arithmetical skills have been so thoroughly practiced in school and everyday life that the subjects come to the laboratory at or near asymptotic levels.

Data concerning other video games studied at NAMRL are more preliminary. It does seem, however, that some other games are as promising for performance testing as ACM. Breakout, for example, seems also to stabilize after six days, though with poor task definition, .77. It also seems that video games do not all depend on the same underlying skills and abilities since the correlations between tasks are in some cases quite low.

Convergence-divergence relations

The present report focuses on convergence-divergence relations among video games. When a task is practiced, its correlation with an external measure may increase, decrease, or remain the same, to take linear possibilities only into account. If the correlation increases, the task is said to converge on the external measure; if it decreases, the task diverges from the external measure.

Table 1 presents the cross-correlations between ACM and Breakout in 13 Navy enlisted volunteers. Each subject played 10 games of ACM a day for 15 consecutive working days, followed by 10 games of Breakout a day for another 15 consecutive working days. His score each day was the average of the 10 games played.

Now consider the row averages. These figures represent the correlation between each of the 15 days on ACM with the 15 days on Breakout considered as a whole. Testing for linear trend in a two-way analysis of variance, using the interaction between rows and columns as the error term, shows a small but significant tendency (p ≤ .01) for ACM to converge on Breakout. The regression line rises by .07 from day 1 to day 15. Breakout, on the other hand, converges strongly on ACM. The regression line for the column averages rises by .33 from day 1 to day 15.
Two points are worth underscoring. First, convergence-divergence relations are not symmetrical. Because task A converges on task B it does not follow that task B converges on task A; task B may, in fact, diverge from task A. Second, Breakout followed ACM in time. Therefore, the correlations between Breakout and ACM increased with increasing temporal separation. Day 1 on Breakout followed ACM directly while day 15 came almost three weeks later. Nevertheless, the correlations with ACM increased systematically over this interval. This result is without precedent in the literature of differential psychology; in all other studies the correlation between the same or similar measures either decreases with increasing temporal separation or remains the same.

ACM and Breakout were the first two in a series of five video tasks; the other tasks were, in order, Surround, Race Car, and Slalom. The same 13 subjects practiced all five tasks. Breakout converges strongly not only on ACM but on the other three tasks as well; linear change over the 15 days is roughly the same in all four cases, on the order of .30. ACM, however, shows no change with Surround, a slight but significant divergence from Race Car and a stronger divergence from Slalom. The linear decrease from day 1 to day 15 is .06 for Race Car and .13 for Slalom. The last two cases are the obverse of the relations between ACM and Breakout. ACM precedes Race Car and Slalom. Therefore, since it diverges from these two tasks, the correlation between ACM and Race Car or Slalom decreases as ACM gets closer and closer temporally and sequentially to the two following tasks. These results are also without precedent in the differential literature.

Application to pilot selection

A test converges on or diverges from a training criterion according as the correlation between test and criterion increases or decreases with practice on the test. If the test diverges, there is plainly no point in extending practice on the test since the effect is to lower predictive validity; if it converges, however, there may be no predictive validity at all without extended practice.

Pilot training takes place in a series of stages, each one (except the first) building on at least some of the preceding stages. It is possible, therefore, to speak not only of a test converging on or diverging from the criterion but also of the criterion converging on or diverging from a test. If the correlation between flight grades, for example, and a test increases with level of training, the criterion converges on the test. If the correlation decreases as students progress to more and more advanced stages, the criterion diverges from the test. In the first case, where training criteria converge on a test, we have reason to believe that the test will predict operational performance at least as well as it does performance in training. If the training criterion diverges from a test, however, the test may easily be valid in training but much less so or not at all in operations.
<table>
<thead>
<tr>
<th>ACM</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>\bar{x}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29*</td>
<td>34</td>
<td>33</td>
<td>58</td>
<td>38</td>
<td>47</td>
<td>68</td>
<td>73</td>
<td>62</td>
<td>62</td>
<td>79</td>
<td>65</td>
<td>72</td>
<td>62</td>
<td>83</td>
<td>58</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>42</td>
<td>54</td>
<td>56</td>
<td>43</td>
<td>57</td>
<td>82</td>
<td>77</td>
<td>64</td>
<td>83</td>
<td>71</td>
<td>56</td>
<td>85</td>
<td>78</td>
<td>83</td>
<td>63</td>
</tr>
<tr>
<td>3</td>
<td>00</td>
<td>26</td>
<td>43</td>
<td>47</td>
<td>36</td>
<td>49</td>
<td>76</td>
<td>65</td>
<td>51</td>
<td>73</td>
<td>70</td>
<td>47</td>
<td>76</td>
<td>64</td>
<td>79</td>
<td>53</td>
</tr>
<tr>
<td>4</td>
<td>26</td>
<td>54</td>
<td>53</td>
<td>42</td>
<td>52</td>
<td>65</td>
<td>68</td>
<td>60</td>
<td>64</td>
<td>50</td>
<td>75</td>
<td>68</td>
<td>70</td>
<td>57</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>28</td>
<td>43</td>
<td>58</td>
<td>64</td>
<td>39</td>
<td>66</td>
<td>78</td>
<td>66</td>
<td>61</td>
<td>73</td>
<td>71</td>
<td>65</td>
<td>73</td>
<td>78</td>
<td>82</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>34</td>
<td>45</td>
<td>50</td>
<td>62</td>
<td>51</td>
<td>61</td>
<td>76</td>
<td>79</td>
<td>59</td>
<td>65</td>
<td>68</td>
<td>65</td>
<td>70</td>
<td>65</td>
<td>75</td>
<td>62</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>37</td>
<td>54</td>
<td>54</td>
<td>47</td>
<td>57</td>
<td>70</td>
<td>64</td>
<td>53</td>
<td>66</td>
<td>63</td>
<td>57</td>
<td>69</td>
<td>72</td>
<td>73</td>
<td>58</td>
</tr>
<tr>
<td>8</td>
<td>29</td>
<td>40</td>
<td>50</td>
<td>61</td>
<td>48</td>
<td>56</td>
<td>78</td>
<td>74</td>
<td>61</td>
<td>67</td>
<td>71</td>
<td>64</td>
<td>78</td>
<td>75</td>
<td>81</td>
<td>62</td>
</tr>
<tr>
<td>9</td>
<td>43</td>
<td>53</td>
<td>59</td>
<td>63</td>
<td>56</td>
<td>72</td>
<td>68</td>
<td>81</td>
<td>66</td>
<td>67</td>
<td>73</td>
<td>69</td>
<td>66</td>
<td>61</td>
<td>79</td>
<td>65</td>
</tr>
<tr>
<td>10</td>
<td>28</td>
<td>40</td>
<td>55</td>
<td>54</td>
<td>52</td>
<td>63</td>
<td>73</td>
<td>66</td>
<td>51</td>
<td>62</td>
<td>63</td>
<td>60</td>
<td>65</td>
<td>70</td>
<td>84</td>
<td>73</td>
</tr>
<tr>
<td>11</td>
<td>25</td>
<td>34</td>
<td>51</td>
<td>48</td>
<td>41</td>
<td>53</td>
<td>70</td>
<td>65</td>
<td>47</td>
<td>61</td>
<td>63</td>
<td>54</td>
<td>69</td>
<td>61</td>
<td>72</td>
<td>54</td>
</tr>
<tr>
<td>12</td>
<td>34</td>
<td>46</td>
<td>53</td>
<td>56</td>
<td>54</td>
<td>67</td>
<td>73</td>
<td>73</td>
<td>60</td>
<td>66</td>
<td>67</td>
<td>61</td>
<td>66</td>
<td>67</td>
<td>73</td>
<td>61</td>
</tr>
<tr>
<td>13</td>
<td>40</td>
<td>53</td>
<td>72</td>
<td>63</td>
<td>62</td>
<td>73</td>
<td>74</td>
<td>69</td>
<td>62</td>
<td>68</td>
<td>68</td>
<td>65</td>
<td>64</td>
<td>72</td>
<td>73</td>
<td>65</td>
</tr>
<tr>
<td>14</td>
<td>47</td>
<td>52</td>
<td>61</td>
<td>73</td>
<td>61</td>
<td>65</td>
<td>75</td>
<td>74</td>
<td>64</td>
<td>71</td>
<td>72</td>
<td>70</td>
<td>75</td>
<td>82</td>
<td>67</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>40</td>
<td>51</td>
<td>63</td>
<td>66</td>
<td>59</td>
<td>70</td>
<td>78</td>
<td>74</td>
<td>65</td>
<td>71</td>
<td>77</td>
<td>72</td>
<td>72</td>
<td>72</td>
<td>82</td>
<td>67</td>
</tr>
<tr>
<td>\bar{x}</td>
<td>30</td>
<td>42</td>
<td>54</td>
<td>59</td>
<td>50</td>
<td>61</td>
<td>74</td>
<td>71</td>
<td>59</td>
<td>67</td>
<td>69</td>
<td>61</td>
<td>72</td>
<td>69</td>
<td>78</td>
<td>61</td>
</tr>
</tbody>
</table>

*Decimal points omitted.*
CONVERGENCE-DIVERGENCE WITH EXTENDED PRACTICE: THREE APPLICATIONS

Marshall B. Jones
The Pennsylvania State University College of Medicine
Hershey, Pennsylvania

ABSTRACT

When a task is practiced, its correlation with an external measure may increase, decrease, or remain the same, to take only linear possibilities into account. If the correlation increases, the task is said to converge on the external measure; if it decreases, the task diverges from the external measure. This simple notion has many applications, some of them entailing important theoretical consequences. The present paper discusses three of these applications.

INTRODUCTION

The first author to recognize that practicing a task might alter its correlations with other measures was Herbert Woodrow (1939). His main finding was that the correlation between tasks tended to weaken with practice on one of them. For 15 years Woodrow's studies along this line were not pursued by other workers. Then, in the early 1950's, a series of investigations under Air Force auspices (Adams, 1953; Fleishman and Hempel, 1953; Reynolds, 1952) showed beyond any serious question that the correlations of many tasks with other measures change with practice. In general, Woodrow's early generalization held up, that is, most tasks were more strongly correlated with external measures early in practice than they were later on; but there were many exceptions. Depending on the particular task that was practiced and the particular external measure, the correlation between the two might increase, decrease, or remain the same as the task was practiced.

Recently, Jones, Kennedy, and Bittner (1980) introduced the phrase "convergence with practice" to indicate increasing correlations between a task and an external measure; similarly, "divergence" means that the correlation between a task and an external measure decreases with practice. The present paper develops this idea in three different settings: differential retention over long periods of no practice, personnel selection and classification, and the identification of latent factors.

DIFFERENTIAL RETENTION

Under constant conditions, most individuals reach a point on most tasks where they are no longer improving with practice or improving at a slow and regular rate; at this point each individual is at or near his or her asymptotic level. An array of such levels is called a terminal process (Jones, 1970a&b). At earlier points in practice an individual's level of performance can be analyzed into two parts, one reflecting the terminal process and the other individual differences in approach to terminal levels. Jones (1970a&b) calls this second part the rate process.

Suppose now that practice stops with all subjects at or near terminal levels and is followed by a long period (several months at a minimum) of no practice. When practice is resumed, many individuals will no longer be performing at terminal levels. As retraining proceeds, however, the subjects should, according to Jones' two-process theory of individual differences in skill acquisition, return to their original terminal levels. In consequence, the correlation between terminal level in original practice and performance in retraining should increase with retraining session number. Put differently, the retraining sessions should converge on terminal levels in original learning.

This consequence, it should be pointed out, has no precedent in correlations among temporally ordered measures of the same sort. The well-known universal rule in matrices of this description is that correlation decreases with temporal separation (Jones, 1969, 1972). Our consequence, however, calls for original learning to correlate most strongly with the temporally most removed measure, that is, the last retraining session, and least strongly with the measure closest to it in time, that is, the first retraining session.

A study to test this reasoning is currently underway at the Navy Biodynamics Laboratory in New Orleans. The design calls for 24 subjects, six tasks (all video games manufactured by Atari, Inc.), and three retention intervals (4-6 months, 10-12 months, and 16-18 months). We will consider one of these tasks, Air Combat Maneuvering (ACM), in some detail. All 24 subjects practiced ACM ten games a day for 15 consecutive working days and the ten games a subject played each day were averaged to obtain a single data point for each individual on each day; the retention interval is 16-18 months.

Air Combat Maneuvering is a remarkable task (Jones, 1979). The mean follows a classical learning curve, rising rapidly in the early trials and then gradually flattening out; the variance among subjects stabilizes after day 8. The r correlations among days 7 through 15 are high, \( r = .93 \), and differ from one another no more than one would expect from sampling con-
siderations (Lawley's chi-squared test). In short, from day 7 on the subjects are all at or near their terminal levels, except for small amounts of random error. The average, therefore, of a subject's score on these nine days is a close estimate of that individual's terminal level.

A half dozen of these subjects have been returned to practice for five consecutive working days after 16-18 months of no practice. The question at issue is the correlation between terminal level as estimated from the average of days 7 through 15 and the five days of retraining. If Jones' theory is correct, this correlation will be lowest on day 1 of retraining and highest on day 5.

PERSONNEL SELECTION

The second application concerns personnel selection in cases where "the criterion" develops in a series of stages or phases. Pilot training, for example, takes place in stages (pre-solo, precision, acrobatics, etc.), and each student who completes training receives a flight grade for each stage. In such a case we have two kinds of convergence-divergence to consider. First, does a predictor task converge on or diverge from the flight training criterion, taken, let us say, as the average flight grade in advanced training? If it converges on the criterion, then predictive validity increases with practice. If the task diverges from the criterion with practice, then predictive validity decreases with practice. In the latter case there is no point in extending practice on the predictor task; in the former case there may be, especially if the increase in predictive validity is sizable.

Flight grades may also converge on or diverge from the predictor task, taken, let us say, as terminal levels of performance. This is the second kind of convergence in the selection context. If flight grades converge from the predictor task as a student progresses to more and more advanced stages of training, the task may easily be valid in training but much less so or not at all in operations. If, on the other hand, flight grades converge on the predictor task, there is reason to believe that the test will predict operational performance at least as well as it does performance in training.

Predictor-criterion relations are seriously oversimplified when presented in a static point-to-point way. In many selection programs both the predictor and the criterion change systematically with practice or training; where they do, it is crucial to know not just the overall magnitude of predictor-criterion relations but how these relations change with stage of training or practice on the predictor task.

FACTOR IDENTIFICATION

The third application concerns factor-referenced tests. It has been known for more than 20 years that the factorial content of a skilled task changes with practice (Fleishman, 1960; Fleishman and Hempel, 1953). Twenty years ago, however, it was customary to draw a sharp distinction between skills and abilities. Skills were tasks of practical relevance and they were practiced. Abilities were measured by "reference tests" which were administered for short periods of time only and usually had little or no practical importance. Skills were narrow in scope, whereas abilities were broad and enduring. To a large extent, this distinction was always arbitrary; it was only a convention that said skilled tasks could be practiced whereas reference tests could (or should) be administered to the same subjects once or twice only. As long as it lasted, however, the distinction served to contain and limit Fleishman's findings about differential changes with practice. One thought of skills as changing with practice; nothing was said about abilities.

In recent years the idea of abilities as broad, measurable, enduring traits has been called into question along several lines (Alvares and Hulin, 1972, 1973; Mischel, 1968; Humphreys, 1968). One such line is to treat tests of ability like other tasks, that is, to allow practice. Some factor-referenced tests can be practiced as they stand, others require multiple parallel forms. In any case, when practice is allowed, tests of ability behave just like other tasks. People improve with practice, usually in a negatively accelerated way; correlations between trials of practice follow the usual, so-called superdiagonal pattern (Jones, 1969, 1972), with intertrial correlations decreasing with increasing serial or temporal separation; finally, as practice proceeds, tests converge on or diverge from some external measures, including other tests.

Code substitution or digit-symbol, as it is also called, is a good example. The test is generated by pairing the nine digits (1,2,3,..., 9) with nine arbitrarily chosen letters. The letters are then presented in a random series numbering, perhaps, 100 to 200 letters in all and the subject required to write down the paired digit for as many letters as possible in the time allowed. The usual measure is number correct or time to finish, if the series is short relative to time allowed.

In one form or another this test has been included in intelligence tests since the First World War. It was part of the Army Alpha and Beta tests (Pintner, 1923) and the original version of the Wechsler-Bellevue Intelligence Scale (Wechsler, 1958). The Differential Aptitude Tests, General Aptitude Test Battery, and most tests of clerical aptitude include some form of the code substitution test (Buros, 1979).
Recently, Pepper, Kennedy, and Bittner (1980) administered alternate forms of the code substitution test to 19 navy enlisted men for 15 consecutive working days. Each alternate form consisted of 135 letters with its own randomly chosen letter-digit pairing. The subjects were instructed to write down the paired digit beneath each letter and given two minutes to complete as many pairs as they could. The measure of performance was total number correct.

Mean performance on this test increased regularly from 68.3 correct on the first day to 80.2 correct on the 15th day; the variance among subjects stabilized after day 7. Intertrial (interday) correlations showed unmistakable evidence of differential change for the first five days but little or none thereafter. The average correlation among the last ten days, however, was not as high as one might wish, .72 (Jones, 1979).

This study was carried out at the Navy Biodynamics Laboratory and many of the same subjects were also given other tasks, for example, Air Combat Maneuvering. The correlations of code substitution with several of these other tasks changed systematically with practice, in some cases increasing and in others decreasing.

In short, code substitution behaves just like other tasks when it is practiced, its differential content changes; and what is true of code substitution is probably true of most tests, including tests used to identify latent factors. This fact poses serious problems for factor analysis.

Suppose, for example, that code substitution loads heavily on factor A when it is little practiced but only very modestly when it is well practiced. Given the first result, the usual conclusion would be that factor A had something to do with clerical aptitude, speed, or accuracy. But if that is true, then why doesn't code substitution load heavily on factor A when it is well practiced? If factor loadings change with practice—and this much is foregone given that tests converge on or diverge from one another with practice, then how are ability factors to be named? The same test that loads heavily on a factor at one stage of practice may not do so at another; yet the content of the test, its behavioral requirements, remains the same.

One way out of this dilemma is to equate test content with terminal levels of performance. On this view, early stages of skill acquisition reflect previous experience, differences in exposure, variations in learning style, etc.; it is only late in practice, when subjects approach asymptotic performance, that one can say, "these differences reflect test content." This view also entails difficulties, however. Taken seriously, it means that most factor-analytic attempts to identify underlying abilities are improperly done since very few of them involve extended practice on any task.
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STATISTICAL TESTS FOR DIFFERENTIAL STABILITY

Alvah C. Bittner, Jr.
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ABSTRACT

This paper evaluates three methods for assessing "differential stability". These methods are Graphical Analysis, Early vs. Late Correlational ANOVA, and the Lawley Test of Correlational Equality. It is recommended that Graphical Analysis be the method of first choice with the Early vs. Late method utilized only where there is a need for formal confirmation.

INTRODUCTION

Background

Development of Performance Evaluation Tests for Environmental Research (PETER) is currently taking place at a number of government, university and industrial facilities. PETER is a human performance task battery which is being specifically designed for repeated administration in exotic environments. Focus on repeated administrations was motivated by recognition that the most frequently and almost exclusively used paradigm in environmental research uses repeated measurements of subjects. With and without control groups, this paradigm typically employs measurements of subjects in "before". "during" and "after" exposure conditions. Suitability of tasks for repeated administrations is a unique focus of PETER not considered in previous battery developments (Kennedy & Bittner, 1978; Kennedy, Bittner & Harbeson, 1979). The repeated measures analysis of variance (ANOVA), almost universally applied to environmental paradigm data, puts stringent requirements on tasks for use in PETER. One of the requirements of such an ANOVA is "compound symmetry" of the variance-covariance matrix (Winer, 1962). This requirement can be shown (Anderson, 1958) equivalent to requiring: (a) homogeneity of variances across conditions and (b) differential stability, i.e., the correlations between trials must be constant (r_{i-j}). Usually the first of these requirements, homogeneity of variance, can be met by either differential weighting of observations or transformations (Scheffe', 1959). Hence differential stability is the critical assumption for conventional analysis of environmental paradigm data.

Differential stability, in light of its experimental importance, has been surprisingly little studied. However, a few researchers (e.g., Fleishman, 1967) have shown instability for some tasks by demonstration of systematic variations in correlations between a reference battery and trial-to-trial performance on a task. In addition, the decline in between-trial correlations (sometimes to zero) with increasing trial separation has been noted by Jones (cf., 1962 and 1972) and followers (Kennedy & Bittner, 1978b) to suggest differential instability for almost all tasks without extensive practice. Kennedy and Bittner (1978b), in their study of potential tasks for PETER, have noted differential instability even where mean and standard deviations have "plateaued" and most experimenters would assume sufficient "stability" for conduct of research. More recent PETER investigations have also found many tasks differentially "unstable" after practice ordinarily thought sufficient for their experimental utilization (Kennedy, Bittner & Harbeson, 1979). Clearly, there is need of methods for assessing if and when tasks obtain differential stability.

Purpose

The purpose of this report will be to evaluate three methods of assessing differential stability.

TESTS OF STABILITY

Three tests of differential stability will be described below: (1) Graphical; (2) Early versus Late Correlational ANOVA; and (3) Lawley (1963) Test of Correlational Equality. Each of these tests will be illustrated by using the between-trial correlations obtained from thirteen subjects who practiced a video game, ATARI Air Combat Maneuvering, for 10 trials a day over 15 days. Table I gives the ATARI correlation matrix which has been des-

*Multivariate profile analysis of basic environmental paradigm data can be conducted, despite the lack of differential stability for homogeneity of variances, if the number of subjects exceeds the number of trials. Lack of differential stability, however, implies that the character of what-is-being-measured, is not constant over trials. Hence, while statistically valid, multivariate analysis may yield results meaningless from a scientific standpoint.
scribed elsewhere (Jones, Kennedy & Bittner, 1979).

Graphical Analysis

Studies of differential stability by graphical analysis have been reported by Kennedy and Bittner (1978 a&b) and Kennedy et al. (1979). While not yielding a strictly statistical test, Graphical Analysis permits visual understanding of task progression toward and attainment of stability, if present. Consider Figure 1 which portrays the correlations between selected base days (1, 2, 4, 6, 10 & 12) and those which follow. It was constructed by selecting a row of Table 1 corresponding to a base day of interest (e.g., Day 2) and plotting the correlations to the right of the diagonal in terms of "Days After Base Day (DADB)" i.e., \( r_{21} = 0.92 \) at 1 DADB, \( r_{26} = 0.87 \) at 2 DADB. Differential stability can be determined from the traces such as portrayed in Figure 1, by noting where the slopes of later Base Day traces approximate zero and overlay one another. A zero flat slope, it is noteworthy, indicates that correlations are stable in value and the overlay of traces indicates that correlations are equal across Base Days. Examining Figure 1, traces for Base Days 1, 2 and 4 are seen to lie below a cluster of later Days and to have apparently negative slopes. Traces for Base Days 6 and later, however, appear to effectively overlay one another and have zero slopes. From Graphical Analysis, therefore, it appears that differential stability has been obtained on the ATARI task by the sixth day of practice.

Early vs Late Days Correlation ANOVA

Jones (1979) has defined and applied this method of stability analysis. Following Jones it can be argued that if stabilization occurs, the practice days can be divided into an "earlier" and a "later" segment such that: (a) the correlations between all of the later days and one of the earlier days is constant and (b) the correlation between any two later days is the same. This Early vs Late days division, Jones (1979) observes, can be seen in examination of a table of cross-correlations and subjected to ANOVA.

Delineation of Jones (1979) method of analysis can be made with the ATARI data given in Table 1. Consider Table 2 which presents the correlations between the first six (tentatively early) and the last nine (tentatively late) days. The rows subject to sampling variation, appear to meet the first (a) of Jones conditions for stability with relative consistancy going across any row. The average correlations for the columns present support for meeting the second (b) of Jones conditions as there appears to be no change at all from Day 7 to Day 15. In other words, Day 7 correlates no more strongly with the first six days than Day 15 does. It appears, therefore, that the ACM task is completely stabilized after Day 6. Table 3 summarizes the results of a two way analysis of variance (ANOVA) carried out on the correlations in Table 2. Only the linear column component is of interest because it reflects the flatness of early correlations with later days. Being nonsignificant (p=.10, p>.6), the tentative interpretation of stability of correlation after Day 6 is confirmed.

Lawley Test of Correlation Equality

Lawley (1963) has proposed a test for the equality of all correlations in a matrix, i.e., \( H_0: \rho = \rho_1 = \rho_2 \ldots (1 \neq j) \). His test, is an approximation of a likelihood-ratio test and rests on the assumption that the underlying distribution of observations is multivariate normal. Lawley's test statistic (Morrison, 1967) can be written

\[
\chi^2 = N \left( \sum_{i=1}^{p} \sum_{j=1}^{p} (r_{ij} - \rho)^2 - \rho^2 \right)
\]

where for \( p \) variates and \( N \) subjects

\[
\chi^2 = N \left( \sum_{i=1}^{p} \sum_{j=1}^{p} (r_{ij} - \rho)^2 - \rho^2 \right)
\]

Under the assumption \( H_0 \), Lawley (1963) has shown that asymptotically his test statistic is chi-squared distributed with \( df = (p+1)(p-2) \) degrees of freedom. Applying the Lawley statistic to the 36 correlations among days 7 through 15 of Table 1, it can be found that the chi-squared is 39.82 which for 35 degrees of freedom is nonsignificant (p>.75). Hence the conclusion of differential stability subsequent to the sixth day is again confirmed.

**Non linear column effects, it is noteworthy, are not of interest as they largely reflect non systematic sampling variations. In this case, the spuriously low average correlations on Day 10, a Friday, is largely responsible for the nonlinear effect.**
Each of the three stability tests was found to indicate differentially stability for the ATARI ACM task by Day 7. This consensus, however, masked important differences between the three methods. These differences will be described below and recommendations will be made for statistical method selection.

Test Differences

Recently, Jones (1979) has pointed out that the Early vs Late Days and Lawley methods examine stability differently. The Lawley test has its focus on the equality of all correlations within a series of consecutive trials. Therefore, it can be expected to be sensitive to local deviation in correlations, reflecting more accidental disruptions in performance than changes in differential stability (e.g., an unscheduled break during testing for some subjects). The Early vs Late test, in contrast, has its focus on systematic (linear) changes in average correlations with an external criterion (early trials). Local instabilities, effecting the Lawley, would be expected to have little impact on the Early vs Late method. Jones (1979) has defined the stability measured by the Lawley as local and that by the Early vs Late as general. In light of Jones' distinction, Graphical Analysis can be seen to focus on "general" stability paralleling the Early vs Late method.

Each of the three stability methods can be distinguished by "cautions" for the potential user. Graphical Analysis in particular, is not, strictly speaking, an objective statistical technique. It does not yield an alpha level or other numerical assessment. Interpretation of graphical traces requires a "knowledgeable eye" and disagreements between analysts, although infrequent, are possible.

The Early vs Late Days Correlational ANOVA is more objective than the Graphical technique, but the Early vs Late Days test statistic may yield significance levels which are substantially in error. An argument to show this possibility can be made from the observation that elements in estimated covariance matrices have correlated errors (cf. Anderson, 1958). Consequently, correlations estimated from covariance matrix elements will also have correlated errors, which might be expected to impact significance levels at a substantial level if experience with lag correlated errors is any indication (Scheffe', 1959, Chap. 3). It can be noted, however, that analysis has suggested that the impact of correlated errors for matrices arising from reliability studies will be to inflate the apparent significance level. Hence a nonsignificant (linear column) result for the Early vs Late Days Analysis would support the view that a task is stable.

The Lawley Test, as with both the other methods described above, must be used cautiously by researchers. It is based on an assumption of multivariate normality which if violated could yield grossly inappropriate estimates of alpha level. An argument for this sensitivity to nonnormality can be constructed following that for the sensitivity of tests for homogeneity of variance (e.g., Bartlett) given in Scheffe' (1959). Thus the user of the Lawley Test must attend to the multivariate distribution underlying observations.

Recommendations

One goal of stability research is to determine if differential stability is sufficient for utilization of a task in an exotic environment. For many tasks, Graphical Analysis alone is sufficiently precise to meet this goal. In cases of massive declines in reliability (e.g., McGaley, et al., 1979), the task can be rejected without resort to more elegant techniques. In other cases (e.g., Seales, et al., 1979), the graphical evidence for stability is so marked that evidence from the Early vs Late and Lawley Tests could be discounted as meaningless from a practical standpoint. Even in cases where stability or instability is difficult to assess (e.g., Kennedy & Bittner, 1975), Graphical Analysis is sufficiently precise to indicate sufficient (practical) stability for task use in a limited number of test periods. Because of the wide utility and simplicity of Graphical Analysis, it is suggested as the first step in stability analysis. Reliance on a non-graphical method can be confined to situations where graphical analysis is inconclusive. In cases where confirmation is required, Early vs Late Days appears the current method of choice. It measures "general stability" which is more practically meaningful than "local stability" assessed by the Lawley. Hence, Graphical Analysis is the recommended method of first choice with Early vs Late Days Analysis recommended only where a special need for confirmation manifests itself.
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### Table 1
Correlations Among Days for Atari ACM Task

<table>
<thead>
<tr>
<th>Day</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.85</td>
<td>.77</td>
<td>.88</td>
<td>.82</td>
<td>.79</td>
<td>.81</td>
<td>.77</td>
<td>.72</td>
<td>.81</td>
<td>.76</td>
<td>.73</td>
<td>.77</td>
<td>.77</td>
<td>.77</td>
<td>.77</td>
</tr>
<tr>
<td>2</td>
<td>.92</td>
<td>.87</td>
<td>.86</td>
<td>.83</td>
<td>.73</td>
<td>.82</td>
<td>.74</td>
<td>.70</td>
<td>.73</td>
<td>.77</td>
<td>.76</td>
<td>.74</td>
<td>.74</td>
<td>.74</td>
<td>.74</td>
</tr>
<tr>
<td>3</td>
<td>.90</td>
<td>.88</td>
<td>.84</td>
<td>.73</td>
<td>.80</td>
<td>.81</td>
<td>.70</td>
<td>.81</td>
<td>.73</td>
<td>.79</td>
<td>.76</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
</tr>
<tr>
<td>4</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td>5</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
</tr>
<tr>
<td>6</td>
<td>.93</td>
<td>.97</td>
<td>.98</td>
<td>.92</td>
<td>.91</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>7</td>
<td>.97</td>
<td>.92</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>8</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
</tr>
<tr>
<td>9</td>
<td>.92</td>
<td>.94</td>
<td>.96</td>
<td>.94</td>
<td>.96</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>10</td>
<td>.93</td>
<td>.98</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>11</td>
<td>.93</td>
<td>.96</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>12</td>
<td>.95</td>
<td>.93</td>
<td>.96</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>13</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
</tr>
<tr>
<td>14</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
<td>.88</td>
</tr>
<tr>
<td>15</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
</tr>
</tbody>
</table>

### Table 2
Correlations Between First 6 and Last 9 Days

<table>
<thead>
<tr>
<th>Days</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.78</td>
<td>.87</td>
<td>.77</td>
<td>.73</td>
<td>.72</td>
<td>.81</td>
<td>.76</td>
<td>.73</td>
<td>.77</td>
</tr>
<tr>
<td>2</td>
<td>.73</td>
<td>.82</td>
<td>.76</td>
<td>.70</td>
<td>.73</td>
<td>.77</td>
<td>.76</td>
<td>.74</td>
<td>.77</td>
</tr>
<tr>
<td>3</td>
<td>.72</td>
<td>.80</td>
<td>.74</td>
<td>.69</td>
<td>.72</td>
<td>.75</td>
<td>.74</td>
<td>.72</td>
<td>.75</td>
</tr>
<tr>
<td>4</td>
<td>.84</td>
<td>.86</td>
<td>.82</td>
<td>.79</td>
<td>.81</td>
<td>.84</td>
<td>.86</td>
<td>.86</td>
<td>.86</td>
</tr>
<tr>
<td>5</td>
<td>.90</td>
<td>.93</td>
<td>.96</td>
<td>.92</td>
<td>.93</td>
<td>.95</td>
<td>.92</td>
<td>.92</td>
<td>.92</td>
</tr>
<tr>
<td>6</td>
<td>.93</td>
<td>.97</td>
<td>.98</td>
<td>.92</td>
<td>.91</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>7</td>
<td>.97</td>
<td>.92</td>
<td>.93</td>
<td>.92</td>
<td>.92</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>8</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
</tr>
<tr>
<td>9</td>
<td>.92</td>
<td>.94</td>
<td>.96</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>10</td>
<td>.93</td>
<td>.98</td>
<td>.94</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>11</td>
<td>.93</td>
<td>.96</td>
<td>.94</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>12</td>
<td>.95</td>
<td>.93</td>
<td>.96</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
<td>.94</td>
</tr>
<tr>
<td>13</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
<td>.98</td>
</tr>
<tr>
<td>14</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
<td>.91</td>
</tr>
<tr>
<td>15</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
<td>.78</td>
</tr>
</tbody>
</table>

### Table 3
ANOVA For Data in Table 2

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room</td>
<td>0.274</td>
<td>5</td>
<td>0.055</td>
<td>109.3</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Columns</td>
<td>0.023</td>
<td>4</td>
<td>0.006</td>
<td>8.8</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Linear</td>
<td>0.006</td>
<td>1</td>
<td>0.006</td>
<td>1.0</td>
<td>0.30</td>
</tr>
<tr>
<td>Residual</td>
<td>0.019</td>
<td>7</td>
<td>0.003</td>
<td>5.2</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Interaction (error)</td>
<td>0.021</td>
<td>40</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>0.324</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The influence of past inputs and outputs on present output is proportional to the model's parameters ($\theta$ and $\delta$).

The Box-Jenkins model is a dynamic, stochastic, discrete representation which offers the following to students of performance and physiological variables (PPV): 1) Insight into how PPV change over time, including estimates of their differential equations; 2) Identification of rhythms and periodicities of PPV and phase relations among PPV; 3) Reduction of error variance by explaining some of that variance as covariance among observations; 4) Explanation of how PPV (e.g. performance test scores) change in response to other PPV (e.g. vibration exposure history); 5) Dynamic forecasts of PPV, including point estimates and confidence intervals which change appropriately for each future time; and 6) Assessment of whether some intervention (e.g. clinical or environmental) affects the level of a PPV. Both univariate and multivariate models are available for each of these objectives. The general applicability of the Box-Jenkins model to behavioral phenomena is illustrated by the fact that a simple Box-Jenkins-type model explains the simplex matrix of intertrial correlations, which characterizes all known repeated-measures data.

Some of the uses of the Box-Jenkins time series model can be exemplified with data on tests of arithmetic ability collected at 6 A.M., 2 P.M., and 10 P.M. on each of 21 successive days. Models of the obtained performance were built using procedures described by Box and Jenkins. The primary basis of such models is the correlations between observations separated by a fixed number of measurements: autocorrelations. Figure 2 shows the autocorrelations of addition tests.

It indicates that there is a relationship between scores obtained at 24-hour intervals. The nature of this 24-hour cycle is that performance at 2 P.M. was usually poorer than performance at 6 A.M. or 10 P.M. The same 24-hour cycle was discovered
in subtraction, multiplication, and division test performance. For instance, models of addition and subtraction performance are, respectively, $z_t = .326z_{t-1} + .29569$ and $z_t = .477z_{t-1} + .4233$, where $z_t$ is the number of arithmetic problems worked correctly during the $t^{th}$ four-minute trial of the experiment. All coefficients in these models are statistically significant ($p < .05$), and the subtraction model, for example, reduces the error variance of that series by 21%. A Chi-squared test for residual autocorrelation in the modeled series indicates that the addition and subtraction models are complete, $X^2(24)=9.35$, $p > .5$; and $X^2(24)=25.04$, $p > .3$ respectively. Such models may be used for description of a process, for intervention analysis, or for forecasting.

Dynamic forecasts of addition performance (scaled to have a mean of 50) are shown in Figure 3. A separate forecast is generated for each time in the future. Forecasts of the distant future approach the series mean, and their variances approach the variance of the series. Forecasts of the near future differ appreciably from the series mean, and have reduced variance due to the covariance between the near future and the (now certain) past. Note that traditional 95% confidence intervals ($\pm 2$ S.D.) will often be too liberal or too restrictive, compared with confidence intervals based on a Box-Jenkins model. Dynamic forecasting has obvious applications to manpower planning and selection. An application to aerospace medicine would be the comparison of observed PPV scores with predicted scores to indicate the incipient disability of critical personnel (e.g. aircraft pilots).

To summarize, Box-Jenkins time series models deserve our consideration as an aid to understanding, prediction, and control of psychological and physiological processes which unfold over time. These dynamic models represent a departure from traditional static models and their adoption would require a shift to experimental designs that include measurement of a few individuals on numerous occasions.
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Summary
A general signal-detection theory (SDT) psychometric function is derived which relates both comparison (Ω₁) and standard (Ω₂) stimulus magnitudes to sensitivity (d'₁₂). Applicable to a breadth of stimulus dimensions, this function is

\[ d'₁₂ = P₁(\ln(Ω₁ + P₂) - \ln(Ω₂ + P₂)) \]

where P₁ and P₂ are constants. To illustrate a paradigm for identifying the P₁ (i = 1,2), three subjects performed a lifted-weight task. Subjects made 64 judgments at each of six standards (0.1 to 1.3kg), with eight comparison weights per standard (91% to 109% of standard). The results of analyses of individual subject's data by nonlinear least squares revealed that the general model provided significantly better fit over other models (p < 10⁻⁶) and accounted for 94% of each subject's total variation. The centroid of this model was determined to be

\[ d'₁₂ = 20.32(\ln(Ω₁ + 0.0785) - \ln(Ω₂ + 0.0785)) \]

where model parameters were the average of respective subject parameters. Comparisons of this centroid model and historical results are made. It is concluded that: the utility of functions relating sensitivity to both standard and comparison magnitudes is greater than the traditional partial expressions; and the multiple-standards-comparisons paradigm provides for a powerful comparison of psychometric functions.

Introduction

Background
Signal detection theory (SDT) has introduced decision analysis into Psychology as a model for human psychophysical behavior. Largely based on the mathematical work of Wald, SDT assumes that an "ideal-observer" can calculate the probabilities of an observed stimulus having been produced by a signal (plus noise) or by noise alone. These probabilities, SDT further assumes, are combined by the ideal-observer with a priori signal probabilities and decision costs (or payoffs) into a likelihood ratio "classification function". This classification function is used to optimally decide whether or not an observed stimulus contained a signal. Usually making the (local) assumptions that signal and noise distributions are Gaussian with dissimilar means and common variance, SDT identifies a sensitivity metric (d') which is mathematically invariant for differing cost and a priori probability conditions. The utility of SDT theory lies in the approximation of the ideal-observer model to human behavior. This approximation is relatively close with human sensitivity (d') having been found to be relatively constant in studies where prior odds, payoffs, and procedures were varied. These studies have been conducted over several sensory modalities (e.g., visual and auditory) and perceptual tasks (e.g., detection and discrimination). Since the introduction of SDT, psychophysical researchers have largely focused on testing either the degree that the human observer acts as an ideal-observer or the effects of experimental conditions on sensitivity (d') and bias.

Researchers using SDT methodology have not concerned themselves with many of the problems of classical psychophysics. With minor exceptions (e.g., Wuest), they have not studied the nature of "psychometric functions" which relate judgement probabilities for stimuli when they are compared to a "standard-stimulus". In addition, SDT based researchers have not been concerned with the related problems of changes in relative observer sensitivity with changes in standards (i.e., changes in the "Weber Fraction" as a function of standard). This failure to address classical problems is, in part, the result of the conceptual paradigm usually applied by SDT researchers. In this paradigm, sensitivity (d') is assumed linear to the common measure of stimulus intensity. For reasons suggested by Thurstone, this assumption is approximately met because any measure of intensity is (locally) linear to a scale where the assumption would be valid. The usual SDT procedure is also not conducive to study of classical function studies because of the numbers of observations typically taken to estimate a single sensitivity. In the body of this report, a model and procedure will be described which address the classical psychophysical
problems described above. Specifically, the report will be directed at the problem of determining a SDT psychometric function relating comparison \( \psi_{ij} \) and standard \( \psi_j \) stimulus magnitude to sensitivity \( d'_{ij} \) in a detection or discrimination experiment.

**Purpose**

The purposes of this report are to: (1) derive a general psychometric function which relates comparison \( \psi_{ij} \) and standard \( \psi_j \) magnitudes to SDT sensitivity \( d'_{ij} \); (2) illustrate a paradigm for determining the specific form of the \( d'_{ij} \) function with data from a lifted-weight task; and (3) to demonstrate the utility of the \( d'_{ij} \) function by comparison of a centroid lifted-weight model with classical results.

**A General Psychometric Function**

In this section, a function relating SDT sensitivity \( d'_{ij} \) to comparison \( \psi_{ij} \) and standard \( \psi_j \) magnitudes will be derived. This function will be shown to be

\[
d'_{ij} = P_1 (\ln(\psi_{ij} + P_2) - \ln(\psi_j + P_2))
\]  

where the \( P_i \) (\( i = 1,2 \)) are constants specific to a stimulus dimension. The derivation of (1) will be based on the Brentano-Ekman Law which will be described before proceeding with the derivation.

**Brentano-Ekman Law**

The Brentano-Ekman law is a combination of a conjecture of Brentano, 1874, and contemporary direct-scaled power laws. Brentano's conjecture was that an increment of sensory variability in subjective units \( \Delta \psi \) is directly proportional to the stimulus in the same units \( \psi \), i.e.,

\[
\Delta \psi / \psi = K
\]  

where \( K \) is a constant.**

Experimentally, \( \Delta \psi / \psi \) in (2) is the amount of change in \( \psi \) which alters detection or discrimination probability \( Z \)-scores through a fixed range (e.g., \( \Delta \psi \) is frequently determined for a unity change in \( Z \), \( Z = 1 \)). Hence, (2) can be rewritten in the form

\[
\Delta \psi / \psi = k \Delta Z
\]  

where \( k \) is a constant \( k = K / \Delta Z \). Ekman and his collaborators are credited with establishing the generality of Brentano's conjecture when the subjective units \( \psi \) are linked to physical magnitudes by a direct-scaled power law. The general form of this law, which will be used in derivation of (1), can be written

\[
\psi = C(\psi + P_2)^8
\]  

where \( C \), \( P_2 \) and \( B \) are constants which vary for perceptual dimensions. Recent studies by Teghtsoonian have indicated that, for a simplified version of (4), the Brentano-Ekman law approximately holds across more than two dozen perceptual dimensions. Hence, the function (1) which will be derived, can be expected to have substantial generality.

**Derivation**

The function (1) can be derived by "integration" of (3), substitution of (4) into (3), and insertion of the result into the definition of \( d' \) sensitivity. In particular, letting the increments \( \Delta \psi \) and \( \Delta Z \) become differentials in (3) and integrating,

\[
kZ = \ln(\psi) + C^* 
\]  

where \( C^* \) is a constant of integration. Substituting (4) into (5), it follows that

\[
kZ = \ln(C(\psi + P_2)^8) + C^*
\]  

or

\[
Z = P_1 (\ln(\psi + P_2) + C*)
\]  

where \( P_1 = B / k \) and \( C_0 = C^* + \ln C \). To derive (1), it is necessary only to determine \( Z_i \) and \( Z_j \) for stimulus magnitudes \( \psi_i \) and \( \psi_j \) from (7) and substitute into the definition of sensitivity \( d' = Z_i - Z_j \). It is pertinent to note that in (1), the notation "\( d'_{ij} \)" is used to indicate functional dependency on \( \psi_i \) and \( \psi_j \). Another more general derivation of (1) has been given elsewhere by Bittner.

**A Multiple Standards-Comparison Paradigm**

In this section, a Multiple Standards-Comparison Paradigm (MSCP) will be illustrated for identifying the constants in (1). First, the Method of the MSCP will be given for a lifted-weight task. The essential feature of this method lies in its procedure which secures data across several standards and comparison
stimuli. Second, the analysis of the data obtained by the MSCP procedure will be given for the data from the lifted-weight task.

Method

The apparatus, subjects and procedure of the illustrated weight judgement task experiment will be described below. A more comprehensive description of these has been made elsewhere$^1$.

Apparatus. Six series of weights were used. Each series consisted of a standard and eight comparison weights. Divided into two blocks of three, the weights of the standards were 0.1 kg, 0.4 kg, and 1.0 kg for the first block, and 0.3 kg, 0.7 kg, and 1.3 kg for the second block. Comparison weights were from 91% to 109% of the standards weight within a series. All weights were made from new half-pint paint cans (76 mm in diameter and 79 mm deep) fitted with lids and weighted with lead shot and cotton wads. To facilitate presentation, each weight of a series was appropriately labeled and placed on a wooden turntable. Weights and turntable were hidden from subjects view by a felt curtain through which they could reach. An adjustable chair was employed so that subjects could be seated with the elbow resting on a felt pad with the angle of the humerus being at about 45 degrees with respect to the body's trunk.

Subjects. The subjects (observers) were three (E-3) enlisted men on the staff of the Naval Biodynamics Laboratory as research volunteers. For six months prior to this study, the subjects had served in psychological experiments, but their only exposure to psychological judgement tasks was 300 trials training on the weight-task at 0.1, 0.6 and 1.0 kg standards two weeks prior to this study. To qualify as volunteers, the subjects had to be above the national average for Navy enlisted personnel in physical health, mental health, and intelligence. The subjects received extra compensation for participating in the research program. Each volunteer was recruited, evaluated, and employed in accordance with procedures specified in Secretary of the Navy Instruction 3900.3 and Bureau of Medicine and Surgery Instruction 3900.6. These instructions are based on voluntary consent and meet or exceed the most stringent provisions of prevailing national and international guidelines$^9$.

Procedure. Subjects were tested in two blocks of three days, with two weeks between blocks. During the first block, subjects were tested one day each with standards of 0.1, 0.4, and 1.0 kg with order and standard counterbalanced by Latin Square. During the second block, standards of 0.3, 0.7 and 1.3 kg were tested one day each in a similar counterbalanced manner. Eight comparison weights were judged 64 times against each standard by each subject.

After being brought to the laboratory for a series, a subject was seated so that his elbow rested on a felt pad, with the forearm directly forward of the shoulder. The subject was initially told that weights would be placed on the table in his grasp, and that he should lift the weight only to about one inch (2.54 cm) above the table, bending only the elbow while letting his elbow rest lightly on the pad. This lifting procedure eliminated variations in data due to lifting with wrist or shoulder$^2$. Subsequent to lifting instructions, the subject was also informed that on one-half of the trials the comparison weights would be lighter and on one-half the comparison weights would be heavier. He was told that his job would be to judge if the second comparison weight was heavier. The replies "no" for not heavier and "yes" for heavier were used as judgement indicators. The judgement of the standard against the comparison weights commenced after instruction.

Results

The method of fitting models will be described below for the weight task. A comparison of models will be subsequently made and a centroid model will be given.

Model Fitting. After data collection, each subject's responses for each comparison weight, within a given subject-series, were first collected and the empirical probabilities of "heavier" responses determined. These probabilities were, in turn, converted to preliminary ($\hat{d'}_{ij}$) estimates by

$$\hat{d'}_{ij} = Z(P_{ij}) - Z(P_{jj})$$

where $Z(P_{kj})$ is the Gaussian standard score transformation of the probability of "heavier" judgements when $k$ is the comparison stimulus magnitude and $P_{kj}$ the standard. Each of three ($d'_{ij}$) functions given in Table 1 were then separately fit to the totality of each subject's data so as to minimize

$$S = \sum_{ij} \left[ \hat{d'}_{ij} - (d'_{ij} + \sum_k \hat{\theta}_k S_{kj}) \right]^2$$
where the $P_k$ (k=1,6) are six parameters to be fit and $\delta_{k,j}$ is a Kronecker delta.

**Table 1**

Functions

<table>
<thead>
<tr>
<th>Model</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>I:</td>
<td>$d'_{ij} = P_1(\theta_i - \theta_j)$</td>
</tr>
<tr>
<td>IIA:</td>
<td>$d'_{ij} = P_1(\ln(\theta_i) - \ln(\theta_j))$</td>
</tr>
<tr>
<td>IIB:</td>
<td>$d'_{ij} = P_1(\ln(\theta_i + P_2) - \ln(\theta_j + P_2))$</td>
</tr>
</tbody>
</table>

Models of the form (9) with the $P_k$ parameters, it is noteworthy, provide for utilizing all $Z(P_{ij})$ data in a series for estimating $Z(P_{ij})$ rather than just the empirical $Z(P_{ij})$. Statistical and empirical justifications for this procedure have been made by Bittner and colleagues.\(^1,2\)

All minimizations of (9) were accomplished using the nonlinear least squares computer program BMDP3R. This program employed a stepwise Gauss-Newton (total differential) method which selects the parameter to be estimated at each step for greatest potential reduction in the residual sum-of-squares. Originally developed by Hartley, this technique has been shown to generally converge more rapidly than the unstepwise total differential method in difficult cases.\(^19\) All minimizations, employing BMDP3R, were conducted using at least three initial estimates of parameters. These initial estimates were derived by various means, such as graphical estimates, parameters from simpler models, multivariate search, and other more "subjective" techniques. The use of several sets of initial estimates was to give assurance that minimum least squares were "global" vs. "local".

Comparison of Models. Figure 1 shows the percent remaining sum-of-squares for the subject "observers" over models I, IIA, and IIB. Examining this figure, it appears that the remaining sum-of-squares are less than half as great for Model IIB than for Model I. Table 2 presents statistical comparisons of I and IIA with Model IIB, showing statistical significance (p<.05). The Pearson $P_A$ statistic\(^3,11\) combines the individual significance levels and indicates over all significance beyond $p<1.1 E-10$. Examining Figure 1, it is also apparent that the residual sum-of-squares for Model IIB are substantially less than for IIA. This view is supported by the results reported in Table 3 where the least significant result is for Observer 1 ($p<.005$).

The $P_A$ statistic indicates that over the subjects, the significance of this difference between IIA and IIB is beyond $p<1.5 E-7$. Overall, the model IIB has provided significantly better fit than other models and accounted for 94% of each subject's total variation.

![Figure 1](image-url) Percent Remaining Sum-Of-Squares for Three Models.

**Table 2**

Summary of Conservative Comparisons of Models I and IIA with Standard Parameters**

<table>
<thead>
<tr>
<th>Observers</th>
<th>1</th>
<th>2</th>
<th>Combined ($P_A$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(1, 16)</td>
<td>4.47</td>
<td>41.76</td>
<td>4.47</td>
</tr>
<tr>
<td>$p = 1.6E-9$</td>
<td>$p = 1.6E-4$</td>
<td>$p = 1.6E-4$</td>
<td>$p = 1.6E-4$</td>
</tr>
</tbody>
</table>

**Table 3**

Summary of Comparisons of Models IIA and IIB with Standard Parameters**

<table>
<thead>
<tr>
<th>Observers</th>
<th>1</th>
<th>2</th>
<th>Combined ($P_A$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F(1, 35)</td>
<td>8.87</td>
<td>12.45</td>
<td>8.87</td>
</tr>
<tr>
<td>$p = 0.005$</td>
<td>$p = 1.6E-4$</td>
<td>$p = 1.6E-4$</td>
<td>$p = 1.6E-4$</td>
</tr>
</tbody>
</table>

* $E-n = 10^{-n}$
Centroid Model

Table 4 gives the values of the parameters \( P_1 \) and \( P_2 \) for each of the three observers determined by fitting Model IIB.

<table>
<thead>
<tr>
<th>OBSERVER</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.17</td>
<td>0.0690</td>
</tr>
<tr>
<td>2</td>
<td>25.56</td>
<td>0.0822</td>
</tr>
<tr>
<td>3</td>
<td>18.23</td>
<td>0.0844</td>
</tr>
</tbody>
</table>

Based on the averages of the parameters, the centroid observer model is

\[
d'_{ij} = 20.32 \left( \ln(\theta_i + 0.0785) - \ln(\theta_j + 0.0785) \right) \quad (10)
\]

This model is a more appropriate representation of behavior than averaged subject performance at different levels because it preserves the form of individual functions.

Discussion

The theoretical and practical utility of the \( d'_{ij} \) function and MSCP will be discussed in this section. Subsequent to a brief review of generality, MSCP sensitivity and \( d'_{ij} \) historical-results comparability will be delineated. Conclusions will be made based on the review and delineations.

Generality of the Derived Function

The general SDT psychometric function (1) derived earlier can be expected to characterize a breadth of stimulus dimensions because of its basis on the Brentano-Ekman law. The results of Teghtsoonian, in particular, suggest the applicability of (1) to more than two dozen sensory dimensions. Using the MSCP, as illustrated for the weight task, the parameters of this function can also be identified. Hence, application of results of this report can be expected to yield \( d'_{ij} \) functions which will successfully characterize a wide range of stimulus dimensions.

MSCP Sensitivity

Psychometric law comparisons have frequently contrasted Fechnerian phi-gamma and Thurstonian phi-log-gamma hypotheses. These comparisons have classically been made with data obtained from a single standard and a set of comparison stimuli. With a restricted range of stimuli, "... it (has) consequently been difficult to distinguish between... hypotheses empirically..." The MSCP, with a greater range of stimuli, offers greater sensitivity than the classical paradigm. This can be seen by noting the strength of the comparisons of Model I, IIA, and IIB as seen in Figure 1 and Tables 2 and 3. Viewable as analogous to the phi-log-gamma hypothesis, Model IIA was seen to have less than half the residual sums-of-squares as Model I which is similarly analogous to the phi-gamma hypothesis. For each of the three observers, this difference was highly significant (\( p < 1.1\times10^{-7} \)) and, across observers this difference was also very highly significant (\( p < 1.5\times10^{-7} \)). The MSCP offers considerable sensitivity for comparison of psychometric functions.

Centroid Model and Historical Results

The centroid model (10) contains similar information to that contained in a large body of classical results: (a) body of Weber Fraction Results; and (b) Brown's Single Observer Results.

Weber-Fraction Results. Figure 2 shows Weber-Fraction (\( \theta_i/\theta \)) results obtained by Fechner (1890), Brown (1910), Woodrow (1933), C. Good (1936), and Bitner (1970).

Figure 2. Comparison of Empirically Established Poikilitic Model from Current Study with Classical Results.

Examining Figure 2, it can be seen that (10) follows the body of classical results. In particular, the model is seen to be virtually on top of the results.
of Oberlin from 0.025 kg to about 0.1 kg. From 0.1 kg to 0.2 kg, the model overlays Woodrow’s findings. From 0.2 to 0.6 kg, the model results are seen to parallel Oberlin’s and Fechner’s with the paralleling of Fechner extending to 1.0 kg. Hence, in addition to results of this investigation, the centroid model (10) represents a body of Weber-Fraction results from previous investigations.

Brown's Single Observer Data. Figure 3 compares data collected by Brown with centroid model (10) estimates adjusted for sensitivity.

Figure 3. Comparison of Brown and Adjusted Centroid Model Results.

The Brown results were obtained in a two-category weight-lifting experiment with a standard at 0.1 kg and comparison stimuli ranging from 0.092 to 0.118 kg in 0.001 kg increments. Employing the method of constant stimuli with 700 trials at each comparison value, Brown’s results are the most comprehensive study of any single psychometric function in the literature. The model (10) was adjusted by multiplying all sensitivity estimates by 1.15 as suggested by differences between the centroid model and Brown’s Weber-Fraction results seen in Figure 2. An examination of Figure 3, the near overlay of a reasonably adjusted centroid model and Brown data is seen.

Conclusions

It can be concluded that: (a) the d' function has wide potential for description of sensitivity across sensory dimensions; (b) the utility of the d' function relating sensitivity to both standard and comparison is greater than traditional partial expressions; and (c) the WCP provides for more sensitivity in comparing hypothetical psychometric functions than traditional paradigms.
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ABSTRACT

Within industry, the three measures of stability (means, standard deviations, intertrial correlations) can function as indicators of the lowering of productivity. Constant means and standard deviations can be determined using confidence intervals. Correlational equality can be concluded from the maximum deviation point between expected and observed cumulative distributions of the squared task deviations (T2). Task definition is defined as the average of the intertrial correlations of any day with all other days. The square of the loadings on each day, which were determined by a one factor solution utilizing factor analysis, were found to be similarly distributed as (T2). The recommended stability levels for future analyses are 95 percent confidence with a constant slope correction and a .05 task definition.

INTRODUCTION

Performance stability is an important concept in both the experimental and industrial environments. Presently, this construct is helping to develop a performance battery (PETER, Performance Evaluation Tests for Environmental Research), which will eventually be used to study behavior under unusual and adverse conditions. The usefulness of a test for this purpose is determined by the unchanging, stable scores in the baseline or controlled condition. This criterion is important because any effect associated with repeated measurement would be confounded with changes of performance due to the environment. Stability (Jones, 1979) is defined as the period when (1) mean performance reaches nearly constant slope over time, (2) between subject variances are homogenous over time, and (3) relative performance standings of the subjects, reflected in cross-section reliabilities, are constant over time.

The implications of this research can be generalized to the industrial workplace. For example, the statistical properties of stability have application when learning curves are utilized as tools of management for purposes of scheduling, productivity, training and forecasting (Moore and Voloshin, 1969). With practice, people improve their ability to do work, which can be evidenced by increases in such diverse skills as scanning rate and discrimination, memory and rule-use, time-sharing and planning, movement efficiency and precision. As workers gain experience either through formal training or on-the-job exposure, their productivity increases rapidly at first; but the performance of a particular job or task is optimized, the learning curve flattens or levels off. This flattening period is synonymous with stability. The valid determination of this property as it relates to production levels and the daily reliability of labor is critical to forecasting, and scheduling within an organization.

Another tool of industry with which stability has application is that of control charts. Manufacturing processes, even when controlled, have a certain amount of variability which cannot be eliminated. When this variability is confined to random or chance variation, the process is considered to be within statistical control (Miller, 1965). This period of control is synonymous with stability. Control charts consisting of a central line and upper and lower limits for the mean, standard deviation and the range can be utilized for the purpose of detecting serious deviations from stability. These limits are determined by setting statistical confidence bands (±3) around the estimated population mean and standard deviation. These estimated values are usually derived by averaging the statistics of the samples collected during the period of process control. By plotting the results obtained from the samples, the determination of stability can be judged by the number of values inside or outside of the confidence limits. Although control charts usually have application to equipment variables, they are quite suited to the analyses of worker variables.

In the two industrial applications of stability just mentioned, learning curves and control charts, the emphasis is upon means and standard deviations. Intertrial correlations, however, are just as important because they give the investigator a measure of internal reliability. For example, a theoretical group of workers, who are performing a particular task, may decide to cooperate in the lowering of their production levels during baseline data collection. If the means and standard deviations were constant, the investigator would have difficulty in determining whether the data gave a valid indication of performance achievement and stability. However, rank-order positions on a daily basis (intertrial correlations) are more difficult to manipulate, especially when the people being observed are not aware of this subtle statistic. Because of the importance of reliability to performance, the purpose of this paper will be to discuss various methodologies which can be used to determine correlational stability. A cognitive experimental test, which was conducted at this laboratory, will function as the vehicle of explanation.

METHOD

The grammatical reasoning test (Sadler, 1968) was scrutinized in order to determine whether it was suitable for inclusion in the PETER battery (Carter, Kennedy and Wittner, 1980). This test is purported to measure "higher order processes." Twenty-three subjects took the test on 15 consecutive workdays in a standard environment. The grammatical reasoning test involves five grammatical transformations on sentences about the relation between two letters: A and B. The five transformations are: (1) active versus passive sentence construction, (2) true versus false statement, (3) affirmative versus negative phrasing, (4) use of the verb "precedes" versus the verb "follows," and (5) sequential order of A versus B. There are 32 possible items, and they were arranged in a different random order on each day of the experiment. The subject responded with either a "True" or "False" depending upon the verification of each statement. For example, "True" is the appropriate response to the stimulus: A precedes B - AB. Subjects were allowed 1 minute to work on this paper-and-pencil test on each day of the experiment. The test was administered to the subjects in a group. Scores were the number of correct responses.

RESULTS AND DISCUSSION

The results indicated that the grammatical reasoning test is quite suitable for use in repeated measures experiments. The means and standard deviations appear in Table 1. The means increased linearly with active
(slope = .3 correct responses/day) as confirmed by a repeated measures analysis of variance. The linear component of the days effect was statistically significant (F(1,12) = 50.39, p < .0005), and accounted for 90% of the variance attributable to days. There was no indication that the variance of grammatical reason- ing scores changed over the 15 days (Max(15, 22) = 1.02, non-significant at .05 level). In order to determine the days causing the significant deviations, 99 percent confidence limits were placed around the average mean and standard deviation of the 15 days, as in the construction of control charts (Miller, Freund, 1965). Each of the 15 days were treated as samples from the population. Using the t distribution for the means and the chi-square distribution for the standard deviations, the resulting central value (CV) with 99 percent upper (UL) and lower (LL) confidence limits were: (1) mean = 12.62 (CV), 15.66 (UL), 9.58 (LL), and (2) standard deviation = 5.06 (CV), 7.06 (UL), 1.17 (LL). Table 1 shows that none of the standard deviations and one mean (day 1) are outside these statistical boundaries. There is a good possibility, however, that if the experiment had continued, the means on the days after day 15 would have been outside these limits. If a correction of .30 constant slope on the control chart for the mean had been utilized as a forecasting projection, this contingency would not occur and the investigator would still have had an estimation of stable performance.

Another condition which is necessary for stability is that of the intertrial correlations being constant over time. Table I depicts the task definition for each day, which is the average of the intertrial correlations of that day with all other days. In other words, task definition by day is an average of 14 correlations, and task definition for the matrix is a mean of 210 correlations. The task definition by matrix was .72. The Lawley test (Morrison, 1967) indicated that the intertrial correlations did not change appreciably after Day 4 ( r(24) = .4365, non-significant at .05 level) but were not constant after Day 3 ( r(25) = .8379, p < .025). Since day 15 was omitted from these analyses due to its relatively lower task definition, stability was noted from days 5 to 14. The usefulness of intertrial correlations can be demonstrated using the three indices of day 15. Since this day was an end point known to the subjects, this day may have been a lack of deconcentration demonstrated by the task definition (.60). The high mean and stable standard deviation indicate, without the correlational information, that the day 15 sample was performing very well. However, only when the three indices are studied together does a more complete picture emerge.

The utility of the Lawley test in the determination of correlational stability is lowered by the following trait: non-significant results indicate that correlations among trials are equal, but a significant analysis does not mean that a differential change is present (Jones, 1979). To draw this conclusion, another alternative method is necessary. Such an approach may be factor analysis. This methodology operates to maximize the amount of variance shared commonly among the variables. When the variables are days and the cases are subjects, stability should be indicated by the loadings of the variables as well as the amount of variance explained by the first unrotated factor. This position is partially supported by Humphreys (1960) who believed that the correlational matrix containing variables of successive trials on the same task represented only one common factor. In addition, Corballis (1965) suggested a linear model as an alternative to the usual factor model of multiple solutions. The one factor solution presented in this paper is comparable to a linear model. Table 1 lists the factor loading on each day. These data indicate that 75 percent of the variance was explained by this analysis and that the highest factor loading was .46. If days 5 to 14 were considered as the stable period as indicated by the Lawley test, the explained variance would increase to 85 percent, and the factor loadings would be near or greater than .90.

The Kolmogorov-Smirnov (K-S) goodness of fit test (Miller, Freund, 1965) was examined in order to determine whether it would be applicable to correlational stability analysis. The one-sample test is concerned with the amount of agreement between observed and expected cumulative distributions. For example, the test was utilized in order to determine whether task definition and factor analysis were attempting to explain similar constructs: the cumulative distribution of the explained variance on each day within the total matrix. In Table 1, the relative cumulative distributions of the squared task definitions and factor loadings were presented. The distributions are non-significant (p = .05 = .073), and therefore, can be considered identical. In fact, a multiple of 1.2 could be used to equate each daily task definition to its related factor loadings. This loading was determined by dividing .86 (average of factor loadings) by .72 (task definition by matrix). Since factor analytic results having a one factor solution and task definition appear to be similar constructs, the determination of correlational stability can rely mainly upon task definition. This conclusion was further supported by the results from four other mental tests (free recall, interference susceptibility, running recognition, and list differentiation). In addition, these tests indicated that a .650 task definition may be an acceptable standard, since this value is comparable to 68% of the variance from factor analysis and to an average factor loading of approximately .82.

A one sample K-S test was conducted using the cumulative frequency distributions of squared task definitions (observed) and predicted values based upon 1.0 divided by 15. These predicted scores represented the theoretical distribution of stable and equal task definitions. The absolute maximum difference point in Table I was depicted to be Day 4, which was similar to the Lawley test. These results however were non-significant at the .1 level (p = .2 = .058; p = .05; p = .05 = .073). In other words, the K-S test indicated that correlational stability was arrived at on day 1. The difference between the Lawley and K-S, therefore, must be one mainly of test stringency. For the K-S test to have been significant and independently distributed, the level of significance would have been at the .20 level. In order to determine the stringency of the Lawley, another test was conducted based upon the distribution of days 5-14. The task definition by matrix for these nine days was .83. Using the K-S one sample test, the maximum difference was .012. In conclusion, it appears that the Lawley is very conservative and should be used with caution.

If the Kolmogorov-Smirnov test had indicated a significant departure at day 4, task definitions by day would again have been computed using days 5 through 15. In other words, an average of ten correlations would represent the daily values while the task definition by matrix would be a mean of 110 correlations. The K-S test would again be utilized in order to determine whether the distributions of expected and observed squared task definitions were similar.
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TABLE 1: MEANS, STANDARD DEVIATIONS, TASK DEFINITIONS, FACTOR LOADINGS, AND CUMULATIVE DISTRIBUTIONS FOR 15 DAYS

<table>
<thead>
<tr>
<th>DAYS</th>
<th>MEANS</th>
<th>STD DEV</th>
<th>TASK DEFINITION (T)</th>
<th>CUM DIST (T)²</th>
<th>FACTOR</th>
<th>CUM DIST (L)²</th>
<th>OBS FREQ</th>
<th>OBS FREQ (T)²</th>
<th>OBS FREQ (L)²</th>
<th>OBS FREQ (P)²</th>
<th>PRED FREQ (P)²</th>
<th>DIFF (T)²-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8.5</td>
<td>3.3</td>
<td>.56</td>
<td>.32</td>
<td>.68</td>
<td>.46</td>
<td>.04</td>
<td>.04</td>
<td>.07</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9.9</td>
<td>4.3</td>
<td>.58</td>
<td>.65</td>
<td>.70</td>
<td>.95</td>
<td>.08</td>
<td>.09</td>
<td>.13</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9.8</td>
<td>4.3</td>
<td>.71</td>
<td>1.16</td>
<td>.85</td>
<td>1.67</td>
<td>.15</td>
<td>.15</td>
<td>.20</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>11.1</td>
<td>4.8</td>
<td>.69</td>
<td>1.84</td>
<td>.83</td>
<td>2.37</td>
<td>.21</td>
<td>.21</td>
<td>.27</td>
<td>.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11.6</td>
<td>4.6</td>
<td>.78</td>
<td>2.25</td>
<td>.93</td>
<td>3.23</td>
<td>.29</td>
<td>.29</td>
<td>.33</td>
<td>.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12.4</td>
<td>4.9</td>
<td>.79</td>
<td>2.87</td>
<td>.93</td>
<td>4.10</td>
<td>.37</td>
<td>.37</td>
<td>.40</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13.3</td>
<td>5.0</td>
<td>.76</td>
<td>3.45</td>
<td>.90</td>
<td>4.91</td>
<td>.44</td>
<td>.44</td>
<td>.47</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>13.4</td>
<td>4.8</td>
<td>.77</td>
<td>4.04</td>
<td>.92</td>
<td>5.75</td>
<td>.51</td>
<td>.51</td>
<td>.53</td>
<td>.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>13.1</td>
<td>5.4</td>
<td>.79</td>
<td>4.67</td>
<td>.94</td>
<td>6.63</td>
<td>.59</td>
<td>.59</td>
<td>.69</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>13.4</td>
<td>4.5</td>
<td>.72</td>
<td>5.18</td>
<td>.86</td>
<td>7.37</td>
<td>.66</td>
<td>.66</td>
<td>.67</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>14.7</td>
<td>5.3</td>
<td>.73</td>
<td>5.71</td>
<td>.87</td>
<td>8.13</td>
<td>.73</td>
<td>.73</td>
<td>.73</td>
<td>.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>14.0</td>
<td>6.0</td>
<td>.76</td>
<td>6.29</td>
<td>.90</td>
<td>8.94</td>
<td>.80</td>
<td>.80</td>
<td>.80</td>
<td>.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>14.3</td>
<td>4.5</td>
<td>.75</td>
<td>6.85</td>
<td>.90</td>
<td>9.74</td>
<td>.87</td>
<td>.87</td>
<td>.87</td>
<td>.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14.1</td>
<td>5.8</td>
<td>.81</td>
<td>7.50</td>
<td>.96</td>
<td>10.66</td>
<td>.96</td>
<td>.95</td>
<td>.93</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>15.5</td>
<td>4.7</td>
<td>.60</td>
<td>7.86</td>
<td>.72</td>
<td>11.19</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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