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Abstract

The linearized equations describing the attitude motion of two generic satellite cases are developed. In both cases, the symmetric satellite in an elliptical orbit and an unsymmetric satellite in a circular orbit, the linearized equations are periodic. Using Floquet theory, the stability of the attitude motion for several satellite designs is checked. For satellites with unacceptable attitude stability, an active control scheme utilizing modal control design techniques is developed. With this control scheme, various satellite test cases are stabilized and the results are verified via a digital simulation of the satellite attitude motion.
CHAPTER 1

INTRODUCTION

Background

With the advent of artificial satellites in the late 1950's, satellite designers have sought various methods to control the orientation of satellite bodies. The need for proper attitude, or line of sight, control is evident when one looks at the various missions that satellites perform. Whether a satellite is performing a space surveillance mission for one of the 'super-powers' or providing a communications link for a third world country, the proper attitude must be maintained at all times to assure the satellite is accomplishing its intended functions. A simple example is a reconnaissance satellite in a low earth orbit at an altitude of two hundred miles. If the line of sight of the cameras on board this satellite is perturbed by as little as five degrees, the camera will miss its desired aimpoint by approximately seventeen miles. This is totally inadequate performance for the surveillance of a battlefield with high resolution cameras.

To control the attitude of satellites, satellite designers have used several devices ranging from passive techniques using gravity gradient stabilization to active devices using control moment gyros, dual spin configurations, magnetic torquers, or gyrocompasses. A desirable feature
of gravity gradient stabilization is that gravity torque stabilizes the satellite in lieu of a torque producing device. Since no torque device, and its necessary control equipment, is required, the satellite is less costly to build and to launch. However, there are some serious drawbacks to gravity gradient stabilization, which include restricted satellite designs and low eccentricity orbits (Ref. 8: 199). These two restrictions cause problems with the physical design of satellites and their intended missions. In addition to these restrictions, the natural frequency of oscillation of a stable gravity gradient satellite is very low, and precise attitude control is not attainable by this means alone.

In the 1960's, as the use of satellites increased and the exploitation of space with unmanned vehicles began, this general problem of attitude stability of satellites under the influence of a gravity gradient was recognized. Two papers published in the 1960's dealt with the topic of attitude stability of spinning satellites under the influence of a gravity gradient torque. The first paper examined the attitude stability of unsymmetric satellites in circular orbits (Ref. 6: 114). In their study, Kane and Shippy examined satellite attitude motion and derived linearized equations with periodic coefficients. Since the linearized equations had periodic coefficients, their asymptotic stability was determined by using Floquet theory. In fact, the stability of this class of satellites was
determined to be a function of moment of inertia ratios and spin rates (Ref. 6: 114-119). In the second study, Kane and Barba examined the stability of symmetric satellites in elliptical orbits. Like the first study, this study provided a periodic linear system model of the satellite attitude motion. Once again, Floquet theory was used to determine the stability of this class of satellites. During this study, stability was found to be dependent on the spin rate and moment of inertia ratios like the first study, and on the orbital eccentricity (Ref. 7: 402-405). These two studies were concerned exclusively with the passive stability of the satellite attitude; there was no attempt to control these satellites because of the non-constant coefficients of the linearized systems.

The results of these two studies provided valuable information for satellite engineers in the 1960's and 1970's. However, as we become more and more dependent on satellites and find new uses for satellites, we may no longer be able to satisfy the requirements for passive stabilization or we may simply want to increase the low damping of the natural low frequency oscillations. In fact, with the advent of the Space Transportation System, many space planners are developing concepts of large space structures for use in the future. One of the general mission requirements of these large space structures is precise vehicle line of sight stability (Ref. 4: 52). With this requirement, considering that low orbital eccentricities, spin rates, and vehicle design requirements need to
be overcome, an active control scheme for these satellites must be developed. However, a problem arises in the development of an active controller for these satellites. The linear systems used to model the attitude dynamics of both the unsymmetric satellite in a circular orbit and the symmetric satellite in an elliptical orbit are nonautonomous, or specifically periodic, systems. As such, these systems do not allow the use of classical linear controller design techniques.

The control of periodic systems is a topic which is in need of further research. Many references can be found on the control of constant coefficient linear systems. However, very little material can be found on periodic systems as well as the control of such systems. In his study in 1980, Shelton (Ref. 14) found modal control techniques feasible to control the orbit of a satellite in orbit about the third libration point, where the orbit is a time-periodic system. Therefore, since this type of control methodology was used to control a time-periodic system, it is used in this study for the control of satellite attitude motion.

Modal control is a modern control technique which attempts to independently control systems modes by means of providing state feedback which is proportional to the eigenvectors of the dual basis for the system. Using direct feedback of the modal variables, the closed-loop eigenvalues of a constant coefficient system can be placed at a desired location using pole placement techniques. Also, when a con-
stant coefficient system is controlled, the time response of the system can be controlled directly through the gain selection. In this study, modal control techniques are used to control the location, in the complex plane, of the characteristic exponents. These characteristic exponents, of both the open and closed-loop systems, are found using Floquet theory.

Problem and Scope

The problem addressed by this study is the control of linear systems with periodic coefficients. Shelton developed a controller for a particular periodic system in his research. However, the system he addressed had one unstable characteristic exponent. To handle this system, he developed a simplified controller to control only one mode. In this study, the general form of a controller capable of controlling any number of modes is developed. This general controller is implemented in several example cases and the results are verified by the use of a digital simulation of the linearized closed-loop system.
CHAPTER II

PROBLEM ANALYSIS

The major thrust of this study is to develop a control scheme for the use with linear periodic systems. As mentioned previously, the two periodic systems of interest are the symmetric satellite in an elliptical orbit and the unsymmetric satellite in a circular orbit. In this chapter, the attitude dynamics of these two satellite cases are examined. With these results, the linearized equations for the satellite attitude motion are developed.

Satellite Attitude Kinematics

The first step in developing the equations of motion for the attitude dynamics of a satellite is the derivation of the kinematics of the problem. This step involves the establishment of coordinate frames, angular displacements, and angular rates. As depicted in Figure 1, the basic orbital layout consists of a satellite S orbiting body F, with an assumed inertial frame at F. Additionally, \( \alpha \) and \( \nu \), which represent the range and true anomaly of the satellite, are the polar coordinates of S with respect to F.

The angular orientation of satellite S in inertial space is found through a series of rotations. The first rotation to frame 1 is a rotation equal to the true anomaly about the \( \mathbf{\hat{k}}_1 \) unit vector. Subsequent rotations to a body-fixed frame are: a rotation of \( \mathbf{\hat{u}}_1 \) about the \( \mathbf{\hat{i}}_1 \) axis,
Figure 1. Basic Layout of Two-Body Orbit
a rotation of $\theta_2$ about the $j_2$ axis, and a rotation of $\theta_3$ about the $k_3$ axis. These angles, $\theta_1$, $\theta_2$, and $\theta_3$, represent the pitch, roll, and yaw of the satellite body.

With these angular rotations, the total angular velocity and acceleration of $S$ with respect to inertial space can be determined. By using the angular velocity chain rule,

$$\dot{\omega} = \omega_1 \dot{j} + \omega_2 \dot{k} + \omega_3 \dot{i}$$

the angular velocity is found,

$$\dot{\omega} = \dot{\theta}_1 \hat{k} + \dot{\theta}_2 \hat{j} + \dot{\theta}_3 \hat{i}$$

Using the proper coordinate transformations, the angular velocity in frame 3 may be written as

$$\{\omega \}_{i} = \begin{bmatrix} \dot{\theta}_1 \cos{\theta}_2 - \dot{\theta}_2 \cos{\theta}_1 \sin{\theta}_2 \\ \dot{\theta}_2 + \dot{\theta}_1 \sin{\theta}_2 \\ \dot{\theta}_3 + \dot{\theta}_1 \sin{\theta}_2 + \dot{\theta}_2 \cos{\theta}_1 \cos{\theta}_2 \end{bmatrix}$$

where the subscript provides the reference axis system.

Through the use of the vector differential rule,

$$\frac{d}{dt} \{\omega \}_{i} = \frac{d}{dt} \dot{\omega} + \omega \times \dot{\omega}$$

the angular acceleration $\ddot{\omega} \text{ } _i$ is found,
With these two vectors, the angular velocity and angular acceleration of $S$ with respect to inertial space, the equations for the satellite attitude dynamics can be derived.

**Symmetric Satellite in an Elliptical Orbit**

(Ref. 7: 402-404)

The development of the equations of motion for the attitude of a symmetric satellite in an elliptical orbit perturbed by a gravity gradient torque is given by Kane and Barba (1966). The following derivation is adopted from this reference.

The first step in this development is the investigation of the orbital motion of a satellite in the common two-body orbit, Figure 1. In addition to the parameters specified in Figure 1, the orbital eccentricity is noted as $e$, and $a$ is the semi-major axis of the orbit. In the polar coordinates $\tau$ and $\nu$, the differential equations describing the two-body orbit are,

\[ \ddot{\tau} - \tau \dot{\nu}^2 + \frac{\mu}{\tau^2} = 0 \quad (6a) \]

and

\[ \tau^2 \dot{\nu} = \sqrt{a - \mu (1 - e^2)} \quad (6b) \]
where \( \mu \) is the Gravitational Parameter. The two-body satellite motion is periodic, and the period may be found from Kepler's Second Law (Ref. 1: 35):

\[
\tau = \frac{2\pi}{\sqrt{\mu}} \frac{a^{3/2}}{\mu^{1/2}} \tag{7}
\]

With this result, Equation (6) can be rewritten

\[
\kappa - \kappa \dot{\nu}^2 + \left( \frac{2\pi}{\tau} \right) \frac{\kappa^3}{\tau^2} = 0 \tag{8a}
\]

and

\[
\kappa^2 \dot{\nu} = \left( \frac{2\pi}{\tau} \right) \kappa^2 (1 - e^2)^{1/2} \tag{8b}
\]

Substituting (8b) into (8a), one obtains a differential equation for the range of a satellite, in an elliptical orbit, from the central body:

\[
\kappa - \kappa \dot{\nu}^2 + \left( \frac{2\pi}{\tau} \right) \frac{\kappa^3}{\tau^2} \left( \frac{2\pi}{\tau} \right)^2 \frac{\kappa^3}{\tau^2} = 0 \tag{9}
\]

This differential equation can be nondimensionalized by making the following variable transformations:

\[
\tau = \frac{2\pi}{T} t \quad \zeta = \frac{\kappa}{a}
\]

where \( \tau \) and \( \zeta \) represents nondimensional time and distance, respectively. With these nondimensional variables, Equation (9) becomes

\[
\zeta'' + \frac{1}{\zeta^2} + \frac{(e^2 - 1)}{\zeta^3} = 0 \tag{10}
\]

where the prime indicates derivatives with respect to \( \tau \). The resulting Equation (10) is a second order differential equation. As such, it requires two initial conditions: Assuming that the satellite begins at perigee,

\[
\kappa_{\text{perigee}} = a(1-e)
\]
\[ \dot{\mathbf{z}}_{\text{perigee}} = 0 \]

The initial conditions for equation (10) are

\[
\begin{align*}
\mathbf{z}(0) &= 1 - c \\
\dot{\mathbf{z}}(0) &= 0
\end{align*}
\]

At this point, the equations of motion for the satellite attitude can be derived using Euler's Moment Equation:

\[
[M]_3 = [I]_3 \left\{ \frac{\partial}{\partial t} \mathbf{\omega} \right\}_3 + [\mathbf{\omega}^3]_3 [M]_3 \mathbf{\omega}_i
\]

where \([I]_3\) is the mass moment of inertia tensor,

\([\mathbf{\omega}^3]_3\) is the skew matrix associated with \(\mathbf{\omega}^3\_i\), and

\([M]_3\) is the external moment vector.

Assuming that the axes are defined in such a way that Frame 3 lies along the principal axes of the satellite body, the inertia tensor takes the form

\[
[I]_3 = \begin{bmatrix}
1_{11} & [0] \\
[0] & 1_{22} \\
[0] & 1_{33}
\end{bmatrix}
\]

Additionally, the skew symmetric matrix associated with angular velocity has the form

\[
[\mathbf{\omega}^3]_3 = \begin{bmatrix}
0 & -\omega_3 & \omega_2 \\
\omega_3 & 0 & -\omega_1 \\
-\omega_2 & \omega_1 & 0
\end{bmatrix}
\]

where \(\omega_1\), \(\omega_2\), and \(\omega_3\) are the individual components of \(\mathbf{\omega}^3\_i\).

Substituting Equations (3), (5), (12), and (13) into Equation (11) produces moment equations in the form:
\[
\{M\} = \begin{bmatrix}
\omega_1' + (I_{33} - I_{22})\omega_2 \omega_3 \\
\omega_2' + (I_{11} - I_{33})\omega_1 \omega_3 \\
\omega_3' + (I_{22} - I_{11})\omega_1 \omega_2
\end{bmatrix}
\]

(14)

where the external moments on \( S \) by body \( F \) are (Ref. 7: 403),

\[
\{M\} = \begin{bmatrix}
3\pi^2 \eta'(\zeta_1')^2 \zeta_1^{-3} (1_{11} - I_{33})\cos\theta_i \sin\theta_i 
\end{bmatrix}
\]

(15)

Equating Equations (14) and (15), recalling that for a symmetric satellite, \( I_{11} = I_{22} \), one finds

\[
\begin{bmatrix}
\omega_1' + (I_{33} - I_{22})\omega_2 \omega_3 = 0 \\
\omega_2' + (I_{11} - I_{33})\omega_1 \omega_3 = 3\pi^2 \eta'(\zeta_1')^2 \zeta_1^{-3} (1_{11} - I_{33})\cos\theta_i \sin\theta_i \\
\omega_3' = 0
\end{bmatrix}
\]

(16)

Finally, by defining an inertia parameter \( k_i \) such that

\[
k_i = \frac{I_{33} - I_{22}}{I_{11}}
\]

Equation (10) becomes

\[
\omega_1' + k_i \omega_2 \omega_3 = 0
\]

\[
\omega_2' - k_i \omega_1 \omega_3 + 3\pi^2 \eta'(\zeta_1')^2 k_i \cos\theta_i \sin\theta_i = 0
\]

(17)

\[
\omega_3' = 0
\]

The three nonlinear differential equations given by Equation (17) can be combined with Equation (3) to obtain three second order equations in the variables \( \theta_1', \theta_2', \text{ and } \theta_3' \).
By defining the state vector to be
\[
\tilde{x}(\tau) = \begin{bmatrix}
\varphi_1(\tau) \\
\varphi_2(\tau) \\
\varphi_3(\tau) \\
\varphi_4(\tau)
\end{bmatrix}
\]
and noting the reference state,
\[
\tilde{x}_0 = \tilde{x}
\]
a linear system of the form
\[
\dot{x}'(\tau) = \Lambda(\tau)\tilde{x}(\tau)
\]
can be derived in the neighborhood of the reference state.
To obtain this linear system, the original system
\[
\dot{x}'(\tau) = \tilde{f}[\tilde{x}(\tau)]
\]
is linearized about \( \tilde{x}_0 \) such that
\[
\Lambda_{ij} = \left. \frac{\delta f_i}{\delta \tilde{x}_j} \right|_{\tilde{x} = \tilde{x}_0}, \quad i,j = 1, \ldots, 4
\]
The resulting coefficient matrix, \( \Lambda \), is a function of the inertia parameter, \( \kappa_1 \), and the variables, \( \varphi', \varphi'', \) and \( \varphi_3' \).
To produce a usable linear system, the dependence on these variables must be eliminated. The dependence on \( \varphi' \) and \( \varphi'' \) can be eliminated through the use of Equation (8b). From Equation (8b),
\[
\varphi' = \frac{2\pi}{T} \frac{\kappa_1^2}{\kappa_2^2} (1 - \epsilon^2)^{1/2}
\]
and by nondimensionalizing with \( \epsilon \) and \( \tau \), one obtains
\[
\varphi' = \frac{(1 - \epsilon^2)^{1/2}}{\epsilon} \tag{18}
\]
and
\[
\varphi'' = \frac{(1 - \epsilon^2)^{1/2}}{\epsilon^2} \tag{19}
\]
which by differentiation with respect to $\tau$ yields,

$$v'' = \frac{-2(1-e^2)\dot{\xi}}{\dot{\xi}^3}.$$  \hfill (20)

Replacing $v'$ and $v''$ with Equations (19) and (20) eliminates the dependence on these variables. To eliminate the dependence on $\dot{\xi}'$, one recognizes from Equation (16)

$$\dot{\xi}' = 0$$

implying that

$$\dot{\xi}' = v' + \dot{\xi}' = \text{constant}$$

The dependence on $\dot{\xi}'$ is eliminated by specifying this constant. However, the constant $\dot{\xi}''$ represents the spin rate of the satellite and the true anomaly rate. Since one is concerned only with the spin rate of the satellite, the constant is defined as $(\alpha + 1)$ and

$$v' + \dot{\xi}' = (\alpha + 1)$$  \hfill (21)

Substituting Equations (19) through (21) into the linearized coefficient matrix, a linear equation is found in the form of

$$\ddot{X}'(\tau) = \Lambda(\tau) \bar{X}(\tau)$$

where $\Lambda(\tau)$ is explicitly a function of $\xi$ and implicitly a function of $\tau$. The individual elements of this coefficient matrix for the linearized system are presented in Table 1.

Upon examining Table 1, one notes the coefficient matrix is a function of the orbital eccentricity, the spin parameter, the inertia parameter, $\xi$ and $\xi'$. Since $\xi$ repre-
Table 1
Non-Zero Coefficient Matrix Elements for the Symmetric Satellite

\[
\begin{align*}
\Lambda(1,5) &= 1 \\
\Lambda(2,4) &= 1 \\
\Lambda(3,1) &= \left(\frac{1-e^2}{\zeta}\right) - \left(\frac{1+\alpha}{\zeta^2}\right) (1+k_1) (1-e^2)^{1/2} \\
\Lambda(3,2) &= \frac{-2(1-e^2)^{1/2}}{\zeta^3} \zeta' \\
\Lambda(3,4) &= \frac{2(1-e^2)^{1/2}}{\zeta^3} - (1+\alpha) (1+k_1) \\
\Lambda(4,1) &= \frac{2(1-e^2)^{1/2}}{\zeta^3} \zeta' \\
\Lambda(4,2) &= \left(\frac{1-e^2}{\zeta}\right) - \left(\frac{1+\alpha}{\zeta^2}\right) (1+k_1) (1-e^2)^{1/2} - \frac{3k_1}{\zeta^5} \\
\Lambda(4,3) &= (1+\alpha) (1+k_1) - \frac{2(1-e^2)^{1/2}}{\zeta^2}
\end{align*}
\]
sents the nondimensional distance from the satellite to body \( f \), it is periodic with the same period as the orbital period. Thus,

\[
\dot{\gamma}(t) = \dot{\gamma}(t + \tau)
\]

where \( \tau = 2\pi \) and since \( \gamma \) is a function of \( \tau \),

\[
A(t) = A(t + \tau)
\]  \hspace{1cm} (22)

Thus, the equations for the attitude motion of the symmetric satellite are periodic and this periodicity is due to the orbital motion of the satellite.

Unsymmetrical Satellite in a Circular Orbit

(Ref. 6: 114-117)

The development of the equations describing the attitude motion for the unsymmetrical satellite in a circular orbit perturbed by gravity gradient torque are given by Kane and Shippy (1965), from which the following derivation is adopted.

Unlike the symmetric satellite, this case does not require analyzing the orbital motion. Therefore, the first step in the derivation is to employ Euler's Moment Equation (11). In this case, since the satellite is not symmetric the body fixed axes are used as the reference frame. Using coordinate transformations, Equation (3) can be written as
Since the attitude of the satellite in this case, like the symmetric satellite, is a function of $\dot{\theta}_1$ and $\dot{\theta}_2$, only small angles are considered. Considering only small angles, Equation (23) can be linearized about these small angles by using the following approximations:

\begin{align*}
\cos \dot{\theta}_1 &= 1 \quad \sin \dot{\theta}_1 = \dot{\theta}_1 \\
\cos \dot{\theta}_2 &= 1 \quad \sin \dot{\theta}_2 = 0
\end{align*}

(24)

Linearizing Equation (23), one obtains

\[
\left(\omega' \sqrt{1}\right) = \begin{bmatrix}
(\dot{\theta}_1 \cos \theta_2 - \dot{\theta}_2 \sin \theta_2 \cos \theta_1) \cos \theta_3 + \\
(\dot{\theta}_2 + \dot{\theta}_1 \sin \theta_2) \sin \theta_3 \\
(\dot{\theta}_2 \sin \theta_1 \cos \theta_2 - \dot{\theta}_1 \cos \theta_2 \sin \theta_1) \sin \theta_3 \\
(\dot{\theta}_2 \sin \theta_1 \cos \theta_2 + \dot{\theta}_1 \cos \theta_2 \sin \theta_1) \cos \theta_3 \\
\end{bmatrix}
\]

Since the orbit is circular, $\ddot{v}$ is constant and $\ddot{\theta}$ is zero, for all time. Denoting $\ddot{v}$ as $A$, the angular acceleration is found from Equation (25):
From Kane and Shippy (Ref. 6: 114), the gravitational torque moments acting on $S$ (linearized by using the small angle approximations of Equation (24)) are:

$$
\begin{bmatrix}
\ddot{\theta}_1 - \Delta \dot{\theta}_2 \cos \phi - (\dot{\theta}_1 - \Delta \dot{\theta}_2) \sin \phi \dot{\phi}, \\
\ddot{\theta}_2 + \Delta \dot{\theta}_1 \sin \phi + (\dot{\theta}_2 + \Delta \dot{\theta}_1) \cos \phi \dot{\phi}, \\
\ddot{\phi}
\end{bmatrix}
$$

(20)

$$
\begin{bmatrix}
3 \Delta^2 (I_{22} - I_{33}) \dot{\phi} \sin \phi \\
3 \Delta^2 (I_{11} - I_{22}) \dot{\phi} \cos \phi \\
3 \Delta^2 (I_{11} - I_{22}) \dot{\phi} \cos \phi
\end{bmatrix}
$$

(27)

With the Euler's Moment Equation (11) along with Equations (25) through (27) and the following inertia parameters:

$$
k_1 = \frac{1}{11} - \frac{1}{2} \Delta^2 \Delta^2 \Delta^2, \quad k_2 = \frac{1}{12} - \frac{1}{3} \Delta^2 \Delta^2 \Delta^2, \quad k_3 = \frac{1}{13} - \frac{1}{2} \Delta^2 \Delta^2 \Delta^2
$$

The equations describing the attitude motion are given by:

$$
\sin \phi \left( 4k_1 \Delta^2 \dot{\phi} + \ddot{\phi} - \dot{\phi} \dot{\phi} \left( 1 + k_1 \right) + \Delta \ddot{\phi} + \left( 1 - k_1 \right) + \Delta \dot{\phi} \right. \\
\left. \left( 1 + k_1 \right) + \cos \phi \left( \ddot{\phi} - \Delta \ddot{\phi} + \left( 1 + k_1 \right) + \Delta \ddot{\phi} \right) \right) = 0 \\
\left( 1 + k_2 \right) + \sin \phi \left( \Delta \ddot{\phi} - \Delta \ddot{\phi} \right) \left( 1 + k_2 \right) - \Delta \ddot{\phi} + \left( 1 - k_2 \right) \\
+ k_2 \Delta^2 \dot{\phi} + \cos \phi \left( -4 \Delta \Delta \dot{\phi} + \Delta \ddot{\phi} \right) \left( 1 - k_2 \right) + \Delta \ddot{\phi} \right) = 0
$$
\[ \ddot{\theta}_3 - 3\Delta^2 k \sin \theta \cos \theta = 0 \quad (28c) \]

Defining a parameter, \( p \), such that
\[ p^2 = -3\Delta^2 \frac{(k + k_1)}{1+k_1 k_2} \quad (28d) \]

Equation (28c) becomes
\[ \ddot{\theta}_3 + p^2 \sin \theta \cos \theta = 0 \quad (29) \]

This second-order differential equation for \( \dot{\theta}_3(t) \) contains a first integral
\[ \dot{\theta}_3 = \pm \left[ \frac{p^2}{2} (\cos \theta - 1) + \theta^2 \right]^{1/2} \quad (30) \]

where
\[ \theta = \theta_3(t=0) \]

Defining a new independent variable, \( \tau \), such that
\[ \tau = 2\theta_3 \quad (31) \]

Equation (30) can be rewritten
\[ \dot{\theta}_3 = \pm \left[ \frac{p^2}{2} (\cos \tau - 1) + \theta^2 \right]^{1/2} \quad (32) \]

At this point, the linearized equations describing the attitude motion can be obtained. By defining the state vector:
\[ \tilde{x}(\tau) = \begin{bmatrix} \dot{\theta}_1 \\ \dot{\theta}_2 \\ \dot{\theta}_3 / \Delta \\ \dot{\theta}_4 / \Delta \end{bmatrix} \quad (33) \]
and a function $\beta$, such that

$$\beta = \frac{\lambda}{\theta}$$

(54)

a linear system of the form of

$$\check{x}'(\tau) = \lambda(\tau)\check{x}(\tau)$$

is found. The differential equation for $x_1(\tau)$ and $x_2(\tau)$ are found by using Equation (31), (33), and (34):

$$x_1'(\tau) = \frac{E}{2} x_3(\tau)$$

and likewise,

$$x_2'(\tau) = \frac{E}{2} x_4(\tau)$$

The differential equations for $x_3(\tau)$ and $x_4(\tau)$ are found from linear combinations of Equations (28a) and (28b). The resulting coefficient matrix is given in Table II.

The function $\beta$ can be found from Equations (28d), (32), and (34) such that

$$\beta = \frac{\left[-\frac{5}{2} \left(\frac{k}{k_1} + \frac{k}{k_2}\right) (\cos \tau - 1) + \frac{\theta^2}{\Lambda^2}\right]^{-1/2} \sqrt{\frac{1}{2} \left[1 - \frac{5}{2} \left(\frac{k}{k_1} + \frac{k}{k_2}\right) (\cos \tau - 1) + \frac{\theta^2}{\Lambda^2}\right]^{-1/2}}}{\left[1 - \frac{5}{2} \left(\frac{k}{k_1} + \frac{k}{k_2}\right) (\cos \tau - 1) + \frac{\theta^2}{\Lambda^2}\right]^{-1/2}}$$

(55)

With this relation, all elements of Table II are functions of the independent variable $\tau$. 
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Table II

Non-Zero Coefficient Matrix Elements for the Unsymmetric Satellite

\[
\begin{align*}
A(1,3) &= \frac{\beta}{2} \\
A(2,4) &= \frac{\gamma}{2} \\
A(3,1) &= -0.5 + \frac{\beta+1}{4} [k_2 (1+\cos\tau) + k_1 (1-\cos\tau)] \\
A(3,2) &= -\left(\frac{4\alpha+1}{4}\right) (k_1+k_2) \sin \tau \\
A(3,3) &= \frac{\beta+1}{4} (k_1+k_2) \sin \tau \\
A(3,4) &= \frac{\beta-1}{2} + \frac{\beta+1}{4} [k_2 (1-\cos\tau) - k_1 (1+\cos\tau)] \\
A(4,1) &= -\left(\frac{\beta+1}{4}\right) (k_1+k_2) \sin \tau \\
A(4,2) &= -0.5 + \frac{4\beta+1}{4} [k_2 (1-\cos\tau) - k_1 (1+\cos\tau)] \\
A(4,3) &= -\frac{(\beta-1)}{4} - \frac{\beta+1}{4} [k_2 (1+\cos\tau) - k_1 (1-\cos\tau)] \\
A(4,4) &= -\frac{(\beta+1)}{4} (k_1+k_2) \sin \tau
\end{align*}
\]
By examining Table II, it is apparent that all elements are periodic with period \( T \), such that

\[ A(\tau) = A(\tau + T) \]

where \( T = 2\pi \).

Examining the elements of the coefficient matrix in Table II, one notes the dependence of \( A(\tau) \) on the three dimensionless parameters \( k_1 \), \( k_2 \), and \( \beta \). The parameters \( k_1 \) and \( k_2 \) are specified by the size, shape, and mass distribution of \( S \). The parameter \( \beta \), however, is dependent on the independent variable \( \tau \) and on \( \theta^2/\Delta^2 \), which is a measure of the rotational rate of the satellite. The value of \( \theta^2/\Delta^2 \) can be found for a particular satellite configuration and spin rate. Defining a spin parameter, \( \alpha \), and a parameter, \( k \), such that

\[ \alpha = \frac{\theta}{3} \quad \kappa^2 = \frac{\beta^2}{\theta^2} \]

where \( \bar{\theta}_3 \) is the average value of \( \dot{\theta}_3 \) during one revolution of \( S \), the value of \( \theta^2/\Delta^2 \) can be found for any value of \( \alpha \). Rewriting Equation (52) such that

\[ \dot{\theta}_3 = \pm \left[ \frac{k^2 \theta^2}{2} (\cos\tau - 1) + \phi^2 \right]^\frac{1}{2} \]

and by using the method of separation of variables and the identity,

\[ \frac{1}{2} (\cos\tau - 1) = -\sin^2 \tau \]

Equation (57) can be rewritten
\[ + \int_0^t \frac{d\theta}{(1 - k^2 \sin^2 \tau)^{1/2}} = \frac{\theta}{3} \]

Defining \( T \) as the time required for \( \theta_3 \) to change by an amount of \( 2\pi \) radians, Equation (38) can be written

\[ \int_0^{2\pi} \frac{d\theta}{(1 - k^2 \sin^2 \tau)^{1/2}} = \int_0^T \frac{\theta}{3} \, dt \]  

(39)

where the left hand side of Equation (39) is in the form of complete elliptic integral of the first kind. Performing the integrations, one finds

\[ 4\Omega(k) = \frac{T}{3} \theta_3 \]

(40)

Since \( \overline{\theta}_3 \) is an average value during one revolution,

\[ \overline{\theta}_3 = \frac{2\pi}{T} = \frac{2\pi c}{2\Omega(k)} \]

and

\[ a = \frac{p}{2\Omega(k)} \]

or

\[ \frac{\overline{\theta}_3}{\Delta} = \frac{2\Omega(k)\alpha}{\pi} \]

(41)

Thus, given a desired \( a \), the parameter \( \theta/\Delta \) can be found from Equation (41) by finding \( k \) and then \( \Omega(k) \). Substituting Equations (41) and (28d) into Equation (5b), one obtains

\[ \Omega(k)k = \frac{\pi}{2a} \left[ \frac{-3(k_1 k_2)}{1 + k_1 k_2} \right] \]

(42)
which yields a transcendental equation in terms of \( k \). Solving this transcendental equation for \( \zeta(k) \), Equation (41) and (35) can be used to solve for the function \( \zeta \) to complete the solution of the \( \Lambda(\tau) \) matrix calculations in Table II.

This completes the analysis of the unsymmetric satellite in a circular orbit around body \( F \). A linear periodic system of equations was found with a period of \( 2\pi \). Unlike the first case, where the periodicity is due to the elliptical orbital motion, the periodicity for this case is due to the rotation of the satellite about its body fixed \( \hat{k} \) axis.
CHAPTER III

FLOQUET THEORY

Periodic Systems

In Chapter II of this study, the linearized equations describing the attitude motion for the two satellite cases are derived. For both cases, the equations of motion are found to be linear of the form,

\[ \ddot{x}(\tau) = \Lambda(\tau)\dot{x}(\tau) \]  \hspace{1cm} (43a)

where the coefficient matrix, \( \Lambda(\tau) \), is periodic such that

\[ \Lambda(\tau) = \Lambda(\tau + T) \]  \hspace{1cm} (43b)

with \( T \) being defined as the period of the linear system.

For periodic systems of this type the stability can be determined through the use of Floquet theory. The essence of Floquet theory allows equations in the form of Equation (43) to be theoretically reduced to the case of constant coefficient equations (Ref. 5: 60).

Floquet Theory

In general, Floquet theory states that the fundamental matrix for ordinary differential equations in the form of Equation (43) is given by

\[ \Phi(\tau) = P(\tau)e^{\Gamma \tau} \]  \hspace{1cm} (44)

where \( \Gamma \) is a constant matrix and \( P(\tau) \) is a periodic matrix with the same period, \( T \), as the coefficient matrix, \( \Lambda(\tau) \)

25
This fundamental matrix is similar to the fundamental matrix

$$\psi(\tau) = F(\tau)e^{J\tau}$$  \hspace{1cm} (45)

where $F(\tau) = F(\tau + \tau)$ and $J$ is the Jordan form matrix associated with the matrix $F$. For the case where $F$ has $n$ distinct eigenvalues $\lambda_i$, the Jordan form matrix, $J$, is diagonal. The $n$ linearly independent solution vectors making up $\psi(\tau)$ in this case have the form

$$\tilde{x}_i(\tau) = \tilde{f}_i(\tau)e^{\lambda_i\tau}$$  \hspace{1cm} (46)

where the $\tilde{f}_i(\tau)$ are the column vectors of $F(\tau)$. The eigenvalues, $\lambda_i$, of the matrix $F$, which are termed the characteristic exponents, determine the asymptotic stability of the linear system. Specifically, if all the characteristic exponents have negative real parts, the system described by Equation (43) is stable. If the eigenvalues of $F$ are not distinct, the Jordan form matrix is block diagonal and, like the distinct case, stability is assured if all the eigenvalues have negative real parts. Therefore, the system stability can be determined from the $\lambda_i$'s. It remains to be shown how these characteristic exponents can be computed.

In order to compute the characteristic exponents and the periodic matrix $P(\tau)$, we consider the following. The principal fundamental matrix, or state transition matrix over one period, $\phi(\tau,0)$, referred to as the monodromy matrix, is determined from the solution to the general matrix differential equation:
\[
\frac{d}{d\tau} [\psi(\tau)] = A(\tau)\psi(\tau) \tag{47}
\]

with the initial conditions

\[\psi(0) = [1]\]

The monodromy matrix for a linear system of the form of Equation (43) can be found by direct numerical integration of Equation (47). With the monodromy matrix, a general solution to Equation (43) at \(\tau = T\) is given by

\[\tilde{x}(T) = \psi(T, 0)\tilde{x}(0) \tag{48}\]

where \(\tilde{x}(0)\) is the initial conditions vector. From Equation (46), the solution at \(\tau = T\) corresponding to a specific value of \(\lambda_i\) is:

\[\tilde{x}_i(T) = e^{\lambda_i T}\tilde{f}_i(0) \tag{49}\]

with the initial condition vector given by:

\[\tilde{x}_i(0) = \tilde{f}_i(0) \tag{50}\]

Substituting Equations (49) and (50) into Equation (48) yields:

\[\psi(T, 0)\tilde{f}_i(0) = e^{\lambda_i T}\tilde{f}_i(T) \tag{51}\]

where due to the periodic nature of \(\tilde{f}_i(\tau)\),

\[\tilde{f}_i(T) = \tilde{f}_i(0)\]

Rearranging Equation (51),
\[ \Phi(T, 0) - \lambda_i^T \Phi_i(0) = \tilde{v} \]  

or

\[ (B - I_\rho) \tilde{v} = \tilde{0} \]

where \( \rho \) is an eigenvalue and \( \tilde{v} \) is an associated eigenvector of matrix \( B \). Therefore, by analogy, \( e^{\lambda_i^T} \) is an eigenvalue and \( \Phi_i(0) \) is an eigenvector of the monodromy matrix. Thus, by evaluating the eigenstructure of the monodromy matrix, the characteristic multipliers, \( \rho_i \), defined by,

\[ \rho_i = e^{\lambda_i^T} \]  

are found. With these \( n \) characteristic multipliers, the characteristic exponents are found by,

\[ \lambda_i = \frac{\ln \rho_i}{\tilde{v}} \]  

Using these characteristic exponents, the Jordan form matrix, \( J \), of Equation (45) is found such that (Ref. 12: 267):

\[ J = \begin{bmatrix} 
\lambda_1 & [0] \\
& \lambda_2 \\
& & \ddots \\
& & & \lambda_n 
\end{bmatrix} \]  

(55)
In addition to finding the characteristic exponents and the Jordan form matrix, for a complete solution in the form of Equation (45), the $F(\tau)$ matrix must be found for all $\tau$. Since $F(\tau)$ is periodic with period $\tau$, finding $F(\tau)$, $\tau \in (0, \tau)$, is equivalent to finding $F(\tau)$ over all $\tau$. Defining a matrix $F(\tau)$ such that:

$$
\begin{bmatrix}
\dot{x}_1(\tau) \\
\vdots \\
\dot{x}_n(\tau)
\end{bmatrix} =
A(\tau)F(\tau)e^{J\tau}
$$

A fundamental matrix is formed. Analogous to this matrix, we can form a square $n \times n$ matrix $F(\tau)$ such that:

$$
F(\tau) =
\begin{bmatrix}
\ddot{x}_1(\tau) \\
\vdots \\
\ddot{x}_n(\tau)
\end{bmatrix}
$$

Substituting the matrices $F(\tau)$ and $J$ into Equation (45), the fundamental matrix, as given by Equation (56), is found. Being a fundamental matrix, it follows the matrix differential equation given by Equation (47) such that:

$$
\ddot{x}(\tau) = F(\tau)e^{J\tau}
$$

and

$$
\frac{\mathbf{t}}{\mathbf{t}}(\ddot{x}(\tau)) = F'(\tau)e^{J\tau} + F(\tau)Je^{J\tau} = A(\tau)F(\tau)e^{J\tau}
$$

Multiplying by the inverse of the matrix $e^{J\tau}$, and simplifying, Equation (58) becomes
\[ F'(\tau) = A(\tau)F(\tau) - F(\tau)J \quad (59) \]

where the initial condition matrix, \( F(0) \), is given by the partitioned matrix,

\[ F(0) = \begin{bmatrix} \hat{f}_1(0) & \hat{f}_2(0) & \cdots & \hat{f}_n(0) \end{bmatrix} \quad (60) \]

Thus, \( F(\tau) \) can be found by integrating the matrix differential Equation (59), over one period, with the initial conditions given by Equation (60).

With these evaluation of the Jordan Form matrix, \( J \), and the eigenvector matrix, \( F(\tau) \), all system information is found to complete a Floquet solution of the linear periodic system of Equation (43). In the following chapter, these results are used to develop a control law to provide active control for these periodic systems.
CHAPTER IV

CONTROL THEORY

In his thesis on the control of a satellite orbit, W.L. Shelton found that modal control techniques provided a feasible control scheme for time-periodic systems (Ref. 14). Basically, modal control techniques allow the control engineer to decouple the various system modes and control them individually. In essence, in a completely controllable constant coefficient system, the poles of the system can be placed where desired using full state feedback. With these pole placement techniques, the characteristics of each mode can be specified.

Even though any number of modes can be controlled using modal control techniques, Shelton's system had only one mode requiring control. Thus, the controller developed was simplified to handle one mode, which is not the general case. In general, one would like to control any number of modes simultaneously. As shown in Chapter V of this study, the two example satellite cases at times exhibit more than one unstable characteristic exponent, or mode. Therefore, a generalized controller capable of controlling multiple modes is required. In this chapter, the design and implementation of this generalized controller is presented.

Modal Control Theory

The basic theory behind modal control is that any
system can be decoupled into individual modes. These individual modes are determined by the characteristics of system poles. Therefore, if the system is fourth order, there are four modes. To decouple a system into its individual modes one needs to consider the mathematical properties of similarity matrices. Matrices $J$ and $A$ are said to be similar if

$$ J = F^{-1}AF $$

(61)

where $J$, $F$, and $A$ are constant $n$-by-$n$ matrices with $F$ being nonsingular. Since $J$ and $A$ have the same eigenvalues, this equation can be used for pole placement (Ref. 9: 61). Furthermore, $J$ can be chosen in its simplest form, the Jordan canonical form. For $n$ distinct real eigenvalues of $A$, the Jordan form matrix has the structure,

$$ J = \begin{bmatrix} \sigma_1 & & \\ & \ddots & \\ & & \sigma_n \end{bmatrix} $$

(62)

where the $\sigma_i$'s represent the eigenvalues. The $F$ matrix required for this similarity transformation, consists of a partitioned matrix of the $n$ eigenvectors of $A$:

$$ F = [\tilde{f}_1 \mid \tilde{f}_2 \mid \cdots \mid \tilde{f}_n] $$

(63)
where \( \tilde{f}_i \) is the eigenvector associated with \( \sigma_i \). Thus, with the \( F \) matrix given by Equation (63), the matrix \( J \) is found to be similar to the matrix \( A \). Applying this concept, a constant coefficient system can be decoupled. Given the system,

\[
\dot{x}(t) = \Lambda \tilde{x}(t) \tag{64}
\]

the \( n \) modes can be decoupled by defining a new set of coordinates, \( \tilde{\tilde{y}}(t) \),

\[
\dot{\tilde{y}}(t) = \tilde{F}\tilde{y}(t) \tag{65}
\]

Taking the derivative of Equation (65) with respect to the independent variable, \( t \), one finds

\[
\ddot{x}(t) = \tilde{F}\dot{\tilde{y}}(t) \tag{66}
\]

Substituting Equations (65) and (66) into the original system equation,

\[
\ddot{\tilde{y}}(t) = \tilde{F}\Lambda \tilde{y}(t)
\]

or

\[
\ddot{\tilde{y}}(t) = \tilde{F}^{-1}\Lambda \tilde{F}\tilde{y}(t) \tag{67}
\]

Thus, if \( F \) is made up of the \( n \) eigenvectors of \( A \),

\[
\dot{\tilde{y}}(t) = \tilde{J}\tilde{y}(t) \tag{68}
\]

This resulting system, expressed in modal variable, consists of a set of \( n \) uncoupled differential equations:
\[ \begin{align*}
\dot{\eta}_1(t) &= \sigma_1 \eta_1(t
\dot{\eta}_2(t) &= \sigma_2 \eta_2(t) \\
\vdots & \vdots \\
\dot{\eta}_n(t) &= \sigma_n \eta_n(t)
\end{align*} \]

Since the eigenvalues of \( J \) and \( A \) are the same, the stability characteristics and responses of the individual modes has not changed. This same technique of decoupling the system modes can be applied to linear periodic systems in the form of Equation (43), using the results of Chapter III. However, since control of the system is desired, a control term must be added to the state equations.

Applying control to the system, the state equations in the form of Equation (43), are augmented with a control term:

\[ \begin{align*}
\dot{x}(t) &= A(t) x(t) + B(t) \tilde{u}(t)
\end{align*} \]

Where \( \tilde{u}(t) \) is the control vector and \( B(t) \) is the applications matrix. The application matrix, \( B(t) \), identifies the state variables to which \( \tilde{u}(t) \) is applied. Like the uncontrolled constant coefficient system, Equation (70) can be transformed into a set of uncoupled differential equations.

Defining modal variables, \( \tilde{\eta}(t) \), such that

\[ \begin{align*}
x(t) &= F(t) \tilde{\eta}(t)
\end{align*} \]

Equation (70) can be rewritten

\[ \begin{align*}
F'(t) \tilde{\eta}(t) + F(t) \tilde{\eta}'(t) &= A(t) F(t) \tilde{\eta}(t) + B(t) \tilde{u}(t)
\end{align*} \]
Simplifying this result, a set of differential equations for the modal variables is found,

$$\ddot{\eta}'(\tau) = F^{-1}(\tau)[A(\tau)F(\tau) - F'(\tau)]\dot{\eta}(\tau) + F^{-1}(\tau)B(\tau)\dot{u}(\tau)$$  \hspace{1cm} (72)

To produce $n$ uncoupled differential equations before control is applied, the term

$$F^{-1}(\tau)[A(\tau)F(\tau) - F'(\tau)]$$

must be diagonal. Recalling Equation (59), Floquet theory provides the result,

$$F'(\tau) = A(\tau)F(\tau) - F(\tau)J$$

or by rearranging,

$$J = F^{-1}(\tau)[A(\tau)F(\tau) - F'(\tau)]$$  \hspace{1cm} (75)

Thus, by substituting this result of Floquet theory into Equation (72) the uncontrolled decoupled modal differential equations are found,

$$\ddot{\eta}'(\tau) = J\dot{\eta}(\tau) + F^{-1}(\tau)B(\tau)\omega(\tau)$$  \hspace{1cm} (74)

where $J$, from Chapter III, is a Jordan form matrix composed of the $n$ characteristic exponents.

**Mode-Controllability Matrix**

The mode-controllability matrix of Equation (74) consists of two elements: the $F^{-1}(\tau)$ and the $B(\tau)$ matrices. Defined as the product,
\[ R(\tau) = F^{-1}(\tau) B(\tau) \] (75)

the mode-controllability matrix identifies the modes of the system that are controllable (Ref. 13: 67). The matrix \( B(\tau) \) identifies the physical coordinates to which control is applied. As such, it is, to some extent, available as an option to the control engineer. However, the control must be applied to the system in a scheme that is physically realizable.

When the attitude of a satellite is being controlled, the control is applied to the angular velocity of the body about the three axes. Generally, this control is applied via gas jets or small thrusters. For the satellite cases discussed in Chapter II, a suitable \( B(\tau) \) matrix to accomplish this control, with a scalar control law, is:

\[
B(\tau) = \begin{bmatrix} 0 \\ 0 \\ 1 \\ 1 \end{bmatrix}
\] (76)

Thus, as the control is applied, the angular velocity of \( \dot{\phi}_1 \) and \( \dot{\phi}_2 \) change, resulting in a corresponding change in angular displacement.

The remaining component of the mode-controllability matrix is \( F^{-1}(\tau) \), which from Chapter III is a periodic matrix. This matrix may be found by integrating Equation (59) to obtain \( F(\tau) \) and then inverting the result. Since
F(τ) must be inverted at every instance control is applied, this would require extensive computation time or $F^{-1}(τ)$ may be calculated directly by noting:

$$F^{-1}(τ)F(τ) = [I]$$

Differentiating this with respect to $τ$,

$$F^{-1}(τ)F(τ) + F^{-1}(τ)F'(τ) = 0$$

Substituting Equation (59) into this result,

$$F^{-1}(τ) = F^{-1}(τ)[F(τ)J-A(τ)F(τ)]F^{-1}(τ)$$

and finally, by simplifying,

$$F^{-1}(τ) = JF^{-1}(τ) - F^{-1}(τ)A(τ)$$  \hspace{1cm} (77)$$

Integrating this matrix differential with the initial condition $F^{-1}(0)$ over one period finds $F^{-1}(τ)$ for all $τ$. With $F^{-1}(τ)$ and $B$, the mode-controllability matrix, is defined, which since $F^{-1}(τ)$ is periodic, is periodic. Finally, by defining the control law $u(τ)$, the periodic system can be controlled and further evaluations made.

**Control Law**

Since the purpose of this controller is to stabilize the attitude motion, the controller attempts to drive the states to zero. To regulate this system, a feedback control law consisting of a gain matrix, $K$, times the modal vector is used:
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\[ \dot{u} = \mathbf{k} \tilde{\eta}(\tau) \]  

(78)

where

\[ \mathbf{k} = \begin{bmatrix} k_1 & k_2 & k_3 & k_4 \end{bmatrix} \]

Since \( \mathbf{k} \) is a row matrix, the control vector reduces to a scalar control law of the form

\[ u = k_1 \eta_1(\tau) + k_2 \eta_2(\tau) + k_3 \eta_3(\tau) + k_4 \eta_4(\tau) \]

(79)

With this control law, the general form of the closed-loop system is:

\[
\tilde{\eta}'(\tau) = \begin{bmatrix}
\lambda_1 & 0 & 0 & 0 \\
0 & \lambda_2 & 0 & 0 \\
0 & 0 & \lambda_3 & 0 \\
0 & 0 & 0 & \lambda_4 \\
\lambda_1 + R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4
\end{bmatrix} \tilde{\eta}(\tau) + \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
1 \end{bmatrix} \eta(\tau)
\]

(80)

or, by simplification

\[
\tilde{\eta}'(\tau) = \begin{bmatrix}
\lambda_1 + R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4 \\
R k_1 & \lambda_2 + R k_2 & \lambda_3 + R k_3 & \lambda_4 + R k_4
\end{bmatrix} \tilde{\eta}(\tau)
\]

(81a)

which is in the form,

\[ \tilde{\eta}'(\tau) = \Lambda^*(\tau) \tilde{\eta}(\tau) \]

(81b)
where \( R_i \) indicates the \( i \)th component of the mode-controllability matrix. Recalling from the discussion of the mode-controllability matrix that \( R(\tau) \) is periodic, the closed-loop system given by Equations (81) is also periodic in the form of Equation (43). As such, the asymptotic stability of this closed-loop system can be established using Floquet theory. Thus, the performance of this controller can be readily evaluated by finding the eigenvalues of the closed-loop monodromy matrix.

**Control Law Implementation**

Using the control law given by Equation (78), any mode or number of modes can be controlled. Control of a mode is accomplished by having a non-zero gain in the \( K \) matrix at a position corresponding to the mode requiring control. Thus, if the second and fourth modes require control, that is, \( \eta_2(\tau) \) and \( \eta_4(\tau) \) have undesirable characteristics, the gain matrix is

\[
K = \begin{bmatrix}
0 & k_2 & 0 & k_4 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

This would produce the closed-loop system as follows:

\[
\hat{\eta}(\tau) = \begin{bmatrix}
\lambda & R & k_2 & 0 & R & k_4 \\
0 & \lambda + R & k_2 & 0 & R & k_4 \\
0 & R & k_2 & \lambda & R & k_4 \\
0 & R & k_2 & 0 & \lambda + R & k_4
\end{bmatrix}
\]

By inspection, the characteristic exponents of this system
are $\lambda_1$ and $\lambda_3$, which remained unchanged, and the controlled characteristic exponents, $\lambda_2^*$ and $\lambda_4^*$. Examining Equations (80) and (81), as the control is applied to the system, the uncoupled differential equations are coupled by the additional elements in the columns of the Jordan form matrix corresponding to the controlled modes. Two general cases appear when control is applied. The first case occurs when there is one controlled mode, and the other is when there are multiple controlled modes.

**Single Controlled Mode.** When only one mode is controlled, the closed-loop system can always be rearranged so that the coefficient matrix is in either upper or lower triangular form. In triangular form, the differential equation for the controlled mode can be solved. With this solution, the stability can be determined directly. In fact, the location of the controlled characteristic exponent is a linear function of its uncontrolled location, the appropriate element of the mode-controllability matrix, and the gain. All of these features are demonstrated in the following example.

Suppose the original system had a unstable mode corresponding to $n_3(\tau)$. Using Equations (78) and (79), the control law is

$$u = k_n n_3(\tau)$$  \hspace{1cm} (84)

and the closed-loop system (from Equation (81a)) is,
\[
\tilde{\eta}'(\tau) = \begin{bmatrix}
\lambda & 0 & R k & 0 \\
0 & \lambda & R k & 0 \\
0 & 0 & \lambda + R k & 0 \\
0 & 0 & R k & \lambda \\
\end{bmatrix} \tilde{\eta}(\tau)
\] (85)

Rearranging this set of differential equations,
\[
\begin{bmatrix}
\eta_1'(\tau) \\
\eta_2'(\tau) \\
\eta_3'(\tau) \\
\eta_4'(\tau)
\end{bmatrix} = \begin{bmatrix}
\lambda \eta_1 \\
0 \lambda \eta_2 \\
0 0 \lambda \eta_3 \\
0 0 0 \lambda \eta_4
\end{bmatrix} + \begin{bmatrix}
R k \eta_1 \\
0 R k \eta_2 \\
0 0 R k \eta_3 \\
0 0 0 R k \eta_4
\end{bmatrix}
\] (86)

where the coefficient matrix is in upper triangular form.

As such, the solution for \(\eta_3(\tau)\) is found using an integrating factor. From Equation (85), the differential equation for \(\eta_3(\tau)\) is
\[
\eta_3'(\tau) - [\lambda + R_3(\tau)k_3] \eta_3(\tau) = 0
\] (87)

which is a linear homogeneous first order differential equation. Using an integrating factor of the form
\[
\eta_1(\tau) = \exp\left(-\int_0^\tau [\lambda_3 + R_3(\tau)k_3] d \tau\right)
\]
an exact differential for \(\eta_3(\tau)\) can be found (Ref. 10: 24).

Multiplying Equation (87) by this integrating factor
\[
\eta_3'(\tau) \exp\left(-\int_0^\tau [\lambda_3 + R_3(\tau)k_3] d \tau\right)\eta_3(\tau) = \exp\left(-\int_0^\tau [\lambda_3 + R_3(\tau)k_3] d \tau\right)[\lambda_3 + R_3(\tau)k_3] \eta_3(\tau) = 0
\] (88)

which, by inspection, is the exact differential
Since Equation (89) is an exact differential,
\[
\eta_3(\tau) \exp\left(-\int_0^\tau \left[ \lambda_3 + R_3(\xi) k_3 \right] d\xi \right) = \mathcal{C}
\]  
where \( \mathcal{C} \) is the constant of integration. This constant can be found by setting \( \tau \) equal to zero:
\[
\eta_3(0) \exp(0) = \mathcal{C}
\]
\[
\eta_3(0) = \eta_3(0)
\]
Rearranging Equation (90), the solution for the controlled mode is found,
\[
\eta_3(\tau) = \eta_3 \exp \left( \int_0^\tau \left[ \lambda_3 + R_3(\xi) k_3 \right] d\xi \right)
\]  
Recalling that the mode-controllability matrix is periodic, Equation (91) can be simplified further by representing \( R_3(\xi) \) as an infinite Fourier series (Ref. 10; 387):
\[
R_3(\xi) = a_0 + \sum_{n=1}^{\infty} a_n \cos \frac{2n\pi}{T} \xi + \sum_{n=1}^{\infty} b_n \sin \frac{2n\pi}{T} \xi
\]  
where the coefficients are given by the Euler formulas:
\[
a_n = \frac{1}{T} \int_{-T/2}^{T/2} R_3(\xi) \cos \frac{2n\pi}{T} \xi d\xi
\]
\[
a_n = \frac{1}{T} \int_{-T/2}^{T/2} R_3(\xi) \cos \frac{2n\pi}{T} \xi d\xi
\]  
and
\[
b_n = \frac{1}{T} \int_{-T/2}^{T/2} R_3(\xi) \sin \frac{2n\pi}{T} \xi d\xi
\]
Substituting Equation (93) into Equation (91) one obtains

$$\eta_3(t) = \eta_3 \exp(\lambda_3 + a_k) \tau \exp(\int_0^\tau R_{3p}(\tau) k d\tau)$$

(93)

where $R_{3p}$ represents the periodic portion of $R_3$. Since the asymptotic stability of the closed-loop system depends on the eigenvalues, or characteristic multiples, of the monodromy matrix of Equation (87), the eigenvalue associated with the controlled mode is given by Equation (95) evaluated at $\tau = \tau_0$, with $\eta_3(\tau_0) = 1$. Evaluating Equation (95),

$$\eta_3(\tau) = \exp((\lambda_3 + a_k)\tau) \exp(\int_0^\tau R_{3p}(\tau) k d\tau)$$

(94)

where

$$\int_0^\tau R_{3p}(\tau) k d\tau = 0$$

Simplifying this result,

$$\eta_3(\tau) = \exp((\lambda_3 + a_k)\tau)$$

(95)

or, the controlled system characteristic exponent is given by Equation (94)

$$\lambda_3^* = \frac{\ln(\exp((\lambda_3 + a_k)\tau_0))}{\tau} = \lambda_3 + a_k$$

(96)

Thus, the closed-loop characteristic exponent is found by this linear equation, and with the gain value such that

$$\lambda_3 + a_k < 0$$

stability is assured.
From Equation (97), control of a single mode is predicated on the constant, i.e. zero frequency, portion of $R_3(\tau)$ being non-zero. If the constant portion is equal to zero, stability can still be achieved by allowing the gain to be periodic of the form,

$$k_3(\tau) = k_3 \cos \frac{2\pi i}{\tau} \quad (98a)$$

or

$$k_3(\tau) = k_3 \sin \frac{2\pi i}{\tau} \quad (98b)$$

where $i$ is the index of some non-zero Fourier coefficient of $R(\tau)$. Using this non-constant gain along with the trigonometric identities,

$$\sin^2 \tau = \frac{1}{4} (1-\cos 2\tau) \quad (99a)$$
$$\cos^2 \tau = \frac{1}{4} (1+\cos 2\tau) \quad (99b)$$

a non-zero constant portion of $R_3(\tau)$ is generated. This procedure is demonstrated as follows, using Equation (98a),

$$k_3(\tau) = k_3 \cos \frac{2\pi i}{\tau} \quad j$$

Multiplying this result by the appropriate element of the mode-controllability matrix, one finds,

$$R_3(\tau)k_3(\tau) = a_k \cos \frac{2\pi i}{\tau} \quad j + \sum_{i=1}^{\infty} (a_i \cos \frac{2\pi i}{\tau} \quad i \neq j$$

$$+ k_3 \cos \frac{2\pi i}{\tau} \quad j + \sum_{i=1}^{\infty} (b_i \sin \frac{2\pi i}{\tau} \quad i \neq j (k_3 \cos \frac{2\pi i}{\tau} \quad j)$$

$$+ a_j k_3 \cos^2 \frac{2\pi i}{\tau} \quad j$$
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With the last term of this result and Equation (99b), a constant portion is generated:

\[ a_j k \cos^2 \frac{2\pi}{\gamma_j} = \frac{a_j k}{2} (1 + \cos \frac{4\pi}{\gamma_j} - j) \]

or the constant portion is

\[ a'_c = \frac{a_j}{2} \]

With the result, the controlled mode is always controllable provided \( R_3(\tau) \) is not zero for all \( \tau \). Otherwise, if \( R_3(\tau) = 0 \), the third mode is uncontrollable. This is the result that the mode-controllability matrix indicates.

Thus, when there is one controlled mode, the solution to the closed-loop periodic differential equation can be solved using an integrating factor. Using this result, the stability of the closed-loop controlled mode can be determined directly by using Equation (96). Since modal control only controls the desired mode(s), the stability of the other modes is unaffected by the control, and the stability of the entire system is assured.

**Multiple Controlled Modes.** When there are multiple controlled modes, the stability is not as readily attainable as it was in the previous case. The reason for this is that the closed-loop coefficient matrix cannot be rearranged to form a triangular form, either upper or lower, matrix. Since the matrix is not in triangular form, the solution to the differential equations for the controlled modes are not readily
obtained. As an example, suppose the original system had two unstable modes, \( \eta_2(\tau) \) and \( \eta_3(\tau) \). From Equation (81a), the closed-loop system is represented by

\[
\begin{bmatrix}
\lambda_1 & R_{k_2} & R_{k_3} & 0 \\
0 & \lambda_2 + R_{k_2} & R_{k_3} & 0 \\
0 & R_{k_2} & \lambda_3 + R_{k_3} & 0 \\
0 & R_{k_2} & R_{k_3} & \lambda_3
\end{bmatrix}
\]

Unlike the case when only one mode is controlled, the coefficient matrix of this equation cannot be rearranged into a triangular form. Therefore, to find the closed-loop characteristic exponents a Floquet theory analysis using the concepts presented in Chapter III must be completed.

By inspection of Equation (102), the closed-loop characteristic exponent are \( \lambda_1, \lambda_4 \) and the two found from the monodromy matrix calculated by integrating the sub-matrix,

\[
\phi(\tau) = \begin{bmatrix}
R_{k_2} + \lambda_2 & R_{k_3} \\
R_{k_2} & \lambda_3 + R_{k_3}
\end{bmatrix}
\]

There are essentially two methods of setting the gains to stabilize this system. The first method consists of a systematic search using various gain settings until the desired characteristic exponents are found. The second method entails successive diagonalization. In this method, one gain is set resulting in a controlled system. Then
This controlled system is rediagonalized to form a new Jordan form matrix and another gain is then set. This process is repeated until all modes are stabilized.

This completes the development of the control law and the mode-controllability matrix. This control law presented in this chapter is capable of controlling any number of modes. In the following chapter, example test cases from both the symmetric and unsymmetric satellites are used to demonstrate the actual usage of this control law.
CHAPTER V

RESULTS

In Chapter II of this study, the development of linearized equations for the attitude motion of two satellites was presented. In both cases, the stability of these periodic systems was found to be dependent on various parameters, including the orbital eccentricity, moment of inertia ratios, and spin rates. Obviously, by varying these parameters, an infinite number of test cases are found. Therefore, five example test cases were selected from these two satellite cases. Using these five test cases, the theoretical developments of this study are verified with numerical results. Upon selecting the five test cases, a stability analysis, using Floquet theory and the results of Chapter III, is conducted. With this stability analysis, two of the test cases are digitally simulated to verify the results. Next, three of the test cases are controlled using the developments of Chapter IV and the closed-loop linear system is simulated. Finally, numerical problems which appeared several times are presented using one of the test cases.

Test Cases

From the infinite number of combinations of satellite parameters, five test cases are chosen for use during
the presentation of the numerical results. Of these five, two are symmetrical satellites in elliptical orbits, and the remaining three are unsymmetrical satellites in circular orbits. Table III is a summary of these five test cases and their associated parametric values. The test cases numbers are used throughout this chapter to identify the individual cases.

Table III

Parametric Values of the Five Test Cases

<table>
<thead>
<tr>
<th>Test Case</th>
<th>$c$</th>
<th>$\alpha$</th>
<th>$k_1$</th>
<th>$k_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>-1.0</td>
<td>1.0</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>-2.0</td>
<td>.6</td>
<td>---</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>-1.0</td>
<td>.2</td>
<td>-.6</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>1.0</td>
<td>-.6</td>
<td>.6</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>1.0</td>
<td>-1.0</td>
<td>-.5</td>
</tr>
</tbody>
</table>

Stability Analysis

The first step in the control of an arbitrary satellite design is to conduct a stability analysis of the open loop system. When the linear system has constant coefficients, the stability is easily determined by the eigenvalues of the coefficient matrix. However, when the system is periodic, Floquet theory is used to ascertain the asymptotic stability. Using the theory of Chapter III, the stability
of the five satellite cases is determined. Table IV contains the four characteristic exponents found using Floquet theory for each test case. From Chapter III, asymptotic stability is assured if the real part of all characteristic exponents is less than zero.

Table IV

<table>
<thead>
<tr>
<th>Case</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6718</td>
<td>-0.6718</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+0.5728i</td>
<td>-0.5728i</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>+0.1200i</td>
<td>-0.1200i</td>
<td>-0.4005i</td>
<td>-0.4005i</td>
</tr>
<tr>
<td>3</td>
<td>0.1258</td>
<td>-0.1258</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>+0.1819i</td>
<td>-0.1819i</td>
</tr>
<tr>
<td>4</td>
<td>0.3557</td>
<td>0.3557</td>
<td>-0.3557</td>
<td>-0.3557</td>
</tr>
<tr>
<td></td>
<td>+0.1770i</td>
<td>-0.1770i</td>
<td>+0.1770i</td>
<td>-0.1770i</td>
</tr>
<tr>
<td>5</td>
<td>0.8205</td>
<td>-0.8205</td>
<td>0.2128</td>
<td>0.2128</td>
</tr>
</tbody>
</table>

When the characteristic exponents have a real part of zero, the system exhibits neutral stability. Of the five test cases, all are unstable except Case 2. Case 2 is stable, and it exhibits the characteristics of stable gravity gradient satellites mentioned in Chapter I. With the characteristic exponents for Case 2, a stable satellite has zero damping and low natural frequencies of oscillation. Thus, the four modes of this stable case are pure oscillatory; very undesirable
attitude motion for a precise satellite system. Cases 1 and 3 have one unstable mode, and Cases 4 and 5 have two unstable modes. Cases 1 and 3 both have one unstable real characteristic exponent, Case 4 has two unstable complex conjugate characteristic exponents, and Case 5 has two unstable real characteristic exponents.

To validate the results of the stability analysis, the uncontrolled linear systems of Cases 2 and 3 were simulated over fifteen periods. At first, the uncontrolled system of Case 2 was simulated using physical coordinates as the basis variables. The results are presented in Figures 2 through 5. As expected, no specific trends on asymptotic stability are ascertained from these figures. The reason for the simulation results appearing as they do is that the state variables are actually linear combinations of the four modes. The characteristic exponents represent the response of the individual modes, not the physical state variables.

From Equation (71),

$$\ddot{x}(t) = F(t)\dot{\eta}(t)$$

and the state variable responses are linear combinations of the responses of the individual modes. Therefore, to gain more insight into the responses of the various test cases when simulated, all simulations results are presented in modal variables.

The initial conditions used throughout this study, for simulation purposes are:
Figure 5. Uncontrolled $x_2(t)$ Response for Case 2
Figure 4. Uncontrolled $x_3(t)$ Response for Case 2
\[ \ddot{x}(0) = \begin{bmatrix} 0.5 \\ 0.3 \\ 0.5 \\ 0.3 \end{bmatrix} \]

This initial conditions vector was chosen to assure that all modes are excited. Also, all simulation results are over a total of fifteen periods. This period length was assumed to be of sufficient length to illustrate the general trends in stability of the linearized equations.

Simulating Case 2 in modal coordinates, a response typical of a stable gravity gradient satellite is obtained. The responses of the individual modes to the input initial conditions are presented in Figures 6 through 9. As expected, the first and second modes represent the extremely low frequency oscillations and the third and fourth modes represent the slightly higher frequency oscillations. Also, from Figures 8 and 9, no damping of the oscillatory motion is observed.

To verify the instability caused by positive real parts of the characteristic exponents, Case 3 was simulated. From Table IV, the first mode is unstable. Figures 10 through 13 depict the responses of the four modes of Case 3. As expected, the first mode, the mode with positive real characteristic exponent, is definitely unstable. The stable real mode, the second mode, demonstrates the typical response for a mode with a negative real portion. Finally, the third
Figure 7. Uncontrolled Second Mode Response for Case 2
Figure 8. Uncontrolled Third Mode Response for Case 2
Figure 9. Uncontrolled Fourth Mode Response for Case 2
and fourth modes represent the typical low frequency, low damping oscillatory response of neutrally stable complex conjugate modes.

Thus, using Floquet theory as presented in Chapter III, the asymptotic stability of the five test cases is determined. By simulating the uncontrolled system, the stability of the uncontrolled systems is verified. In the following section, three of the unstable satellite cases are stabilized using the modal control theory of Chapter IV.

**Satellite Stabilization and Verification**

In this section, three of the four unstable satellite test cases are stabilized using modal control techniques and the control law developed in Chapter IV. These three cases, cases 1, 4, and 5, represent three different instability configurations. Case 1 has one unstable real characteristic exponent. Cases 4 and 5 both have two unstable modes. Case 4 has two unstable complex conjugate characteristic exponents and Case 5 has two unstable real characteristic exponents.

**Single Mode Stabilization.** To control Case 1, a controller must be utilized to control only the first mode. Therefore, the results from the Single Controlled Mode section of the previous chapter are used. Since there is one controlled mode, the control law is

\[ u(t) = k_1 \eta_1(t) \]
From Chapter IV, Equation (96) states that the closed-loop characteristic exponent is

$$\lambda^* = \lambda_1 + a k_1$$

For this case, the uncontrolled system characteristic exponent is 0.6718 and the zero frequency portion of the first element of the mode-controllability matrix is 0.6198. Therefore, the gain required to move the characteristic exponent to zero is

$$0.0 = 0.6178 + 0.6198k_1$$

or

$$k_1 = -1.084$$

For the actual control of this system, the gain was set at -2.0, which results in a controlled characteristic exponent of -0.5677. Table V contains the controlled system characteristic exponents for Case 1 based upon the numerical Floquet analysis described in Chapter III.

Table V
Case 1 Characteristic Exponents with $K= (-2.0, 0.0, 0.0, 0.0)$

<table>
<thead>
<tr>
<th>Uncontrolled</th>
<th>Co.</th>
<th>11ed</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1$</td>
<td>.0718</td>
<td>- .5677</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>-.0718</td>
<td>- .0718</td>
</tr>
<tr>
<td>$\lambda_3$</td>
<td>0.0 + .3728i</td>
<td>0.0 + .3728i</td>
</tr>
<tr>
<td>$\lambda_4$</td>
<td>0.0 - .3728i</td>
<td>0.0 - .3728i</td>
</tr>
</tbody>
</table>
as expected, the simulation results, Figures 14 through 17, show a satellite with two exponentially decaying modes and two oscillating modes. Examining these responses, one notices a phenomenon that did not appear in the uncontrolled simulations. Each mode contains a transient response that decays rapidly. This transient response is due to the controller modifying the eigenvector associated with the controlled mode of the closed-loop monodromy matrix. This new eigenvector causes the initial transient to be displayed in all modal responses. With the addition of the controller, the characteristic exponents associated with the second, third, and fourth modes remained unchanged. Only the characteristic exponent for the first mode was altered. These results verify that modal control techniques only affect the characteristic exponents of the controlled modes. Also, the numerical results of this example validate the theory concerning the control of one mode in Chapter IV.

Multiple Controlled Mode Stabilization. Both cases 4 and 5 have multiple unstable modes. From Chapter IV, we found that when there are multiple controlled modes, the gains required for stabilization cannot be found directly by using a linear formula like the previous example. This problem with gain selection was due to the controlled-system coefficient matrix not being in a triangular form. Therefore, the solution to this type of problem is accomplished using a systematic search using various gain settings. This technique was used to stabilize both Case 4 and Case 5.
Figure 15. Controlled System Second Mode Response for Case 1
From Table IV, the unstable modes of Case 4 are the first and second modes. Therefore, the general control law necessary to control this case is

\[ u(t) = k_1 \eta_1(t) + k_2 \eta_2(t) \]

Through the use of a systematic search procedure, the values of the two gains which provided adequate control and stable system characteristic exponents are \( k_1 = 4.0 \) and \( k_2 = -10.0 \). With these two gains, the two unstable characteristic exponents were moved to the left side of the complex plane. The results of the controlled-system monodromy matrix calculations are presented in Table VI. From these results, once again modal control techniques controlled only the modes requiring control.

<table>
<thead>
<tr>
<th>( \lambda_1 )</th>
<th>Uncontrolled</th>
<th>Controlled</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_2 )</td>
<td>.3557 + .1776i</td>
<td>-1.011 + .0146i</td>
</tr>
<tr>
<td>( \lambda_3 )</td>
<td>.3557 + .1776i</td>
<td>-1.011 - .0146i</td>
</tr>
<tr>
<td>( \lambda_4 )</td>
<td>-.3557 + .1776i</td>
<td>-.3557 + .1776i</td>
</tr>
<tr>
<td>( \lambda_5 )</td>
<td>-.3557 - .1776i</td>
<td>-.3557 - .1776i</td>
</tr>
</tbody>
</table>

These gain settings were used in a digital simulation of the modal variables. The results of the simulation are
illustrated in Figures 18 through 21. In this case, the oscillations in all modes damp out within three periods. This is due to the location, and therefore the existence of other than negligible damping, in the complex plane, of the controlled system characteristic exponents. Once again, the initial transients in all modes due to the new eigenvectors of the controlled system are apparent in these figures. Since all modes of this system damp out quickly and there are no highly oscillatory modal responses, this system presents an excellent system for simulation in physical variables. Therefore, with the initial conditions,

\[
\dot{x}(0) = \begin{bmatrix}
0.05526 \\
0.05526 \\
0.0 \\
0.0
\end{bmatrix}
\]

and the control law given by

\[
u(\tau) = K F^{-1}(\tau) \dot{x}(\tau)
\]

this controlled system was simulated for fifteen periods using the physical variables. This simulation verifies that the linearized physical system is controlled with no unbounded growth in time of any of the state variables. Figures 22 through 25 illustrate the results of this simulation. The controller performed as expected, all oscillations of the state variables stopped after approximately three periods.
Figure 21. Controlled System Fourth Mode Response for Case 4
Figure 22. Controlled $x_1(\tau)$ Response for Case 4
Figure 24. Controlled $x_3(\tau)$ Response for Case 4
The final test case to be controlled, Case 5, has two unstable real characteristic exponents. Thus, since there are two modes requiring control, the same techniques used in the control of Case 4 are used. From Table IV, the unstable modes are the first and third modes. Therefore, the scalar control law for the control of this system is

\[ u(\tau) = k_1 \eta_1(\tau) + k_3 \eta_3(\tau) \]

Using a systematic search technique, the gains that provided adequate control for this satellite are \( k_1 = -1.4 \) and \( k_3 = -.01 \). Table VII contains the results of the closed-loop analysis using Floquet theory.

<table>
<thead>
<tr>
<th></th>
<th>Uncontrolled</th>
<th>Controlled</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_1 )</td>
<td>.8265</td>
<td>-.0582 + .0971i</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>-.8265</td>
<td>-.8265</td>
</tr>
<tr>
<td>( \lambda_3 )</td>
<td>.2128</td>
<td>-.0582 - .0971i</td>
</tr>
<tr>
<td>( \lambda_4 )</td>
<td>-.2128</td>
<td>-.2128</td>
</tr>
</tbody>
</table>

From these results, the control law provides adequate control for the unstable modes to bring them under control. Figures 26 through 29 present the results of simulating the
Figure 26. Controlled System First Mode Response for Case 5
Figure 27. Controlled System Second Mode Response for Case 5
Figure 28. Controlled System Third Mode Response for Case 5
controlled system over fifteen periods. In this case, all modes were controlled and eventually reduced to zero. The previously mentioned transient responses are more pronounced in this case than in the other two cases. These transient response characteristics are due to the eigenvectors of the closed-loop system monodromy matrix. During this study, no attempt was made to specify the desired transient response characteristics of the controlled systems.

With these numerical and graphical results, the implementation and verification of the control law and associated theoretical developments are complete. As presented in the examples, modal control provided the required control over only the controlled modes and only the initial transients of the other modes were affected. Also, the generalizations made concerning stable gravity gradient satellites in Chapter I were demonstrated in the various examples. During the completion of these investigations, numerical problems associated with the computations of the $F^{-1}(\tau)$ matrix were encountered. In the following section, these numerical problems and their effects on the controlled system are addressed.

**Numerical Problems Associated with $F^{-1}(\tau)$ Computations**

One of the basic elements in the closed-loop system, from Equation (74), is the $F^{-1}(\tau)$ matrix. This matrix, which appeared during the diagonalization and subsequent control processes, is periodic with period $T$. As such, by finding $F^{-1}(\tau)$ over one period is equivalent to finding this matrix
over all \( \tau \). Therefore, to ease computational burden, the method of computing the \( \mathbf{F}^{-1}(\tau) \) matrix for the closed-loop stability analysis and subsequent digital simulations was to compute \( \mathbf{F}^{-1}(\tau) \) for \( m \) evenly spaced points during one period. Using these \( m \) \( \mathbf{F}^{-1}(\tau) \) matrices, a harmonic analysis was completed on all sixteen elements (Ref. 2: 108-109). The results of this harmonic analysis were \( \frac{m}{2} + 1 \) cosine Fourier coefficients and \( \frac{m}{2} - 1 \) sine Fourier coefficients. With these coefficients, the \( \mathbf{F}^{-1}(\tau) \) matrix can be computed at any \( \tau \). Using this technique, the closed-loop system, in either modal or state variables, is integrated. Using Case 3, it is shown how this computational technique does not insure the precise computations of the \( \mathbf{F}^{-1}(\tau) \) matrix required to satisfy Equation (77). From Table IV, Case 3 has one unstable characteristic exponent. Thus, since there is one unstable mode, the controlled characteristic exponent, \( \lambda^* \), is found by using Equation (96). For this case, the zero frequency portion of the first element of the mode-controllability matrix, \( a_0 \), is -0.2187. Using Equation (96), the theoretical value for \( \lambda^*_1 \), is found, and by finding the characteristic exponents of the closed-loop system monodromy matrix, the numerically derived value of \( \lambda^*_1 \) is found. Comparing these two values, the effects of these numerical problems associated with the \( \mathbf{F}^{-1}(\tau) \) can be ascertained.

These computations were carried out for five gain settings, the results are tabulated in Table VIII. From Table VIII, one notices that as the gain is increased, the theoretically
<table>
<thead>
<tr>
<th>( \text{Gain (} k_1 \text{)} )</th>
<th>( 10^{-5} )</th>
<th>( 10^{-3} )</th>
<th>( 10^{-1} )</th>
<th>( 10^{0} )</th>
<th>( 10^{1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theoretical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lambda_1^* )</td>
<td>(.125818)</td>
<td>(.12560)</td>
<td>(.10395)</td>
<td>(-.07287)</td>
<td>(-2.06101)</td>
</tr>
<tr>
<td><strong>Computed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lambda_1^* )</td>
<td>(.125818)</td>
<td>(.12560)</td>
<td>(.10395)</td>
<td>(-.09138)</td>
<td>(-.08505)</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(-4.0 \times 10^{-2})</td>
<td>(-0.069856)</td>
</tr>
<tr>
<td>( +.181856i )</td>
<td>(+.181856i)</td>
<td>(+.181856i)</td>
<td>(+.18204i)</td>
<td>(+.17457i)</td>
<td></td>
</tr>
<tr>
<td>( \lambda_3 )</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(0.0)</td>
<td>(-4.0 \times 10^{-4})</td>
<td>(-0.069856)</td>
</tr>
<tr>
<td>( -.181856i )</td>
<td>(-.181856i)</td>
<td>(-.181856i)</td>
<td>(-.18204i)</td>
<td>(-.17457i)</td>
<td></td>
</tr>
<tr>
<td>( \lambda_4 )</td>
<td>(-.125818)</td>
<td>(-.125818)</td>
<td>(-.125818)</td>
<td>(-.12741)</td>
<td>(-1.0639)</td>
</tr>
<tr>
<td>( +.5000i )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
and numerically computed characteristic exponents diverge. In fact, there should be no variation in the characteristic exponents of the modes which are uncontrolled. However, with a gain of 1.0, there are apparent variations in the uncontrolled characteristic exponents.

These variations are due to the loss in accuracy of $F^{-1}(\tau)$. To examine this loss of accuracy, the $F^{-1}(\tau)$ matrix at $\tau = \pi$ was computed using the Fourier series for each element and by integrating Equation (77) as presented in Chapter IV. The results are presented in Figure 30. Examining these two matrices, one notes that there are significant differences. The accuracy of the Fourier series can be improved by increasing the number of function evaluations used in the harmonic analysis. An increased number of function evaluations was tried, but the resulting $F^{-1}(\tau)$ matrix was still too inaccurate. Therefore, these inaccuracies are due to using the Fourier coefficients to compute the $F^{-1}(\tau)$ matrix. There are many possible causes for these numerical problems, among these are truncation errors and finite wordlength of the computer. However, no definite cause for these problems was determined.

This completes the discussion of the results compiled during this study. Consisely, the results indicate the ability to control unstable satellites under the influence of a gravity gradient. However, numerical problems in the computation of the mode-controllability matrix were encountered.
Using Fourier Coefficients:

\[
F^{-1}(\tau) = \begin{bmatrix}
-1.07103 & -0.42118 & 0.68053 & -0.25558 \\
0.02281 & -0.24466 & 0.39587 & 0.14898 \\
0.52001 & -0.68481 & -0.73827 & 0.47968 \\
-2.45237 & -0.14823 & -0.15884 & -2.22316
\end{bmatrix}
\]

Using Analytical Techniques:

\[
F^{-1}(\tau) = \begin{bmatrix}
-1.07175 & -0.42112 & 0.68092 & -0.25598 \\
0.02275 & -0.24470 & 0.39565 & 0.14874 \\
0.52672 & -0.68480 & -0.73806 & 0.481158 \\
-2.43222 & -0.14830 & -0.15984 & -2.22281
\end{bmatrix}
\]

Figure 30. \( F^{-1}(\tau) \) Calculated at \( \tau = \pi \) using the Fourier Coefficients and Analytical Techniques.
CHAPTER VI
CONCLUDING REMARKS AND RECOMMENDATIONS

The problem that this study addresses is the control of satellite attitude motion while the satellite is under the influence of a gravity gradient. Since the linearized equations describing the attitude motion are periodic, the controller must control the location, in the complex plane, of the characteristic exponents. As seen in the previous chapter, the modal control scheme and the control law developed during this study provide adequate control over the satellite attitude motion. The control law demonstrated that, in general, it only controls the modes requiring control. Therefore, the modal control techniques provide a viable control scheme for the attitude control of unstable satellites described by linear periodic systems.

During this study, it became apparent that there are two areas requiring additional work. First, a problem was encountered numerous times with the computations of the mode-controllability matrix. The result of this computational problem is inaccurate or fictitious results when the computing the stability characteristics of the controlled system. The second area requiring additional study is in the gain selection techniques for stabilizing a satellite with more than one unstable mode. In this study, a systematic
search procedure was used, but in general, one would like to select the gains directly. With additional work in these areas, the modal control technique and the control law presented in this study will provide an extremely flexible method for controlling periodic systems whose asymptotic stability characteristics are undesirable.

Recommendations for Future Studies

The recommendations for future studies consist of two levels. The first level recommendations are future study efforts involving the same techniques used during this study. The second level recommendations are for future studies for developing a control scheme for on-line applications in a real world environment.

The first level recommendations are ways to obtain more accurate calculations of the mode-controllability matrix. There is one basic means of accomplishing this. This means is by using double precision arithmetic $F^{-1}(\tau)$ calculations. All computations in this study were completed using single precision arithmetic. By increasing the precision, more accurate results may be obtained.

The second level recommendations are possible methods of achieving acceptable results in a real world environment. The first method is to use a Kalman filter to provide state estimations. Using sensor models, which take noise corrupted measurements of output variables, the Kalman filter can then be used to generate state estimates. These state
estimates are then used as the feedback variables instead of the actual states. This technique provides a more realistic application of the control techniques presented in this study. In the real world, sensors would be used to measure the angular rates and angles. This data would then be used to activate the controller. The second method is to design an optimal controller using LQG design techniques. LQG design techniques provide an optimal controller for a problem described by linear models with quadratic cost criterion and Gaussian noise models. This is a reasonable choice since the linear periodic system models can be assumed to be corrupted by noise. This noise can be due to such items as atmospheric drag, gravity anomalies, solar wind, etc. Under these assumptions, an optimal stochastic regulator can be designed.
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The linearized equations describing the attitude motion of two generic satellite cases are developed. In both cases, the symmetric satellite in an elliptical orbit and an unsymmetric satellite in a circular orbit, the linearized equations are periodic. Using Floquet theory, the stability of the attitude motion for several satellite designs is checked. For satellites with unacceptable attitude stability, an active control scheme utilizing modal control design techniques is developed.
With this control scheme, various satellite test cases are stabilized and the results are verified via a digital simulation of the satellite attitude motion.