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Since English specifications and formal specifications of modules are complementary and since formal specifications require so much effort to write, our work is investigating application of artificial intelligence techniques to aid in the software specification process.

The effort for this year involved four areas of work. The first is comparing English descriptions with formal specifications of the same software module. This work is now complete; however, some of the examples will continue to serve as a guide to the software tool being constructed.
ITEM #20. CONTINUED:

The second area is suggesting modifications to formal specification languages, which would make them more understandable. In particular, we have been suggesting alternatives to logical quantifiers. This will continue next year.

The third and fourth areas deal with the syntactic and semantic components of an experimental software tool. Its purpose is to test our solutions to a handful of problems in transforming English descriptions to formal specifications under significant user assistance. This work is in progress this year, but will not be complete until the end of another year's effort.

In dealing with syntactic ambiguity, one of the solutions that many have speculated about is the use of a semantic component to reject anomalous parses; we intend to test its effectiveness using the RUS grammar. When ambiguity is not resolved, questions must be presented to the user for his/her selection of the intended interpretation. Partial heuristics for this are part of the results of this year's effort. They will be implemented and tested during the next year. In addition, modification of the RUS parser and dictionary for the domain of software specification will continue during the next year.

Another problem is reflecting the conceptual view of a person in the semantic component. This must then be translated into the more mathematical view of present specification languages. On this problem, we have focused on designing this conceptual view; in the next year we will implement the translation from it to the mathematical level. A second semantic problem is anaphora resolution: the heuristics of Sidner (1979) are being modified for dealing with texts of specifications rather than dialogues (the class of discourse for which they were originally developed). This work will also continue next year.
Organization of the Report

This final report of grant AFOSR-90-0190 is divided into five sections. Section one gives a brief summary of the motivation of the effort. Section two reports our progress this year and briefly proposes the work for the coming year. Section three summarizes the report. The references are collected in section four; a list of publications and presentations during this year's effort appears in section five. Related work is cited throughout section two; however, a complete discussion of related work appears in Weischedel (1980) and in the proposal that resulted in grant AFOSR-80-0190.

1. Motivation of the Work

The technique of formal module specifications seems to offer much toward alleviating many problems of large software systems (those systems requiring at least 25 programmers for development and at least 30,000 lines of source code). The high cost of software maintenance, the predominance of design errors, the difficulty in modifying software, and the difficulty and cost of diagnosing and correcting design errors are some of the problems addressed by formal specifications based on the information-hiding principle. Yet, the creating of formal specifications is very difficult, requiring much upfront effort. For instance, Parnas (1976, p. 7) states, "Experience has shown that the effort involved in writing the set of specifications can be greater than the effort it would take to write one complete program." It is also generally agreed that formal specifications are difficult to understand.

Our work, which has been funded by AFOSR under contract
number F49620-79-0131 and grant number AFOSR-80-0190, has had both long-term and short-term goals. The long-term objectives include a preliminary, fundamental study of the problems involved in understanding software system requirements written in English and transforming them into formal specifications of a software module. The research is now concentrating on a few of the basic problems our work has identified and has begun to develop a small prototype system to test our proposed solutions.

One aspect of our study has been a comparison of English descriptions and formal specifications of the same software modules. This has provided a basis for achieving our short-term goals: suggestions for better documentation and insights into the reasons that software specifications are difficult to understand.

The motivation of the work is covered at greater length in the proposal for the grant and the contract mentioned above.

2. Progress and Future Work

The proposal for this present year's effort included four areas; two in short-term-goals and two in long-term goals.

2.1 Short-term Goals

The following two sections deal with the short-term goals: identifying why formal specifications are so difficult to understand, suggesting better documentation techniques, and formulating an alternative to one difficult mechanism in formal specifications.

The formal specification of a module must be understandable if it is to achieve its purpose, for it acts as a contract
between designers and programming team, stating exactly what the programming team's product must do (Parnas, 1977). Unless they are understandable, 1) programmers will not know what the module they are to implement is to do nor how to use other modules, and 2) designers will not be able to detect design errors nor easily confirm that their design satisfies user requirements. Also, if one is to use a reference library of formal specifications, they must be understandable, for if the designer cannot understand the alternative specifications, how can an intelligent choice be made among the alternatives? If formal specifications of module interfaces are to become widely used, they must be understandable.

2.1.1 Comparison of English descriptions and formal specifications

In our comparison of specifications in English versus those in formal languages, we have used examples from Horowitz and Sahni (1976); all of the examples have been small, typical data structures. These are representative of the class of problems that the system described in 2.2 should be able to handle in the next few years. These examples complement our earlier study of portions of KSOS (Ford Aerospace, 1979), since KSOS, the kernel of a secure operating system, is one of the largest systems ever formally specified.

We have discovered a number of causes for the difficulty in understanding formal specifications. For instance, one is the difference between the conceptual view expressed in English and the mathematical view required in formal specifications. Rather than viewing a stack as a mathematical entity, such as a finite
sequence, the description in Horowitz and Sahni (1976) takes a more spatial view by stating (page 77), "A stack is an ordered list in which all insertions and deletions are made at one end, called the top. Given a stack S=(a₁, ..., aₙ) then we say that a₁ is the bottommost element and element aᵢ is on top of element aᵢ₋₁, 1≤i≤n."

In addition, we have several recommendations regarding better documentation of formal specifications. These, along with our results on understandability are reported elsewhere (Weischedel, 1981a and 1981b). This work is complete; however, the examples from Horowitz and Sahni (1976) will continue to serve as a basis for development of the software tool (see section 2.2).

2.1.2 Quantification in formal specifications

The proposal for this year's work identified quantification in formal logic both as a source of difficulty in understanding formal specifications and as a mechanism for which an alternative could be found. Psychological evidence (Johnson-Laird, 1980; Thomas, 1976; Mason and Johnson-Laird, 1972) supports the idea that people naturally understand things by means of models rather than by abstract inferences. These models consist of sets of objects and the relationships between them. When these relationships are modelled so as to change through time, the models serve as simulations. People can then make predictions by observing what happens in their models. This mode of reasoning is more direct and innate than the deductive mode of classical logic, the mode on which most program specification languages are based.
Models are uncomplicated representations when compared to our sophisticated formalisms because in one sense they have no quantifiers, all their component facts are atomic relations between individual objects, and the only logical connective is conjunction. Models may be thought to convey quantified information however; to the extent that the objects in them are representative cases, models are generalizations. We are developing models that are an alternative to quantification, yet suitable for specification.

Since generalizations are often stated in English, its grammar provides for quantification; we are examining some of those properties as possible modifications to specification languages. The objects talked about are often indefinite, arbitrary or generic; such objects can be conveniently represented by variables. It is often understood that the identity of some indefinite objects cannot be determined independent of other objects; such an object can be represented by Skolem functions, which explicitly state this dependency. For instance, file names are such objects in "Every file has a file name". Object references (noun phrases) are usually dominated by relationships (verbs) instead of the opposite, which is the case in present formal specifications. Object references also contain any restrictions or presuppositions that may be intended. We suggest using expressions like

(any X such that X IS-OPEN-FILE) IS-USER-FILE

rather than the more traditional form:

for all X (if IS-OPEN-FILE(X) then IS-USER-FILE(X)).

The alternative we are developing has some problems. The
main one is quantifier scope. There are times when a variable, which is always universally quantified, must be limited in its scope, as when a general statement is negated or embedded in another statement. English has some ad hoc limiting devices which we may adopt. To illustrate just one device, note that English has several words to indicate universal quantification, including 'every' and 'any'. These words differ, however, in that 'every' seems to take minimal scope, while 'any' seems to take maximal scope. Compare the sentences

a. If any file is open, the user must close it.
b. If every file is open, the user must close it.

The 'it' in (b) cannot refer to the files, because the scope of 'every' is restricted to only the condition stated in (b). We are studying these ad hoc devices to see how they may fit into a formal language and to see what their limitations are.

A very useful modification we are also investigating would greatly increase the readability of formal specifications. It is fairly easy to suggest a syntax which appears like a very restricted subset of English. This makes the language much more readable. An example is JARGON (Woods, 1979), which has been suggested as a language for designing semantic networks in artificial intelligence. The same approach should apply to formal specification languages.

Though we had originally planned on terminating this work on alternatives to quantification this year, our progress is leading to more interesting possibilities than we originally projected. The potential impact on making formal specifications more understandable and more easy to write warrants continued
effort.

2.2 Long-term Goals

The two sections that follow deal with the long-term goals. In particular, Weischedel (1980) identifies the form a tool might have, which, under significant user direction, would derive formal specifications from English requirements. Though that work could not project when, if ever, such a tool would exist for specifying large software systems, it did identify a few fundamental problems that are prerequisite to such a tool existing. We are developing a very small prototype tool to test our hypothesized solutions to those problems.

The structure we have chosen for the prototype tool is given in Figure 1. All arrows represent data flow.
SYSTEM STRUCTURE

Figure 1
Given an English input, the parser recognizes the syntactic structure of it. Using a lexicon (a highly formalized dictionary), the parser generates a semantic representation for the input. Since the syntax of English is highly ambiguous, the parser interacts with the knowledge base in the "conceptual view" as a means of using factual knowledge to reduce the number of semantically senseless parses tried by the parser. The parser and dictionary constitute the syntactic component of the system.

In section 2.1.1 we argued that the level at which people conceive of a module is often quite different than the mathematical level that specification languages presume. This is reflected in the system by having two distinct views: a conceptual one using terms close to that of the human specifier and a mathematical one close to that of specification languages. At both levels, basic facts and rules of inference will have to be stored in order to reason about the semantic representation that is being constructed from the user's description of the module. These facts and rules of inference are called a knowledge base.

The transformation from the conceptual view to the mathematical one will probably use techniques similar to Barstow (1977). It is the transformation between the two views that will detect some of the missing information in the user's specification. Questions eliciting the missing information must be generated using the conceptual view since that is the level using terms closest to the user's. A simple state-of-the-art output component can transform the notation of the conceptual level to English for asking questions and explaining the
system's interpretation of the input. The two views constitute
the semantic component of the system.

2.2.1 Syntax

For the syntactic component of the prototype software tool
we are developing, we are using RUS (Bobrow, 1978), a grammar of
English which calls a semantic component while parsing in order
to cut down on semantically anomalous parses. Since it is a
general grammar of English, some extensions must be made to
understand expressions that are natural in software specification
gthough not in everyday language. The simple mathematical
notation in the quote in section 2.1.1 is an example. Addition-
ally, a dictionary for terms commonly used in software specifica-
tion is under construction for use with the grammar. For
instance, the use of 'say' in "We say that a stack is ..." is
rather stylized in software specifications as a way of defining
a term. Work on the dictionary and the parser will continue
next year.

In addition to modifying the parser and developing a dic-
tionary, this year's work included postulating heuristics for
generating clarifying questions when the system cannot resolve
ambiguity. Weischedel (1980) identified several difficult
classes of ambiguity that occur in software specifications. One
is prepositional phrase attachment. The paradigmatic example of
this in the literature is "I saw the man in the park with a
telescope." There are a significant number of cases where a
system could not resolve such ambiguity, but must instead ask
the user which interpretation is intended. Clearly, two things
are needed: a means of detecting that two interpretations are
present and a technique of precisely stating the alternative interpretations. (If the statements given to the user for his/her selection are ambiguous, this only compounds the problem.)

We have found the cleft construction in English plus fronted adverbials to be a promising way of distinguishing the alternatives. For the example above, the various interpretations are:

1. It was the man in the park having a telescope that I saw.
2. Using a telescope it was the man in the park that I saw.
3. It was in the park that I saw the man having a telescope.
4. It was in the park and using a telescope that I saw the man.

We will continue to study the potential of this technique by implementing the heuristics next year.

2.2.2 Semantics

The proposal that funded this year's effort identified the need to have a knowledge representation intermediate in level between the informal English description and the formal (and rather mathematical) specification. Additional support for this is the observation in section 2.1.1 above that the human's conceptual view of the module being defined can be quite different than the formal specification. Mirroring the human's conceptual view as one semantic level will provide the right level for phrasing questions put to the user to fill in missing detail and for phrasing the system's understanding of the English input.

Much of our effort in semantics has been designing the knowledge representation for those two levels. Both levels will be expressed in first-order logic or its variations; however,
the terms (i.e. predicates, constants, functions) will be quite
different at each level.

As an example, consider the following definition of an
insertion operation for ordered lists, as given on page 42 of
Horowitz and Sahni (1976):
"insert a new element at position i, 1<i<n+1 causing elements
numbered i,i+1,...,n to become numbered i+1,i+2,...,n+1".

A formal logic expression capturing its semantics using terms
close to the person's view follows in a:

\[
\begin{align*}
a: & \quad (\text{FORALL } y_6: \text{LAMBDA}(y_7:\text{element}).\text{new}(y_7)). \\
& \quad \text{cause[insert-at(UNKNOWN,y_6,iz_6:(position(z_6) & z_6=i & l=i & i\leq n+1))}, \\
& \quad (\text{FORALL } w \text{ IN } \{1 \ldots n\}). \\
& \quad \text{become (i } w_1:\text{element}(w_1) \text{ & numbered}(w_1,w)), \\
& \quad \text{numbered}(w_1,w+1))]
\end{align*}
\]

Though the details are unimportant, it should be noted that it
uses terms such as 'position' that are very close to English
words (and the associated concepts). On the other hand, at the
mathematical level, formula b is appropriate and is semantically
very close to a formal specification language such as SPECIAL
(Roubine and Robinson, 1976).

\[
\begin{align*}
b: & \quad (\text{LAMBDA } x: \text{ordered-list}(x),p: \text{timeinterval}(p),e, \\
& \quad i: 1\leq i \text{ & } i\leq \text{length}(x, \text{begin}(p))+1) \\
& \quad \text{rep}(x, \text{end}(p))=i f: \text{finite-seq}(x) & \\
& \quad (\text{FORALL } j: 1\leq j \text{ & } j\leq \text{length}(x, \text{begin}(p))+1) \\
& \quad [(j i \to f(j)=\text{rep}(x, \text{begin}(p))(j)) \& \\
& \quad f(i)=e \& \\
& \quad (j i \to f(j)=\text{rep}(x, \text{begin}(p))(j-1))] \\
\end{align*}
\]

We will continue the design of these two levels of
representation during the next year. In addition, the mapping
from the conceptual view to the mathematical view will be imple-
mented.
In addition to the semantic analysis discussed above, a separate problem in semantics is being studied. Determining what a pronoun or noun phrase refers to has been a topic of much interest recently in artificial intelligence; it is called definite anaphora resolution. Sidner (1979) presents a heuristic for detecting clues in dialogue for the focus of attention, and explains how that can be used for determining reference. The consultant on this grant has been modifying this heuristic for texts of English specifications rather than dialogue; see Joshi and Weinstein (1991). In doing this, he has found that Sidner's notion of focus is inadequate. Rather, two objects seem to serve as centers of attention. A backward center serves as a locus in a single sentence and corresponds to previous objects in the text. A forward center serves as a focus for later references and introduces new objects. In the sentence "Processes must execute in a single fork", "processes" serves as the backward center, and "a single fork" is the forward center. Furthermore, he is postulating heuristics for detecting centers based on the structure of a sentence recognized by a parser. A practical application we expect from this is an additional criterion for determining whether an English specification is well-organized and well-written based on its anaphoric references. This study will continue next year using English specifications from PSOS (a provably secure operating system) (Neuman, et al., 1977) and from Horowitz and Sahni (1976).

3. Conclusions

The effort for this year involved four areas of work. The first is comparing English descriptions with formal
specifications of the same software module. This work is now complete; however, some of the examples will continue to serve as a guide to the software tool being constructed.

The second area is suggesting modifications to formal specification languages, which would make them more understandable. In particular, we have been suggesting alternatives to logical quantifiers. This will continue next year.

The third and fourth areas deal with the syntactic and semantic components of an experimental software tool. Its purpose is to test our solutions to a handful of problems in transforming English descriptions to formal specifications under significant user assistance. This work is in progress this year, but will not be complete until the end of another year's effort.

In dealing with syntactic ambiguity, one of the solutions that many have speculated about is the use of a semantic component to reject anomalous parses; we intend to test its effectiveness using the RUS grammar. When ambiguity is not resolved, questions must be presented to the user for his/her selection of the intended interpretation. Partial heuristics for this are part of the results of this year's effort. They will be implemented and tested during the next year. In addition, modification of the RUS parser and dictionary for the domain of software specification will continue during the next year.

Another problem is reflecting the conceptual view of a person in the semantic component. This must then be translated into the more mathematical view of present specification languages. On this problem, we have focused on designing this
conceptual view; in the next year we will implement the translation from it to the mathematical level. A second semantic problem is anaphora resolution; the heuristics of Sidner (1979) are being modified for dealing with texts of specifications rather than dialogues (the class of discourse for which they were originally developed). This work will also continue next year.
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Additionally, Ralph M. Weischedel was a participant in the Sublanguages Panel of the Applied Computational Linguistics in Perspective Workshop, June 26-27, 1981. The workshop was sponsored by the Office of Naval Research and the National Science Foundation. His experience in the style of English in software specifications was presented there. An overview of the workshop as a whole is to be submitted to the American Journal of Computational Linguistics by the workshop organizer Carroll Johnson.