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The basic elements of the theory of statistical decision are summarized, and the potential applications to certain problems of strategic significance are illustrated. As in other applications areas, the availability or development of a suitable utility
A function is the central requirement for the implementation of statistical decision concepts to practical strategic decision problems. In this regard, innovative modeling and realistic assumptions of the underlying physical problem for statistical decision analysis are often necessary; for this reason, implementation is seldom straight-forward.

Applications are illustrated for several classes of problems, including sampling and estimation, evaluation of field and laboratory test data, analysis and planning of test programs, and the analysis of a retaliatory system.
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I. INTRODUCTION

Practical decisions are invariably made under conditions of uncertainty; i.e. short of complete information. Indeed, decisions (whether large or small) are seldom made with complete or perfect information. Intelligent decision making obviously requires the availability of good information; the proper analysis of this information, of course, is equally important. In the case of decision situations involving uncertainty, the necessary information may have to be expressed in terms of probability; its analysis would naturally require probabilistic concepts and modeling. Moreover, the criterion or basis for decision, or choice of action, may have to be defined statistically, for example, on the basis of maximum expected utility.

Often, the judgment and preference of a decision maker have an overriding influence on the final choice of action. In some cases, no amount of formal analysis can really influence the intuitive bias of a decision maker. Nevertheless, under conditions of uncertainty, and in complex situations, there are certain analytical tools that may be pertinent and useful for systematically synthesizing available information (even though incomplete) and subjective judgment, taking into consideration any preference or bias of the decision maker. The concepts and tools of statistical decision theory provide the framework for these purposes.

A formal statistical decision analysis will depend on the acceptability of the decision basis, i.e. decision criterion, as well as on the definition and measure of consequence such as a utility function, used in the process. The implementation of the decision concepts summarized herein, therefore, necessarily requires the establishment of a realistic utility function appropriate for a given problem; for this reason, the application of these concepts in real decision problems must be problem-specific. In practice, decisions invariably involve a choice of an action from among a finite number of feasible alternatives. A formal decision analysis, therefore, must include the evaluation of the consequence or payoff associated with each of the feasible alternatives.

In short, decisions can be made with or without any formal analysis; the intuition and judgment of a decision maker often have overriding influence on his choice of alternatives. Under conditions of uncertainty, however, statistical decision theory provides a systematic framework on which the decision making process may be intelligently carried out. This involves the analysis of available information, including judgmental information, and the assessment of the potential consequences of each feasible alternative action. Perfect decisions (i.e. free of the possibility of a wrong action) should not be expected even with an elaborate statistical analysis. A formal decision making process only provides the framework for systematically analysing all available information (including subjective judgments) and for consistently and objectively evaluating the potential consequences, taking into consideration any preferential bias of the
decision maker. Hopefully, the process will minimize the probability of a wrong choice of alternative; at the very least, it may provide additional insight on the problem.

The basic concepts of statistical decision theory are presented; also, the potential roles and applications of these concepts in strategic problems are emphasized. Implementation of statistical decision concepts, however, is seldom straightforward. Invariably, innovative formulations and modeling of the specific physical problem will be necessary; examples of these are illustrated with special reference to strategic defense problems. As the numerical results will require extensive computer calculations, the illustrations are limited to the discussions of the principles involved and formulations of the necessary models.
II. BASIC STATISTICAL DECISION CONCEPTS

2.1 The Decision Model

Formally, a statistical decision model may be defined in terms of four major components, as follows:

1. The feasible alternatives.
2. The possible outcomes associated with each alternative.
3. The probabilities associated with each possible outcome.
4. The consequence associated with each alternative and a given outcome.

All of these components may be portrayed conveniently in the form of a decision tree. Figure 2.1 illustrates an example of a decision tree applied to a hypothetical targeting decision problem. The decision tree starts out with a decision node (square node in Fig. 2.1), at which point the decision maker identifies the various feasible alternatives. In the case of the example problem of Fig. 2.1, the choices are

- $A_1 =$ deploy a single large weapon
- $A_2 =$ deploy several small weapons
- $A_3 =$ acquire further intelligence data on the enemy's site condition

For each alternative, there is a chance node (circular node in Fig. 2.1) which is followed by several branches denoting a set of possible outcomes associated with this particular action. In this example, the uncertainty lies in the site condition of the enemy's facility, which is assumed (for simplicity) to be either soft soil ($\theta_1$) or hard rock ($\theta_2$). Presumably, a single large weapon would be more effective in destroying a hard rock site, whereas several small weapons will be more cost-effective for a soft soil condition. In alternatives $A_1$ and $A_2$ the probabilities of encountering soft soil or hard rock may be assessed using available geological information combined with judgment; these are indicated at the respective branches as 0.3 and 0.7 in Fig. 2.1. In this example, these probabilities are assumed to be invariant with weapon types. Observe that the outcomes at each chance node are mutually exclusive and collectively exhaustive; consequently, the probabilities associated with all the possible outcomes at a chance node should sum up to unity.

A third alternative, $A_3$, is included in the decision tree of Fig. 2.1, which involves acquiring further intelligence data on the enemy's site condition. Depending on whether the intelligence data indicates soft soil ($z_1$) or hard rock ($z_2$), the decision maker will have to make a decision at node B as to which weapon system to use. Since the intelligence data may be subject to error, the possible outcomes of the subsequent branches will still consist of $\theta_1$ and $\theta_2$. However, the probabilities of $\theta_1$ and $\theta_2$ will obviously depend on whether the intelligence data favors one or the other outcome. For example, if intelligence data indicates soft soil (i.e. $z_1$), the probability of actually encountering soft soil at the site will be high, but not necessarily equal to 1.0.
Figure 2.1 A decision tree example
Therefore, conditional probabilities are required here to account for the reliability of the intelligence information.

The consequence associated with each "path" (i.e. a given action combined with a specific outcome) may be measured in terms of a "utility". In general, each path will have its own utility measure as indicated in Fig. 2.1. The utilities for the various paths in Fig. 2.1 were evaluated with the procedure outlined in Appendix A.

The basic decision in the decision tree of Fig. 2.1 is between alternatives A1 and A2. There are, therefore, essentially four paths that must be ranked in order. The objective of a targeting decision, of course, is to destroy an enemy installation with the optimal weapon. In this regard, assume that a number of small weapons will have maximum destruction if the site of the enemy's installations is of soft soil, whereas using a large weapon on a soft-soil site will result in overkill. With this consideration, the different possibilities are ranked in order of preference as shown in Fig. 2.1, such that E1 > E2 > E3 > E4, in which the symbol > means "is preferred to".

A relative utility value of 100 is then assigned to E1 and 0 to E4; i.e.,

\[ u(E_1) = 100 \]
\[ u(E_4) = 0 \]

The relative utility values for E2 and E3 are then evaluated by the lottery schemes of Appendix A as follows:

The objective here is to determine the relative utility values for E2 and E3 in such a manner that consistency is maintained. For this purpose, consider two lotteries; in one there is certainty of obtaining E2, whereas in the other there is a probability p of obtaining E1 and corresponding probability (1-p) of obtaining E4. Clearly, if p = 1.0, the second lottery would be preferred; whereas, if p = 0 the first lottery would be preferred. Therefore, at some probability p, the two lotteries would be indifferent to the decision maker. Suppose that this is at p = 0.6 and (1-p) = 0.4, as shown in the following sketch.

The utility value for E2, therefore, is

\[ u(E_2) = p \cdot u(E_1) + (1-p) \cdot u(E_4) \]
\[ = (0.6 \times 100) + (0.4 \times 0) \]
\[ = 60 \]

Similarly, the indifference lotteries for determining the utility for E3 may be
formulated. In this case, suppose that the probability \( p = (1-p) = 0.5 \). The indifference lotteries for \( E_3 \) is, therefore, as shown below.

\[
\begin{array}{c}
0 & 1.0 & E_3 \\
\hline
0 & 0 & E_4
\end{array}
\]

On the basis of the latter lottery, the corresponding utility value for \( E_3 \) is,

\[
u(E_3) = p \cdot u(E_1) + (1-p) \cdot u(E_4) \\
= (0.5 \times 100) + (0.5 \times 0) \\
= 50
\]

It may be observed that the relative utilities between \( E_2 \) and \( E_3 \) are consistent in accordance with the preference ranking of \( E_2 \) and \( E_3 \). However, consistency must be further verified relative to the utility values of \( E_1 \) and \( E_4 \). For this purpose, consider other pairs of lotteries; for example, a lottery with certainty for \( E_2 \) and another lottery with probabilities \( p \) and \( (1-p) \) of obtaining \( E_1 \) and \( E_3 \), respectively, as follows:

\[
\begin{array}{c}
0 & 1.0 & E_2 \\
\hline
0 & p & E_1 \\
0 & 1-p & E_3
\end{array}
\]

In this case, suppose that the indifference probability is \( p = 0.55 \) between the two lotteries. Then, the new utility value for \( E_2 \) becomes

\[
u'(E_2) = (0.55 \times 100) + (0.45 \times 50) = 77.5
\]

Since \( u(E_2) \neq u'(E_2) \), there is inconsistency in the assignment of relative utilities up to this point.

The entire process may be revised using the following indifference lotteries.
On the basis of the above lotteries,

\[ u(E_2) = (0.8 \times 100) + (0.2 \times 0) = 80 \]

\[ u(E_3) = (0.5 \times 100) + (0.5 \times 0) = 50 \]

Again, to verify consistency consider the following indifference lottery:

The new utility value for \( E_2 \) then becomes

\[ u'(E_2) = p u(E_1) + (1-p) u(E_3) \]
\[ = (0.6 \times 100) + (0.4 \times 50) \]
\[ = 80 \]

Therefore, \( u(E_2) = u'(E_2) \). Hence, complete consistency has been achieved.

The utility values for the four paths, therefore, are:

\[ u(E_1) = 100 \]
\[ u(E_2) = 80 \]
\[ u(E_3) = 50 \]
\[ u(E_4) = 0 \]

These utility values are also shown in Fig. 1.1 for the first four paths corresponding to alternatives \( A_1 \) and \( A_2 \).

With regard to the paths associated with alternative \( A_3 \), the relative utility values should include the cost of acquiring the additional intelligence information. A cost of five utility units is assumed for this purpose. On this basis, the relative utility values for each of the paths associated with alternative \( A_3 \) can be obtained by deducting five units from the utility values of the corresponding paths associated with \( A_1 \) and \( A_2 \) obtained earlier. The results are then those shown in Fig. 2.1.

Generalizations -- The exact configuration of a decision tree will depend on the specific problem. Some trees may have many alternatives whereas others may have many
different possible outcomes. Moreover, instead of discrete branches representing the possible outcomes from a given action, a continuous spectrum of outcomes may sometimes originate from a chance node, such as the possible outcomes defined by the value of a continuous random variable. An alternative could also consist of a sequence of actions and feedbacks, such that the outcome following an earlier action would affect the decision at a subsequent stage. This latter analysis is called a "sequential decision" process and may be represented as a series of decision nodes, branches, chance nodes, etc. in a decision tree.

2.2 Decision Criteria

A formal decision analysis requires a criterion for choice; i.e. a rule for determining what constitutes a "best decision". In this regard, it may be observed that the pay-off values (i.e. utilities) associated with each path depend on the particular outcome which are generally not known deterministically; otherwise, the decision-maker would obviously choose the alternative with the highest utility value. Having constructed and completed the decision tree, there will be multiple utility values, $u_1, u_2, \ldots, u_n$, each associated with a particular set of action and outcome, and the corresponding probabilities $p_1, p_2, \ldots, p_n$, respectively. This is, of course, a characteristic of decisions under conditions of uncertainty. Depending on the temperament, experience, and degree of risk aversiveness of the decision maker, the "best decision" may mean different things to different decision-makers, and at different times. Nevertheless, certain criteria for decisions may be described as follows:

1. **Mini-Max Criterion** -- This criterion would suggest that the best decision is the alternative that will minimize the decision-maker's maximum possible loss (or negative utility). In this case, the decision-maker would never venture into anything that may give him substantial positive utility (even though with high probability) as long as there is a finite chance for a substantial loss. This is a pessimistic approach.

2. **Maxi-Max Criterion** -- With this criterion, the best decision will be to select the alternative that will maximize the decision-maker's maximum possible gain among the alternatives, irrespective of the probability of achieving this maximum gain. Basically, this is an optimistic approach.

The mini-max and maxi-max approaches suggest that decisions are to be made solely on the basis of the utility values; in particular, both approaches ignore the probability values associated with each of the utility values. As a consequence, a considerable amount of information is wasted; moreover, in the long run both the mini-max and maxi-max criteria may accumulate substantial losses.

3. **Maximum Expected Monetary Value Criterion** -- If the attributes associated with each path in a decision tree can be expressed purely in terms of monetary values, the monetary values of various branches for an alternative could be weighted by their
respective probabilities to obtain the expected monetary value of the alternative; thus

\[ E(d_i) = \sum_j p_{ij} d_{ij} \]  
(2.1)

where \( d_{ij} \) denotes the monetary value of the \( j^{th} \) branch associated with alternative \( i \), and \( p_{ij} \) is the corresponding probability. The best decision then is to choose the alternative with the maximum expected monetary value; i.e.

\[ E(d_{opt}) = \max_i \left( E(p_{ij} d_{ij}) \right) \]  
(2.2)

4. **Maximum Expected Utility Criterion** -- In the event that monetary value is not the only measure of value (as in the case of a risk averse or risk affinitive decision-maker), or if the attributes describing the value of each path in a decision tree involves non-monetary attributes, a more general approach would be to use utility \( u_{ij} \) to denote the consequence associated with a given path. In such a case, the optimal decision would be to choose the alternative with the maximum expected utility; i.e.

\[ E(u_{opt}) = \max_i \left( E(p_{ij} u_{ij}) \right) \]  
(2.3)

where \( u_{ij} \) is the utility of the \( j^{th} \) branch associated with alternative \( i \).

It may be emphasized that the utility approach described above already accounts for the risk aversiveness of most decision-makers for avoiding, whenever possible, disastrous outcomes; this is accomplished through the assignment of the appropriate utility value or developing the appropriate utility function. Therefore, based on the maximum expected utility criterion, the decision-maker chooses the alternative that would be reasonably acceptable over a wide range of possible outcomes, by properly balancing the true value (gain or loss) of various potential outcomes against their probabilities of occurrence.

2.3 **Analysis of a Decision Tree**

A basic decision tree consists of one decision node, such as that shown in Fig. 2.2. If the maximum expected utility criterion is used, the expected utility value of each alternative is first computed according to Eq.2.3 at each chance node, from which the alternative with the maximum expected utility value is the optimal alternative.

Sometimes, a second or subsequent decision is required depending on the outcome of the first decision; in such cases, there will be more than one decision node in a decision tree. An example is shown in Fig. 2.3. In this case, the analysis starts from the right by first identifying the sub-trees, such as B and C as shown in Fig. 2.3. The expected value of each alternative in all the sub-trees are subsequently computed. Assuming that the maximum expected utilities are \( u_B \) and \( u_C \), respectively, for sub-trees B and C, the corresponding optimal alternative may then be identified.
Figure 2.2 Decision tree with one decision node

Figure 2.3 Decision tree with subtrees
the decision tree may be simplified as shown in Fig. 2.4, where $u^*_B$ and $u^*_C$ represent the utilities of the entire sub-trees B and C, respectively. The expected utility of each alternative at node A may then be computed and the optimal action selected accordingly.

In a large decision tree, where several decision nodes could appear in a single branch, as in the case of sequential decision analysis, the process of sub-tree analysis will be repeated several times, moving from right to left and advancing from one decision node at a time. Once this backward analysis is completed, the decision process will start from the left. First, the optimal alternative is selected at stage 1; depending on the specific outcome of this first action, the process moves to stage 2. From the results of the backward analysis, the optimal alternative at each decision node, presumably has been identified (as marked in bold lines in Fig. 2.5). In particular, it involves the predetermined optimal alternative at the decision node in this stage (namely, stage 2). Again, depending on the specific outcome at the chance node at this stage, the decision process moves on to stage 3, at which point another predetermined optimal alternative may be selected.

Four types of analysis may be involved in a formal statistical decision analysis; namely:

1. **Prior Analysis** -- Literally, a prior analysis involves the calculation of the probabilities and utility values for each path in a decision tree based on existing information and prior assumptions. Any alternative requiring the acquisition of additional information, therefore, will not be included in a prior analysis.

2. **Terminal Analysis** -- This involves the analysis and re-evaluation after the necessary experiments or data-gathering schemes have been performed and completed. The probabilities of the possible outcomes are updated accordingly; the remaining analysis are then similar to those of the prior analysis.

3. **Preposterior Analysis** -- This primarily addresses the question "should additional information need to be gathered?", and if so which scheme should be used. The decision tree shown in Fig. 2.3 is typical of problems involving preposterior analysis.

4. **Sequential Analysis** -- This consists of several decision stages; at each stage, a decision is made on the basis of the observed results of the previous stage. A typical decision tree for this analysis is shown in Fig. 2.5.

The general approach for each of the various analyses described above have been outlined in the previous sections.

**Example**

The decision tree shown in Fig. 2.1 requires prior as well as preposterior analyses; the latter is associated only with alternative $A_3$ which requires the acquisition of additional intelligence information before selecting an action, whereas the analysis associated alternatives $A_1$ and $A_2$ are strictly prior analysis.
Figure 2.4 Simplified decision tree

Figure 2.5 Sequential decision analysis
Based on the probability and utility values shown in the decision tree of Fig. 2.1, which are based on existing information and initial assumptions, the expected utilities for alternatives $A_1$ and $A_2$ are, respectively, as follows:

$$E(U_{A_1}) = 0.3 \times 50 + 0.7 \times 80 = 71$$
$$E(U_{A_2}) = 0.3 \times 100 + 0.7 \times 0 = 30$$

If no further intelligence information were to be gathered, the maximum expected utility criterion would suggest using alternative $A_1$ (i.e. deploying a single large weapon in the attack).

However, if the acquisition of additional intelligence information is a viable option available in the decision process, the preposterior analysis for alternative $A_3$ would proceed from the right of the decision tree as follows:

If the additional intelligence data is $z_1$ (favoring $e_1$), the probabilities are calculated as follows:

$$E(U_{A_1}|z_1) = 0.632 \times 55 + 0.368 \times 75 = 62.36$$
$$E(U_{A_2}|z_1) = 0.632 \times 95 + 0.368 \times (-5) = 58.20$$

whereas if $z_2$ is the outcome of the additional intelligence gathering, then

$$E(U_{A_1}|z_2) = 0.097 \times 55 + 0.903 \times 75 = 73.06$$
$$E(U_{A_2}|z_2) = 0.097 \times 95 + 0.903 \times (-5) = 4.70$$

implying, therefore, that alternative $A_1$ (using a single large weapon) would be the preferred action at node B of the decision tree irrespective of the outcome of the additional intelligence gathering. Therefore, the expected utility for action $A_3$ is (refer to Fig. 2.1)

$$E(U_{A_3}) = 0.38 \times 62.36 + 0.62 \times 73.06 = 68.99$$

Since $E(U_{A_3})$ is slightly less than the expected utility of $A_1$, the optimal decision, therefore, is to use a single large weapon in the target plan. In this example, the cost of intelligence gathering was assumed to be -5 utility units; according to the above analysis the additional information is not worth the cost. Of course, if the cost of intelligence is much less than -5 utility units, then it may be worthwhile to acquire additional intelligence information before choosing a weapon system; i.e. alternative $A_3$ may become optimal.
2.4 Procedure and Requirements in Implementation

As indicated earlier, a statistical decision analysis will consist of the following components: (1) the identification of the feasible alternative actions that require further analysis; (2) the identification of the possible outcomes associated with a given action; (3) the assessment of the probability of occurrence of each of the possible outcomes; (4) the evaluation of the utility associated with each path (i.e., an action and a given outcome).

Identification of Alternatives -- In identifying the feasible alternatives for further decision analysis, one should not simply exhaustively list all the possible actions that may be available. Often, there are options that are clearly not practically feasible or viable; such possible actions are therefore not feasible alternatives. By eliminating the obviously infeasible alternatives, the feasible alternative actions are usually limited in number; these are the ones that require more careful analysis.

Among the feasible alternatives, there may be those that require the acquisition of additional information prior to a final decision. In this latter case, the additional information may involve the use of consultants, or the performance of a field or laboratory test; the latter may also involve decisions on the choice of a test plan.

In the case of a sequential or staged decision process, the alternatives at a subsequent stage may be different from those of the earlier stage. As new information and developments are made available, the available alternatives may change -- the feasible alternatives at an earlier stage may become infeasible at a later stage; conversely, other possible actions which were not feasible at an earlier stage, may become feasible at a later stage.

The Possible Outcomes -- In a well-defined problem, the possible outcomes resulting from a given action should be exhaustively identified. Often times, however, the possible outcomes may not be obvious; for example, they may depend on the opponent's strategy which may not be fully revealed until it is too late. In such cases, of course, the exercise of sound judgment in the identification of the possible outcomes is important.

In the event that the occurrence of a set of possible outcomes is controlled by another process which may be random, an additional chance node could precede the first one, denoting the two levels of outcomes possible in this case. As an example, the parameters of a probability distribution of a random variable may be unknown; thence, the probability of occurrence of a specific value of the random variable will depend on the value of the parameter which is itself a random variable.

Assessment of Probabilities -- Clearly, if more than one outcome is possible subsequent to a given action, the probabilities of occurrence of the various outcomes are important. It may be emphasized that the probabilities are important to denote the relative likelihoods of occurrence of the various possible outcomes, and therefore is the main characteristic of decision making under conditions of uncertainty. The
required probabilities are necessarily estimated or calculated values, which may be evaluated on the following basis:

(1) Based entirely on past observed data—In this instance, the probabilities of future occurrences of the possible outcomes will be based purely on the statistical observations of the past. The validity of this approach will require a large set of observed data, which is very rarely the case in practice.

(2) Based on subjective judgment of the decision maker—In this case, the estimated probabilities are purely subjective; consequently, rigorous justification of such probabilities will obviously be difficult. The validity of such probabilities must rely on the quality or credibility of the judgment of the decision maker.

(3) Based on the combination of observed data and subjective judgment—The Bayes' theorem is the vehicle for combining the two types of information.

Specific methods have been suggested for extracting subjective probabilities; these include the following:

(i) Use of a probability wheel (Spetzler and Stael von Holstein, 1972) and repetitive questioning until the indifference of two lotteries is achieved.

(ii) Establishing the subjective distribution of a random variable by the fractile method (Raiffa, 1968; Schlaefer, 1969), in which the range of a random variable is divided into two equally likely halves, each of which is then subdivided further; the process continues until the required accuracy of the probability calculations in the distribution tail regions is achieved.

(iii) The probability distribution over a given range may be assumed; this could include the uniform and triangular distribution, the latter distribution could be specified with various degrees of skewness to reflect the relative likelihoods over the range.

(iv) Finally, the Delphi method may be used if the subjective judgments and opinions from a group of experts are available. Essentially, this involves the repeated up-dating of individual opinions and estimates in light of the opinions and judgments from the others in the group. In addition to the subjective assessment of probabilities, the Delphi method may be used also for evaluating and assigning utility values.

In order to combine subjective judgment with available data, the probabilities initially obtained on the basis of judgment may be updated in light of the available data; the updating process may be performed on the basis of the Bayes' theorem. Such a situation would occur in the case of alternative $A_j$ in Fig. 2.1; the probabilities available for assessing the reliability of the experiment may be expressed as $P(z_x | \theta_j)$ which is the probability of the experiment yielding the outcome $z_x$ given that the actual outcome is $\theta_j$. Since conditional probabilities $P(\theta_j | z_x)$ are required, the Bayes' theorem yields
\[ P(\theta_j | z_k) = \frac{P(z_k | \theta_j) P'(\theta_j)}{\sum_j P(z_k | \theta_j) P'(\theta_j)} \]  \hspace{1cm} (2.4) 

where \( P'(\theta_j) \) is the prior probability of \( \theta_j \) which may have to be assessed purely on the basis of judgment, and \( P(\theta_j | z_k) \) is the updated probability of \( \theta_j \) following the result of the experiment \( z_k \). Furthermore, the probability that the experiment will yield \( z_k \) is given by the theorem of total probability as follows:

\[ P(z_k) = \sum_j P(z_k | \theta_j) P'(\theta_j) \]  \hspace{1cm} (2.5) 

In the absence of experience or other judgmental information, a diffuse prior probability may be assumed; this implies that \( P'(\theta_j) \) is constant for all \( j \). Therefore, no specific bias toward any particular outcome is implicitly assumed with the diffuse prior distribution. A further application of the diffuse prior will be discussed in the section on Bayesian sampling theory.

It might be emphasized that in practice, available observational data is invariably insufficient for decision making purposes, whereas decisions made entirely on the basis of subjective judgment may be difficult to justify and accept. In practice, therefore, some combination of subjective judgment combined with available prior information and observational data is invariably the most viable approach to the calculation of the probabilities for decision making purposes. In short, available information should be used to its fullest extent, supplemented with good judgment and reasonable assumption whenever necessary.

**Example**

To illustrate the updating process implied in Eq. 2.4, consider the alternative \( A_3 \) of the example discussed in Fig. 2.1.

Suppose that the reliability of the intelligence information is 80%; i.e.

\[ P(z_1 | \theta_1) = 0.8 \quad \text{and} \quad P(z_2 | \theta_2) = 0.8. \]

Conversely, this also implies that

\[ P(z_1 | \theta_2) = 0.2. \]

With the prior probability estimates (i.e. may be based purely on judgment) of

\[ P'(\theta_1) = 0.3 \quad \text{and} \quad P'(\theta_2) = 0.7, \]

Eq. 2.4 yields

\[ P(\theta_1 | z_1) = \frac{P(z_1 | \theta_1) P'(\theta_1)}{P(z_1 | \theta_1) P'(\theta_1) + P(z_1 | \theta_2) P'(\theta_2)} \]

\[ = \frac{0.8 \times 0.3}{0.8 \times 0.3 + 0.2 \times 0.7} \]

\[ = 0.632 \]
and, \[ P(\theta_2 | z_1) = 1 - P(\theta_1 | z_1) = 0.368 \]

Similarly, \[ P(\theta_1 | z_2) = \frac{P(z_2 | \theta_1) P'(\theta_1)}{P(z_2 | \theta_1) P'(\theta_1) + P(z_2 | \theta_2) P'(\theta_2)} \]

\[ = \frac{0.2 \times 0.3}{0.2 \times 0.3 + 0.8 \times 0.7} \]

\[ = 0.097 \]

and, \[ P(\theta_2 | z_2) = 1 - P(\theta_1 | z_2) = 0.903 \]

Also, in light of the intelligence data, the probabilities of soft soil or hard rock conditions (i.e. \( z_1 \) or \( z_2 \)) would be calculated according to Eq. 2.5 as follows:

\[ P(z_1) = P(z_1 | \theta_1) P'(\theta_1) + P(z_1 | \theta_2) P'(\theta_2) \]

\[ = 0.8 \times 0.3 + 0.2 \times 0.7 \]

\[ = 0.38 \]

and, \[ P(z_2) = P(z_2 | \theta_1) P'(\theta_1) + P(z_2 | \theta_2) P'(\theta_2) \]

\[ = 0.2 \times 0.3 + 0.8 \times 0.7 \]

\[ = 0.62 \]
III. UTILITY AND UTILITY FUNCTION

3.1 Utility Measure

Aside from the calculation of the probabilities in a decision tree, the other important requirement is the evaluation of the utility values associated with the various actions and outcomes in a decision tree. For this purpose, a utility function would generally be needed. Unless the consequence of a given action can be expressed purely in monetary terms, a utility function would need to be developed; such a utility function must be suitable for the specific problem under consideration.

The importance of a proper and realistic utility function is central to the application of statistical decision theory. Indeed, the significance of decision theory to practical problems will depend heavily on the successful formulation of realistic and viable utility functions.

A proper utility function must necessarily be problem-specific; it would depend on the gain parameters or loss parameters pertinent to a given problem. For this reason, no single utility function or type of utility function can be applicable to all problems. Nevertheless, there are certain attributes that may be useful to a large class of problems, which may be identified as follows:

1. **Utility in Terms of Monetary Value** — For a class of problems, the payoff or consequence from a given action and possible outcome may be expressed in monetary terms. All tangible and intangible attributes are assigned monetary values. In this regard assumptions and value judgment may be necessary for evaluating or assigning monetary costs to all potential consequences, including the cost of a fatality or the cost per unit gain of information.

2. **Consequence in Terms of Utility Value** — Monetary value may not be a suitable measure of cost or payoff. For this reason, the concept of utility may be appropriate as a more general measure of payoff, and also for combining several types of attributes. In this regard, two approaches may be considered:

   (i) Denote the consequence of each path (i.e. each alternative and a given outcome) by $E_i$. Rank the results $E_i$'s in terms of the preference of the decision-maker such that $E_1 > E_2 > ... > E_n$ where $>$ denotes "is preferred to" and $n$ is the number of paths in the decision tree. Assign the utility values of 1 and 0, respectively, to $E_1$ and $E_n$. Conduct an inquiry (see Appendix A) perhaps between the decision analyst and the decision maker, in order to establish a consistent set of utility values for all the other paths $E_i$, for $i = 2, 3, ..., n-1$.

   (ii) Alternatively, if a scale measure already exists with a specific attribute, such as time or fatalities, or monetary value, a utility function may be established to transform all the different scales into a uniform utility scale. The reason for this transformation is that the original individual scales may not be consistent with the decision-maker's preference. For example, a fatality of 200 may be more than twice
the consequence of a fatality of 100. Considerations such as these may be introduced and should be considered in the formulation of the proper utility function. A procedure for developing such a utility function is summarized in Appendix B.

For a decision problem involving only one attribute, the utility function described above is sufficient for assigning or evaluating the utility value for each path in a decision tree. In a typical case, however, several attributes may be involved. In these cases, a joint (or multi-attribute) utility function is needed for evaluating the expected utility of an alternative action. The determination or formulation of a joint utility function (see Raiffa, 1969, Fishburn, 1970), could be cumbersome especially when the number of attributes becomes large. Assumptions such as the concept of preferential independence and utility independence are often invoked to simplify the assessment and formulation of joint utility functions (Keeney, 1972).

3. Consequence in Terms of Cost-Effectiveness Ratios -- In certain decision problems, the attributes may involve monetary costs and another attribute; the latter may be the number of fatalities saved (in the case of an enemy attack) or the amount of information gained (from performing an experiment), or the damage imposed on an enemy installation (in the case of targeting). In such problems, a suitable measure of utility may be expressed in terms of the unit cost per fatality saved, or unit cost per unit of information gained (e.g. from an experiment).

3.2 Common Types of Utility Functions

Most utility functions are convex; this means that the marginal increase in utility decreases with increasing value of an attribute. The preference behavior of a decision-maker exhibited by a convex utility function is commonly referred to as "risk aversiveness". Most people are risk averse to a certain degree; some may be more risk averse than others. The mathematical forms of utility functions commonly used to model such risk averse behavior would include the following:

1. Exponential Utility Function:

   \[ U(x) = a + be^{-\gamma x} \]  

   where the parameter \( \gamma \) is the measure of the degree of risk aversion, and \( a \) and \( b \) are normalization constants. If the utility function is normalized such that \( U(0) = 0 \) and \( U(1) = 1 \), then the normalized exponential utility function becomes

   \[ U(x) = \frac{1}{1-e^{-\gamma}} (1-e^{-\gamma x}) \]  

2. Logarithmic Type:

   \[ U(x) = a \ln(x+\beta) + b \]  

   where \( \beta \) is a parameter, generally corresponding to the amount of capital reserve of
the decision-maker; i.e. as $\beta$ increases, the decision-maker has more utility to spare (such as money), and he becomes less risk averse. A normalized logarithmic utility function may be shown to be:

$$U(x) = -\frac{1}{\ln(\frac{1+\beta}{\beta})} \left[ \ln(x+\beta) - \ln \beta \right]$$  \hspace{1cm} (3.4)

3. **Quadratic Type**

$$U(x) = a(x - \frac{1}{2a} x^2) + b$$  \hspace{1cm} (3.5)

where $a$ is the parameter related to the degree of risk aversion. A normalized quadratic utility function may be shown to be:

$$U(x) = \frac{1}{1-a/2} \left( x - \frac{1}{2a} x^2 \right)$$  \hspace{1cm} (3.6)

The degree of risk aversiveness of a decision-maker is measured by the "risk aversion coefficient,"

$$r(x) = -\frac{u''(x)}{u'(x)}$$  \hspace{1cm} (3.7)

where the prime (') denotes derivative with respect to $x$. This coefficient measures the negative rate of change in curvature of the utility function with respect to a unit change in the slope of the utility function. For the exponential utility function, the risk aversiveness can be shown, using Eq. 3.2 in Eq. 3.7, to be a constant; i.e.

$$r(x) = \gamma.$$  \hspace{1cm} (3.8)

Applying Eq. 3.7 with Eqs. 3.4 and 3.6, the coefficients of risk aversion for the normalized logarithmic and quadratic utility functions can be shown to be, respectively,

$$r(x) = \frac{1}{x+\beta}$$  \hspace{1cm} (3.9)

and,

$$r(x) = \frac{a}{1-ax}$$  \hspace{1cm} (3.10)

which are both functions of $x$.

Observe that the coefficient of risk aversion does not vary with the attribute in the case of the exponential utility function; whereas in the case of the logarithmic utility function the coefficient of risk aversion decreases with $x$ and in the case of the quadratic utility function the risk aversion increases with $x$. 
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The utility function, of course, may also be concave upwards; that is, the marginal increase in utility increases with increasing values of the attribute x. In such cases, the preference behavior of the decision-maker is referred to as risk affinitive. It is believed that this preference behavior is ordinarily not realistic.

3.3 Sensitivity of Expected Utility to Form of Utility Function

Usually, it is difficult to ascertain which type of utility function is most appropriate; e.g. whether it should be of the exponential or quadratic form. The correct choice of the form of the utility function, however, may not be very crucial, especially if the expected utility values are not sensitive to the form of the function.

In order to examine the sensitivity of the expected utility associated with a given action, to the above three forms of utility functions, consider the simple case in which the possible outcomes from an action can be described by the value of a random variable X. In this case, the expected utility of a given action may be expressed as follows.

$$E(U) = \int u(x) f_X(x) \, dx$$

where $f_X(x)$ is the probability density function of X and U(x) is the utility function. Using the second-order approximation to evaluate the expected utility (see Ang and Tang, 1975), the result is

$$E(U) = u(x) + 1/2 \ Var(x) + u''(x)$$

(3.11)

where $\bar{x}$ and Var(x) are the mean and variance of the random variable X, and $u''(x)$ is the second derivative of the utility function evaluated at the mean value of X.

Applying Eq. 3.11 to the three types of utility functions described earlier, the second-order approximation of the expected utility becomes, respectively, as follows:

For the exponential utility function,

$$E(U) = \frac{1}{1-e^{-\gamma \bar{x}}} \left[ 1 - e^{-\gamma \bar{x}} - \frac{1}{2} Var(x) \cdot e^{-\gamma \bar{x}} \right]$$

(3.12)

For the logarithmic utility function,

$$E(U) = \frac{1}{\ln(1+\beta)} \left[ \ln \left( \frac{\bar{x}+\beta}{\bar{x}} \right) - \ln \beta - \frac{1}{2} Var(x) \cdot \frac{1}{(\bar{x}+\beta)^2} \right]$$

(3.13)

Finally, for the quadratic utility function,

$$E(U) = \frac{1}{1-\sigma^2} \left[ \bar{x} - \frac{1}{2} \sigma (\bar{x}^2 + Var X) \right]$$

(3.14)
In order to compare the expected utility obtained for the three different forms of utility functions, each of the utility functions given in Eqs. 3.2 through 3.6 is calibrated to have the same coefficient of risk aversion at the mean-value of the random variable $X$. In other words, substituting $\overline{X}$ for $X$ and $\gamma$ for $r$ in Eqs. 3.9 and 3.10, we obtain

$$\beta = \frac{1}{\gamma} - \overline{X}$$

and,

$$\alpha = \frac{\gamma}{1+\overline{X}\gamma}$$

A numerical study was performed for the case where $R = 0.5$, and $\text{var}(X) = 0.1^2$ and $0.25^2$. The numerical results are summarized in Table 3.1.

From the results shown in Table 3.1, two observations may be deduced, as follows:

1. The expected utility is relatively insensitive to the form of the utility function at a given level of risk aversion; the difference in the expected utility is less than 2% among the three types of utility functions examined herein.

2. The expected utility does not change significantly (at most 20%) over the range of $\gamma$ (from 0.25 to 1.50) examined herein.

The implication of these observations is that the exact form of the utility function will not be an important factor in the computation of expected utility. Moreover, the risk aversiveness coefficient in the utility function need not be very precise; i.e. any error in the specification of the risk aversiveness coefficient may not cause significant difference in the calculated expected utility. In short, the problem of ascertaining an accurate utility function would not be crucial in the application of statistical decision analysis.

A Related Observation -- As indicated in Eq. 3.11, an approximate expected utility value may be computed on the basis of the mean and variance of the pertinent random variable. This would suggest that the entire probability density function may not be necessary in most decision analysis problems. In practice, the first two statistical moments could be all the information that may be available for a random variable; hence, Eq. 3.11 provides a convenient approximate formula for computing the expected utility of a given action.
Table 3.1 Comparison of expected utility for different forms of utility function

<table>
<thead>
<tr>
<th>Variance (X Y)</th>
<th>Exponential Function</th>
<th>Logarithmic Function</th>
<th>Quadratic Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1(^2)</td>
<td>0.25</td>
<td>0.530</td>
<td>0.530</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.563</td>
<td>0.561</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.618</td>
<td>0.626</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.672</td>
<td>0.707</td>
</tr>
</tbody>
</table>

3.4 Sensitivity of Decision

The question of whether or not the optimal action suggested by a formal decision analysis is sensitive to changes, or possible changes, in the probabilities and/or utilities assigned to the various branches and paths of a decision tree is clearly of interest. In view of the fact that the assignment of probabilities are often based on subjective judgments, the sensitivity of the optimal alternative to variations in the input information clearly deserves some attention.

If the optimal alternative suggested by a formal decision analysis has an expected utility value that is far greater than those associated with the other alternatives, it may be obvious that even significant changes in the input variables would not alter the final results. However, in situations where changes in the input variables could conceivably alter the optimal alternative, the decision analysis could proceed assuming that the probabilities and utilities are variables instead of assigned numbers. An example is presented below demonstrating such a sensitivity analysis for a simple decision tree, in which the pertinent probability factors are treated as variables. It may be observed from this example that the unknown probability (or utility) does not need to be known exactly, so long as it can be estimated to be within a range in which a specific alternative can be shown to be superior.

Example

Consider the hypothetical decision problem of Fig. 2.1. Suppose that the gathering of additional intelligence data is not a viable option. Thus, the only feasible alternatives are \(A_1\) and \(A_2\). The decision maker believes that there is a high probability that the site will be hard rock; however, the exact value of \(p\) is not known. From the decision tree of Fig. 3.1 the expected utility of alternatives \(A_1\) and \(A_2\) are
\[ E(U_{A_1}) = 50 (1-p) + 80 p = 50 + 30p \]
\[ E(U_{A_2}) = 100 (1-p) \]

Figure 3.2 shows a plot of these two expected utilities as a function of \( p \). It can be observed that for \( p < 0.385 \), \( E(U_{A_2}) > E(U_{A_1}) \), hence using several small weapons \((A_2)\) is a better alternative; whereas for \( p > 0.385 \), using a single large weapon \((i.e. A_1)\) is the better alternative. Therefore, even though the exact probability of hard rock at the enemy's site is not known, a knowledge that \( p > 0.385 \) is sufficient for deciding on a single large weapon.

If several probabilities and utilities have large uncertainties, a conservative approach may be taken to investigate whether the optimal alternative remains valid; that is, the extreme probabilities and utilities may be used in the decision analysis to obtain a conservative choice of action. This may suggest an action that may or may not be the same as the action obtained on the basis of the expected utility criterion.
Figure 3.1 Decision tree for example of sensitivity analysis
Figure 3.2 Expected utility as function of probability $p$
IV. DECISION CONCEPTS IN SAMPLING AND ESTIMATION

Statistical sampling may be viewed as a decision problem -- first of all, there is the binary decision of whether or not sampling should be undertaken at all, and if so, how extensive should the sampling program be (i.e. what should the sample size be?). In this regard, certain concepts of Bayesian statistics are pertinent.

4.1 Bayesian Sampling

The basic assumption in the Bayesian approach to statistical sampling and estimation is that the parameters of a probability distribution of a random variable are themselves random variables. The uncertainty associated with a given parameter may also be described with a probability density function.

A prior probability density function \( f'(\theta) \) for a parameter \( \theta \) may be prescribed on the basis of judgment, or established on the basis of prior data and information. Observational data may be used to revise or update the prior distribution for the parameter. Based on the Bayes theorem, the updated or (posterior) probability density function for the parameter \( \theta \) is given by the following (see Ang and Tang, 1975):

\[
f''(\theta) = k \cdot L(\theta) \cdot f'(\theta)
\]

where:

\( \theta \) = the parameter under consideration;

\( f'(\theta) \) = the prior probability density function of \( \theta \), i.e. prior to the observational data;

\( L(\theta) \) = the likelihood function of \( \theta \), given as the product of the density function of the original variable \( X \) evaluated at the observed data points \( x_1, x_2, \ldots, x_n \); i.e.

\[
L(\theta) = \prod_{i=1}^{n} f(x_i | \theta);
\]

\( f''(\theta) \) = the posterior distribution of \( \theta \), i.e. updated in light of the additional observational data; and

\( k \) = a normalization constant to insure that \( f''(\theta) \) is a proper probability density function.

As may be observed in Eq. 4.1, the Bayesian approach allows any prior information on the parameter \( \theta \) to be incorporated systematically in the final determination of \( \theta \).
The prior information could be based on previous sampling results, or indirect measurements, or simply based on subjective judgments. In the event that there is no objective basis for establishing a prior distribution, the diffuse prior (i.e. the uniform distribution between 0 and 1) may be used. In such a case, \( f'(\theta) \) is simply a constant, i.e. not a function of \( \theta \), and the posterior distribution \( f''(\theta) \) becomes

\[
f''(\theta) = k L(\theta) = k \prod_{i=1}^{n} f(x_i | \theta)
\]

which consists of sampling information only, and may be referred to as the "data-based distribution".

**Sampling from Gaussian Population** — As an illustration, consider the sampling from a normal population \( X \). Assume that the variance \( \sigma^2 \) is known and the mean-value of the population \( \mu \) is the only parameter to be estimated from a sample of size \( n \). In this case, the likelihood function can be shown to be (see Ang and Tang, 1975)

\[
L(\mu) = N_{\mu}(\bar{x}, \sigma/\sqrt{n})
\]

where \( N_{\mu}(\bar{x}, \sigma/\sqrt{n}) \) denotes the normal probability density function for \( \mu \) with mean value \( \bar{x} \) and standard deviation \( \sigma/\sqrt{n} \). \( \bar{x} \) is the sample mean of the \( n \) data values. In other words,

\[
N_{\mu}(\bar{x}, \sigma/\sqrt{n}) = \frac{1}{2\pi \sigma/\sqrt{n}} \exp \left\{ -\frac{1}{2} \left( \frac{\mu - \bar{x}}{\sigma/\sqrt{n}} \right)^2 \right\}
\]

Hence, the data-based posterior distribution of \( \mu \) is simply a normal distribution \( N_{\mu}(\bar{x}, \sigma/\sqrt{n}) \).

It can be shown (Ang and Tang, 1975) that the Bayesian distribution of the basic random variable \( X \), incorporating the effect of uncertainty in the parameter \( \mu \) remains normal with mean \( \bar{x} \) and standard deviation \( \sqrt{\sigma^2 + \sigma^2/n} \). The sampling uncertainty, denoted by \( \sigma^2/n \), is added to the basic or inherent variability \( \sigma^2 \) to yield the overall uncertainty.

On the other hand, if a prior distribution of \( \mu \) is available, e.g. if \( f'(\mu) \) is normal \( N(\mu', \sigma') \), where \( \mu' \) and \( \sigma' \) are respectively the prior mean and standard deviation of \( \mu \), then the posterior distribution of \( \mu \) can be shown to be also normal \( N(\mu'', \sigma'') \) in which (see Ang and Tang, 1975),

\[
\mu'' = \frac{\bar{x}(\sigma)^2 + \mu'(\sigma^2/n)}{(\sigma')^2 + \sigma^2/n}
\]

and,

\[
\sigma'' = \frac{\sigma'(\sigma/\sqrt{n})}{\sqrt{(\sigma')^2 + \sigma^2/n}}
\]
The results in Eqs. 4.4 and 4.5 can be generalized such that if there are two independent sources of information on the parameter \( \mu \), for example as represented by \( N_\mu(\mu_1, \sigma_1) \) and \( N_\mu(\mu_2, \sigma_2) \), the two sources can be combined to yield an overall mean-value of the parameter \( \mu \) as follows:

\[
\nu'' = \frac{\mu_1 \sigma_2^2 + \mu_2 \sigma_1^2}{\sigma_1^2 + \sigma_2^2}
\]

(4.6)

and the corresponding standard deviation of the parameter \( \mu \) becomes,

\[
\sigma'' = \frac{\sigma_1 \sigma_2}{\sqrt{\sigma_1^2 + \sigma_2^2}}
\]

(4.7)

The Bayesian approach described and illustrated above may be applied also to sampling from populations that are not normal; for such cases, see Ang and Tang (1975).

The relation between the likelihood function and the prior and posterior distributions of the parameter \( \theta \) is illustrated in Fig. 4.1. Observe that the posterior distribution is sharper than either the prior distribution or the likelihood function. This implies that more information is contained in the posterior distribution than in either the prior or the likelihood function; this is, of course, to be expected as the posterior distribution integrates the information from the prior with that in the likelihood function.

![Figure 4.1 Prior, likelihood and posterior functions for parameter \( \mu \)](image-url)
Figure 4.2 Selection of point estimator
4.2 Bayes' Point Estimator

Based on the results of sampling, and any prior information that may be available, the previous section shows that an improved posterior probability distribution for a parameter can be obtained or established. For many practical purposes, however, the point estimator (instead of the distribution) of the parameter is required or is more useful. Such a point estimate may be obtained from a decision analysis.

Consider the decision tree in Fig. 4.2 which depicts a situation in which the point estimator of the parameter \( \theta \) is to be selected. Because of uncertainty, an estimate of the real value of the parameter \( \theta \) may contain error; therefore, for a particular choice of the estimator \( \hat{\theta} \), a prediction error will result with some associated loss. Modeling this estimation process as a decision process, the Bayes point estimator may be determined such that the expected loss associated with the error in prediction is minimized. Mathematically, if \( \hat{\theta} \) is the estimator of a parameter \( \theta \) whose actual value is described by a distribution \( f(\theta) \), the expected loss due to error in prediction is

\[
L = \int g(\hat{\theta}, \theta) f(\theta) \, d\theta \tag{4.8}
\]

where \( g(\hat{\theta}, \theta) \) is the "loss function" for given values of \( \hat{\theta} \) and \( \theta \). The Bayes' estimator is based on the point estimate that minimizes the expected loss; thus, it may be obtained from the following relationship:

\[
\frac{\partial L}{\partial \hat{\theta}} = \int \frac{g(\hat{\theta}, \theta)}{f(\theta)} f(\theta) \, d\theta = 0 \tag{4.9}
\]

Therefore, depending on the form of the loss function, \( g(\hat{\theta}, \theta) \), the optimal choice for the estimator may be different. For example, if the loss function is quadratic, that is

\[
g(\hat{\theta}, \theta) = (\hat{\theta} - \theta)^2
\]

the Bayes estimator can be shown to be the mean-value of \( \theta \); whereas if the loss function is linear, that is

\[
g(\hat{\theta}, \theta) = (\theta - \hat{\theta})
\]

then the Bayes estimator is the median value of \( \theta \).
Figure 4.2 Selection of point estimator
4.3 Optimal Sample Size

In addition to the selection of an estimator on the basis of available sample data, other questions that may be addressed pertaining to statistical sampling would include the following.

1. Should a sampling program be implemented?
2. If sampling is necessary, how much sampling should be done; i.e. what should be the sample size?

The problem of determining the optimal sample size may also be modeled as a preposterior analysis. Suppose \( X \) is a random variable with parameter \( \theta \) that needs to be estimated with the sample data. A decision tree that includes the determination of the optimal sample size is shown in Fig. 4.3. Three phases of the decision process may be identified. The first phase of the process pertains to whether or not sampling should be conducted (at node A). If sampling is the preferred action, then a determination of the sample size (at node B) would be needed. After the sample data have been collected, an estimator \( \hat{\theta} \) (at node C) is selected. The total loss for each of the paths involving sampling will depend on the sample size \( n \), and the estimated value of the parameter relative to its true value.

The pertinent decision analysis would start at the last node of the decision tree. The expected loss for a given \( n \), \( \{x\} \), and estimate \( \hat{\theta} \), is given by weighing the loss over the posterior distribution of \( \theta \) as follows:

\[
E(L|n,\{x\},\hat{\theta}) = \int L(n,\{x\},\hat{\theta},\theta) f''(\theta) \, d\theta
\]  

(4.10)

At node C, the optimal estimate \( \hat{\theta} \) is the value which minimizes the expected loss of Eq. 4.10; that is, from

\[
\frac{\partial E(L|n,\{x\},\hat{\theta})}{\partial \theta} = 0
\]  

(4.11)

Eq. 4.11 should yield the optimal estimator, \( \hat{\theta}_{opt} \), on the basis of which the expected loss for a given sample size \( n \) (at node D) becomes

\[
E(L|n) = \int E(L|n,\{x\},\hat{\theta}_{opt}) \, f(x) \, d\{x\}
\]  

(4.12)

The required optimal sample size, \( n_{opt} \), may then be evaluated from

\[
\frac{dE(L|n)}{dn} = 0
\]  

(4.13)
Figure 4.3 Decision tree for optimal sample size

| Select Sample Size | Observed Sample Data | Select Estimator $\hat{\theta}$ | Actual Value of $\theta$ | Loss Function $L(n, \{x\}, \hat{\theta}, \theta)$ |
Example

Suppose that an exploration program is planned for determining the shear velocity of rocks at different sites for the construction of a military system. The mean shear velocity of the rock stratum is of principal interest for engineering purposes; from this information, the elastic modulus and constraint modulus of the rock may be estimated. The shear velocity of the rock may be assumed to follow a normal distribution.

Assume that the loss due to any error in the estimated mean velocity is proportional to the square of the error, and the cost per unit of squared error is related to the cost of performing field measurements. For simplicity, assume also that the c.o.v. of the shear velocity of the rock (representing the inherent variability of the rock stratum plus any error in measurement) is about 15%.

The determination of the optimal number of measurements is of interest. Two cases may be considered; namely,

1. no prior information on the mean shear velocity is available; and
2. prior information on the mean velocity of similar rocks is available; hypothetically suppose that this is \( N(4,000 \text{ fps}, 400 \text{ fps}) \).

The loss function may be expressed as

\[
L(n, \hat{u}, \mu) = c(i' - \hat{u})^2 + kn
\]

where, \( \mu \) denotes the mean shear velocity of the rock, which is the parameter to be estimated; \( \hat{u} \) is the estimator for \( \mu \); \( c \) is the cost per unit of squared error in the estimator; and \( k \) is the cost of one measurement. This loss function assumes that the loss due to error in \( \hat{u} \) is quadratic, and the cost of sampling is linear with sample size \( n \). Applying Eq. 4.10,

\[
E(L|n, \hat{u}) = \int_0^\infty \left[ c(i' - \hat{u})^2 + kn \right] f''(\mu) \, d\mu
\]

\[
= cE''(\mu - \hat{u})^2 + kn
\]

\[
= cE'' [ (\mu - \mu'') + (\mu'' - \hat{u}) ]^2 + kn
\]

\[
= c \text{Var}''(\mu) + c(\mu'' - \hat{u})^2 + kn
\]

where \( \mu'' \) and \( \text{Var}''(\mu) \) are the posterior mean and variance of \( \mu \), respectively.

Applying Eq. 4.11,

\[
\frac{dE(L|n, \hat{u})}{d\hat{u}} = 2 \, c(\mu'' - \hat{u}) = 0
\]
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from which the optimal estimator is,

\[ \hat{\mu}_{opt} = \mu'' \]

which means that the optimal estimator is the mean-value of the posterior distribution of \( \mu \).

The corresponding expected loss then is

\[ E[L|n,(x),\hat{\mu}_{opt}] = c \text{ Var}''(\mu) + (\mu''-\mu_{opt})^2 + kn \]

\[ = c \text{ Var}''(\mu) + kn \]

The shear velocity of the rock is Gaussian with known standard deviation \( \sigma \); whereas, the posterior variance of \( \mu \) is given by Eq. 4.5. Hence, the maximum expected loss is,

\[ E(L|n,(x),\hat{\mu}_{opt}) = c \frac{(\sigma')^2(\sigma^2/n)}{(\sigma')^2 + \sigma^2/n} + kn \]

where \( \mu' \) and \( \sigma' \) are the prior mean and standard deviation of the mean shear velocity \( \mu \).

From Eq. 4.12, the expected loss for a given number of sample measurements \( n \), is thus

\[ E(L|n) = \int [c \frac{(\sigma')^2(\sigma^2/n)}{(\sigma')^2 + \sigma^2/n} + kn] f((x)) \, d(x) \]

\[ = c \frac{(\sigma')^2(\sigma^2/n)}{(\sigma')^2 + \sigma^2/n} + kn \]

For the case in which no prior information on \( \mu \) is available, the estimate must be based purely on the current field measurements. In such a case, the variance of \( \mu \) is simply

\[ \text{Var}''(\mu) = \sigma^2/n \]

Hence,

\[ E(L|n) = c \sigma^2/n + kn \]
The optimal number of measurements is given by the solution to the following equation.

\[ \frac{dE(t|n)}{dn} = -c \left( \frac{\sigma^2}{n^2} \right) + k = 0 \]

from which the optimal sample size is,

\[ n_{opt} = \sigma \sqrt{c/k} \]

In the present example, the standard deviation of the shear velocity is known to be

\[ \sigma = 0.15 \times 4000 = 600 \text{ fps} \]

Also, assume that the cost ratio \( c/k = 3.25 \times 10^{-4} \). Then the optimal sample size is

\[ n_{opt} = 600 \sqrt{3.25 \times 10^{-4}} \]

\[ = 10.82 \text{ or } 11 \]

Hence, eleven measurements is the optimal sample size for the site exploration program.

In the case where prior information on the mean shear velocity is available, the optimal sample size would be as follows:

\[ n_{opt} = \sigma \sqrt{c/k} - \frac{\sigma^2}{(\sigma')^2} \]

\[ = 10.82 - \frac{600^2}{400^2} \]

\[ = 8.57 \text{ or } 9 \]

Hence, in this case the optimal number of measurements is 9, indicating that the prior information is worth approximately two measurements.
V. EVALUATION OF FIELD AND LABORATORY DATA

5.1 Introductory Remarks

The concepts and tools presented in Chapters II through IV may be used in a number of situations of strategic significance. A few of these are illustrated in the following. The potential areas of application, of course, are not limited to those described herein; indeed, the possible areas of applications could be quite broad. In the final analysis, the applications areas are limited only by the imagination and creativity of the user in applying the basic concepts described herein. As alluded to earlier, the application of the general concepts is often not straight-forward, as most significant applications require modeling and conceptual formulations of the underlying physical problem. In this light, the examples of applications described in the sequel are merely to demonstrate the general significance of statistical decision concepts, and to illustrate the applications to specific situations involving strategic planning and decision making.

5.2 Field versus Laboratory Tests

One of the prime objectives of a test program, either field or laboratory, is often to validate or revise/update some prior theoretical or empirical relationship for predicting conditions in the real world, or for extrapolating prior observations beyond the range of available data. In statistical terms, a prediction is usually given in terms of the mean value and associated standard deviation (or coefficient of variation). Invariably, such predictions are imperfect and thus will contain inaccuracy and uncertainties. For example, the predicted or estimated mean-value \( \bar{x} \) of a variable \( X \) may contain bias, which is a systematic error, such that the correct mean-value would be

\[
\mu_X = \nu \bar{x}
\]  

(5.1)

where \( \nu \) is the mean bias factor necessary (even if only to be determined subjectively) to obtain the correct mean-value \( \mu_X \).

In addition, there may also be statistical error in the estimated mean-value \( \bar{x} \). That is, suppose that \( \bar{x} \) is the estimated sample mean from a sample of size \( n \). Then, conceptually, if additional samples of the same size were to be obtained, there could conceivably be some scatter in \( \bar{x} \); this scatter is given by \( \sigma^2/n \), which decreases with the sample size \( n \) and represents only the random error due to sampling. However, there may be other factors that could contribute additional random errors to \( \bar{x} \), which may be represented by the coefficient of variation \( \Delta \nu \). The c.o.v. \( \Delta \nu \) may be much larger than the sampling error if predictions are based entirely on laboratory and theoretical results; whereas it may be negligible if actual field data were used.
In any case, test results are particularly useful for evaluating or improving the mean bias factor of a prediction, as well as for evaluating the c.o.v. \( \Delta_y \). Either field data or laboratory test data, or combinations thereof, are useful for these purposes.

**Field Tests** -- If field test results are available, they can be used to update any prior information as follows:

Let \( B \) be the bias in the prediction of the real world. Then, assuming that the result of a field test is a realization of the real world, the bias is

\[
B = X_f / X_p
\]

where:

- \( X_f \) = field observation, which is a realization of the real world, and;
- \( X_p \) = a prediction of the real world.

If the sample size of the field data is \( n_F \), the mean of the individual ratio \((X_{f1}/X_{p1})\) should yield the mean bias

\[
\bar{B} = \frac{1}{n_F} \sum_{i=1}^{n_F} (X_{f1}/X_{p1})
\]  \( (5.2) \)

Also, from the same set of field data, the error in \( \bar{B} \) is:

\[
\sigma_{\bar{B}} = \frac{\sigma_B}{\sqrt{n_F}}
\]  \( (5.3) \)

where \( \sigma_B = \sigma_{\bar{B}} / n_F \), and \( \sigma_B \) is the sample standard deviation of the ratios \( X_{f1}/X_{p1} \).

In other words, \( B \) is the inaccuracy of the prediction. From \( n_F \) sample field data, the mean bias may be estimated as in Eq. 5.2. Also, from the same set of data, the c.o.v. of the mean bias \( \bar{B} \) can be estimated as in Eq. 5.3.

**Laboratory Tests** -- In the case of laboratory test results, the total inaccuracy in the prediction may be divided into two parts. First, the prediction may be bias relative to the laboratory tests; in addition, there may be systematic difference between laboratory and field test results. Therefore, the total inaccuracy of a prediction may be represented as,

\[
B = (X_f / X_l) (X_l / X_p) = C \times A
\]  \( (5.4) \)

The ratio \( C = X_f / X_l \) may be called the "calibration factor" representing the error or bias of laboratory tests, whereas \( A = X_l / X_p \) is the ratio of laboratory data to the prediction.
From a set of \( n_L \) laboratory test data, the mean bias between a prediction and laboratory tests may be estimated as

\[
\overline{A} = \frac{1}{n_L} \sum_{i=1}^{n_L} \left( \frac{x_{L_i}}{x_{P_i}} \right)
\]  
(5.5)

The mean bias of laboratory test results, i.e. \( \overline{C} \), may have to be assessed judgmentally, unless there are prior field and laboratory data to permit its estimation. The total mean bias, therefore, is

\[
\overline{B} = \overline{C} \times \overline{A}
\]  
(5.6)

From the same set of laboratory data, the c.o.v. of \( \overline{A} \) can be estimated as

\[
\Omega_{A} = \frac{1}{n_L} \sqrt{\frac{\sigma^2_A}{n_L}}
\]  
(5.7)

where \( \sigma^2_A \) is the sample variance of the ratios \( \left( \frac{x_{L_i}}{x_{P_i}} \right) \). Thus, the total c.o.v. of \( \overline{B} \) becomes

\[
\Omega_{B} = \sqrt{\Omega_{C}^2 + \Omega_{A}^2}
\]  
(5.8)

where \( \Omega_{C} \) is the c.o.v. of \( \overline{C} \).

5.3 Posterior (Updated) Information

Assuming that the prior estimates of the prediction error are respectively \( \overline{B}' \) and \( \Omega_{B}' \), the test results (either field or laboratory) may be used to update or improve these prior estimates, obtaining the posterior estimates \( \overline{B}'' \) and \( \Omega_{B}'' \) as follows:

\[
\overline{B}'' = \frac{\overline{B}'(\Omega_B \overline{B})^2 + \overline{B}(\Omega_B' \overline{B}')^2}{(\Omega_{B}^2)^2 + (\Omega_{B}'^2)^2}
\]  
(5.9)

and,

\[
\Omega_{B}'' = \frac{\left( \Omega_{B} \overline{B} \right)(\Omega_{B}' \overline{B}')}{\sqrt{(\Omega_{B}^2)^2 + (\Omega_{B}'^2)^2}}
\]  
(5.10)

where \( \overline{B} \) and \( \Omega_{B} \) are as given by Eqs. 5.2 and 5.3, or Eqs. 5.6 and 5.8.

In the case where the test results consist of both field and laboratory tests, the two types of tests may be combined to give

\[
\overline{B} = \frac{\overline{B}_F(\Omega_B \overline{B}_L)^2 + \overline{B}_L(\Omega_B \overline{B}_F)^2}{(\Omega_{B}_L)^2 + (\Omega_{B}_F)^2}
\]  
(5.11)
where $\Omega_F$ and $\Omega_L$ are given by Eqs. 5.2 and 5.3; whereas $\Omega_L$ and $\Omega_B$ are given by Eqs. 5.6 and 5.8. These may then be used to update any prior estimates $B'$ and $\Omega_B'$; obtaining the corresponding posterior estimates as shown in Eqs. 5.9 and 5.10.

5.4 Measure of Information

In order to define or establish a utility measure for a test plan, some measure of information gained from the experiment is obviously important, in addition to the cost of the experiment. For this purpose, observe the following.

Perhaps of first order importance from a test plan is the evaluation of the mean bias factor of a prediction; in this regard, the utility function may be defined in a quadratic form as follows (or other forms may be prescribed):

$$U|\mu_B = -(\bar{B} - \mu_B)^2$$

where,

$\mu_B$ = the true mean bias;

$\bar{B}$ = estimated mean bias based on the experimental data.

Assuming that $\mu_B$ is a random variable, the expected value of Eq. 5.13 with respect to $\mu_B$ is,

$$E(U|\mu_B) = -k \mu_B (\bar{B} - \mu_B)^2 + k \text{Var}(\bar{B}) = -k(\bar{B} - \mu_B)^2$$

Finally, taking the expected value over all values of $\bar{B}$,

$$E(U) = k E(\mu_B (\bar{B} - \mu_B)^2 = -k \mu_B^2 [\text{Var}(\bar{B}) + E^2(\bar{B})]$$

Observe that $\text{Var}(\bar{B})$ is a second order term, i.e. $\ll 1.0$; whereas $E(\bar{B}) = 1$. Hence

$$E(U) = -k \mu_B^2$$

Similarly, the utility function may be defined in the form,

$$U|\mu_B = -k_1 (\bar{B} - \mu_B)^2 + k_2 (\mu_B - 1)$$
or

\[ U | u_B = \bar{B} = -k_1 (\bar{B} - u_B)^2 + k_2 (\bar{B} - 1) \]  

(5.18)

In either of these latter cases, it can also be shown that the expected utility is

\[ E(U) = -k_1 \bar{\Omega}^2 \]  

(5.19)

In short, the above results show that if a quadratic utility function is appropriate, the measure of information content can be defined solely in terms of the c.o.v., \( \bar{\Omega} = \frac{\bar{B}}{B} \).

Therefore, the information gained from a test program would be inversely proportional to \( \bar{\Omega}^2 \). The cost of a test program obviously is directly proportional to the size of the program, i.e. sample size \( n \). Consequently, the utility of a test program may be defined as a function of the cost per unit of information gained, or \( c \bar{\Omega}^2 \).

Therefore, the "best" experiment may be the one that minimizes the cost per unit information gain.

**Example**

For illustration, consider the determination of the bearing capacity of a large site for the design of the foundation of a military facility. For this purpose, assume that the test options include:

1. load bearing capacity tests in the field;
2. unconfined compression tests of laboratory soil samples obtained from boring, and subsequently calculating the bearing capacity based on the soil parameters obtained from such tests.

Obviously, load-bearing capacity tests in the field are expensive and, therefore, only a limited number of such tests may be performed (if at all). However, more extensive soil samples may be obtained over the entire site.

Suppose that five load tests were performed; the locations of the tests were spaced sufficiently far apart to cover the entire area of the site. At each of the load test locations, assume that one soil sample is also taken which may be considered to be the "control samples". The measured bearing capacity from the load tests, and the corresponding bearing capacity estimated from the control soil samples, may be as follows:

<table>
<thead>
<tr>
<th>Load Tests</th>
<th>Bearing Capacity ( x_F )</th>
<th>Control Soil Sample</th>
<th>Bearing Capacity ( x_L )</th>
<th>Ratio ( x_F / x_L )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,500 psf</td>
<td>1</td>
<td>4,000 psf</td>
<td>0.875</td>
</tr>
<tr>
<td>2</td>
<td>3,000</td>
<td>2</td>
<td>3,000</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>2,500</td>
<td>3</td>
<td>3,200</td>
<td>0.781</td>
</tr>
<tr>
<td>4</td>
<td>4,000</td>
<td>4</td>
<td>3,500</td>
<td>1.143</td>
</tr>
<tr>
<td>5</td>
<td>4,300</td>
<td>5</td>
<td>4,500</td>
<td>0.956</td>
</tr>
</tbody>
</table>

For the remainder of the site, only soil samples are taken; say fifteen more were obtained in addition to the control samples, giving results as follows:
<table>
<thead>
<tr>
<th>Soil Sample</th>
<th>Bearing Capacity, $x_L$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4,300 psf</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3,800</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>4,700</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>4,200</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3,900</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3,300</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>4,100</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>3,600</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>4,000</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3,700</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>3,900</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>4,100</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>3,900</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>4,500</td>
<td></td>
</tr>
</tbody>
</table>

Assume that the soil type over the entire area of the site is fairly uniform, to permit the use of a uniform bearing capacity for the entire site (if the soil type is not uniform, the area may be divided into subareas). The results of the field and laboratory tests, describe hypothetically above, then can be used as follows.

From the field test results, the mean bearing capacity is

$$\overline{x_F} = 3460 \text{ psf};$$

and the corresponding c.o.v. is

$$\sigma_{x_F} = 0.21$$

Also, the uncertainty (c.o.v.) in the estimated mean bearing capacity is

$$\sigma_{\overline{x_F}} = \frac{0.21}{\sqrt{5}} = 0.09$$

On the basis of the laboratory soil samples, the mean bearing capacity is calculated to be

$$\overline{x_L} = 3875 \text{ psf};$$

and the corresponding c.o.v. is,

$$\sigma_{x_L} = 0.14$$

from which the c.o.v. of $\overline{x_L}$ is,
Comparing the bearing capacity estimated using the control soil samples with the corresponding field test results, it is obvious that $X_L$ tends to overestimate the actual value of the bearing capacity at the site. In other words, there is a systematic bias in the laboratory-based bearing capacity estimates; i.e. the correct bearing capacity may be expressed as

$$X = C \cdot X_L$$

where $C$ is the bias in the laboratory-based bearing capacity estimate for the site.

From the ratios of $X_F/X_L$ given in the above table, the mean value of $C$ is

$$\bar{C} = 0.951$$

and the associated c.o.v. is

$$s_C = \frac{0.136}{0.951} = 0.143$$

whereas the c.o.v. of $\bar{C}$ is,

$$\Delta_C = \frac{0.143}{\sqrt{5}} = 0.064.$$  

Thus, the total uncertainty underlying the laboratory-based mean bearing capacity is

$$\Omega_X = \sqrt{\Omega_C^2 + \Omega_{X_L}^2} = \sqrt{0.064^2 + 0.03^2} = 0.071$$

The load test data as well as the unconfined compression laboratory test data described above are useful for estimating the bearing capacity for the site in question. That is, both sets of data can be combined in accordance with Eqs. 5.11 and 5.12, to give a composite estimate of the bearing capacity for the site as follows:

$$\bar{X} = 3460(0.071x0.951x3875) + 0.951x3875(0.09x3460)^2 \frac{(0.071x0.951x3875)^2 + (0.09x3460)^2}{(0.071x0.951x3875)^2 + (0.09x3460)^2}$$

$$= 3592 \text{ psf.}$$

$$\Omega_X = \frac{1}{3592} \cdot \frac{(0.09x3460)(0.071x0.951x3875)}{\sqrt{(0.09x3460)^2 + (0.071x0.951x3875)^2}}$$

$$= 0.06.$$
VI. ANALYSIS AND PLANNING OF TEST PROGRAMS

6.1 Introduction

In test programs that are extremely costly, such as the Mighty Epic and the Diablo Hawk test programs, the need for a systematic framework for planning the experiments is clear. The purpose and objective of any test program, of course, is to obtain information to improve the existing state of information and knowledge.

A test plan, therefore, should be to obtain the maximum benefit, which may be defined in terms of information gained or improvements accruing from the tests.

The basic concepts of statistical decision may be used to advantage in the planning of test programs; however, the application of these concepts require modeling of the specific problem underlying a particular test program. In view of this, the models developed herein will refer to test programs similar to the Mighty Epic or the Diablo Hawk programs.

In particular, referring to test programs such as the Diablo Hawk, the programs involve the testing of specified diameter tunnels subjected to nuclear weapons effects. Decisions, therefore, are required relative to the choice of diameters of the tunnels to be tested, the location of the tunnels relative to the blast point which may be given in terms of the maximum strain at which the tunnels may be subjected, as well as the number of tunnels (or sections of tunnels) of a given diameter.

An approach to this problem is developed and formulated below. Before describing the approach, consider the following.

6.2 Preliminary Consideration

Presumably, the failure strain $\epsilon_f$ of a tunnel with given diameter is random as shown in Fig. 6.1. Moreover, it may be assumed that the failure strain depends on the diameter of the tunnel; that is, there is a size effect which may be a regression relation (could be nonlinear between the mean failure strain and the diameter of the tunnel), as illustrated hypothetically in Fig. 6.2.

Suppose that there is some prior information on the failure strain of tunnels with given diameter $d$, to establish its probability distribution $f_{\epsilon_f}(c)$, with mean $\mu_{\epsilon_f}$ and $\sigma_{\epsilon_f}$. Furthermore, assume that $\sigma_{\epsilon_f}$ is known, whereas $\mu_{\epsilon_f}$ is a random variable with prior distribution $f'_{\mu_{\epsilon_f}}(x)$, whose mean value is $\mu'$ and standard deviation $\sigma'$.

Then, if one tunnel of diameter $d$ is tested at a given strain $c$, the result can be used to revise and update the prior probability distribution $f'_{\mu_{\epsilon_f}}(x)$ as follows:

If the tunnel survives the test at strain $c$, i.e. $\epsilon_f \geq c$, the posterior distribution for $\mu_{\epsilon_f}$ is,
Figure 6.1 Failure strain of tunnel or rock cavity

Figure 6.2 Failure strain versus tunnel diameter
whereas, if the tunnel fails at the test strain $c$, i.e. $\varepsilon_f < c$, then the corresponding posterior distribution for $\mu_\varepsilon_f$ would be

$$f''(x | \varepsilon_f < c) = P(\mu_\varepsilon_f = x | \varepsilon_f < c)$$

$$= \frac{P_\varepsilon f (\varepsilon_f = x)}{[1 - F_\varepsilon f (c)]} f'_\varepsilon (x)$$  \hspace{0.5cm} (6.2)$$

The updated mean and standard deviation of the mean failure strain then become

$$\mu'' = \int_0^m x \cdot f''(x) \, dx \hspace{0.5cm} (6.3)$$

$$\sigma'' = \left[ \int_0^m (x - \mu'')^2 f''(x) \, dx \right]^{1/2} \hspace{0.5cm} (6.4)$$

### 6.3 Measure of Benefit (i.e. Information Gain)

Ordinarily, there may be prior information on the mean failure strain, say $\mu'$, and on its uncertainty $\sigma'$ (even if only based on subjective judgments).

The results of a test or tests can then be used to update the prior information to obtain the posterior mean $\mu''$ and associated uncertainty $\sigma''$. The benefit of an experiment, therefore, may be a function of the difference between $\mu''$ and $\sigma''$ relative to the prior values $\mu'$ and $\sigma'$. Consequently, in defining a measure to represent the benefit of a test, consider the following:

If no tests were conducted, the prior statistics $\mu'$ and $\sigma'$ will be used in the planning and design of a system. Therefore, if there are large errors in $\mu'$ or in $\sigma'$, the loss will correspondingly be large, whereas if these priors are accurate (i.e.
small error), the resulting loss in the use of this prior information directly in design will be correspondingly small. On this premise, the benefit that may be gained from a test or tests can be defined as follows.

$$U(u'', \sigma'') = a\left(\frac{\mu'' - \mu'}{\sigma'}\right)^2 + \frac{\sigma'^2 - \sigma''^2}{\sigma'2}$$  \hspace{1cm} (6.5)

where $\mu''$ and $\sigma''$ are the updated mean and standard deviation after the test data have been obtained.

The second term in Eq. 6.5, $\left(\frac{\sigma'^2 - \sigma''^2}{\sigma'2}\right)$, is the reduction in uncertainty accruing from the test results; whereas the first term, $\left(\frac{\mu'' - \mu'}{\sigma'}\right)^2$ represents the reduction in the loss that would otherwise incur had there been no tests conducted.

An optimal test program may then be developed to obtain the maximum potential benefit, meaning maximum $U$.

### 6.4 Optimal Test Strains

Suppose that only a single tunnel is to be tested at a strain level $\epsilon$. The question then is "at what maximum strain $\epsilon$ should the tunnel be tested in order to derive the maximum benefit from the test?"

The decision variable in this case obviously is $\epsilon$. If a tunnel is subjected to a test strain $\epsilon$, two possibilities may occur -- the tunnel may survive the strain level $\epsilon$ (event $S$) or it may fail (event $F$). The simple decision tree in this case may be represented as shown in Fig. 6.3.

For one tunnel, the results of the test may either be that the tunnel survives ($S$) or fails ($F$) when subjected to the load that induces the strain $\epsilon$. Depending on whether the tunnel survives or fails at the strain level $\epsilon$, the corresponding posterior mean and standard deviation may be denoted as $(\mu_1'', \sigma_1'')$ and $(\mu_2'', \sigma_2'')$. The corresponding utility would be $U(\mu_1'', \sigma_1'')$ and $U(\mu_2'', \sigma_2'')$ as given by Eq. 6.5.
Hence, the expected utility of a test at strain level \( \epsilon \) is

\[
E(U|\epsilon) = U(\mu_1'', \sigma_1'') \cdot P(\epsilon_f \geq \epsilon) \\
+ U(\mu_2'', \sigma_2'') \cdot P(\epsilon_f < \epsilon)
\]

in which the posterior quantities \( \mu'' \) and \( \sigma'' \) may be obtained through Eqs. 6.3 and 6.4.

The optimal test strain, \( \epsilon_{\text{opt}} \), may then be obtained on the basis of the maximum expected utility criterion, as follows:

\[
\frac{dE(U|\epsilon)}{d\epsilon} = 0
\]

This means that if a single tunnel of a given diameter were to be tested, it should be placed at such a distance from the blast point at which the induced maximum strain is \( \epsilon_{\text{opt}} \).

Generalizations -- The basic procedure described above for determining the optimal test strain for one tunnel can be extended to any number of tunnels of the same diameter. Consider first the case of two tunnels.

If two tunnels are to be tested, the strains \( \epsilon_1 \) and \( \epsilon_2 \) that the tunnels should be subjected to can be determined also on the basis of maximum expected utility, in the sense of Eq. 6.7.

The decision tree in this case, is as shown in Fig. 6.4.

![Decision tree for test strains of two tunnels.](image)
As shown in Fig. 6.4, the test results for the two tunnels could conceivably be that both tunnels survived or one of them survives whereas the other fails, or both tunnels fail, at strains $\epsilon_1$ and $\epsilon_2$, respectively; i.e. there are four possible outcomes, $\theta_1$, $\theta_2$, $\theta_3$, $\theta_4$. Corresponding to each of these four possible outcomes of the set of two tunnels, the resulting posterior means and standard deviations are $\mu_i''$ and $\sigma_i''$, $i = 1, 2, 3, 4$.

The expected utility at the test strains $\epsilon_1$ and $\epsilon_2$ is, therefore,

$$E(U|\epsilon_1, \epsilon_2) = U(\mu_1'', \sigma_1'') P(S_1, S_2) + U(\mu_2'', \sigma_2'') P(S_1, F_2)$$

$$+ U(\mu_3'', \sigma_3'') P(F_1, S_2) + U(\mu_4'', \sigma_4'') P(F_1, F_2) \quad (6.8)$$

where, assuming that the outcomes between the two tunnels are statistically independent,

$$P(S_1, S_2) = P(\epsilon_f > \epsilon_1) \ P(\epsilon_f > \epsilon_2)$$

$$P(S_1, F_2) = P(\epsilon_f > \epsilon_1) \ P(\epsilon_f < \epsilon_2)$$

$$P(F_1, S_2) = P(\epsilon_f < \epsilon_1) \ P(\epsilon_f > \epsilon_2)$$

$$P(F_1, F_2) = P(\epsilon_f < \epsilon_1) \ P(\epsilon_f < \epsilon_2)$$

in which;

$$P(\epsilon_f < \epsilon_1) = \int_0^{\epsilon_1} f_{\epsilon_f}(x) \ dx$$

where $f_{\epsilon_f}(x)$ is the probability density function of the failure strain as depicted in Fig. 6.1.

And,

$$P(\epsilon_f > \epsilon_1) = 1 - P(\epsilon_f < \epsilon_1).$$

Also,

$$\mu_j'' = \int_0^{\infty} x \ f_j''(x) \ dx$$

$$\sigma_j''^2 = \int_0^{\infty} (x - \mu_j'')^2 \ f_j''(x) \ dx; \quad j = 1, 2, 3, 4$$

where:
f'_1(x) = P(\mu_{\epsilon_f} = x | \epsilon_f > \epsilon_1, \epsilon_f > \epsilon_2) / \int P(\epsilon_f > \epsilon_1, \epsilon_f > \epsilon_2) f'(x) dx

Assuming that the outcomes of the two test tunnels are statistically independent,

f'_1(x) = \frac{P(\epsilon_f > \epsilon_1 | \mu_{\epsilon_f} = x) P(\epsilon_f > \epsilon_2 | \mu_{\epsilon_f} = x)}{P(\epsilon_f > \epsilon_1) P(\epsilon_f > \epsilon_2)} f'(x)

where f'(x) is the prior distribution of the mean failure strain \mu_{\epsilon_f}.

Similarly,

f'_2(x) = \frac{P(\epsilon_f > \epsilon_1 | \mu_{\epsilon_f} = x) P(\epsilon_f < \epsilon_2 | \mu_{\epsilon_f} = x)}{P(\epsilon_f > \epsilon_1) P(\epsilon_f < \epsilon_2)} f'(x)

f'_3(x) = \frac{P(\epsilon_f < \epsilon_1 | \mu_{\epsilon_f} = x) P(\epsilon_f > \epsilon_2 | \mu_{\epsilon_f} = x)}{P(\epsilon_f < \epsilon_1) P(\epsilon_f > \epsilon_2)} f'(x)

f'_4(x) = \frac{P(\epsilon_f < \epsilon_1 | \mu_{\epsilon_f} = x) P(\epsilon_f < \epsilon_2 | \mu_{\epsilon_f} = x)}{P(\epsilon_f < \epsilon_1) P(\epsilon_f < \epsilon_2)} f'(x)

The optimal test strains, (\epsilon_1, \epsilon_2)_{opt}, may then be obtained on the basis of the maximum expected utility as follows:

\frac{\partial E(U|\epsilon_1, \epsilon_2)}{\partial \epsilon_1} = 0

\frac{\partial E(U|\epsilon_1, \epsilon_2)}{\partial \epsilon_2} = 0

(6.9)
The generalization of the above formulations to \( n \) tunnels of the same diameter, tested at strains \( \epsilon_1, \epsilon_2, \ldots, \epsilon_n \), may be portrayed with the decision tree shown in Fig. 6.5 below.
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Test strains \( \{\epsilon_i\} \) for \( n \) tunnels

Test results:
- \( k \) tunnels survive
- \( \ell \) tunnels fail
- \( k + \ell = n \)

Posterior estimate of the parameters

Figure 6.5 Decision tree for test strains of \( n \) tunnels

The expected utility then may be represented as,

\[
E(U|\{\epsilon_i\}) = \sum_{\text{all } i} P(\theta_i) \cdot U(\mu''_i, \sigma''_i)
\]

(6.10)

in which

\[
P(\theta_i) = \prod_{i \in k} P(\epsilon_f \geq \epsilon_i) \cdot \prod_{i \in \ell} P(\epsilon_f < \epsilon_i)
\]

and,

\[
\mu''_i = \int_0^\infty x f''_i(x) \, dx
\]

\[
\sigma''_i = \int_0^\infty (x-\mu''_i)^2 f''_i(x) \, dx
\]

Thus, the utility associated with outcome \( \theta_i \) is,

\[
U(\mu''_i, \sigma''_i) = a(\frac{\mu''_i - \mu'_i}{\mu'_i})^2 + (\frac{\sigma''_i - \sigma'_i}{\sigma'_i})^2
\]

from which the expected utility of Eq. 6.10, and the optimal set of test strains \( \{\epsilon_i\}_{\text{opt}} \) may be obtained from
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6.5 Optimal Number of Test Tunnels

In order to determine the optimal number of tunnels (of a given diameter) in a test program, the consideration of the cost per tunnel must be included. Assuming that for a given number of tunnels with the same diameter, the optimal test strains have been determined as described above, and introducing the costs of each tunnel, \( c \), the expected utility per unit cost for \( n \) tunnels can be expressed as,

\[
\frac{\partial E(U|\{\varepsilon_i\})}{\partial \varepsilon_i} = 0
\]  

(6.11)

that is, for \( n \) tunnels of a given diameter, the optimal test plan is the one with \( \{\varepsilon_i\}_{\text{opt}} \) as determined from Eq. 11. Eq. 6.12 then gives the expected utility per unit cost for this set of tunnels.

Again, on the basis of the maximum expected utility criterion, the optimal number of tunnels of a given diameter, \( n_{\text{opt}} \), may then be obtained from,

\[
\frac{\partial E(U|\{\varepsilon_i\}_{\text{opt}}, n)}{\partial n} = 0
\]  

(6.13)

The decision tree would appear as shown in Figure 6.6 below.

![Decision tree for determining number of test tunnels](image)

Figure 6.6 Decision tree for determining number of test tunnels.

Referring to Fig. 6.6 the optimal set of test strains is obtained at node B; whereas, at note A, the optimal number of tunnels (of the same diameter) are determined.

The above analyses, therefore, would yield the optimal number of test tunnels of a given diameter, and a corresponding set of optimal strain levels at which the various tunnels should be tested. The same analysis may be performed for tunnels of other diameters. The results may then be combined with those of the other test tunnels (i.e., of other diameters) to obtain the expected utility (or information gain) per unit cost. Repeated evaluations of several test plans, each consisting of different combinations of tunnel diameters, should provide a basis for identifying the optimal
test plan on the basis of maximum expected utility per unit cost.

Example

The concepts formulated above are difficult to illustrate numerically; much of the numerical calculations will involve extensive numerical integrations making computer calculations necessary. Nevertheless, the following formulation and discussion may serve to clarify the concepts developed herein.

Suppose the diameter of full-size prototype tunnels in the field will be twenty feet. Because of expense, the maximum diameter of test tunnels may have to be limited to ten feet; moreover, the results obtained for 10-foot diameter tunnels may be considered to approach those of the full-size 20-foot tunnels. Even for 10-foot tunnels, the expense of testing tunnels of this size may be so high that the number of such tunnels must also be limited; the use of smaller diameter tunnels in a test plan, therefore, may be more cost-effective.

Consider the case in which two sizes of tunnels are to be used in a test program; namely, tunnels with two-foot and ten-foot diameters. Furthermore, assume that only two 10-foot diameter tunnels will be tested, whereas a larger number of 2-foot tunnels will be economically possible. A decision on the strain levels at which the various tunnels should be tested is required in this case.

Consider first the 10-foot tunnels, at test strain levels $c_1$ and $c_2$ for the two tunnels, the possible results or outcome from the tests of these two tunnels will be as follows:

$$(S_1, S_2), (S_1, F_2), (F_1, S_2), (F_1, F_2)$$

i.e. one or both of the tunnels may survive at the specified test strains $c_1$ and $c_2$, or none of them may survive.

Suppose also that from prior observational data, supplemented with judgment, the mean failure strain of ten-foot diameter tunnels is estimated to be $\mu'$, and standard deviation $\sigma'$. However, the mean failure strain contains uncertainty; hence, it may be assumed to be a random variable with normal distribution; i.e.

$$f'_\mu(x) = N(\mu', \sigma')$$

After the test results, the posterior statistics of the failure strain may be updated or revised depending on which outcome is realized. For example, if tunnel No. 1 survives the test strain $c_1$ whereas tunnel No. 2 fails at $c_2$, i.e. the outcome is $(S_1, F_2)$, then the posterior statistics for the mean failure strain of 10-foot tunnels are:

$$\mu'' = \int x f''_\mu(x) \, dx$$

$$\sigma''^2 = \int (x - \mu'')^2 f''_\mu(x) \, dx$$
where,

\[ f''(x) = P(u = x | \varepsilon_f \geq \varepsilon_1, \varepsilon_f < \varepsilon_2) \]

Assuming that the outcomes between the two tunnels are statistically independent,

\[ f''(x) = \frac{P(\varepsilon_f \geq \varepsilon_1 | u = x) P(\varepsilon_f < \varepsilon_2 | u = x)}{P(S_1) P(F_2)} \cdot f'_u(x) \]

\[ [1 - \Phi\left(\frac{\varepsilon_1 - x}{\sigma_f}\right)] \Phi\left(\frac{\varepsilon_2 - x}{\sigma_f}\right) \]

\[ = \frac{P(S_1) \cdot P(F_2)}{f'_u(x)} \]

in which,

\[ P(S_1) = P(\varepsilon_f \geq \varepsilon_1) = 1 - \Phi\left(\frac{\varepsilon_1 - \mu'}{\sigma_f}\right) \]

\[ P(F_2) = P(\varepsilon_f < \varepsilon_2) = \Phi\left(\frac{\varepsilon_2 - \mu'}{\sigma_f}\right) \]

and \( \Phi(-) \) is the cumulative probability of the standard normal distribution. The posterior distribution \( f'' \) for the other outcomes can be similarly determined.

The above results, of course, pertain to tunnels with 10-foot diameter. For purposes of discussion, suppose that the above analysis yield posterior estimates for the mean failure strain of 10-foot tunnels to be

\[ \mu'' = 2 \times 10^{-3} \]

and

\[ \sigma'' = 0.4 \times 10^{-3} \]

On the basis of the results for 10-foot tunnels, the mean failure strain for the full-size 20-foot diameter tunnels may be determined as follows:

\[ \varepsilon_f^{20} = A_{10} \varepsilon_f^{10} \]

where \( A \) is the bias factor, principally to take account of any size effect (the statistics of \( A \) may be determined from prior experience). The mean failure strain for 20-foot tunnels then may be expressed as

\[ \mu''_{20} = A \mu''_{10} \]
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Assuming $\bar{A} = 0.95$ and $\delta_{A} = 0.4$,

$$\mu_{20}^{\prime} = 0.95 \times (2 \times 10^{-3}) = 1.90 \times 10^{-3}$$

and the associated c.o.v. for the mean failure strain of 20-foot tunnels is

$$\delta_{20}^{\prime} = \sqrt{\frac{\delta_{A}^{2}}{\bar{A}} + \left(\frac{\sigma^{\prime}}{\mu^{\prime}}\right)^{2}} = \sqrt{0.4^{2} + 0.2^{2}} = 0.45$$

From which,

$$\sigma_{20}^{\prime} = 0.45 \times (1.90 \times 10^{-3}) = 0.86 \times 10^{-3}$$

At this point, if the prior information is $\mu_{20}^{\prime}$ and $\sigma_{20}^{\prime}$, which may be results from earlier tests, then the gain in information (or utility) accruable from the test of the two 10-foot diameter tunnels becomes

$$U = a\left(\frac{\sigma_{20}^{\prime} - \mu_{20}^{\prime}}{\mu_{20}^{\prime}}\right)^{2} + \left(\frac{\sigma_{20}^{\prime}}{\mu_{20}^{\prime}}\right)^{2}$$

Observe that, implicitly, $U$ is a function of $\epsilon_{1}$ and $\epsilon_{2}$. Hence, the optimal test strains may be obtained from maximizing $U$, i.e.

$$\frac{\partial U}{\partial \epsilon_{1}} = 0$$

and,

$$\frac{\partial U}{\partial \epsilon_{2}} = 0$$

The results would be the optimal strains that should be applied to the two 10-foot tunnels. Computer calculations will be necessary to obtain these results.
VII. ANALYSIS OF A RETALIATORY SYSTEM

7.1 Premise of Analysis

Another potential application of statistical decision concepts is in the evaluation of a new retaliatory system, such as the MX system which is currently under consideration and development. (For this discussion, consider a vertical shelter configuration.)

As a retaliatory system, the principal objective is to insure a minimum level of retaliation after the first strike by a potential adversary. In the case of the MX system, this may be the number of surviving missiles following an all out enemy attack.

The number of missiles that may be estimated to survive an enemy attack will depend on the following:

1. The number of shelters in the total system.
2. The probability that a "loaded" shelter will be targeted or under attack by an enemy warhead.
3. The probability that a missile will survive if it is under attack.

Mathematically, the number of surviving missiles may be expressed as

\[ \text{NSM} = P(S|A) P(A) \times N_m \]

where:

- \( \text{NSM} \) = number of surviving missiles after an enemy attack;
- \( N_m \) = total number of missiles in the MX system
- \( P(A) \) = probability that a "loaded" shelter will be under attack;
- \( P(S|A) \) = probability of a missile surviving the attack A.

The probability of attack, \( P(A) \), will depend on the attack strategy deployed by the enemy; i.e. it is a conditional probability \( P(A|D_i) \), where \( D_i \) is the strategy used by the enemy, such as the "one-on-one" or the "walk" scheme. In the "one-on-one" scheme, the enemy attacks with one warhead for each shelter; whereas, in the "walk" scheme, one warhead is aimed at a cluster of shelters.

On the other hand, the probability of survival, \( P(S|A) \), is a function of the hardness and the weapon-placement accuracy of the enemy's warhead. Spacing of the shelters may also be relevant if the enemy deploys the "walk" scheme; however, spacing may not be pertinent for the "one-on-one" scheme.

7.2 The Probability of Attack

Depending on the enemy's arsenal, there may be more than one option for his attack strategy. In other words, there may be several potential threats to a retaliatory system. Accordingly, the attack probability, \( P(A|D_i) \), will further depend on the attack strategy deployed by the enemy; moreover, this will obviously also depend on the quality of the enemy's intelligence.
The One-on-One Scheme -- One of the threats to the MX system is if the enemy chooses to deploy one warhead per given shelter. In this case, the probability that a "loaded" shelter will be under attack is a function of the enemy's intelligence and the number of successful RV's (re-entry vehicles) in the attack.

For the one-on-one threat, the probability that a given missile may be under attack can be developed as follows:

Let

\[ N_e = \text{number of successful enemy RV's in the attack}; \]
\[ N_m = \text{total number of missiles in the MX system; i.e. the number of shelters that are "loaded"}; \]
\[ N_s = \text{total number of vertical shelters in the system}. \]
\[ \beta = \text{a measure of enemy intelligence, expressed in terms of a fraction of loaded shelters that are known to or can be pin-pointed by the enemy}. \]

Observe that if the enemy has 0 intelligence, and chooses to deploy the one-and-one attack strategy, then this is equivalent to targeting the missiles at random among the \( N_s \) vertical shelters. This means

\[ \beta = \frac{m}{N_s}. \]

The probability of attack, if the enemy uses the one-on-one scheme, therefore, is given by

\[ P(A|1/1) = \beta \left( \frac{N_e}{N_m} \right) \]

For example, if the total number of shelters is 5,000, and among these, 250 are loaded, then assuming that half the "loaded" shelters can be identified by the enemy then

\[ \beta = \frac{250}{2,500} = 1/10 \]

In such a case, the probability of attack becomes

\[ P(A|1/1) = \frac{1}{10} \left( \frac{N_e}{N_m} \right). \]

Therefore, if the enemy can successfully deliver 250 RV's, the probability of attack of a missile is,

\[ P(A|1/1) = 0.1 \times \frac{250}{250} = 0.10 \]

The "Walk" Scheme -- In the case of the "Walk" scheme, the enemy would presumably aim his RV's at a cluster of shelters; that is, several (e.g. 3 or 4) shelters may be subject to the overpressure from a single weapon burst.
Again, suppose that there is a total of $N$ shelters, among which $N_m$ are "loaded". For purposes of this discussion, assume that the shelters are arranged in clusters of 4 in a square as shown in Fig. 7.1.

![Figure 7.1 Cluster of four shelters in a "square"

Then,

$$\frac{N_m}{\beta N_s} = \text{proportion of the total number of shelters that the enemy estimates are loaded.}$$

For a given target point or "square", the number of corners in the square that the enemy would estimate are loaded can be described as follows:

$$P(Y = y) = \binom{4}{y} \left( \frac{N_m}{\beta N_s} \right)^y \left( 1 - \frac{N_m}{\beta N_s} \right)^{4-y}$$

in which, $Y$ = the number of corners that the enemy will think are loaded. The expected value of $Y$ is

$$E(Y) = 4 \left( \frac{N_m}{\beta N_s} \right)$$

Let $X$ = number of corners that are actually loaded. The expected value of $X$ is,

$$E(X) = \beta E(Y) = 4 \left( \frac{N_m}{N_s} \right)$$

Obviously, the enemy can be expected to target only those squares that have at least one loaded shelter; i.e. $Y \geq 1$. On this assumption, the number of missiles in a square, however, may be estimated only in terms of its probability as follows:

$$P(Y = y | Y \geq 1) = \frac{1}{P(Y \geq 1)} \left[ \binom{4}{y} \left( \frac{N_m}{\beta N_s} \right)^y \left( 1 - \frac{N_m}{\beta N_s} \right)^{4-y} \right]; \text{ for } y \geq 1,$$

whereas, the corresponding expected value of $Y$ is

$$E(Y | Y \geq 1) = \sum_{y=1}^{4} y P(Y = y | Y \geq 1)$$

Alternatively, of course, the enemy may target only those squares with $Y \geq 2$, or $Y \geq 3$, or only those squares with $Y = 4$. In these latter cases, the corresponding
conditional probabilities and expected values of $Y$ are respectively as follows:

For squares with $Y \geq 2$:

$$P(Y = y | Y \geq 2) = \frac{1}{P(Y \geq 2)} \binom{4}{y} \left(\frac{N_m}{E_N}\right)^y \left(1 - \frac{N_m}{E_N}\right)^{4-y}; \quad y \geq 2$$

$$E(Y | Y \geq 2) = \sum_{y=2}^{4} y \cdot P(Y = y | Y \geq 2)$$

For squares with $Y \geq 3$:

$$P(Y = y | Y \geq 3) = \frac{1}{P(Y \geq 3)} \binom{4}{y} \left(\frac{N_m}{E_N}\right)^y \left(1 - \frac{N_m}{E_N}\right)^{4-y}; \quad y \geq 3$$

$$E(Y | Y \geq 3) = \sum_{y=3}^{4} y \cdot P(Y = y | Y \geq 3)$$

Finally for squares with $Y = 4$:

$$P(Y = 4 | Y = 4) = 1.0$$

$$E(Y | Y = 4) = 4.0$$

The conditional expected value of $X$, therefore, is

$$E(X | Y \geq y) = \mu E(Y | Y \geq y); \quad y = 1, 2, 3, 4$$

Again, assuming that each cluster consists of four shelters in a square, the total number of squares in the entire MX system, therefore, is

$$\frac{N_s}{4}$$

then, the number of squares with $(Y \geq 1)$ is,

Number of squares with $Y \geq 1 = \lceil P(Y = 1) + P(Y = 2) + P(Y = 3) + P(Y = 4) \rceil \times \frac{N_s}{4}$

Number of squares with $(Y \geq 2) = \lceil P(Y=2) + P(Y=3) + P(Y=4) \rceil \frac{N_s}{4}$

Number of squares with $(Y \geq 3) = \lceil P(Y=3) + P(Y=4) \rceil \frac{N_s}{4}$

and,

Number of squares with $(Y = 4) = P(Y=4) \times \frac{N_s}{4}$
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Therefore, if the enemy targets only those squares with \( Y \geq 2 \), the number of successful RV's needed by the enemy will be

\[
[P(Y=2) + P(Y=3) + P(Y=4)] \frac{N}{4}.
\]

In which case, the number of loaded shelters that will be under attack will be

\[
E(X|Y \geq 2) \times \text{(No. of squares with } Y \geq 2)\]

Hence, the probability that a given missile will be under attack becomes

\[
P(A|\text{Walk}) = \frac{E(X|Y \geq 2) \times \text{(No. of squares with } Y \geq 2)}{N_m}.
\]

**Numerical Example**

Suppose that the MX system consists of 4600 shelters, among which 200 of them are loaded with intercontinental missiles. It is probably reasonable to assume that this information is known by the enemy. However, at any given time, the enemy would not know exactly where the 200 missiles may be placed among the 4600 shelters. To illustrate the above model, assume that the intelligence measure of the enemy is \( \beta = 1/10 \). In this case, \( \beta' = \frac{200}{4600} = \frac{1}{23} \) would be equivalent to the absence of intelligence information.

Therefore,

\[
\frac{N_m}{N_s} = \frac{200}{0.1 \times 4600} = 0.435
\]

from which,

\[
P(Y = 0) = (0.435)^0 (1 - 0.435)^4 = 0.102
\]

\[
P(Y = 1) = 4(0.435) (1 - 0.435)^3 = 0.314
\]

\[
P(Y = 2) = \frac{4!}{2!} (0.435)^2 (1 - 0.435)^2 = 0.362
\]

\[
P(Y = 3) = \frac{4!}{3!} (0.435)^3 (1 - 0.435) = 0.186
\]

\[
P(Y = 4) = (0.435)^4 = 0.036
\]

Then, the number of squares with \( Y \geq 1 \) = \( (1 - 0.102) \frac{4600}{4} = 1033 \).
Similarly:

number of squares with \( Y \geq 2 \) = \((1 - 0.102 - 0.314) \times 1150 = 672 \)

number of squares with \( Y \geq 3 \) = \((0.186 + 0.036) \times 1150 = 255 \)

number of squares with \( Y = 4 \) = 0.036 \times 1150 = 41.

Also,

\[
E(Y|Y \geq 1) = \frac{1}{0.898} \times (1 \times 0.314 + 2 \times 0.362 + 3 \times 0.186 + 4 \times 0.036)
\]

\[= 1.94\]

Similarly,

\[
E(Y|Y \geq 2) = 2.44
\]

\[
E(Y|Y \geq 3) = 3.16
\]

\[
E(Y|Y = 4) = 4.00
\]

and,

\[
E(X|Y \geq 1) = \frac{1}{10} \times 1.94 = 0.194
\]

\[
E(X|Y \geq 2) = \frac{1}{10} \times 2.44 = 0.244
\]

\[
E(X|Y \geq 3) = \frac{1}{10} \times 3.16 = 0.316
\]

\[
E(X|Y = 4) = \frac{1}{10} \times 4.00 = 0.400
\]

The last four figures given above are simply the expected number of corners with \( Y \geq 1 \), \( Y \geq 2 \), \( Y \geq 3 \), and \( Y = 4 \); these will, of course, not be realized in practice.

If the enemy chooses to attack only those squares containing at least two loaded shelters, i.e. \( Y \geq 2 \), then the number of RV's that he must successfully deploy is 672. If the enemy has this capability, the expected number of missiles in the MX system that will be under attack is 672 \times 0.244 = 164. Therefore, the proportion among the 200 missiles that will be under attack is

\[
P(A|\text{walk}) = \frac{164}{200} = 0.82
\]

On the other hand, if the enemy has limited capability, say less than 300 RV's, he may have to target only those squares in the MX system with \( Y \geq 3 \); according to the above calculations, the number of successful RV's required in this case will be 255. Accordingly, the expected number of missiles in the MX system that will be under attack is 255 \times 0.316 = 81. Then, the proportion of the active missiles that will be under attack is
To achieve or insure a given survival probability, the necessary hardness (e.g. expressed in terms of overpressure capacity) must be designed into the individual shelter, as well as of its components such as the shock isolation system and the closure. The required hardness may be determined by applying the appropriate "factor of safety" which is simply a factor that may be used to amplify the weapon-induced overpressure in order to determine the required over capacity of the shelter for insuring the desired survival probability. For this purpose, the appropriate relationship between survival probability and the median safety factor ought to be developed, which may be in the form shown schematically in Fig. 7.2.

That is, hardness may be defined as the median overpressure capacity of a shelter or of its associated components. In this context, it is a function of the desired probability of survival against a given overpressure environment, as indicated in Fig. 7.2. Conversely, the probability of survival is a function of the relative positions between the PDF (probability density function) of the applied overpressure and the PDF of the overpressure capacity of a shelter as shown in Fig. 7.3. The relative positions may be given in terms of the ratio of the median overpressure capacity to the median of the applied overpressure, \( R/S \), which may be called the median safety factor. Additionally, the survival probability is also a function of the uncertainty in the applied environment as well as in the overpressure capacity of the shelter. The uncertainties in the applied overpressure will include those associated with the following factors:
inaccuracy in the overpressure-distance relationship;
error in the estimation of the coupling effect;
the determination of the effect of the height-of-burst;
the analysis of the effect of soil-structure interaction, among others.

The uncertainties in the overpressure capacity of a shelter facility will include those arising from the following:
inaccuracy in the determination of the strength of vertical concrete/steel cylinder;
the determination of the strength of closure;
the determination of the capacity of a shock isolation system;
error in the calculation of the response, etc.

7.4 A Trade-Off Problem

If a missile is under attack, its probability of survival under a "one on one" threat would be lower than that under a "walk" scheme. On the other hand, for the same number of RV's and the same enemy intelligence, the probability that a missile will be under attack is correspondingly lower with the "one on one" scheme compared with the "walk" scheme, especially if the shelters are spaced sufficiently far apart.

In short, the number of surviving missiles is a function of the probability of attack as well as the conditional probability of surviving an attack. If there is a relative likelihood that the enemy may employ one or the other schemes, say with probabilities $p_o$ and $p_w$ in the case of the "one-on-one" and "walk" schemes such that $p_o$ and $p_w = 1.0$, then the expected NSM is

$$NSM = \left[ 1 - P(F|A_o) P(A_o) \right] p_o + \left[ 1 - P(F|A_w) P(A_w) \right] p_w \hspace{1cm} N_m$$

where $P(F|A) =$ conditional probability of failure given an attack.

In the case of the "one-on-one" scheme the probability of attack $P(A_o)$ is simply a function of $N_e$, $N_m$ and $\beta$. Implicitly, this probability is also a function of the total number of shelters $N_S$, since $\beta$ is implicitly a function of $N_S$.

The probability of survival of a given missile, once it is under attack, will be fairly low in the case of the "one-on-one" attack scheme. Its chance of surviving an enemy RV will be largely due to the weapon inaccuracy, i.e. the CEP. Furthermore, the probability of survival, $P(S|A_o)$, will not be affected by the spacings between the shelters if the enemy deploys the "one-on-one" scheme.

However, in the case of the "walk" scheme, the probability of attack $P(A_w)$, is a function of $N_e$, $N_m$, $N_S$, and $\beta$. That is,
Figure 7.3 Probability of failure
\[ P(A_w) = g(N_e, N_m, N_s, \beta) \]

Increasing the number of shelters, \(N_s\), will decrease \(P(A_w)\), and thus increases the NSM; this would mean using closer spacings among the shelters for the same land area or the same total cost. However, for a given shelter hardness, the probability of survival, of course, will decrease with closer spacings. The spacing may be increased by using fewer shelters; this, will have the effect of increasing \(P(A_w)\) but will also increase \(P(S|A_w)\).

Increasing the hardness of the shelter (i.e. increasing its overpressure capacity) against a given weapon yield will also increase the probability of survival \(P(S|A_w)\).

In other words, in the case of the "walk" scheme, there is an optimal expected NSM between using large spacing (say 9,000 ft) with fewer shelters vs. using closer spacing (say 4,000 ft) with correspondingly larger number of shelters and higher level of shelter hardness. That is, for the "walk" scheme, increasing the hardness as well as increasing the spacings between shelters will increase the survival probability; however, within a finite land area or limited budget, larger spacings between the shelters will mean smaller number of shelters and thus increasing the probability of attack \(P(A_w)\) of the missiles.

In this light, there is therefore a trade-off between spacing and hardness in order to achieve the maximum possible NSM (the number of surviving missiles), within a given total budget for the MX system. In order to perform such a trade-off study between these major factors, the necessary information must be developed. Such information would include the following.

1. The relationship between the probability of attack \(P(A_w)\) as a function of the variables \(N_e, N_m, N_s\), and \(\beta\). These relationships may then be used to develop the relationships of \(P(A_w)\) as a function of the shelter spacing.

2. In the case of the probability of survival, \(P(S|A_w)\), increasing the spacing between shelters will correspondingly decrease the overpressure on a given shelter for a given weapon yield, and thus increases the probability of survival. Also, increasing the hardness of a shelter will increase the survival probability since the capacity of the shelter to withstand the applied overpressure will correspondingly increase. These relationships should also be developed.
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Appendix A: Evaluation of Utility in a Decision Tree

The procedure is as follows:

(i) Rank the events involved in the decision tree in order of preference such that \( E_1 > E_2 > \ldots > E_n \); where the symbol > means "is preferred to."

(ii) Assign \( u(E_1) = 1.0 \) and \( u(E_n) = 0 \).

(iii) Establish the value of \( p \) such that the decision maker is indifferent between the following lotteries:

\[
\begin{align*}
1.0 & \sim E_2 \\
& \sim (1-p) E_n
\end{align*}
\]

thus, \( u(E_2) = pu(E_1) + (1-p) u(E_n) \)

\[
= p
\]

(iv) Repeat step (iii) \( n-3 \) times with \( E_2 \) replaced each time by \( E_3, \ldots, E_{n-1} \) respectively; the value of \( p \) obtained for different \( E_i \) will generally be different.

(v) At this step, a set of utilities for \( E_1, E_2, \ldots, E_n \) has been determined. However, to provide cross checking on these values, one may start another series of inquiry using \( u(E_1) \) and \( u(E_{n-1}) \) as the set of new reference points and determine a new utility value for \( E_2 \), namely \( u'(E_2) \), such that indifference is achieved as follows:

\[
\begin{align*}
1.0 & \sim E_2 \\
& \sim (1-p) E_{n-1}
\end{align*}
\]

where \( u'(E_2) = p u(E_1) + (1-p) u(E_{n-1}) \)

\[
= p + (1-p) u(E_{n-1})
\]

If the utility values are consistent, \( u'(E_2) \) should be equal to \( u(E_2) \) as determined earlier in step (iii).

(vi) Repeat step (v) \( n-4 \) times with \( E_2 \) replaced each time by \( E_3, \ldots, E_{n-2} \), respectively.

If any inconsistencies are found in the above procedure, repeat the questioning process until all utility values agree satisfactorily.
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APPENDIX B: DETERMINATION OF UTILITY FUNCTION

A procedure for determining a utility function is as follows:

(i) Identify the range of values of the specific attribute covered by the decision analysis.
(ii) Assign utility values of 1.0 and 0, respectively, to the utilities of the two extremes.
(iii) The utility of an intermediate value of the attribute may be determined from the value of X such that indifference is achieved by the decision maker on the following lotteries:

\[
\begin{array}{c}
\text{1.0} \\
\sim \\
\text{0.5} \\
\text{0.5} \\
\text{0.5} \\
\text{*X}
\end{array}
\]

Hence, \[u(X_1) = 0.5u(X^*) + 0.5u(*X)\]

\[= 0.5 \times 1 + 0.5 \times 0 = 0.5\]

where \(X^*\) and \(*X\) are, respectively, the extreme values of the attributes with utilities 1.0 and 0, respectively.

(iv) Repeat step (iii) by replacing \(X^*\) by \(X_1\); the utility of another value of the attribute could be obtained from the following pair of indifferent lotteries:

\[
\begin{array}{c}
\text{1.0} \\
\sim \\
\text{0.5} \\
\text{0.5} \\
\text{0.5} \\
\text{*X}
\end{array}
\]

Hence, \[u(X_2) = 0.5u(X_1) + 0.5u(*X)\]

\[= 0.5 \times 0.5 + 0.5 \times 0 = 0.25\]

(v) Repeat the above procedure by varying the values of the attribute on the 50-50 lottery, to obtain the utilities for other attribute values.
(vi) Plot the utility values as a function of the attribute value \(X\), and fit a curve through the set of points. The resultant curve is the utility function.
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