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The subject of differential equation constitutes a large and very important branch of modern mathematics. From the early days of Calculus the subject has been an area of great theoretical research and practical applications, and it continues to be so to date. Therefore, a natural question arises: How does one obtain useful information from a differential equation. The answer is essentially that if it is possible to do so, one solves the differential equation to obtain a solution, if it is not possible, one uses the theory of differential equations to obtain information about the solution. In the following text we will investigate some ordinary differential equations in self-adjoint form and when possible determine the behavior of solutions without actually solving the differential equation.
The following definitions will be used:

**SELF-ADJOINT EQUATION** is a second order linear differential equation of the form \( r(x)y'' + p(x)y = 0 \), where \( r(x) \) and \( p(x) \) are continuous and \( r(x) > 0 \) on an interval \( a \leq x \leq b \).

**A BOUNDARY-VALUE PROBLEM** is a problem which consists of:

1. a second order homogeneous linear differential equation of the form \( r(x)y'' + [p(x) + \lambda q(x)]y = 0 \), where \( p, q, \) and \( r \) are real valued functions such that \( q \) has a continuous derivative, \( p \) and \( r \) are continuous, \( q(x) > 0 \) and \( r(x) > 0 \) for all real \( x \) on an interval \( a \leq x \leq b \), and \( \lambda \) is a parameter independent of \( x \).

2. two supplementary conditions
   
   \[
   A_1 y(a) + A_2 y'(a) = 0 \\
   B_1 y(b) + B_2 y'(b) = 0
   \]

   where \( A_1, A_2, B_1, \) and \( B_2 \) are real constants such that \( A_1 \) and \( A_2 \) are not both zero and \( B_1 \) and \( B_2 \) are not both zero.

**A STURM-LIOUVILLE PROBLEM** consists of a differential equation of the form \( r(x)y'' + [p(x) + \lambda q(x)]y = 0 \), and boundary conditions

\[
A_1 y(a) + B_1 y'(a) = 0 \\
A_2 y(a) + B_2 y'(a) = 0.
\]

**A SINGULAR STURM-LIOUVILLE EQUATION** has any one of the following conditions:

1. the interval is finite and \( p(x) \) vanishes at one or both endpoints,
2. the interval is infinite or semi-infinite.
A REGULAR STURM-LIOUVILLE EQUATION has an interval which is closed and finite, that is, for every real x the a ≤ x ≤ b.

EIGENVALUES are the values of λ in the differential equation
\[ \frac{d}{dx} \left[ r(x) y' \right] + \left[ p(x) + q(x) \right] y = 0, \]
for which there exist nontrivial solutions of the problem.

EIGENFUNCTIONS are the corresponding nontrivial solutions themselves.

The unique graph of the solutions to an initial value problem in an appropriate region is often referred to as a solution path.

The isolated critical point (0,0) is called a saddle point if there exists a neighborhood of (0,0) in which the following conditions hold:

1. There exist two paths which approach and enter (0,0) from opposite directions as \( t \to \infty \) and there exist two other paths which approach and enter (0,0) from different opposite directions as \( t \to -\infty \).

2. In each of the four domains between any two of the four paths in (1) there are infinitely many paths which are arbitrarily closed to (0,0) but which tend away from (0,0) as \( t \to +\infty \) and as \( t \to -\infty \).
In the study of self-adjoint equations we need a well-known theorem on point sets which is the Bolzano-Wiestrass Theorem. Now suppose \( E \) is a set of points on the \( x \)-axis. A point \( x_0 \) is called a limit point of \( E \) if there exist a sequence of distinct points \( x_1, x_2, x_3, \ldots \) of \( E \) such that \( \lim_{n \to \infty} x_n = x_0 \). The Bolzano-Wiestrass Theorem states that every infinite set \( E \) has at least one limit point.

All differential equations can be put in self-adjoint form. In the discussion that follows we will be investigating the zeros of the solutions of self-adjoint equations.

**Theorem 1.** Let \( f(x) \) be a solution of \( [f(x)y'] + p(x) = 0 \) whose first derivative \( f'(x) \) exists and is defined on \( a \leq x \leq b \). If \( f(x) \) has an infinite number of zeros on \( a \leq x \leq b \) then \( f(x) \equiv 0 \) for all \( x \) on \( a \leq x \leq b \).

**Proof:** Since \( f(x) \) has an infinite number of zeros on \( [a, b] \) then by the Bolzano-Wiestrass Theorem the set of zeros has a limit point \( x_0 \), where \( x_0 \in [a, b] \). Thus there exist a sequence \( \{x_n\} \) of zeros which converge to \( x_0 \) (with \( x_n \neq x_0 \)). Since \( f(x) \) is continuous then \( \lim_{x \to x_0} f(x) \), where \( x \to x_0 \) through any sequence of points \( x \to x_0 \) on \( [a, b] \). Let \( x \to x_0 \) through the sequence of zeros \( \{x_n\} \). Then \( \lim_{x \to x_0} f(x) = 0 = f(x_0) \). Since \( f'(x) \) exists, we have

\[
f'(x_0) = \lim_{x \to x_0} \frac{f(x) - f(x_0)}{x - x_0}
\]

where \( x \to x_0 \) through the sequence \( \{x_n\} \). Now for such points \( f(x) - f(x_0) \) \( \frac{1}{x - x_0} \) we have \( f'(x) = 0 \). Therefore by the Uniqueness
Theorem for Differential Equations: \( f(x) \) is a solution of a self-adjoint equation such that \( f(x_0) = f'(x_0) = 0 \) for all \( x \) on \( a \leq x \leq b \). Q.E.D.

**ABEL'S FORMULA.** Given two solutions \( f(x) \) and \( g(x) \) of a self-adjoint equation on an interval \( a \leq x \leq b \), then for all \( x \) on \( a \leq x \leq b \) we have \( r(x) [f(x)g'(x) - f'(x)g(x)] = K \).

Proof: Since \( f(x) \) and \( g(x) \) are solutions of a self-adjoint equation on \( a \leq x \leq b \), we have
\[
\begin{align*}
[r(x)f'(x)]' + p(x)f(x) &= 0 \quad (2) \\
[r(x)g'(x)]' + p(x)g(x) &= 0 \quad (3)
\end{align*}
\]

Multiplying equation (2) by \(-g(x)\) and equation (3) by \(-f(x)\) and adding the resultant equations we obtain
\[
f(x) [f(x)g'(x)]' - g(x) [r(x)f'(x)]' = 0.
\]

Integrating from \( a \) to \( x \) and using integration by parts we have
\[
\begin{align*}
\left[ f(t)g'(t) \right]_a^x - \int_a^x g(t)f'(t)dt &= g(t)r(t) - \int_a^x r(t)f'(t)dt \\
+ \int_a^x r(x)f'(t)g'(t)dt &= 0
\end{align*}
\]

which reduces to
\[
r(x) [f(x)g'(x) - f'(x)g(x)] = r(a) [f(a)g'(a) - f'(a)g(a)]
\]
The right hand member is a constant and by letting \( K \) represent this constant we have \( r(x) [f(x)g'(x) - f'(x)g(x)] = K \) Q.E.D.

**Lemma 1.** If two solutions \( f(x) \) and \( g(x) \) of a self-adjoint equation have a common zero then they are linearly dependent. Conversely, if \( f(x) \) and \( g(x) \) are linearly dependent solutions, neither identically zero, then if one of them vanishes at \( x = x_0 \) so does the other.
Proof: For the first part we shall apply Abel's Formula. Let \( x_0 \in [a, b] \) be a common zero of \( f(x) \) and \( g(x) \). Letting \( x = x_0 \) we obtain \( k = 0 \); hence, \( r(x) [f(x)g'(x) - f'(x)g(x)] = 0 \) for all \( x \in [a, b] \). Since we have assumed \( r(x) > 0 \) on \( a < x < b \) this means that the quantity in the brackets must be zero. But the quantity in the brackets is \( W(f, g)(x) \) which is the Wronskian for \( f \) and \( g \). By Wronskian definition of linearly dependent, if the determinant

\[
W[f(x), g(x)] = \begin{vmatrix} f(x) & g(x) \\ f'(x) & g'(x) \end{vmatrix} = 0
\]

then the solutions \( f(x) \) and \( g(x) \) are linearly dependent.

Second part. Since \( f(x) \) and \( g(x) \) are linearly dependent on \( a < x < b \), then there exist constants \( c_1 \) and \( c_2 \), not both zero, such that \( c_1 f(x) + c_2 g(x) = 0 \). By our hypothesis, neither \( f(x) \) or \( g(x) \) is zero. Hence if \( c_1 = 0 \) then \( c_2 g(x) = 0 \), but \( g(x) \neq 0 \) which means \( c_2 \) must be zero. But this is a contradiction to \( c_1 \) and \( c_2 \) both being zero. Hence \( c_1 \neq 0 \) and \( c_2 \neq 0 \). By letting \( x = x_0 \) then if \( f(x_0) = 0 \) then \( g(x_0) = 0 \). Q.E.D.

Theorem 2. (Sturm Separation Theorem). Let \( f(x) \) and \( g(x) \) be linearly independent solutions of \( [r(x)y']' + p(x)y = 0 \) on the interval \( a < x < b \), then between any two consecutive zeros of \( f(x) \) there is precisely one zero of \( g(x) \).

Proof: Let \( x_1 \) and \( x_2 \) be two consecutive aeras of \( f(x) \) on \( [a, b] \). Then by lemma 1 we know that \( g(x_1) \neq 0 \) and \( g(x_2) \neq 0 \). Assume that \( g(x) \) has no zero on \( x_1 < x < x_2 \). Since the solutions \( f(x) \) and \( g(x) \) have continuous derivatives on \( a, b \) then the quotient \( f(x)/g(x) \) has a continuous derivative on \( x_1 < x < x_2 \).
Furthermore \( f(x)/g(x) = 0 \) at the endpoints of this interval. Hence by Rolle's Theorem there exist \( x_1 < x < x_2 \) such that

\[
\left[ \frac{f(x)}{g(x)} \right]' = 0
\]

But

\[
\left[ \frac{f(x)}{g(x)} \right]' = \frac{W(f, g)(x)}{g(x)^2}
\]

and since \( f(x) \) and \( g(x) \) are linearly independent on \( a \leq x \leq b \), we have \( \left[ f(x)/g(x) \right]' \neq 0 \) on \( x_1 < x < x_2 \). But this is a contradiction. Hence \( g(x) \) has at least one zero on \( x_1 < x < x_2 \).

Now suppose \( g \) has more than one zero in \( x_1 < x < x_2 \). Let \( x_3 \) and \( x_4 \) be the two consecutive zeros of \( g \). By interchanging \( f \) and \( g \) in the above discussion, this shows that \( f \) must have at least one zero, say \( x_5 \), in the open interval \( x_3 < x < x_4 \). Then we would have \( x_1 < x_5 < x_2 \) meaning that \( x_1 \) and \( x_2 \) are not consecutive zeros of \( f \). This is a contradiction to our assumption that \( x_1 \) and \( x_2 \) were consecutive zeros. Therefore \( g \) has precisely one zero in the interval \( x_1 < x < x_2 \). Q.E.D.

**Theorem 3.** (Sturm Comparison Theorem) Let \( f(x) \) be a solution of \( r(x)y'' + p(x)y = 0 \) and \( g(x) \) be a solution of \( r(x)y'' + p_1(x)y = 0 \). Let \( r(x) > 0 \) and have a continuous derivative and let \( p(x) \) and \( p_1(x) \) be continuous and \( p_1(x) > p(x) \). If \( x_1 \) and \( x_2 \) are consecutive zeros of \( f(x) \) on \( [a, b] \), then \( g(x) \) has at least one zero at some point on the interval \( x_1 < x < x_2 \).

**Proof:** Assume \( g(x) \) does not have a zero on the interval \( x_1 < x < x_2 \). By our hypothesis we have

\[
\left[ r(x)y' \right]' + p(x)y = 0
\]

\[
\left[ r(x)y' \right]' + p_1(x)y = 0
\]
for all \( x \in [a, b] \). Now we multiply the first equation by \( g(x) \) and the second equation by \( f(x) \) and subtract. The resultant equation is

\[
\frac{d}{dx} \left[ r(x) f'(x) g(x) \right] - f(x) \frac{d}{dx} \left[ f(x) g'(x) \right] = \left[ p_1(x) - p(x) \right] f(x) g(x)
\]

The left hand side of the equation yields

\[
\frac{d}{dx} \left[ r(x) f'(x) g(x) \right] - f(x) \frac{d}{dx} \left[ f(x) g'(x) \right] = \left\{ f(x) \left[ f'(x) g(x) - f(x) g'(x) \right] \right\}.
\]

Therefore

\[
\frac{d}{dx} \left[ f(x) \left[ f'(x) g(x) - f(x) g'(x) \right] \right] = \left[ p_1(x) - p(x) \right] f(x) g(x).
\]

Integrating from \( x_1 \) to \( x_2 \) we have

\[
\int_{x_1}^{x_2} \left[ f(x) \left[ f'(x) g(x) - f(x) g'(x) \right] \right] dx = \int_{x_1}^{x_2} \left[ p_1(x) - p(x) \right] f(x) g(x) dx
\]

or

\[
r(x) \left[ f'(x) g(x) - f(x) g'(x) \right] |_{x_1}^{x_2} = \int_{x_1}^{x_2} \left[ p_1(x) - p(x) \right] f(x) g(x) dx
\]

Since \( f(x_1) = f(x_2) = 0 \) then the above equation becomes

\[
r(x_2) f'(x_2) g(x_2) - r(x_1) f'(x_1) g(x_1) = \int_{x_1}^{x_2} \left[ p_1(x) - p(x) \right] f(x) g(x) dx
\]

(4)

By our hypothesis \( r(x_2) > 0 \). Now since \( f(x_2) = 0 \) and \( f(x) > 0 \) on \( x_1 < x < x_2 \), we have \( f'(x_2) < 0 \). Also since \( g(x) > 0 \) then \( g(x_2) \geq 0 \). Hence \( r(x_2) f'(x_2) g(x_2) \leq 0 \). In a similar manner, we have

\[
r(x_1) f'(x_1) g(x_1) \geq 0.
\]

Therefore the left hand side of equation (4) is not positive. Also, by our hypothesis \( p_1(x) > p(x) \) implies that \( p_1(x) - p(x) > 0 \). So the right hand side of equation (4) is positive. This is a contradiction to the assumption that \( g(x) \) does not have a zero on the interval \( x_1 < x < x_2 \). Q.E.D.

Theorem 4. (Osgood Theorem) Suppose \( p(x) > 0 \) and \( p'(x) \leq 0 \) on the interval \( 0 < x < \omega \) and let \( y(x) \) be an arbitrary solution of \( y''' + p(x)y = 0 \). If \( x = a \) and \( x = b \) are two consecutive zeros of \( y'(x) \) then \( |y(b)| \leq |y(a)| \).
Proof: Suppose $p'(x) = 0$ on the interval $a < x < b$, then $p(x)$ is constant and $|y(b)| = |y(a)|$. If $p'(x) \neq 0$ and $y(x)$ is a solution of $y'' + p(x) = 0$ then the equation becomes

$$y''(x) + p(x)y(x) = 0 \quad (5)$$

Multiplying equation (5) by $2y'(x)$ and integrating the resultant equation over the interval $a, b$ we obtain

$$
y'^2(x) \bigg|_a^b + \int_a^b p(x)[y^2(x)]' \, dx = 0
$$

The first term on the left is zero, therefore our equation becomes

$$\int_a^b p(x) y^2(x) \, dx = 0.$$ 

Using integration by parts we have

$$\int_a^b p(x) y^2(x) \, dx = p(b)y^2(b) - p(a)y^2(a) - \int_a^b p'(x)y^2(x) \, dx = 0$$

or

$$p(b)y^2(b) - p(a)y^2(a) = \int_a^b p'(x)y^2(x) \, dx \quad (6)$$

Suppose $y^2(b) > y^2(a)$, then $p(b)y^2(b) - p(a)y^2(b)$

$$p(b)y^2(b) - p(a)y^2(a),$$

then $p(b)y^2(b) - p(a)y^2(b)$ is greater than both the left and right members of equation (6). It follows that

$$p(b)y^2(b) - p(a)y^2(b) > p(b)y^2(b) - p(a)y^2(a)$$

$$- p(a)y^2(b) > - p(a)y^2(a)$$

$$p(a)y^2(b) < p(a)y^2(a)$$

But this contradicts our assumption $y^2(b) > y^2(a)$. Therefore

$$y^2(b) \leq y^2(a) \quad (7)$$

and $|y(b)| \leq |y(a)|$ on the interval $0 \leq x < \infty$. Q.E.D.

**Theorem 5.** Let $r(x)$ be positive and suppose that $r(x)$ and $p(x)$ are continuous on the interval $0 < x < \infty$. If

$$\int_0^\infty \frac{1}{r(x)} \, dx = + \infty,$$ 

and

$$\int_a^b p(x) y^2(x) \, dx = 0.$$ 

then

$$y^2(b) \leq y^2(a).$$

Therefore

$$y^2(b) \leq y^2(a) \quad (7)$$

and $|y(b)| \leq |y(a)|$ on the interval $0 \leq x < \infty$. Q.E.D.
\[
\int_{1}^{\infty} p(x)dx = + \infty
\]  

Then every solution \( y(x) \) of equation (1) vanishes infinitely often on the interval \( 1 \leq x \leq \infty \). Similarly, in the intervals

\[
\int_{c}^{1} \frac{1}{r(x)} \, dx = + \infty, \quad \text{and}
\int_{c}^{1} p(x)dx = + \infty
\]

then every solution \( y(x) \) of equation (1) vanishes infinitely often on the interval \( 0 < x < 1 \).

**Theorem 6.** Every nontrivial solution of \( \int r(x)y'' \, dx + p(x)y = 0 \)
has at most a finite number of zeros on the interval \( a \leq x < \infty \), if

\[
\int_{a}^{\infty} \frac{1}{r(x)} \, dx < + \infty, \quad \text{and}
\int_{a}^{\infty} p(x)dx \leq M
\]

where \( M \) is any positive constant.

**Theorem 7.** (Lienard-Levinson-Smith Theorem) A differential equation

\[
\frac{d^2 x}{dt^2} + f(x) \frac{dx}{dt} + g(x) = 0
\]

where \( f, g, \) and \( F \) defined by \( F(x) = \int f(u)du \) and \( G \) defined by \( G(x) = \int g(u)du \) are real functions having the following properties:

1. \( f \) is even and continuous for all \( x \).
2. there exists a number \( x_0 > 0 \) such that \( F(x) \leq 0 \) for \( 0 < x < x_0 \), \( F(x) > 0 \) and monotonic increasing for \( x > x_0 \). Furthermore we have \( F(x) \to \infty \) as \( x \to \infty \).
3. \( g \) is odd, has a derivative for all \( x \), and \( g \) is such that \( g(x) > 0 \) for \( x \geq 0 \).
4. $g(x) \to \infty$ as $x \to \infty$.

Then the differential equation \( \frac{d^2x}{dt^2} + f(x)\frac{dx}{dt} + g(x) = 0 \)

has a unique nontrivial periodic solution. In other words the equivalent autonomous system \( \frac{dx}{dt} = y, \quad \frac{dy}{dt} = -f(x)y - g(x) \)

has a unique closed path in the $xy$ plane.

Proof: Recall an autonomous system is a system in which the independent variable appears only in the differentials on the left members and not in the functions on the right. In the above system, $t$ is the independent variable. Considering the differential equation \( \frac{d^2x}{dt^2} + f(x)\frac{dx}{dt} + g(x) = 0 \) where $f(x) = E(x^2 - 1)$, $E$ constant, and $g(x) = x$ we have the well known Van der Pol equation

\[
\frac{d^2x}{dt^2} + E(x^2 - 1)\frac{dx}{dt} + x = 0.
\]

It follows that \( F(x) = \int_0^x f(u)du \)

\[
= \int_0^x E(u^2 - 1)du
\]

\[
= E\left(\frac{u^3}{3} - u\right) \bigg|_0^x
\]

\[
= E\left(\frac{x^3}{3} - x\right)
\]

and \( G(x) = \int_0^x g(u)du \)

\[
= \int_0^x ud\mu = \frac{x^2}{2}.
\]

Checking to see if our properties hold we have

1. since $f(-x) = E(x^2 - 1) = f(x)$, then the function $f$ is even and clearly $f$ is continuous for all $x$. 

\[\]
2. \( F(x) = \varepsilon(x^3/3 - x) = x^2/3(x^2 - x) \). Here
   
   \[
   F(\sqrt{3}) = 0
   \]
   
   \[
   F(x) < 0 \text{ if } x < \sqrt{3}
   \]
   
   \[
   F(x) > 0 \text{ if } x > \sqrt{3}
   \]
   
   \( F(x) \) is monotone increasing and \( F \to \infty \)

   as \( t \to \infty \).

3. Since \( g(-x) = -x = -g(x) \), it follows that the function \( g(x) \) is odd. Also since \( g'(x) = 1 \), then the derivative of \( g \) is continuous for all \( x \). It is obviously true that \( g(x) > 0 \) for \( x > 0 \).

Therefore the Van der Pol equation \( \frac{d^2y}{dt^2} + \varepsilon(x^2 - 1) \frac{dx}{dt} + x = 0 \)

satisfies all the properties of the Lienard-Levinson-Smith Theorem and the equation has a unique nontrivial periodic solution.

Furthermore the equivalent autonomous system

\[
\frac{dx}{dt} = y \\
\frac{dy}{dt} = \varepsilon(1 - x^2)y - x
\]

has a unique closed path. Reducing the above autonomous system to a differential equation of the paths, we have,

\[
\frac{dy}{dt} = \frac{\varepsilon(1-x^2)y - x}{y}
\]

Using the chain rule we have

\[
\frac{dy}{dx} = \frac{\varepsilon(1-x^2) - x}{y}
\]

Q.E.D.

Now we will discuss how to put differential equations in self-adjoint form. Given a linear differential equation of the second order

\[
a(x)y'' + b(x)y' + c(x)y = 0
\]

(13)
where \(a(x) > 0\) and \(a(x), b(x), \text{and } c(x)\) are continuous on the interval \([a,b]\), this equation can be put in self-adjoint form by the following procedure: First multiply both members of the equation by the function

\[
\frac{1}{a(x)} e^{\int_a^b \frac{b(x)}{a(x)} \, dx}
\]

Next set \(r(x) = \int_a^b \frac{b(x)}{a(x)} \, dx\)

\(p(x) = c(x) e^{\int_a^b \frac{b(x)}{a(x)} \, dx}\)

The self-adjoint equation will be \([r(x)y']' + p(x)y = 0\). A necessary and sufficient condition that equation (13) be self-adjoint is that \([a(x)]' = b(x)\) on \(a \leq x \leq b\).

Using the above procedure, we shall put the Bessel, Hermite, and Laguerre equations in self-adjoint form. Consider the Bessel equation

\[
x^2 y'' + xy' + (x^2 - n^2)y = 0,
\]

where \(n\) is a constant. It follows that

\[
\frac{1}{a(x)} e^{\int_a^b \frac{b(x)}{a(x)} \, dx} = \frac{1}{x^2} e^{\int_1^x \frac{1}{x} \, dx} = \frac{1}{x}.
\]

Multiplying both members of the Bessel equation by \(1/x\), we have

\[
xy'' + y' + \left(\frac{x^2 - n^2}{x}\right)y = 0,
\]

Therefore \(r(x) = x\) and \(p(x) = \frac{x^2 - n^2}{x}\), and the self-adjoint form of the Bessel equation is

\[
xy'' + (x - n^2)y = 0 \quad (14)
\]

Consider the Hermite equation

\[
y'' - 2xy' + 2ny = 0 \quad \text{where } n\]

is a constant, we have

\[
\frac{1}{a(x)} e^{\int_a^b \frac{b(x)}{a(x)} \, dx} = e^{\int x dx} = e^{-x^2}
\]
Multiplying each term by $e^{-x^2}$ we find $r(x)=e^{-x^2}$ and $p(x)=2ne^{-x^2}$.

Therefore the self-adjoint form of the Hermite equation is

$$\left[e^{-x^2}y\right]'+2ne^{-x^2}y=0.$$  \hspace{1cm} (15)

Consider the Laguerre equation $xy''+(1-x)y'+ny=0$, where $n$ is a constant. We have

$$\int \frac{b(x)}{a(x)} \, dx = \int \frac{(1-x)}{x} \, dx$$

$$\frac{1}{a(x)} = \frac{1}{x} \Rightarrow e^{-x}.$$

Multiplying each term by $e^{-x}$ we obtain

$$e^{-x}xy''' = (1-x)e^{-x}y' + ne^{-x}y = 0.$$  

Therefore the self-adjoint form of the Laguerre equation is

$$\left[ xe^{-x}y\right]' + ne^{-x}y = 0.$$  

Now we are going to give examples of how to investigate oscillation of solutions of differential equations without actually solving the differential equation.

The Sturm Separation Theorem essentially says that the zeros of one of two linearly independent solutions of a self-adjoint equation separate the zeros of the other solution. That is, the number of zeros on an interval of a self-adjoint equation is about the same as the number of zeros of the other solution. For example, we can show that between any two consecutive zeros of $\sin x + \sqrt{x}\cos x$ there is one zero of $\sin x - \cos x$. We know by the Sturm Separation Theorem that the zeros of one linearly independent solution of a self-adjoint equation separates the zeros of the solutions of the other self-adjoint equation. First we shall construct our equations in self-adjoint form and apply
Sturm's Separation Theorem. In the first function we let
\[ v = \sin x + \sqrt{2}\cos x, \]
then
\[ v'' = -\sin x - \sqrt{2}\cos x, \]
therefore
\[ v'' + v = 0 \]
is our self-adjoint equation with \( r(x), p(x) = 1 \).

In the second function we let
\[ z = \sin x - \cos x, \]
then
\[ z'' = -\sin x + \cos x. \]

Here we have another self-adjoint equation \( z'' + z = 0 \). Thus \( v(x) \) and \( z(x) \) are two linear independent solutions of \( y'' + y = 0 \).

By applying Sturm's Separation Theorem we know between any two consecutive zeros of \( \sin x + \sqrt{2}\cos x \) there is one zero of \( \sin x - \cos x \).

Given two self-adjoint equations, what can one say about their solutions? We find that the Surm Comparison Theorem can best answer this question. The theorem compares the rates of oscillation of solutions of the two equations.

We now consider the two differential equations
\[ x^2y'' + xy' + y = 0 \]
and \( y'' + y = 0 \) and investigate which possesses the more rapidly oscillating solution on the interval \((1, \infty)\).

We know by Theorem 3 that if two equations are in self-adjoint form and \( p_1(x) > p(x) \) then the solutions of the self-adjoint equation which contains \( p_1(x) \) will oscillate more rapidly. The second equation is already in self-adjoint so all that remains is to put the first equation in self-adjoint form and apply Theorem 3.

Putting the first equation in self-adjoint we \( [xy']' + \frac{1}{x}y = 0. \)

Hence our two equations become
\( \left( \frac{1}{x} y' \right)' + \frac{1}{x} y = 0 \) and \( y'' + y = 0 \). Since \( \frac{1}{x} < 1 \) for all \( x \) in \( 1 < x < \infty \),

then by the Sturm Comparison Theorem the solutions of \( y'' + y = 0 \) will oscillate more rapidly than the solutions of \( \left( \frac{1}{x} y' \right)' + \frac{1}{x} y = 0 \).

Suppose we are given two differential equations

\[
\begin{align*}
  x^2 y'' + xy' + (x^2-1)y &= 0, \\
  xz'' + x' + xz &= 0
\end{align*}
\]

with nontrivial solutions \( u(x) \) and \( z(x) \) respectively, and both equations vanish at \( x=1 \). Now we determine which equation will vanish first after \( x=1 \). This problem can best be solved by first putting the two equations in self-adjoint form and applying Theorem 3. We know by Theorem 3 if \( u(x) \) and \( z(x) \) are solutions of two self-adjoint equations then the differential equation with the larger second term will oscillate more frequently. Our objective, therefore, would be to reconstruct the two equations and compare the coefficient of the second term of each equation. Both equations vanish at \( x=1 \), so we must find which equation oscillates with the highest frequency beginning after \( x=1 \). The respective self-adjoint forms of equations (16) and (17) are

\[
\begin{align*}
  \left[ \frac{1}{x} y' \right]' + (x-1/x)y &= 0, \\
  z'' + \frac{1}{x} z &= 0
\end{align*}
\]

Considering only the second term of both equations for \( x \geq 1 \) we have \( 1 < x - 1/x \). Therefore by Sturm's Comparison Theorem between any two consecutive zeros of \( z'' + (1/x)z = 0 \) there is one zero of

\[
\left[ \frac{1}{x} y' \right]' + (x-1)x^{-1}y = 0.
\]

Since solutions of equations (16) and (17)
both have a common zero at $x=1$, then between $x=1$ and the next zero of $z'' + (1/x)z = 0$ there is one zero of equation (16). Therefore solutions of equation (16) oscillate with higher frequency than solutions of equation (17), and $x^2y'' + xy' + (x^2-1) = 0$ will vanish first after $x=1$.

In our discussion thus far we have considered the case where $p(x) > 0$ and have seen that a nontrivial solution of $[r(x)y']' + p(x)y = 0$ can have infinitely many zeros on the interval $[a,b]$. One may ask the question, what can be said about the nontrivial solutions if $p(x) \leq 0$. In the following discussion we shall see that if $p(x) \leq 0$ then no nontrivial solution of $[r(x)y']' + p(x)y = 0$ can have more than one zero on $[a,b]$.

Let $u(x)$ be a nontrivial solution of $r(x)y' + p(x)y = 0$, and let $x_0$ be a zero of $u(x)$ so that $u(x_0) = 0$. Since $u(x)$ is a nontrivial solution, then $u'(x_0) \neq 0$, therefore we have two cases, $u'(x_0) > 0$ or $u'(x_0) < 0$.

Case 1. Suppose $u'(x_0) > 0$, then $u(x)$ is positive over some interval to the right of $x_0$. By the hypothesis, the equation is

$$
[r(x)y']' + p(x)y = 0,
$$

or

$$
[r(x)y'(x)]' + p(x)y(x) = 0.
$$

Using variable substitution we have

$$
[r(x)u'(x)]' + p(x)u(x) = 0,
$$

or

$$
[r(x)u'(x)]' = -p(x)u(x) .
$$

We are given $p(x) \leq 0$. If $p(x) = 0$ then $[r(x)u'(x)] = 0$ and we have the desired zero. If $p(x) < 0$ then $[r(x)u'(x)]$ is a positive function on the same interval. This means that the slope $u'(x)$ is increasing so $u(x)$ cannot have a zero to the right of $x_0$. By
analogous reasoning, \( u(x) \) cannot have a zero to the left of \( x_0 \).

Case 2. Suppose \( u'(x) < 0 \) then \( r(x)u'(x) \) is a negative function. This means that the slope \( u'(x) \) is a decreasing function and \( u(x) \) cannot have a zero to the left of \( x_0 \). Similarly \( u(x) \) cannot have a zero to the right of \( x_0 \).

Therefore, if \( p(x) \leq 0 \) then a nontrivial solution of
\[
[r(x)y']' + p(x)y = 0
\]
can have no more than one zero on \( [a, b] \).

Now consider the differential equation
\[
y'' + p(x)y = 0,
\]
where \( p \) is continuous and \( p(x) > 0 \) on \( a \leq x \leq b \). Let \( p_m \) denote the minimum value of \( p(x) \). We will show that if \( p_m > \frac{k^2 n^2}{(b-a)^2} \), then every solution of \( y'' + p(x)y = 0 \) has at least \( k \) zeros on \( a \leq x \leq b \).

First we consider the two equations
\[
y'' + p(x)y = 0, \quad \text{and} \quad y'' + \frac{k^2 n^2}{(b-a)^2} y = 0.
\]

We will examine the solutions of equation (19) and apply
Theorem 3. A solution of equation (18) is \( \sin x \) and a solution of equation (19) is \( \sin \left( \frac{k}{b-a} \right) x \) where \( k \) is a multiple of \( b-a \). By assumption \( p(x) > \frac{k^2 n^2}{(b-a)^2} \), so by Theorem 3 the solutions of equation (18) oscillates with higher frequency than the solutions of equation (19). The solution of equation (19) is \( \sin \frac{k}{b-a} x \) where \( k \) is a multiple of \( b-a \). Therefore \( y'' + \frac{k^2 n^2}{(b-a)^2} y = 0 \) has at least \( k \) zeros. Since \( p(x) > \frac{k^2 n^2}{(b-a)^2} \), then by Theorem 3, between any two zeros of equation (19) there is at least one zero of equation
(18). Since equation (19) has at least \( k \) zeros therefore
\[ y'' + p(x)y = 0 \]
contains at least \( k \) zeros.

The Sturm Comparison Theorem is very helpful in providing
information about equations of the form \( y'' + p(x)y = 0 \). Con-
sider the equation \( y'' + p(x)y = 0 \) where \( p \) is continuous on
\( a \leq x \leq b \) such that \( 0 < m < p(x) < M \). Let \( u(x) \) be a solution of
\( y'' + p(x)y = 0 \) having consecutive zeros at \( x_1 \) and \( x_2 \)
(where \( a \leq x_1 < x_2 \leq b \)). Then
\[ \int_{m}^{M} \leq x_2 - x_1 \leq \frac{\pi}{\sqrt{m}}. \]

Consider the following equation \( y'' + My = 0 \) where \( v \) is a solution such that \( v(x_1) = 0 \). Then
\[ y = \frac{1}{\sqrt{m}} \sin (x-x_1) \sqrt{M}. \]
Since \( M > p(x) \) then by Theorem 3 there will be at least one zero of
\( y'' + p(x)y = 0 \) between any two consecutive zeros of
\( y'' + p(x)y = 0 \), that is, there will be a zero of \( y'' + My = 0 \)
between any two zeros \( x_1 \) and \( x_2 \). Since \( x_1 \) is a zero of \( y'' + p(x)y = 0 \)
then the zero of \( y'' + My = 0 \) will be at \( x_1 + \frac{\pi}{\sqrt{M}} \) and \( x_2 > x_1 + \frac{\pi}{\sqrt{M}} \),
hence \( x_2 - x_1 > \frac{\pi}{\sqrt{M}} \). Now consider \( y'' + My = 0 \) where \( w \) is a solution
such that \( w(x_2) = 0 \). Then \( y = \frac{1}{\sqrt{m}} \sin (x_2 - x) \sqrt{m} \). Since \( p(x) > m \), then
by Theorem 3 there is at least one zero of \( y'' + p(x)y = 0 \) between
any two consecutive zeros of \( y'' + My = 0 \). By assumption \( x_1 \) and \( x_2 \)
are two consecutive zeros of \( y'' + p(x)y = 0 \), therefore a zero of
\( y'' + p(x)y = 0 \) will be at \( x_1 \) and a zero will be at \( x_1 + \frac{\pi}{\sqrt{m}} \) where
\[ x_1 + \frac{\pi}{\sqrt{M}} \times x_2. \]
Hence \( x_2 < x_1 + \frac{\pi}{\sqrt{m}} \), and \( x_2 - x_1 < \frac{\pi}{\sqrt{m}} \), so that
Applications of the Sturm Comparison Theorem can also be made to the Bessel equation for specific values of the constant.

For example, let us examine the Bessel equation for oscillation of its solutions. Let \( y_p(x) \) be a nontrivial solution of the Bessel equation on the positive axis. If \( 0 \leq p < \frac{1}{2} \) then every interval of length \( \pi \) contains at least one zero of \( y_p(x) \). If \( p = \frac{1}{2} \) then the distance between successive zeros of \( y_p(x) \) is exactly \( \pi \) and if \( p > \frac{1}{2} \) then every interval of length \( \pi \) contains at most one zero of \( y_p(x) \).

By Theorem 3, if \( y(x) \) and \( z(x) \) are two nontrivial solutions of \( y'' + p_1(x)y = 0 \) and \( y'' + p_2(x)y = 0 \) respectively, and if \( p_1(x) > p_2(x) \), then between two successive zeros of \( z(x) \) there is at least one zero of \( y(x) \). Furthermore, given a differential equation \( y'' + p(x)y' + q(x)y = 0 \) it can be put in self-adjoint form \( z'' + q_1(x)z = 0 \) just by a simple change of the dependent variable. One refers to the equation \( y'' + p(x)y' + q(x)y = 0 \) as the standard form of the equation, and \( z'' + q_1(x)z \) as the normal form.

In solving this problem we take the Bessel equation in its standard form and put it in its normal form. Then take the different values of \( p \), substitute them into the equation in its normal form, and apply Theorem 3 by comparing the coefficient of the second term.

For equation \( z'' + z = 0 \) a solution \( u(x) \) is \( \sin x \). Since \( \sin x \) has vanishing points at \( \sin n\pi \) where \( n = 0, 1, 2, \ldots \), then
between any two successive zeros of \( \sin x \), the length of the interval is \( \pi \).

Consider the Bessel equation

\[
x^2 y'' + xy' + (x^2 - p^2)y = 0
\]  

(20)

where \( p \) is a parameter. By making the transformation

\[
y = u(x) x^{1/2}
\]

this reduces equation (20) to

\[
u'' + \left[ 1 + \frac{(1 - 4p^2)}{4x^2} \right] u = 0.
\]  

(21)

Case 1. \( 0 \leq p \leq \frac{1}{2} \). If \( p = 0 \) then equation (21) becomes

\[
u'' + \left[ 1 + \frac{1}{4x^2} \right] u = 0
\]  

(22)

Therefore if \( y_p(x) \) is a solution of equation (21) then \( y_p(x) \) is a solution of \( u'' + \left[ 1 + \frac{1}{4x^2} \right] u = 0 \). Let \( z(x) \) be a solution of \( z'' + z = 0 \). The coefficient of \( u \) in equation (22) is greater than the coefficient of \( z \) in \( z'' + z = 0 \). Therefore by Theorem 3 between any two successive zeros of \( z'' + z = 0 \) there is at least one zero of a solution of equation (22). We previously noted that any two successive zeros of \( z(x) \) are at intervals \( \pi \) distance apart, therefore in any interval of length \( \pi \) there is at least one zero of \( y_p(x) \). Now consider the condition \( 0 < p < \frac{1}{2} \). Using the coefficient of \( u \) in equation (21) and substituting the value of the parameter \( p \) we have

\[
1 + \frac{(1 - 4p^2)}{4x^2} > 1 + \frac{1 - 4\left(\frac{1}{2}\right)^2}{4x^2}
\]

\[
\frac{1 - 4p^2}{4x^2} > \frac{1 - 4\left(\frac{1}{2}\right)}{4x^2}
\]
The coefficient of $u$ in equation (21) is $1 + \frac{(1-4p^2)}{4x^2}$, where $\frac{(1-4p^2)}{4x^2} > 0$, and the coefficient of $z$ in $z'' + z = 0$ is 1. It follows that $1 + \frac{(1-4p^2)}{4x^2} > 1$, and by Theorem 3 between any two successive zeros of a solution of $z'' + z = 0$ there is at least one zero of equation (21). But the zeros in $z'' + z = 0$ are $\pi$ distance apart; therefore, for $0 < p < \frac{1}{2}$ in equation (21) there is at least one zero in any interval of length $\pi$.

Case 2. For $p = \frac{1}{2}$ we have

$$u'' + \left[ 1 + \frac{1-4p^2}{4x^2} \right] u = 0$$

$$u'' + \left[ 1 + \frac{1-0}{4x^2} \right] u = 0$$

$$u'' + u = 0.$$ 

The successive zeros of $u'' + u = 0$ occur at the same intervals as the successive zeros of $z'' + z = 0$. Therefore, when $p = \frac{1}{2}$ the successive zeros of equation (21) occur at intervals of length $\pi$.

Case 3. $p > \frac{1}{2}$. Considering only the coefficient of $u$ in equation (21) we have

$$1 + \frac{1-4p^2}{4x^2} < 1 + \frac{1-4(\frac{1}{2})^2}{4x^2}$$

$$\frac{1-4p^2}{4x^2} < \frac{1-4(\frac{1}{2})^2}{4x^2}$$

$$\frac{1-4p^2}{4x^2} < 0.$$ 

Here the coefficient of $u$ is negative. In an earlier example
we showed that if \( p(x) < 0 \) in equation (1) then no nontrivial solution can have more than one zero on the interval \( a \leq x \leq b \).

Since \( 1 + \left( \frac{1-\lambda^2}{lx^2} \right) > 1 \) for \( p > 1 \), then by Theorem 3 between any two successive zeros of \( z'' + z = 0 \) there is at least one zero of equation (21). But for \( p > 1 \), equation (21) has at most one zero on any interval. The successive zeros of \( z'' + z = 0 \) are \( n \) distance apart. Therefore for \( p > 1 \) on any interval \( n \) distance apart, there is at most one zero of \( u'' + \left[ 1 + \left( \frac{1-\lambda^2}{lx^2} \right) \right] u = 0 \).

From our applications of Theorem 3 (Sturm Comparison Theorem) we know if we are given a differential equation

\[
y'' + p(x)y = 0
\]  
(23)

where \( p(x) \) is positive on the interval \( 0 \leq x < \infty \), then

\( p(x) > p(0) > 0 \) and every solution of equation (23) vanishes infinitely often on the interval. What can one say about the amplitudes of the oscillation. Do they increase, decrease, or remain the same as \( x \) increases on the interval. W. Osgood investigated this problem and developed the Osgood Theorem (Theorem 4). He discovered that under the conditions stated above the amplitudes of the oscillations of solutions of equation (23) never increase as \( x \) increase on the interval \( 0 \leq x < \infty \).

Now let us test the Bessel equation \( x^2 y'' + xy' + (x^2 - n^2)y = 0 \) for oscillations on the interval \( 1 < x < \infty \). We know from our previous discussion that the self-adjoint form of this equation is

\[
\left( xy' \right)' + \left( \frac{x-n}{x} \right)y = 0
\]

We also know by Theorem if \( \int_{1/x}^{\infty} \text{dx} = + \infty \), then every solution \( y(x) \)
vanishes infinitely often on the interval $1 < x < \infty$. But
\[ \int_x^\infty \]
does not exist and the test fails. We also know from our previous
investigation of the Bessel equation that for an interval of
length $\pi$ and certain values of $n$ we do have oscillations. Mak-
ing the transformation $y-x^{-\frac{1}{2}}u$, the Bessel equation becomes
\[ u'' + \left[ 1 - \frac{\ln^2 - 1}{4x^2} \right] u = 0 \]
Now divide the $x$-axis into intervals of length $\pi$. If $0 < n < \frac{1}{2}$,
then every interval has at least one zero of a particular solution
$y(x)$. Therefore every solution $y(x)$ of the Bessel equation in
the normal form
\[ u'' + \left[ 1 - \frac{\ln^2 - 1}{4x^2} \right] u = 0 \]
with $0 < n < \frac{1}{2}$, vanishes infinitely often on the interval $1 < x < \infty$
with the length of each sub-interval equal to $\pi$.

Our work on oscillations has prepared us for a brief study
of another area: The Sturm-Liouville Problems. Our first concern
is a study of a special type of two point boundary-value problem.
There are two important cases of the Sturm-liouville problem,
those in which the supplementary conditions are either of the form
\[ y(a)=0 \quad \text{or} \quad y(b)=0 \quad \text{or} \]
\[ y'(a)=0 \quad \text{and} \quad y'(b)=0 \quad \text{or} \]
(24)
Consider the following boundary-value problem:
\[ (xy')' + (2x^2 + \lambda x^3)y = 0 \]
(25)
with conditions
\[ 3y(1) + 4y'(1)=0 \quad \text{and} \]
\[ 5y(1) - 3y'(1)=0 \]
Equation (25) is of the form
\[ [r(x)y']' + [p(x)+q(x)]y = 0 \]
where \( r(x) = x \), \( p(x) = 2x^2 \), and \( q(x) = 3x^3 \); and the conditions are of the form

\[
A_1 y(a) + B_1 y'(a) = 0, \quad \text{and} \quad A_2 y(b) + B_2 y'(b) = 0.
\]

To solve this problem we must find a function \( f \) which satisfies both the differential equation and the supplementary conditions. One solution to any problem of this type is the trivial solution \( w(x) = 0 \) for all values of \( x \). Even though this is a solution to our problem, one must admit this trivial solution is not very useful. Therefore we focus our attention on the search for nontrivial solutions. During our investigation we shall see that the existence of such nontrivial solutions depends upon the value of the parameter \( \lambda \) in

\[
[r(x)y']' + [p(x)+\lambda q(x)]y = 0.
\]

To illustrate this, let us consider the Sturm-Liouville problem

\[
y'' + \lambda y = 0, \quad y(0)=0, \quad y(T)=0.
\]

We have three cases: \( \lambda = 0 \), \( \lambda < 0 \), or \( \lambda > 0 \). In each case we shall first find the general solution of the differential equation and then attempt to determine the two arbitrary constants in the solution so that the supplementary conditions will also be satisfied.

Case 1. \( \lambda = 0 \). For this case the differential equation \( y'' + y = 0 \) reduces to \( y'' = 0 \). Hence, the general solution is

\( y = c_1 + c_2 x \). Applying the first supplementary conditions \( y(0)=0 \), we have \( c_1 + c_2 \cdot 0 = 0 \). Since \( c_1 = 0 \) then \( c_2 \) must be zero. Therefore in order for our solution to satisfy our conditions, we must have \( c_1 = c_2 = 0 \). Our solution then becomes \( y(x) = 0 \) for all values of \( x \). Therefore for the parameter \( \lambda = 0 \), the only solution of \( y'' + \lambda y = 0 \)
is the trivial solution.

Case 2. $\lambda<0$. The characteristic equation of equation (26) is $m^2 + \lambda = 0$. It follows that $m = \pm \sqrt{-\lambda}$.

Since $\lambda<0$, the roots are real and unequal. Let $a = \sqrt{-\lambda}$, then the general solution of equation (26) is

$$y = c_1e^{ax} + c_2e^{-ax}.$$ 

Applying the first condition $y(0)=0$ we have, $c_1+c_2=0$. By the second condition $y(\bar{a})=0$ we have, $c_1e^{a\bar{a}}+c_2e^{-a\bar{a}}=0$. In order for the solution $y=c_1e^{ax}+c_2e^{-ax}$ to satisfy the conditions $y(0)=0$ and $y(\bar{a})=0$, the constants $c_1$ and $c_2$ must satisfy the system of equations $c_1+c_2=0$ and $c_1e^{a\bar{a}}+c_2e^{-a\bar{a}}=0$. Obviously $c_1=c_2=0$ is a solution of this system but this is only the trivial solution. Now we find the non zero values of $c_1$ and $c_2$. Recall that a necessary and sufficient condition that $n$ homogeneous linear algebraic equations in $n$ unknown have a nontrivial solution is that the determinants of the coefficients of the system be equal to zero. Therefore we have

$$\begin{vmatrix} 1 & 1 \\ e^{a\bar{a}} & e^{-a\bar{a}} \end{vmatrix} = 0$$

$$e^{-a\bar{a}} - e^{a\bar{a}} = 0$$

For the equality to hold, $a$ must equal zero. That is, for the nontrivial function $y=c_1e^{a\bar{a}}+c_2e^{-a\bar{a}}$ to satisfy the conditions $y(0)=0$ and $y(\bar{a})=0$, we must have $a=0$. But $a=\sqrt{-\lambda}$ which implies that $\lambda=0$. By assumption $\lambda \neq 0$, therefore for this case there are no nontrivial solutions.
Case 3. \( \lambda > 0 \). Since \( \lambda > 0 \), then the roots \( \pm \sqrt[\lambda]{} \) of the characteristic equation are the conjugate complex numbers \( \pm i\sqrt{n} \).

Therefore the general solution of equation (26) is

\[ y = c_1 \sin \sqrt{n}x + c_2 \cos \sqrt{n}x. \]

Applying the first condition \( y(0) = 0 \), we have \( c_1 \sin 0 + c_2 \cos 0 = 0 \).

Since \( \cos 0 = 1 \) then \( c_2 = 0 \). Applying the second condition \( y(n) = 0 \), we have \( c_1 \sin (n \sqrt{n}) + c_2 \cos (n \sqrt{n}) = 0 \). Since \( c_2 = 0 \) the above equation reduces immediately to \( c_1 \sin (n \sqrt{n}) = 0 \). This equation can be solved in either of two ways; set \( c_1 = 0 \) or set \( \sin (n \sqrt{n}) = 0 \). However, if \( c_1 = 0 \), we have already established that \( c_2 = 0 \), then the solution reduces to the trivial solution, \( c_1 \) must not equal zero. So we must have \( \sin (n \sqrt{n}) = 0 \). But \( \sin (n \sqrt{n}) = 0 \) only if \( k \) is a positive integer. In order for equation (26) to have a nontrivial solution of the form

\[ y = c_1 \sin \sqrt{n}x + c_2 \cos \sqrt{n}x, \]

satisfying the conditions \( y(0) = 0 \) and \( y(n) = 0 \) we must have \( \lambda = n^2 \), where \( n = 1, 2, 3, \ldots \). In summary, if \( \lambda \leq 0 \) then the Sturm-Liouville problem consisting of \( y'' + \lambda y = 0 \) and conditions \( y(0) = 0 \), \( y(n) = 0 \) does not have a nontrivial solution. However, if \( \lambda > 0 \) then a nontrivial solution can exist only if \( \lambda \) is one of the values given by \( \lambda = n^2 \) where \( n = 1, 2, 3, \ldots \). Furthermore, from the general solution \( y = c_1 \sin \sqrt{n}x + c_2 \cos \sqrt{n}x \) we find the nontrivial solutions corresponding to \( \lambda = n^2 \) are given by

\[ y = c_n \sin nx \]

where \( c_n \) is an arbitrary nonzero constant. In other words, the functions defined by \( c_1 \sin x, c_2 \sin 2x, c_3 \sin 3x, \ldots \), where \( c_1, c_2, c_3, \ldots \), are arbitrary nonzero constants, are nontrivial solutions of the problem.
A Sturm-Liouville equation can have an interval which is finite, semi-infinite, or infinite. By the definitions at the beginning of the text, the equation is classified either as a regular or singular Sturm-Liouville equation. Two immediate examples of singular Sturm-Liouville equations are the Laguerre and Tessel equations. Now consider the boundary-value problem \( y'' + \lambda y = 0 \), with supplementary conditions \( y(0) = 0 \) and \( y(\pi) = 0 \).

This equation is a Sturm-Liouville equation with \( r(x) = 1 \), \( q(x) = 1 \), and \( p(x) = 0 \). The interval is finite and the functions \( r(x) \) and \( q(x) \) are positive and continuous, therefore the equation is a regular Sturm-Liouville equation.

The investigation of \( y'' + \lambda y = 0 \) and supplementary conditions reveal that the values of \( \lambda \) for which there exist nontrivial solutions are \( \lambda = n^2 \) where \( n = 1, 2, 3, \ldots \). By definition 6, these values are called eigenvalues of the problem. By definition 7, the eigenfunction of the problem are the corresponding non-trivial solutions \( y = c_n \sin nx \) where \( n = 1, 2, 3, \ldots \), and the \( c_n \) are arbitrary nonzero constants. Eigenvalues and eigenfunctions play an important role in many equations. One such equation is the Schrödinger wave equation for the harmonic oscillator in quantum mechanics. This equation is

\[
\frac{d^2 w}{dx^2} + \frac{8n^2m(E - \frac{1}{2}kx^2)}{h^2} w = 0
\]

(27)

where \( E \) is the total energy, \( h \) is a constant, and the solutions \( w(x) \) are known as Schrödinger wave functions. Using the equation \( k = 4n^2mv^2 \) to eliminate the constant, the equation becomes.
\[ \frac{d^2w}{d^2h} + \frac{2\theta}{h^2} \left( \frac{E - \nu^2}{2} \right) w = 0, \quad \text{and} \]
\[ \frac{d^2w}{du^2} + \left( \frac{E - \nu^2}{2} \right) w = 0, \]
\[ \frac{d^2w}{du^2} + \frac{2E - u^2}{\nu h} w = 0. \]  
(29)

Equation (29) is a Sturm-Liouville equation with \( \lambda = \frac{2E - u^2}{\nu h} \).

The solutions of equation (29) satisfy \( w \to 0 \) as \( |u| \to \infty \) and
\[ \int_{-\infty}^{\infty} |w|^2 du = 2 \sqrt{\frac{vm}{\hbar}}. \]
Equation (29), except for the notation has exactly the form of another Sturm-Liouville equation
\[ \frac{d^2z}{dx^2} + (2p + 1 - x^2)z = 0, \quad \text{where} \quad p \text{ is a constant.} \quad \text{Physicists are only interested in solutions} \]
of this equation that approach zero as \(|x| \to \infty\), therefore we shall only consider those solutions. Now we take equation (30) and transform it into a well-known equation, the Hermite equation. To simplify equation (30) a new independent variable \(t = ye^{-\frac{1}{2}x^2}\) is introduced. This transforms equation (29) into the equation \(y'' - 2xy' + py = 0\) which is the Hermite equation with the self-adjoint form discussed earlier as \(e^{-x^2}y'' + \lambda e^{-x^2}y = 0\). Recall the Hermite equation has a two form recursion formula

\[
a_{n+2} = \frac{-2(p-n)}{(n+1)(n+2)} a_n
\]

and the formula generates two independent series solutions:

\(y_1(x) = 1 + \frac{px^2}{2!} + \frac{2^2 p(p-2)x^4}{4!} - \cdots\), and

\(y_2(x) = x - \frac{2(p-1)x^3}{3!} + \frac{2^3(p-1)(p-3)x^5}{5!} - \cdots\).

Now \(y_1(x)e^{-\frac{1}{2}x^2} \to 0\) as \(|x| \to \infty\) if and only if the series \(y_1(x)\) terminates, that is, if and only if the parameter has one of the values 0, 2, 4, ... .

**Proof:** IF PART. Using L'Hospital's rule we have

\[
\lim_{x \to \infty} \frac{d}{dx} y_1(x)
\]

\[
= \lim_{x \to \infty} \frac{-2px^2 + 2^2 p(p-2)x^3}{4!} - \frac{2^3 p(p-2)(p-4)x^5}{6!} + \cdots \frac{1}{xe^{\frac{1}{2}x^2}}
\]

\[
= \lim_{x \to \infty} \frac{-2px^2 + 2^2 p(p-2)x^3}{3!} - \frac{2^3 p(p-2)(p-4)x^5}{5!} + \cdots \frac{1}{xe^{\frac{1}{2}x^2}} .
\]

Since the denominator goes to infinity faster than the numerator, then the equation goes to zero as \(|x| \to \infty\).
ONLY IF PART. This portion of the proof will be shown using the concept of contrapositive. Assume \( p \neq 0, 2, 4, \ldots \) and show

\[ y_1(x) \] does not approach zero. \( y_1(x) \) has the form

\[ \frac{e^{x^2}}{x^2} \]

\[ y_1(x) = \sum a_{2n} x^{2n} \] with its coefficients determined by

\[ a_{n+2} = \frac{2(2n-3)}{(n+1)(n+2)} a_n \], and the condition \( a_0 = 1 \). Let \( e^{\frac{1}{2}x^2} = \sum b_{2n} x^{2n} \)

where \( b_{2n} = \frac{1}{2^n n!} \), therefore

\[ y_1(x) = \frac{a_{2n} x^{2n}}{e^{\frac{1}{2}x^2}} = \frac{a_0 + a_2 x^2 + a_4 x^4 + \ldots + a_{2n} x^{2n} + \ldots}{e^{\frac{1}{2}x^2}} \]

To show \( y_1(x) \) does not approach zero as \( x \to \infty \), it would be sufficient to show \( a_{2n} > b_{2n} \) if \( n \) is large enough. Observe that

\[ \frac{a_{2n+2}}{a_{2n}} = \frac{-2(p-2n)}{(2n+1)(2n+2)} \], and

\[ \frac{b_{2n+2}}{b_2} = \frac{1}{2(n+1)} \]

Therefore

\[ \frac{a_{2n+2}}{a_{2n}} \cdot \frac{b_{2n+2}}{b_n} = \frac{-2(p-2n)}{(2n+1)(2n+2)} \cdot \frac{2(n+1)}{2(n+1)} = \frac{-2(p-2n)}{(2n+1)} \]

For \( n \) sufficiently large we have, \( \frac{-2(p-2n)}{2n+1} \to 2 \). This implies that

\[ \frac{a_{2n+2}}{a_{2n}} \cdot \frac{b_{2n}}{b_{2n+2}} > \frac{3}{2} \], and
\[ \frac{a_{2n+2}}{b_{2n+2}} > \frac{3}{2} \frac{a_{2n}}{b_{2n}} \text{ for all sufficiently large } n. \]

If \( N \) is one of these \( n \)'s, then repeated applications of the above inequality shows that

\[ \frac{a_{2N+1}}{b_{2N+1}} > \left( \frac{3}{2} \right)^k \cdot \frac{a_{2N}}{b_{2N}} \]

for all sufficiently large \( k \)'s. Therefore

\[ \frac{a_{2n}}{b_{2n}} > 1, \text{ or } a_{2n} > b_{2n} \]

if \( n \) is large enough. Thus \( \frac{y_1(x)}{e^{\frac{1}{2}x^2}} \) does not approach zero as \( |x| \to \infty \). Q.E.D.

By a similar argument it can be shown that \( y_2(x) e^{-\frac{1}{2}x^2} \to 0 \) as \( |x| \to \infty \), with parameters \( p=1, 3, 5, \ldots \). Therefore our desired solutions are constant multiples of Hermite polynomials \( H_0(x), H_1(x), H_2(x), \ldots \). It has been shown that the Schroedinger equation can be put in the form

\[ \frac{d^2z}{dx^2} + (2p + 1 - x^2)z = 0, \]

which can be transformed into a Hermite equation that has solutions satisfying

\[ ye^{\frac{1}{2}x^2} \to 0 \text{ as } |x| \to \infty. \]

Hence the Schroedinger equation has solutions satisfying \( w \to 0 \) as \( |u| \to \infty \) if and only if \( \frac{2E}{\hbar} = 2p+1 \) or \( E=\hbar v(n+\frac{1}{2}) \) where \( n \) is non-negative. Therefore we conclude that solutions of

\[ \frac{d^2w}{du^2} + \left( \frac{2E}{\hbar v} - u^2 \right)w = 0 \]
have solutions of the form $w = ce^{-\frac{1}{2}u^2}H_n(u)$ where $c$ is a constant.

Now the second condition $\int_{-\infty}^{\infty} |w|^2 du = \frac{2\pi \sqrt{m}}{\gamma}$ must be examined.

Substituting $w = ce^{-\frac{1}{2}u^2}H_n(u)$ we have $\int_{-\infty}^{\infty} c^2 e^{-u^2} [H_n(u)]^2 du$.

This integral can be solved using the orthogonality property when $n=m$ and an application of Rodrigues' formula. This formula for the Hermite polynomials states

$$H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2},$$

Therefore

$$\int_{-\infty}^{\infty} c^2 e^{-u^2} [H_n(u)]^2 du = c^2 \int_{-\infty}^{\infty} e^{-u^2} H_n(u)H_n(u) du.$$

Applying Rodrigues' formula, we have

$$c^2 \int_{-\infty}^{\infty} e^{-u^2} H_n(u)H_n(u) du = c^2 (1)^n \int_{-\infty}^{\infty} e^{-u^2} \frac{d^n}{dx^n} e^{-x^2} H_n(u) du$$

Integrating by parts, we have

$$w=H_n(u), \quad dv=d^n e^{-u^2} du, \quad dw=H_n'(u), \quad v=d^{n-1} e^{-u^2}.$$

Note that $wv=d^{n-1} e^{-u^2} H_n(u)$ is the product of $e^{-u^2}$ and a polynomials and vanishes at both limits. Therefore

$$c^2 \int_{-\infty}^{\infty} e^{-u^2} [H_n(u)]^2 du = (-1)^{n+1} \int_{-\infty}^{\infty} H_n'(u)d^{n-1} e^{-u^2} du$$
The term containing the highest power of $u$ is $2^n u^n$, therefore

$H_n(u)(u) = 2^n n!$ and the last integral becomes

$$2^n n! \int_{-\infty}^{\infty} e^{-u^2} du = 2^n n! \int_{0}^{\infty} e^{-u^2} du$$

Since $\int_{0}^{\infty} e^{-u^2} du$ is a gamma function, we have

$$2^n n! \int_{0}^{\infty} e^{-u^2} du = (2^n n!) 2^{n/2} \frac{\Gamma(n/2)}{2} = 2^n n! \sqrt{\pi}.$$  

Therefore

$$\int_{-\infty}^{\infty} e^{-u^2} [H_n(u)]^2 du = 2^n n! \sqrt{\pi},$$

and the second condition becomes

$$c^2 \int_{-\infty}^{\infty} e^{-u^2} [H_n(u)]^2 du = \frac{n \sqrt{4 \nu m}}{h},$$

so

$$c^2 2^n n! \sqrt{\pi} = \frac{n \sqrt{4 \nu m}}{h},$$

$$c^2 = \frac{\sqrt{\pi}}{2^n n!} \sqrt{\frac{4 \nu m}{h}},$$

$$c = \left[ \frac{4 \nu m}{2^n (n!)^2 h} \right]^{1/4}.$$
Therefore the Schrödinger equation \( \frac{d^2}{dmt^2} + \left( \frac{2E - u^2}{h^2} \right) w = 0 \) with conditions \( w \rightarrow 0 \) as \( |x| \rightarrow \infty \) and \( \int_{-\infty}^{\infty} |w|^2 dx = 1 \) is of the form of a Sturm-Liouville equation. The nontrivial solutions exist if and only if the eigenvalue \( \lambda \) is \( \lambda = E = \hbar(n+\frac{1}{2}) \) where \( n \geq 0 \). The nontrivial solutions corresponding to the values of \( n \) are the eigenfunctions

\[
  w = \left[ \frac{4v_m}{2^n(n!)^2h} \right] \frac{1}{\lambda} e^{-\frac{1}{2}u^2} H_n(u)
\]

The concept of quantitatively analysing differential equations can be applied to understanding the movement of a swinging pendulum. For a simple pendulum one measures the position of the swinging arm by an angular coordinate \( \theta \). We can learn a good deal about the motion of a pendulum if we convert the equation of motion into a system and discuss its phase portrait and stability of some of its solutions. It is well known that energy is dissipated in the action of any real dynamical system, usually through some form of friction. However, in certain situations this dissipation is so slow that it can be neglected over relatively short periods of time. In such cases, we assume the law of conservation of energy, namely, the sum of the kinetic and potential energy to be constant. A system of this kind is said to be conservative. The simplest conservative system consists of a mass \( m \) attached to a spring and moving in a straight line through a vacuum. If we let \( x \) represent the displacement of \( m \) from its equilibrium position, and let the restoring force exerted on \( m \) by the string be \(-kx\) where \( k > 0 \), then the equation of motion is
A spring of this kind is called a linear spring because the restoring force is a linear function of $x$. If $m$ moves through a resisting medium, and the resistance (or damping force) exerted on $m$ is $-c(dx/dt)$ where $c > 0$, then the equation of motion of this non-conservative system is

$$m \frac{d^2x}{dt^2} + c \frac{dx}{dt} + kx = 0$$

Here we have linear damping because the damping force is a linear function of $dx/dt$. If $f$ and $g$ are arbitrary functions with the property that $f(0)=0$ and $g(0)=0$, then the general equation

$$m \frac{d^2x}{dt^2} + g(\frac{dx}{dt}) + f(x) = 0$$

can be interpreted as the equation of motion of a mass $m$ under the action of a restoring force $-f(x)$ and a damping force $-g(dx/dt)$. In general these forces are nonlinear and equation (31) can be regarded as the basic equation of nonlinear mechanics. In our discussion we shall consider the special case of a nonlinear conservation system described by the equation

$$m \frac{d^2x}{dt^2} + f(x) = 0, \quad (32)$$

Where the damping force is zero and there is consequently no dissipation of energy. Equation (32) is equivalent to the nonlinear autonomous system

$$dx/dt = y, \quad dy/dt = -f(x)/m \quad (33)$$

Eliminating $dt$, we obtain the differential equation of the paths defined by solutions of (33) in the $x,y$ phase plane,
\[ \frac{dy}{dx} = -\frac{f(x)}{my} \quad (34) \]

Separating the variables in equation (34) we obtain

\[ my\,dy = -f(x)\,dx \quad (35) \]

Suppose \( x = x_0 \) and \( y = y_0 \) when \( t = t_0 \), then by integrating equation (35)

from \( t_0 \) to \( t \), we obtain

\[ \int_{y_0}^{y} my^2 - \int_{x_0}^{x} f(x)\,dx, \quad \text{or} \]

\[ \int_{x_0}^{x} f(x)\,dx = \int_{y_0}^{y} my^2 + \int_{x_0}^{x} f(x)\,dx \quad (36) \]

Now \( \frac{1}{2}my^2 = \frac{1}{2}m(dx/dt)^2 \) is the kinetic energy of the system and

\[ v(x) = -\int_{x_0}^{x} f(x)\,dx \]

is the potential energy. Thus, equation (36) takes the form of

\[ \frac{1}{2}my^2 + v(x) = E, \quad (37) \]

where \( E = \frac{1}{2}my_0^2 + v(x_0) \) is the constant total energy of the system.

Since equation (36) was obtained by integrating equation (35),

we see that equation (37) gives the family of paths in the \( x,y \)

phase plane. For a given value of \( E \), the path given by equation

(37) is a curve of constant energy in this plane. In other words,

along a particular path the total energy of the system is a con-

stant; this expresses the law of conservation of energy. The
critical points of the autonomous system (33) are the points with
coordinates \( (x_c,0) \), where \( x_c \) are the roots of the equation \( f(x) = 0 \).
These are equilibrium points of the dynamical system. From the
differential equation (35) we see that the paths cross the
\( x \)-axis at right angles and have horizontal tangents along the lines
\( x = x_c \). Equation (37) also tells us that the paths are symmetrical
with respect to the x-axis. Solving equation (37) for y, we find

\[ y = \pm \left( \frac{1}{k} \right)^{1/2} v(x) \]

Now let us consider a simple pendulum which is composed of a mass m at the end of a straight wire of negligible mass and length l. Suppose this pendulum is no periodic from a fixed point and is free to vibrate in a vertical plane. Let \( \theta \) denote the angle which the straight wire makes with the vertical ray downward at time t. Assume there is no air resistance and the only forces acting on the mass are the tension in the wire and the force due to gravity. The differential equation for the displacement of the pendulum is

\[ \frac{d^2 x}{dt^2} + k \sin x = 0 \quad (38) \]

where k is a positive constant. The above equation is in the form of equation (32), where \( m=1 \) and \( f(x)=k \sin x \). The autonomous system equivalent to equation (38) is

\[ \frac{dx}{dt} = y, \quad \frac{dy}{dt} = -k \sin x \]

The critical points of this system are points \( (x_c, 0) \), where \( x_c \) are the roots of \( \sin x=0 \). Thus the critical points are an infinite set of points \( (n\pi, 0) \) where \( n=0, \pm 1, \pm 2, \ldots \). Hence the differential equation of the paths in the \( x,y \) phase plane is

\[ \frac{dy}{dx} = -\frac{\sin x}{y} \]

By variable separation we have

\[ y \, dy = -\sin x \, dx \]
The equation of the family of paths is
\[ ky^2 + (k-k\cos x) = E. \tag{39} \]

Equation (39) is of the form of equation (37) where \( n=1 \), \( ky^2 \) is the kinetic energy, and \( v(x) = \int_0^x f(x)dx = k-k\cos x \) is the potential energy. Now we shall construct the xy phase plane diagram by first constructing the curve \( z=v(x) \) and the lines \( z=E \) for various values \( E > 0 \) (see Figure 1, where \( z=E=2k \)). From this plane the values \( E-v(x) \) can be read on the graphs and can be plotted in the xy phase plane directly below the value of \( y \) as
\[
y = \pm \sqrt{2[E-v(x)]} = \pm \sqrt{2[E-(k-k\cos x)]}.
\]

Using the formula \( v(x)=k-k\cos x \) for the potential energy, then \( v'(x)=\sin x \) and \( v''(x)=\cos x \).

However, \( v'(x)=0 \) at \( x=n\pi \) where \( n=0,\pm1,\pm2, \ldots \). Observe that \( v''(n\pi)>0 \) if \( n \) is even and \( v''(n\pi)<0 \) if \( n \) is odd. Therefore the potential energy \( v \) has a relative minimum at \( x=2n\pi \) for every even integer \( 2n \) (where \( n=0,\pm1,\pm2, \ldots \)) and a relative maximum at \( x=(2n+1)\pi \) for every odd integer \( (2n+1) \), where \( n=0,\pm1,\pm2, \ldots \). Hence the critical points \( (2n\pi,0) \) where \( n=0,\pm1,\pm2, \ldots \) are centers and are stable; and critical points \( [(2n+1)\pi,0] \) (where \( n=0,\pm1,\pm2, \ldots \)) are saddle points and unstable.

(Note: The diameter of a closed curve \( c \) is called the maximum of the distance \( (A,B) \) between the points \( A \) and \( B \) on the curve \( c \) for all possible pairs of points \( A \) and \( B \) on \( c \). Consider Figure 3, the critical point \( (0,0) \) is called a saddle point and such a point may be characterized as follows: ...
1. It is approached and entered by two half-line paths (AO and BO) as \( t \to \infty \). These two paths forming the geometric curve AB.

2. It is approached and entered by two half-line paths (CO and DO) as \( t \to \infty \). These two paths forming the geometric curve CD.

3. Between the four half-line paths described in (1) and (2) there are four domains \( R_1, R_2, R_3, R_4 \), each containing an infinite family of semi-hyperbolic-like paths which do not approach 0 as \( t \to +\infty \) and \( t \to -\infty \) but which become asymptotic to one of the four half-line paths as \( t \to +\infty \) and as \( t \to -\infty \).

Using Figure 2 we can see that if the total energy \( E \) is less than 2, then the corresponding paths are closed. Each of these paths surrounds one of the centers \((2n\pi,0)\). Physically all of these stable centers correspond to exactly one physical state, namely, the pendulum at rest with the bob in its lowest position (the stable equilibrium position). Therefore each closed path about a center corresponds to a periodic back-and-forth oscillation motion of the pendulum bob about its lowest position.

On the other hand, if the total energy is greater than 2, then the corresponding paths are not closed. Clearly \( x \to +\infty \) as \( t \to +\infty \) if \( \frac{dx}{dy} > 0 \), and \( x \to -\infty \) as \( t \to -\infty \) if \( \frac{dx}{dy} < 0 \). Thus the motion corresponding to such a path does not define \( x \) as a periodic function of \( t \). Nevertheless, physically, the corresponding motion is periodic. To see this observe the following: All the unstable
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centers \((2n+1,0)\) correspond to exactly one physical state, namely, the pendulum at rest with the bob in its highest position; and each of the nonclosed paths corresponds to a physical rotating motion of the pendulum about its pivot point. If the total energy value is \(E=2\), this separates the back-and-forth motion from the rotational motion. The paths that correspond to \(E=2\) are the ones which enter the saddle points as \(t \to +\infty\) or \(t \to -\infty\).

Now we turn our discussion to oscillations of second order nonlinear equations. Recall an \(n^{th}\)-order ordinary equation in the unknown \(y\) and independent variable \(x\) is nonlinear if it cannot be put in the form

\[
b_n(x)\frac{d^n y}{dx^n} + b_{n-1}(x)\frac{d^{n-1} y}{dx^{n-1}} + \ldots + b_1(x)\frac{dy}{dx} + b_0(x)y = g(x).
\]

The well known Van der Pol equation is a second order nonlinear equation. This equation is

\[
\frac{d^2 x}{dt^2} + E(x^{2}-1)\frac{dx}{dt} + x = 0,
\]

where \(E\) is a positive constant. We shall investigate the Van der Pol equation and see if there exist periodic solutions. Theorem 7 can be used to determine if the Van der Pol equation has periodic solutions providing all of the requirements can be met. Checking the properties of the theorem, we have

1. Since \(f(-x)=E(x^2-1)=f(x)\), then the function \(f\) is even. Clearly \(f\) is continuous for all \(x\).

2. For \(F(x)\), we have \(F(x)=E(x^3-\frac{3}{3})\). Note if \(x=\sqrt{3}\), then

\[
F(x)=E(\frac{3^{3/2}}{3} - 3^{3/2}) = E(\frac{3^{3/2}-3^{3/2}}{3}) = E(0) = 0
\]
Therefore for \(0 < x < \left( \frac{3}{3} \right)\), then \(F(x) = E\left(\frac{x^3}{3} - x\right)\) is negative. For \(x > \left( \frac{3}{3} \right)\), then \(F(x)\) is positive. In fact, \(F(x)\) is monotonic increasing and \(F(x) \to \infty\) as \(x \to \infty\).

3. Since \(g(-x) = -x = -g(x)\), it follows that the function \(g\) is odd. Also since \(g'(x) = -1\), then the derivative of \(g\) is continuous for all \(x\). It is obviously true that \(g(x) > 0\) for \(x > 0\).

4. Clearly \(G(x) \to \infty\) as \(x \to \infty\).

Thus the Van der Pol equation satisfies all the properties of the Lienard-Levinson-Smith Theorem and therefore has a unique nontrivial periodic solution. In other words, the equivalent autonomous system

\[
\frac{dx}{dt} = y, \quad \frac{dy}{dt} = E(1 - x^2)y - x
\]

has a unique closed path. Reducing the above autonomous system to a differential equation of the paths we have

\[
\frac{dy}{dt} \frac{dx}{dt} = \left[ E(1 - x^2)y - x \right] \cdot y
\]

Using the chain rule

\[
\frac{dy}{dt} \frac{dx}{dt} = \left[ E(1 - x^2)y - x \right] \frac{1}{y}
\]

\[
\frac{dy}{dx} = \frac{E(1 - x^2)y - x}{y}
\]

Graphs of the Van der Pol equation appear differently than graphs of equations that satisfy the Sturm Comparison Theorem. However, they depict essentially the same meaning. A graph of an equation that satisfy the Sturm Comparison Theorem appear as in the following figure.
The equation oscillates about the x-axis and reaches its limit about that axis. Graphs of the Van der Pol equation approach a limit cycle. This cycle is unique whether the approach is made from inside the closed curve or outside. Graphs of equations that satisfy the Sturm Comparison Theorem will resemble graphs of the Van der Pol equations if one would stand at the end of the x-axis and look down the x-axis toward the origin. In this
perspective, one could observe the path taken to reach the limit cycle.

The following are graphs of the Van der Pol equation with different values of $E$. The closer the value of $E$ is to zero the more the graph approximates a circle. Figure 1 is a graph with $E=.002$. Even though this graph is not a perfect circle, it is closer than any of the others. Figure 2 shows how the limit cycle is reached from inside and outside the closed curve with $E=.25$. The further away the value of $E$ is from zero the more the closed curve becomes oblonged about the $y$-axis. Figure 3 also shows the limit cycle from inside and outside the closed curve with $E=1.5$. Figure 4 shows the limit cycle with $E=4$. Note how the graph is becoming more oblonged and the values of $y$ are increasing. Figure 5 shows a more oblonged graph with $E=7$. Figure 6 shows the differences in the limit cycles with all the graphs starting from the same point, $x=1.5$, and different values of $E$. 
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VAN DER POL EQUATION
\[ y'' + e(x^2 - 1)y' + y = 0 \]

\[ e = 0.002 \]

Figure 1
VAN DER POL EQUATION
\[ y'' + \varepsilon (y^2 - 1)y' + y = 0 \]
\[ \varepsilon = 0.25 \]
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VAN DER POL EQUATION

\[ y'' + \varepsilon (y^2 - 1)y' + y = 0 \]

Figure 4