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Image construction experiments were performed on the Fourier modulus of a number of different objects of varying complexity. Interpretation of the results was complicated by a tendency of the algorithm to stagnate at local minimum having the appearance of a good quality image superimposed by a pattern of stripes. Nevertheless, the results were suggestive that the solution is usually unique, only for an object satisfying special conditions is the Fourier modulus ambiguous. As the signal-to-noise ratio decreases, the ambiguity of the solution increases, but that ambiguity takes the form of noise in the constructed image rather than a complete change in the basic shape of the image.

Several variations of the algorithm were compared, and one was found to converge considerably faster than the others. The convergence time was longer for objects of greater complexity. For an array size of 128 x 128 pixels, typically one hundred iterations are required, taking about two minutes on an array processor.
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SUMMARY

This report describes the investigation of a new method for recovering diffraction-limited images through the turbulent atmosphere. The method consists of an iterative algorithm that constructs an image from Fourier modulus data which is measured by stellar speckle interferometry. The results of this research indicate that the method has the potential for providing diffraction-limited images of earth-orbiting satellites.

Image construction experiments were performed on Fourier modulus data computer-simulated to include the effects of atmospheric turbulence, diffraction, photon (Poisson statistics) noise, and a finite number of short-exposure images. The quality of the constructed images was found to degrade in a gradual and predictable manner as the signal-to-noise ratio decreases. The rms error of the constructed images was found to vary approximately as the square root of the rms error of the Fourier modulus data. Diffraction-limited images were constructed for levels of photon noise that would be expected for imaging satellites through a 1.6-meter telescope.

Image construction experiments were performed on the Fourier modulus of a number of different objects of varying complexity. Interpretation of the results was complicated by a tendency of the algorithm to stagnate at local minimum having the appearance of a good quality image superimposed by a pattern of stripes. Nevertheless, the results were suggestive that the solution is usually unique; only for an object satisfying special conditions is the Fourier modulus ambiguous. As the signal-to-noise ratio decreases, the ambiguity of the solution increases, but that ambiguity takes the form of noise in the constructed image rather than a complete change in the basic shape of the image.

Several variations of the algorithm were compared, and one was found to converge considerably faster than the others. The convergence time was longer for objects of greater complexity. For an array size of 128 x 128 pixels, typically one hundred iterations are required, taking about two minutes on an array processor.
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FOURIER MODULUS IMAGE CONSTRUCTION

INTRODUCTION

The purpose of this research project is to investigate the effectiveness of a new method of recovering fine resolution imagery through the turbulent atmosphere.

Ordinarily, atmospheric turbulence limits the resolution of an image obtained through a large optical telescope to about one second of arc at best, which corresponds to the diffraction limit of an optical telescope of aperture 10 cm. By comparison, the theoretical diffraction-limited resolution of a 2-meter telescope with no atmospheric turbulence is 0.05 arc-seconds -- 20 times finer. Compensated imaging (real-time correction of atmospheric turbulence-induced phase errors by adaptive optics) can produce diffraction-limited images, but the system is expensive. An inexpensive alternative approach is to gather fine resolution information by stellar speckle interferometry [1], and then process that information to form an image. The information obtained from speckle interferometry is the modulus of the object's Fourier transform, or equivalently the autocorrelation of the object. An image can be constructed from this information using an iterative algorithm [2]. The imagery thus obtained would have diffraction-limited resolution.

This research project had three major goals: (1) to determine how the quality of the constructed images varied with the signal-to-noise ratio of the Fourier modulus data; (2) to determine whether the algorithm could produce spurious results (that is, whether the constructed image is unique); and (3) to investigate changes in the algorithm to improve convergence of the algorithm and to determine how the convergence time varies with the properties of the Fourier modulus data. Section 2 of this report gives background to the iterative algorithm. Sections 3 through 5, respectively, describe the results relating to the three goals listed above. Section 6 summarizes the conclusions and outlines areas where further work is needed. Appendix A contains a proof of convergence for one version of the iterative algorithm.
ITERATIVE METHOD BACKGROUND

This section briefly describes the iterative method, which is discussed in more detail elsewhere [2, 3] and in Section 5. Since the experiments were performed on a digital computer, the object and its Fourier transform are sampled functions. Throughout this report, the convention is used that functions represented by upper case letters are the Fourier transforms of functions represented by lower case letters.

Let the object distribution be \( f_{mn} \) and its discrete Fourier transform be

\[
F_{pq} = \left| F_{pq} \right| \exp(i\phi_{pq}) = \mathcal{F}[f_{mn}] = \sum_{mn} f_{mn} \exp[-j(2\pi/N)(mp + nq)] \tag{1}
\]

where \( m, n, p, \) and \( q = 0, 1, 2, \ldots, N - 1 \). \( m \) and \( n \) are referred to as spatial coordinates and \( p \) and \( q \) as spatial frequency coordinates. The object brightness distribution \( f_{mn} \) is real and nonnegative and \( F_{pq} \) is Hermitian. We assume that only \( |F_{pq}| \) is measured, although in some cases of practical interest \( \phi_{pq} \) may be measurable for very low spatial frequencies. The diameter of the object can be computed since it is half the diameter of the autocorrelation \( f \star f = \mathcal{F}^{-1}[|F_{pq}|^2] \). The problem is to reconstruct the object \( f_{mn} \), or equivalently the phase \( \phi_{pq} \), from \( |F_{pq}| \) consistent with the fact that \( f_{mn} \geq 0 \). Use of the constraint of the object's computed diameter is not essential, since any nonnegative solution having a Fourier modulus \( |F_{pq}| \) automatically has the correct diameter.

A block diagram of the iterative method is depicted in Figure 1a. The four steps of each iteration are as follows. (1) An input image \( g_{mn} \) (which in some instances may be considered an estimate of the object) is Fourier transformed:

\[
G_{pq} = \left| G_{pq} \right| \exp(i\phi_{pq}) = \mathcal{F}[g_{mn}]
\]
Figure 1. (A) Block diagram of the iterative method; (B) the input-output concept for the iterative method.
(2) The result is made to satisfy the measured Fourier modulus and the computed phase is left unchanged:

\[ G'_{pq} = |F_{pq}| \exp(i\phi_{pq}) \]

(3) The result is inverse Fourier transform:

\[ g_{mn}' = \mathcal{F}^{-1}[G_{pq}'] \]

(4) Based on how \( g_{mn}' \) violates the object-domain constraints, a new input \( g_{mn} \) is formed, and the process is repeated.

Taken together as a group, the first three steps can be viewed as a non-linear system having an input \( g_{mn} \) and an output \( g_{mn}' \) as depicted in Figure 1b. The output \( g_{mn}' \) is guaranteed to have a Fourier transform with the measured modulus. Therefore, if \( g_{mn}' \) is nonnegative, then it is a solution to the problem; that is, it simultaneously agrees with the measured data in the Fourier domain and the a priori nonnegativity constraint in the image (or object) domain. The procedure is to iteratively change the input in such a way as to drive the output to be everywhere nonnegative. Driving the output to be zero outside the computed diameter may also be included; imposition of the diameter constraint is not essential, but it decreases the convergence time of the algorithm.

The iterative method embraces a family of algorithms for altering the input in order to drive the output to satisfy the object-domain constraints. Two such methods of altering the input that were used for the experiments reported here are given by

\[
g_{k+1, mn} = \begin{cases} 
  g_{k, mn}', (m, n) \notin \gamma \\
  0 , (m, n) \in \gamma
\end{cases} \quad (2)
\]

and

\[
g_{k+1, mn} = \begin{cases} 
  g_{k, mn}' , (m, n) \notin \gamma \\
  g_{k, mn} - \beta g_{k, mn}', (m, n) \in \gamma
\end{cases} \quad (3)
\]
where \( g_{k,mn} \) and \( g'_{k,mn} \) are the input and output, respectively, at the \( k \)th iteration, \( \gamma \) is the set of points at which \( g'_{k,mn} \) violates the constraints, and \( \beta \) is a constant. We refer to the iterative method using Eq. (2) as the error-reduction approach, since it can be shown that the mean-squared error defined in the Fourier domain by

\[
E_F^2 = \frac{\sum_{pq} (|G_{pq}| - |F_{pq}|^2)^2}{\sum_{pq} F_{pq}^2}
\]

or in the image domain by

\[
E_o^2 = \frac{\sum_{mn\in\gamma} |g'_{mn}|^2}{\sum_{mn} |g_{mn}|^2}
\]

can only decrease at each iteration. The proof of convergence is given in Appendix A. These two error measures indicate the degree to which the solution agrees with the measured Fourier modulus. Unfortunately, the fractional decrease of the error becomes very small as the iterations progress, and the error-reduction approach usually does not converge to a solution in a practical sense.

An important notion that is used in Eq. (3) and other related methods of altering the input is that a change of the input tends to result in a similar (but somewhat different) change of the output [4]. We refer to these methods of altering the input as the input-output approach. Although the mean-squared error does not necessarily decrease at each iteration (it may even increase), in practice the input-output approach converges much faster than the error-reduction approach. The optimum choice of the constant \( \beta \) in Eq. (3) depends on the statistics of \( G_{pq} \) and \( F_{pq} \). We have found values of \( \beta \) between 0.5 and 1.0 to work well. The input-output approach can be used by itself, or it can be alternated with the error-reduction approach. For the results shown in Sections 3 and 4, we alternated between Eq. (2) and Eq. (3), typically performing thirty to sixty iterations using Eq. (3) followed by ten iterations using Eq. (2).
The region \( \gamma \) in Eqs. (2) and (3) includes all points at which \( g'_{k,mn} \) violates the object-domain constraints. The primary constraint is that the image be nonnegative. Another constraint that may be imposed is that the diameter of the image not exceed half the diameter of the autocorrelation. For the set of experiments described in Sections 3 and 4, we applied a tight diameter constraint for the first few iterations, but only constrained the image to half the field-of-view (and the images always fit within less than half the field-of-view) in each dimension for the bulk of the iterations.

As mentioned earlier, the diameter constraint is not essential, since all real, nonnegative solutions automatically have the correct diameter (half the diameter of the autocorrelation). However, during the iterations the intermediate results (the output images \( g' \)) do have a diameter exceeding the known diameter, and by applying the diameter constraint the convergence time of the algorithm is decreased. That \( g' \) can have a diameter greater than half the diameter of the autocorrelation can be seen from the following example. Suppose that for a given iteration the input \( g \) is nonnegative and has the correct diameter, but has an incorrect Fourier modulus. After Fourier transformation, its Fourier transform \( G \) is modified to satisfy the measured Fourier modulus, \( |F| \), which we will assume is exactly the Fourier modulus of the object. Neglecting the case where \( |G| = 0 \) (it is almost never exactly equal to zero, due to noise, etc), this can be accomplished by multiplying \( G \) by \( |F|/|G| \),

\[
G'_{pq} = G_{pq} \left( \frac{|F_{pq}|}{|G_{pq}|} \right)
\]

By the convolution theorem the resulting output image can be expressed as

\[
g'_{mn} = g_{mn} \ast \mathcal{F}^{-1} \left( \frac{|F_{pq}|}{|G_{pq}|} \right)
\]

In general the Fourier transform of \( (|F|/|G|) \) will have positive and negative sidelobes that extend over the entire field-of-view. Therefore \( g' \) will contain areas of positive and negative values that extend beyond half the diameter of the autocorrelation. Nevertheless \( g' \) and the object must have
identical autocorrelations: since $|G'| = |F|$, $g' \star g' = \mathcal{F}^{-1}[|G'|^2] = \mathcal{F}^{-1}[|F|^2] = f \star f$. The diameter of $g'$ can exceed half the diameter of the autocorrelation only if $g'$ has regions of negative value, since negative values are required to get the cancellation needed to reduce the diameter of the autocorrelation to less than twice the diameter of $g'$. 
This section describes a set of experiments aimed at determining how the quality of the constructed images depends on the amount of noise present in the Fourier modulus data. Noisy Fourier modulus data was simulated having predetermined amounts of noise, images were constructed from the noisy Fourier modulus data, and a measure was made of the quality of the constructed images.

3.1 SIMULATION OF NOISY FOURIER MODULUS DATA

The Fourier modulus data used for the reconstruction experiments was simulated to include the effects of atmospheric turbulence and photon noise. The object used (a digitized photograph of a P72-2 sensor testbed) is shown in Figure 2, as it would appear through a diffraction-limited telescope with no atmospheric turbulence and no noise. The object is about 64 x 40 pixels in extent, imbedded in a 128 x 128 array. The object $f_{mn}$ was convolved with 156 different point-spread functions (PSFs) to produce 156 different blurred images

$$d_{mn}(k) = f_{mn} \ast s_{mn} = \mathcal{F}^{-1} [F_{pq} s_{pq}(k)], \quad k = 1, \ldots, 156 \quad (6)$$

where $s_{mn}(k)$ is the $k$th PSF. The object and the PSFs were supplied by B. L. McGlamery (Visibility Laboratory, Scripps Institution of Oceanography, U.C. San Diego) and were computed from phase functions representing the effects of a model of atmospheric turbulence having a Kolmogorov spectrum [5], assuming a telescope lens diameter of 1.6 meters and $r_0$ (Fried's parameter [6]) = 0.1 meters. Examples of the blurred images $d_{mn}(k)$ are shown in Figure 3(a)-(d). The blurred images were then converted to mean photon counts and subjected to a Poisson noise process: each pixel was replaced with a sample drawn from a Poisson distribution with mean and variance equal to the mean photon count, resulting in the noisy degraded images $i_{mn}(k)$.

A point of reference for the amount of photon noise present in the data is given by an analysis done by B. L. McGlamery [7]. He assumed that the
Figure 2. The reference object.

Figure 3. Degraded images. (A)-(D) Noise-free blurred images; degraded (blurred and noisy) images—number of photons per degraded images: (E)-(H) 305,000; (I)-(L) 6143; (M)-(P) 643.
short-exposure blurred images were obtained with a system having the following parameters:

- 1.6 m = telescope diameter
- 5 msec = exposure time
- 100 nm = spectral bandwidth
- 550 nm = center wavelength
- 0.8 = atmospheric transmittance

and assuming a 5900°K spectral curve for the solar irradiance, and an S20 sensor spectral sensitivity curve. For the P72-2 object (Figure 2) at a magnification equivalent to a distance of 300 km, the blurred images (reflectance maps) were multiplied by a constant of value 2779 to convert the image to a mean value of photoelectrons/pixels (mean photon counts). We refer to this constant for converting reflectance into mean photoelectrons as the photoelectron scale factor. The value of 2779 pertains to the system and exposure time described above, which was considered to be realistic for observing satellites (although the spectral bandwidth of 100 nm may be considered to be too high by as much as a factor of two). Using 156 blurred images, this case serves as a baseline. For other cases there would be greater or fewer photons available according to the reflectivity of the object and the values of the parameters listed above. The net effect on the photon noise of all of these factors was simulated by lumping them all into one number, the photoelectron scale factor. For our experiments the photoelectron scale factor was varied between 6 and 55580 which is equivalent to between 0.002 times and 20 times the number of photons for the baseline case. The values of the photoelectron scale factor that were used are 55580, 27790, 13895, 5558, 2779, 1390, 556, 278, 139, 56, 28, 14, and 6.

Examples of the noisy, degraded images, including both the blurring due to the atmosphere (and the telescope aperture) and photon noise, are shown in Figure 3.

This simulated speckle data was then processed by the Labeyrie method [1], as modified by Goodman and Belsher [8] and later by others [9], to arrive at an estimate of the modulus of the Fourier transform of the object:
where

\[ N_c = \sum_k \sum_{mn} i_{mn}^{(k)} = \sum_k i_{oo}^{(k)} \]  

is a constant equal to the total number of photons detected [8, 9], \( \sum |s_{pq}^{(k)}|^2 \) is the square of the MTF of the speckle interferometry process, and \( W_{pq} \) is a weighting factor. Examples of \( I_{pq}^A \) are shown in Figure 4. The subtraction of \( N_c \) eliminates one particular constant noise term due to photon statistics. Other noise terms remain. If the sensor is operating in a photon-counting mode, then \( N_c \) can be calculated from Eq. (8) as it was for our experiments; otherwise, \( N_c \) can be estimated as the minimum value of \( \sum |I_{pq}^{(k)}|^2 \) at high spatial frequencies. In a real-world situation, it may also be necessary to compensate for the MTF due to the detection process before subtracting \( N_c \) [10]. In the real world an estimate of the MTF in the denominator of Eq. (7) can be obtained from measurements on an unresolved star or determined from a model of the atmosphere. For this experiment the intent was to separate out the effects due to photon noise alone, so the exact MTF was used. Division by the MTF also compensates for the MTF due to the telescope aperture, resulting in a net system transfer function that is unity within a circle of radius equal to twice the radius of the telescope aperture, and is set to zero outside that aperture. The result would be a system impulse response having undesirable negative sidelobes. The weighting function \( W_{pq} \) was included in Eq. (7) in order to restore the natural MTF associated with a telescope having a circular aperture (that MTF being the autocorrelation of the circular aperture), and the resulting system impulse response no longer has negative sidelobes. The degraded image shown in Figure 2, which we refer to as the reference object, was also subjected to the same weighting function in the Fourier domain to impose on it the transfer function of the telescope aperture. The radius of
Figure 4. Fourier modulus estimates computed from 156 degraded images each. Number of photons per degraded image: (A) infinity (noise-free); (B) 305,000; (C) 6143; (D) 643.
was 62 pixels, corresponding to the MTF of a telescope of diameter 1.6 meters.

An indication of the signal-to-noise ratio of the Fourier modulus estimate $|\hat{F}_{pq}|$ can be obtained from the total number of photons detected, $N_c$. Values of $N_c$ for the Fourier modulus estimates were varied from $9.5 \times 10^8$ for the lowest noise case (photoelectron scale factor = 55580) to $1.0 \times 10^5$ for the highest noise case (photoelectron scale factor = 6). Since 156 degraded images were used to compute the Fourier modulus estimates, this corresponds to a range of $6.1 \times 10^6$ to 643 photons per degraded image. Since each blurred image extended over an area of about 64 by 64 pixels, this corresponds to a range of 1490 to 0.16 photons per pixel per degraded image over the area of the degraded image. For the baseline case having a photoelectron scale factor of 2779, the value of $N_c$ was $4.7 \times 10^7$, which is equivalent to $3 \times 10^5$ photons per degraded image, or 74 photons per pixel per degraded image over the area of the degraded image. Although it would not be measurable from telescope data, for our computer simulations we also computed the actual mean-squared error of the Fourier modulus estimate:

$$E_{|F|^2} = \frac{\sum_{pq} (|\hat{F}_{pq}| - |F_{pq}|)^2}{\sum_{pq} |F_{pq}|^2}$$

(9)

where $F_{pq}$ is assumed to include the weighting factor $W_{pq}$. A plot of $E_{|F|^2}$, the rms error of the Fourier modulus estimate, versus the number of photons per degraded image is shown in the upper curve of Figure 5.

Since the signal-to-noise ratio of the Fourier modulus estimate tends to decrease with increasing spatial frequencies, one would hope to reconstruct low-frequency (low resolution) features of an object even under very noisy conditions for which the high-frequency information is lost. For this reason, reconstruction experiments were also performed on low resolution versions of the Fourier modulus estimates. Formation of low resolution versions of $|\hat{F}|$ were accomplished by replacing the radius-62 $W_{pq}$ in Eq. (7) by a $W_{pq}$ of the same form, but of radius 16 pixels (i.e., approximately four times coarser resolution than the baseline "high resolution" version). The
Figure 5. Rms error of Fourier modulus estimate, $E_{\tilde{F}}^2$, versus number of photons per degraded image, $N_c/156$. Upper curve: high resolution version; lower curve: low resolution version.
lower curve in Figure 5 shows $E|\hat{F}|$ versus the number of photons per degraded image for the low resolution version of $|\hat{F}|$. The fact that the curve for the low-resolution case is below that of the high-resolution case (that is, the error of the Fourier modulus estimate is lower) confirms the notion that the error increases with increasing spatial frequencies.

3.2 IMAGE CONSTRUCTION RESULTS FROM NOISY FOURIER MODULUS

Image construction by the iterative method (as described in Section 2) was carried out on 13 high-resolution and 8 low-resolution Fourier modulus estimates which were generated in the manner described in Section 3.1. In each case, although useful images were usually available after about 100 iterations, 600 iterations (the same sequence of iterations for all cases) were carried out in order to ensure that the convergence of the algorithm was as complete as was practical.

The rms error $E_0$, which is a measure of how well the constructed image agrees with the object-domain constraints and Fourier modulus estimate, was reduced to about 0.007 for the lowest-noise case, to 0.05 for the median-noise case, and to 0.4 for the highest-noise case. In no case was $E_0$ driven to zero; that is, in no case did the algorithm converge to a solution that was in perfect agreement both with the Fourier modulus estimate and with the object's nonnegativity constraint. Such agreement would be impossible because the noise present in the Fourier modulus estimate makes that estimate inconsistent with the object's nonnegativity constraint. In particular, if the corresponding estimate of the object's autocorrelation is computed by Fourier transforming $|\hat{F}|^2$, that autocorrelation estimate is found to have regions of negative values. It can easily be shown that an autocorrelation with negative values can arise only from an object with negative values. That is, there can be no nonnegative (physical) object that could give rise to the Fourier modulus estimate $|\hat{F}|$. (In addition, even if the estimate of the object's autocorrelation were nonnegative, then it is still possible that there would be no nonnegative object giving rise to it. Although we do not know in general how to tell if a given function is an autocorrelation function, it can be shown that not all nonnegative symmetric functions are auto-
correlation functions, and a sum of autocorrelation functions is not necessarily an autocorrelation function.) Nevertheless, this iterative image construction method, which relies on the nonnegativity of the solution and strives toward a nonnegative solution, finds a solution that has a minimum amount of negative values; in doing so, it constructs an image that is (at least for cases where only a moderate amount of noise is present) a good approximation to the original object.

The image construction results are shown in Figure 6 and 7 for the high-resolution and low-resolution cases, respectively. Images that came out inverted (rotated in the plane of the page by 180°) were re-inverted in order to take on the same orientation as the reference object. Inverted solutions are always possible since the Fourier modulus of \( f(-x) \) equals the Fourier modulus of \( f(x) \), for \( f(x) \) real valued. Figure 6(E) shows the result for the baseline case. In the high-resolution case, a good quality image, Figure 6(H), was constructed for a photon count (signal-to-noise ratio) ten times worse than the baseline case. A degraded but still recognizable image, Figure 6(K), was constructed for a photon count one hundred times worse than the baseline case. At four hundred times worse photon count than the baseline case, Figure 6(H), it appears that no useful image information remains.

Also shown for comparison in Figures 6(N)-6(U) are short-exposure images with no atmosphere present (diffraction-limited and photon-limited) for the eight lowest signal-to-noise ratio cases, corresponding to Figures 6(F)-6(M), respectively. From this it is seen that a single short-exposure image with no atmosphere present is better than an image constructed from the Fourier modulus estimate based on 156 short-exposure images. One might also wish to compare the image construction results with the sum of 156 photon-limited images with no atmosphere present. For the lowest signal-to-noise ratio case having photoelectron scale factor of 6, the sum of 156 images would be the same as a single image of photoelectron scale factor of \( 936 = 6 \times 156 \), which corresponds to a result half way between Figures 6(N) and 6(O).

The low resolution results shown in Figure 7 are for the eight lowest signal-to-noise ratio cases only. Comparing Figure 7 with Figure 6(F)-6(M), for the same number of photon counts, \( N_c \), the constructed images appear to be less noisy in the low-resolution case than in the high-resolution case.
Figure 6. (A) Reference object; (B)-(M) images constructed from Fourier modulus estimates, corresponding to the data points in Figure 5 for the high resolution case, excluding the lowest noise case. The baseline case is (E). Each third image corresponds to a factor of 10 in number of photons detected.
Figure 6. (N)-(U) Photon-limited short-exposure images with no atmosphere present (see text).
Figure 7. (A) Low resolution version of reference object; (B)-(I) images constructed from low resolution versions of the Fourier modulus estimates, corresponding to the data points in the lower curve of Figure 5.
It should be noted, however, that in the high-resolution case, the noise in
the constructed image is mostly in the higher-frequency details, and the
lower-frequency components (the coarser details) of the constructed images
remain more faithful than the higher-frequency details. Based on just their
low frequency content (coarse details), the high-resolution and low-
resolution cases appear to be comparable.

Although it would not be measurable from telescope data, for our digital
simulations we computed the actual mean-squared error of the constructed im-
age, since we have available the reference object. Before this mean-squared
error can be computed, the constructed image must be brought into coincidence
with the reference object, since the constructed image may be translated and
even spatially inverted relative to the reference object [2]. The choice of
whether to invert the image and what translation is required was determined
by successively computing the cross-correlations of the reference object with
the constructed image at normal and inverted orientations, and searching for
the maximum over the two cross-correlations. Inversion of the image (when
necessary) was effected by conjugating its Fourier transform, and translation
of the image was accomplished by multiplying its Fourier transform by a lin-
ear phase factor. The resulting constructed complex Fourier transform \( \tilde{G}_{pq} \)
was used to compute the mean-squared error

\[
\xi_F^2 = \frac{\sum_{pq} |G_{pq} - F_{pq}|^2}{\sum_{pq} |F_{pq}|^2}
\]

which is equivalent to the mean-squared error defined in the image domain as

\[
\xi_o^2 = \frac{\sum_{mn} (\tilde{g}_{mn} - f_{mn})^2}{\sum_{mn} f_{mn}^2} = \xi_F^2 \equiv \xi^2
\]

where \( \tilde{g}_{mn} \) is the translated and possibly inverted version of the con-
structed image. In Eqs. (10) and (11) the reference object \( f_{mn} \) and its
Fourier transform are assumed to have been subjected to the same weighting
function \( W_{pq} \) as the Fourier modulus estimate.
The rms error of the constructed images, $\tilde{E}$, is shown as a function of $E[\hat{F}]$, the rms error of the Fourier modulus estimate, in Figure 8, which shows that $\tilde{E}$ appears to vary approximately as the square root of $E[\hat{F}]$. This approximate square root relationship was not expected — no theoretical results are known that predict this relationship. For a given $E[\hat{F}]$, $\tilde{E}$ is approximately the same for the low resolution cases (triangles) as for the high resolution cases (circles). Therefore, except for possible savings in computation time there does not seem to be any advantage to low-pass filtering the data before applying the iterative algorithm. A more sophisticated filter such as Wiener filter could, on the other hand, prove advantageous.

For the low noise cases $E$ did not go below 0.1 although the square root of $E[\hat{F}]$ was well below that level. The cause of this error in the low noise cases seems to have resulted not from the noise but from the stagnation of the algorithm at an image that perhaps is at a local minimum of error, but not at a global minimum. These images look like the reference object with a low contrast sinusoidal pattern superimposed (or as stripes across the image). Figures 9(a)-9(d) show four different images constructed from the same Fourier modulus estimate ($N_c = 9.5 \times 10^8$), each arrived at by the same sequence of iterations but with different arrays of random numbers as the initial input to the first iteration. The stripes appear in each image, but with different orientations and spatial frequencies. This phenomenon was noticed earlier [2], but a complete explanation of it has not been available. Further discussion of this phenomenon is given in Section 5. Also shown in Figure 9 are four different images constructed from the same Fourier modulus for a higher noise case ($N_c = 9.5 \times 10^6$). In this case the stripes do not occur; but a noticeable amount of random noise occurs in the background of the images, and the details of that noise are different for each constructed image.

The image construction results shown in Figure 6 were arrived at from initial inputs consisting of random numbers. In addition, images were also constructed using the reference object as the initial input. Although such an initial input is unrealistic from the point of view that in the real world the reference object would not be known, those image construction results were interesting because they shed some light on the problem of the stripes.
Figure 8. Rms error of constructed images, $\tilde{E}$, versus rms error of the Fourier modulus estimates, $E_{|\hat{F}|}$. Circles indicate high resolution versions and triangles indicate low resolution versions. Squares indicate results when the reference object was used as the initial input to the algorithm (see text). The solid line shows $\sqrt{E_{|\hat{F}|}}$ for comparison.
Figure 9. Four images constructed using different starting inputs. (A)-(D) Low noise case (6.1 x 10^6 photons per degraded image) showing stripes; (E)-(H) higher noise case (6.1 x 10^4 per photons per degraded image). These pictures were intentionally overexposed in order to emphasize the stripes and the background noise.
When starting with the reference object as the initial input, we have something that is not in perfect agreement with the noisy Fourier modulus estimate. As the iterations progress, the output image departs from the reference object while becoming in better agreement with the Fourier modulus estimate. Finally, the iterations stagnate at a point where the result is in as good agreement as possible with the simultaneous constraints of object non-negativity and Fourier modulus equalling the Fourier modulus estimate.

For the medium to high noise cases, the constructed images resulting from the reference object as the initial input were comparable to the constructed images resulting from random numbers as the initial input; in addition, the error measures $E_0$ and $\tilde{E}$ were comparable for the two cases. For the low noise cases, the constructed images resulting from the reference object as the initial input were comparable in appearance to the constructed images resulting from random numbers as the initial input except that no stripes were present. In addition, both the error measures $E_0$ and $\tilde{E}$ were considerably less than the values for the case of the random initial input. $\tilde{E}$ for this case is plotted in Figure 8 along with the case of the random initial input, where it is seen that $\tilde{E}$ approaches zero as $E_{\mid \rho \mid}$ approaches zero, as one would expect. For the four lowest noise cases, the error $E_0$ for the case of the random initial input versus the case of the reference object as initial input was 0.00737 vs 0.00333, 0.00748 vs 0.00391, 0.00794 vs 0.00526, and 0.0114 vs 0.00933. For higher amounts of noise $E_0$ was comparable in the two cases. Therefore, for the low noise cases one can distinguish the local minimum having stripes from the global minimum not having stripes by the value of the rms error $E_0$. It is this fact that a smaller error $E_0$ occurred for the constructed image not having stripes that leads us to believe that the stripes represent a problem of encountering a local minimum and do not represent a fundamental uniqueness problem.

The most important result from this set of experiments on the noise properties is that as the noise increases, the quality of the constructed images degrades in a gradual and predictable manner. Furthermore, the quality of the constructed images is very good for the realistic signal-to-noise ratios expected for imaging satellites. Images of this quality were obtained in spite of the fact that Wiener filtering was not performed. By adding a post
processing step of Wiener filtering the images, improved image quality may be expected.
UNIQUENESS OF IMAGES CONSTRUCTED FROM FOURIER MODULUS

It is well known that for the one-dimensional case the Fourier modulus is usually ambiguous [11]. That is, there may be many objects that have the same Fourier modulus. Going further, there may even be many real, nonnegative objects that have the same Fourier modulus. One therefore might question why one should even attempt to construct an image from Fourier modulus data if one could get many different solutions. Fortunately the one-dimensional analysis does not carry over into two dimensions, and, as will be shown later, the solution almost always is unique for the two-dimensional case. In Section 4.1 the previously known theory is briefly reviewed and new experimental construction results are shown in Section 4.2 for a variety of objects.

4.1 UNIQUENESS THEORY

We first consider the one-dimensional case, although the problem in which we are most interested is two-dimensional. Switching to continuous variables, the Fourier transform relationship, of which Eq. (1) is a discrete form, is

\[
F(u) = \int_{-\infty}^{\infty} f(x)e^{-i2\pi ux} \, dx \tag{12}
\]

If \(f(x)\) is of finite extent, that is, if it is zero outside a finite interval \([a, b]\), then the function \(F(z)\) is an entire function (analytic everywhere) of exponential type. The variable \(z\) is a complex variable of which \(u\) is the real part. Such functions are completely specified by their complex zeroes \(z_i, i = 1, 2, \ldots\), satisfying \(F(z_i) = 0\). In particular, from the Hadamard factorization theorem we have [12]

\[
F(z) = Az^q \prod_{i=1}^{\infty} \left(1 - z/z_i\right) \tag{13}
\]

where \(A\) is a constant and \(q\) is the order of the zero at \(z = 0\).
The reason that the one-dimensional case is usually not unique is as follows. In theory, since $F(z)$ is analytic, given any finite segment of $F(z)$, $F(z)$ can be determined everywhere by analytic continuation. Similarly, since $F(z)$ is analytic, so is $F(z)\overline{F(z)}$, which is equal to $|F(u)|^2$ on the real line. (The overbar indicates complex conjugation.) Therefore, given $|F(u)|^2$ it is theoretically possible to determine the complex zeroes of $F(z)\overline{F(z)}$. If the complex zeroes of $F(z)$ were known, then Eq. (13) could be used to determine $F(z)$ and in particular $F(u)$. However, for each zero $z_i$ of $F(z)$, $F(z)\overline{F(z)} = 0$ both at $z_i$ and at $\overline{z_i}$. Therefore for each non-real-valued complex zero of $F(z)$ there is a two-fold ambiguity of the solution. If there are $m$ complex zeroes then there would be $2^{m-1}$ different solutions, and in general $m$ is infinite. In general it is not known, however, what number of solutions are nonnegative.

Although the uniqueness problem is very severe in the one-dimensional case, it fortunately does not appear to be a problem in the two-dimensional case. Bruck and Sodir [13] analyzed the case of an object made up of an array of delta-functions. The Fourier transform then reduces to a discrete sum, and the discrete sum can be shown to be equivalent to a polynomial of complex variables. The zeroes (roots) of the polynomial are associated with the complex zeroes discussed above. It can then be shown that the ambiguity of the solution is determined by the number of factors into which the polynomial can be factored. In the one-dimensional case a polynomial can always be expressed as the product of $m$ prime factors, where $m$ is equal to the order of the polynomial, which is equal to the number of discrete points across the object. Therefore, for the one-dimensional case there are $2^{m-1}$ solutions. On the other hand, two-dimensional polynomials are rarely factorable. Therefore, for the two-dimensional case the solution is usually unique (to within a $180^\circ$ rotation and a translation).

It can be argued that this analysis can be extended to the case of a continuous, extended object (as opposed to a sampled object) by noting that $F(z)$ for a continuous object can be closely approximated by a polynomial [14]. Therefore, although further analytical work is required to definitively answer the question of uniqueness for continuous objects in two-dimensions,
one would expect the solution to be generally unique (except for very special cases) in two dimensions.

Fried [15] has considered the special case for which the Fourier transform is separable in its two orthogonal coordinates, that is, it can be written as the product of two one-dimensional functions (and if the Fourier transform is separable, then so is the object function). This case can be shown to have a high degree of non-uniqueness. The high degree of ambiguity is expected since the separability condition changes the two-dimensional problem into two one-dimensional problems, and the high degree of ambiguity is well known in one dimension, as discussed earlier.

Fried [15] goes one step further and shows how to generate an arbitrary number of nonnegative (one-dimensional or separable two-dimensional) functions having the same Fourier modulus. He has since found that the functions generated by his method tend to be smooth.

4.2 UNIQUENESS EXPERIMENTS

The uniqueness of the solution was empirically tested on several different objects in order to provide a practical answer to the uniqueness question.

Digitized photographs of several different satellites were provided to ERIM by B.L. McGlamery (Visibility Laboratory, U.C. San Diego). Since it was suspected that the uniqueness property may depend on the complexity of the object, we computed several versions of each satellite, each version at a different resolution (at a different magnification). The lower resolution versions provided examples of less complicated objects.

The method of generating lower resolution versions was to resample the fine resolution images on a coarser grid. Points on the coarser grid that fell between the points on the finer grid were given values according to a two-dimensional separable triangular filter operating on the four nearest neighbor points on the finer grid. This type of resampling does not give an
demagnification... it has a tendency to overemphasize some features of the object and hide others. However, for the purpose of these experiments an accurate demagnification was not required; it was only desired that a smaller, less complicated object be synthesized.

The objects used are listed in Table 1. In order to avoid the possibility of aliasing, the objects were initially all scaled to fit within a square of size 64 by 64 pixels, which was imbedded in an array of size 128 by 128. The magnification factors required for the initial scaling are listed in Table 1. If a telescope of diameter 1.6 meters and a wavelength of 550 nm were used, and the image sample size were equivalent to \((\lambda/2D) = 550 \text{ nm}/3.2 \text{ m} = 1.719 \times 10^{-7} \text{ radians} = 0.03545 \text{ arc-sec per pixel}\), then the apparent distances corresponding to the objects of size 64 pixels are given by \((\text{image scale in meters per pixel}) (2D/\lambda)\), which are listed in the last column of Table 1. In addition to objects of size 64 pixels, objects of size 32, 16, 8, and 4 pixels were generated using the resampling method described above. That is, a total of 40 test objects (8 objects at 5 magnifications each) were used in the experiments. The smaller, lower-resolution objects can be thought of as being at proportionally greater distances from the telescope. Because of the way that the resampling was done, the objects "of size 4 pixels" are in fact only 3 pixels across; in addition, except for the Film No. 508 and 608 cases, one pixel dominates the others; consequently, the objects of size 4 pixels tend to look very much like single point scatterers.

The Fourier modulus data for each test object was generated by Fourier transforming the test object, then multiplying the complex Fourier transform by \(W\), the weighting function due to a circular telescope aperture, and then taking the modulus (or magnitude). The weighting function is given by the autocorrelation of a circular aperture of diameter 62 pixels in the Fourier domain. For this set of experiments the effects of diffraction due to the telescope aperture were included, but the Fourier modulus data was otherwise free of error. For comparison with the construction results, the inverse Fourier transform of the weighted complex Fourier transform was computed. The resulting image, which is referred to as the reference object, is equivalent to a diffraction-limited image of the object.
The same set of 340 iterations as discussed in Section 2 was used for each of the forty test cases. Figures 10 to 17 show the reference object and a corresponding constructed image for all forty cases. Images that came out inverted were re-inverted in order to take on the same orientation as the reference object.

A problem that occurred was that the algorithm usually did not converge completely to a solution: it usually stagnated at a local minimum at which it produced an image of good quality but with a set of stripes superimposed across the image. When the algorithm stagnated at such a local minimum, it was not possible to determine with certainty whether the solution it was converging toward was exactly the same as the reference object. As discussed in Section 3, the stagnation at an output image having stripes is most likely a problem of algorithm stagnation at a local minimum of \( E_0 \) and does not represent a uniqueness problem. In almost all of the different constructed images shown in Figures 10-17, the primary difference between the constructed image and the reference object is the presence of the stripes. Therefore we conclude from those cases that if the algorithm were improved in such a way as to avoid stagnation with stripes, then it would probably converge to an output image identical to the reference object. That is, these results imply that for most cases the solution is unique.

The stripes are usually more difficult to see when reproduced than they are when the image is viewed on a T.V. monitor, which has greater dynamic range than a paper print of the image. Usually there is a single set of stripes across the image. In any given image the stripes have an average period and angular orientation, but across the image the stripes vary significantly about those averages. In some cases, more than one set of stripes appear in a given image; for example, in Figure 12(B) there are strong (high contrast) stripes both horizontally and at about a 45 degree angle. The stripes extend over the entire field-of-view but have maximum contrast over the extent of the object. The fact that the stripes extend beyond the known extent of the object (which is half the diameter of the autocorrelation) will probably enable us, some time in the future, to develop an algorithm to detect them and eliminate them.
lists the rms error $E_0$, as defined by Eq. (5), for the forty constructed images. This is a measure of how well the constructed image agrees with the simultaneous constraints of nonnegativity and having a Fourier modulus equal to the Fourier modulus of the reference object; that is, it is a measure of how close it is to a solution. For a given size of object, constructed images with larger values of $E_0$ are known to be farther from a solution. Therefore, for example, the 32-pixel size and 16-pixel size constructed images of Film No. 302 shown in Figures 12(D) and (F) should probably be ignored because they are much farther from solutions than are the constructed images for the other objects (and so they are not necessarily an indication of non-uniqueness).

If the cases that did not converge very close to a solution (having large values of $E_0$) are ignored, and if perturbations due to stripes are ignored, then most, but not all, of the image construction results shown in Figures 10-17 seem to indicate that the solutions are unique. The most disturbing departure from uniqueness came in the case of the 64-pixel size of Film No. 401, FLTSATCOM. The constructed image has the same overall shape as the reference object but differs from it in its details, despite the fact that for this object an additional 380 iterations were performed. Subsequent runs of the algorithm using different starting inputs encountered similar problems for this object. From Figure 14(A) one can see that for this particular object its bright central part is nearly circularly symmetric. Since a circularly symmetric object can be described as a function of a single variable, its radial coordinate, one could hypothesize that such objects would have the same high degree of ambiguity as one-dimensional objects, but this is not known. Therefore, although most objects of interest are probably unique, there appear to be special classes of objects for which the solution is not unique. From the results shown in Figures 10-17 it appears that the non-unique (ambiguous) cases are the exceptions rather than the rule.
### TABLE 1
OBJECTS FOR UNIQUENESS STUDY

<table>
<thead>
<tr>
<th>Film No.</th>
<th>Object Description</th>
<th>Unscaled Pixel Size</th>
<th>Magnification for 64-Pixel Width</th>
<th>Apparent Distance Width (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>204</td>
<td>P72-2 Sensor Testbed (A)</td>
<td>0.0174m</td>
<td>0.267</td>
<td>379</td>
</tr>
<tr>
<td>205</td>
<td>P72-2 Sensor Testbed (B)</td>
<td>0.0174m</td>
<td>0.267</td>
<td>379</td>
</tr>
<tr>
<td>302</td>
<td>777 Communications Sat(A)</td>
<td>0.0174m</td>
<td>0.267</td>
<td>379</td>
</tr>
<tr>
<td>314</td>
<td>777 Communications Sat(B)</td>
<td>0.0174m</td>
<td>0.279</td>
<td>363</td>
</tr>
<tr>
<td>401</td>
<td>FLTSATCOM</td>
<td>0.0581m</td>
<td>0.250</td>
<td>1352</td>
</tr>
<tr>
<td>509</td>
<td>LST (A)</td>
<td>0.0871m</td>
<td>0.356</td>
<td>1423</td>
</tr>
<tr>
<td>508</td>
<td>LST (B)</td>
<td>0.0871m</td>
<td>0.291</td>
<td>1741</td>
</tr>
<tr>
<td>608</td>
<td>SURVSATCOM</td>
<td>0.116m</td>
<td>0.356</td>
<td>1896</td>
</tr>
</tbody>
</table>

### TABLE 2
RMS ERROR $E_0$ OF CONSTRUCTION RESULTS FOR UNIQUENESS STUDY

<table>
<thead>
<tr>
<th>Object (Film No.)</th>
<th>Object Size (Pixels)</th>
<th>64</th>
<th>32</th>
<th>16</th>
<th>8</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>204</td>
<td></td>
<td>0.0327</td>
<td>0.0234</td>
<td>0.00914</td>
<td>0.00051</td>
<td>0.00048</td>
</tr>
<tr>
<td>205</td>
<td></td>
<td>0.0262</td>
<td>0.00421</td>
<td>0.00074</td>
<td>0.00058</td>
<td>0.00049</td>
</tr>
<tr>
<td>302</td>
<td></td>
<td>0.0189</td>
<td>0.0553</td>
<td>0.0154</td>
<td>0.00071</td>
<td>0.00053</td>
</tr>
<tr>
<td>314</td>
<td></td>
<td>0.0156</td>
<td>0.00268</td>
<td>0.00813</td>
<td>0.00164</td>
<td>0.00055</td>
</tr>
<tr>
<td>401</td>
<td></td>
<td>0.00240</td>
<td>0.00101</td>
<td>0.00061</td>
<td>0.00050</td>
<td>0.00048</td>
</tr>
<tr>
<td>509</td>
<td></td>
<td>0.00782</td>
<td>0.00660</td>
<td>0.00072</td>
<td>0.00053</td>
<td>0.00048</td>
</tr>
<tr>
<td>508</td>
<td></td>
<td>0.00296</td>
<td>0.00179</td>
<td>0.00197</td>
<td>0.00071</td>
<td>0.00048</td>
</tr>
<tr>
<td>608</td>
<td></td>
<td>0.00368</td>
<td>0.00169</td>
<td>0.00073</td>
<td>0.00100</td>
<td>0.00054</td>
</tr>
</tbody>
</table>
Figure 10. Reference objects and constructed images for Film No. 204, P72-2(A). Reference object and constructed image for (A) 54-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 11. Reference objects and constructed images for Film No. 205, P72-2(B). Reference object and constructed image for (A, B) 64-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 12. Reference objects and constructed images for Film No. 302, 777(A). Reference object and constructed image for (A, B) 64-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 13. Reference objects and constructed images for Film No. 314, 777(B). Reference object and constructed image for (A, B) 64-pixel width. (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 14. Reference objects and constructed images for Film No. 401, FLTSATCOM. Reference object and constructed images: (A, B) 64-pixel width, (C, D) 32-pixel width, (F, I) 16-pixel width, (G, H) 8-pixel width, and (E, J) 4-pixel width.
Figure 15. Reference objects and constructed images for Film No. 509, LST(A). Reference object and constructed image for (A, B) 64-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 16. Reference objects and constructed images for Film No. 508, LST(B). Reference object and constructed image for (A, B) 64-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
Figure 17. Reference objects and constructed images for Film No. 608, SURVSATCOM. Reference object and constructed image for (A, B) 64-pixel width, (C, D) 32-pixel width, (E, F) 16-pixel width, (G, H) 8-pixel width, and (I, J) 4-pixel width.
5
ALGORITHM CONVERGENCE

Several different aspects of the convergence of the algorithm are of interest. A few variations of the algorithm were compared for convergence speed. Investigations were made into the convergence speed as a function of object complexity and of Fourier modulus signal-to-noise ratio. Attempts were made to cause the solution to move away from a local minimum characterized by the stripes discussed in Sections 3 and 4.

5.1 COMPARISON OF DIFFERENT ALGORITHMS

Four different versions of the algorithm were compared. All four versions use the same first three steps described in Section 2. They differ in the method in which the new input \( g_{k+1} \) is chosen. The first method, which we call the error-reduction approach, is given by Eq. (2) in Section 2:

\[
g_{k+1, mn} = \begin{cases} 
  g'_{k, mn}, & (m, n) \notin \gamma \\
  0, & (m, n) \in \gamma 
\end{cases}
\]

where \( g_{k, mn} \) and \( g'_{k, mn} \) are the input and output, respectively, at the \( k \)th iteration and \( \gamma \) is the set of points at which \( g'_{k, mn} \) violates the object-domain constraints. The principal object-domain constraint is that \( g' \) be nonnegative everywhere; an auxiliary constraint is that the extent (diameter) of the object not exceed the known diameter which is half the diameter of the given autocorrelation. For the error-reduction approach the new input is equal to the current output modified to satisfy the object-domain constraints. Satisfying the object-domain constraints consists of setting the output to zero wherever it violates the constraints. In Appendix A is a proof that the error reduction approach converges in the sense that the mean squared error, as defined in Eqs. (4) and (5) in Section 2, is monotonically decreasing with each successive iteration.

In addition to the error-reduction approach, three different versions of the more general input-output approach were investigated. The basic idea
behind the input-output approach is that the first three operations of the algorithm — Fourier transformation, satisfaction of Fourier-domain constraints, and inverse Fourier transformation — can be viewed as a nonlinear system having an input $g$ and an output $g'$. By appropriate changes in the input one attempts to drive the output to satisfy the object-domain constraints. Since the output by definition satisfies the Fourier-domain constraints, it is a solution to our problem if it can be made to satisfy the object-domain constraints.

For a problem very similar to the one at hand, it has been shown that for small changes in the input, the expected value of the corresponding change in the output is a constant, $\alpha$, times the change in the input [4]. Since additional nonlinear terms also appear in the output, the change in the output due to a particular change in the input cannot be predicted exactly. Nevertheless, by appropriate changes in the input, the output can be pushed in the general direction that is desired. If a change $\Delta g_{mn}$ is desired in the output, then a logical choice for a change in the input to achieve that change in the output would be $\Delta g_{mn}$, where $\alpha$ is a constant ideally equal to $\alpha^{-1}$. For the problem at hand, the desired change in the output is

$$
\begin{align*}
\Delta g_{mn} &= \begin{cases} 
0, & (m, n) \notin \gamma \\
g', & (m, n) \in \gamma
\end{cases} 
\end{align*}
$$

(15)

that is, where the constraints are satisfied one does not require a change of the output, but where the constraints are violated, the desired change in the output is one that drives it to a value of zero (and therefore the desired change is the negative of the output at those points). Therefore a logical choice for the next input is $g + \alpha \Delta g$, that is,

$$
\begin{align*}
g_{k+1, mn} &= \begin{cases} 
g_{k, mn}, & (m, n) \notin \gamma \\
g_{k, mn} - \alpha g'_{k, mn}, & (m, n) \in \gamma
\end{cases} 
\end{align*}
$$

(16)

We will refer to the use of Eq. (16) as the basic input-output approach.
An interesting property of the nonlinear system (consisting of the three steps mentioned above) is that if an output \( g' \) is used as an input, then its output will be itself. Since the Fourier transform of \( g' \) already satisfies the Fourier-domain constraints, \( g' \) is unaffected as it goes through the system. Therefore, irrespective of what input actually resulted in the output \( g' \), the output \( g' \) can be considered to have resulted from itself as an input. From this point of view, another logical choice of the next input is

\[
g_{k+1, mn} = \begin{cases} 
g'_{k, mn}, & (m, n) \notin \gamma \\
g_{k, mn} - g'_{k, mn}, & (m, n) \in \gamma 
\end{cases}
\]  

(17)

We will refer to the use of Eq. (17) as the \textit{output-output} approach.

Note that if \( a = 1 \) in Eq. (17), then the output-output approach reduces to the error-reduction approach of Eq. (14). Since the optimum value of \( a \) is usually not unity, the error-reduction approach can be looked on as a sub-optimal version of a more general approach.

A fourth method of choosing the next input which we investigated is a combination of the upper line of Eq. (17) with the lower line of Eq. (16):

\[
g_{k+1, mn} = \begin{cases} 
g'_{k, mn}, & (m, n) \notin \gamma \\
g_{k, mn} - ag'_{k, mn}, & (m, n) \in \gamma 
\end{cases}
\]  

(18)

We will refer to the use of Eq. (18) as the \textit{hybrid input-output} approach. The hybrid input-output approach is an attempt to avoid a stagnation problem that tends to occur with the output-output approach. The output-output approach often works itself into a situation in which the output on successive iterations does not change, despite being far from a solution. For the hybrid input-output approach, on the other hand, if at a given pixel \((m, n)\) the output remains negative for more than one iteration, then the corresponding point in the input continues to grow larger and larger until eventually that output point must go nonnegative.
The four approaches discussed above were compared by using them on the same Fourier modulus data and with the same starting input. For each approach several different values of the parameter $B$ were tried. The principal problem with the error-reduction approach is that it tends to stagnate after a few iterations. The starting point for the iterations was chosen to be a partially constructed image of the Film No. 509, LST(A) object (at a 64-pixel size), on which the error-reduction approach was making very slow progress. Ten iterations of each of the four approaches followed by ten iterations of the error-reduction approach (that is, a total of twenty iterations) were performed using that same starting input. The reason that each approach was followed by ten iterations of the error-reduction approach is that in some cases definite progress is being made with an input-output approach even though the rms error gets worse with each iteration. The relationship between the rms error and the visual image quality is not fully understood, although of course one would expect a high degree of correlation between the two. For the approaches for which the rms error does not seem to be a good indication of the image quality, we found that the rms error could be made to be a good measure of the image quality by performing a few (say ten) iterations of the error-reduction approach on the results of the input-output approach.

Figure 18 shows a plot of the rms error after the twenty iterations for each of the input-output approaches as a function of the parameter $B$. Recall that the output-output approach with $B = 1.0$ is equivalent to the error reduction approach. Figure 18 shows that the hybrid input-output approach is superior to the others in this case, and that the optimal value of $B$ is about unity.

The manner in which the diameter constraint (limiting the diameter of the constructed image to half the diameter of the autocorrelation) was imposed was found to have a significant impact on the convergence speed. At the beginning of this program the strategy for applying the diameter constraint was to impose it very loosely (i.e., allow the image to have a larger diameter) for the early iterations, then tighten up the diameter for later iterations after the image distribution became better confined to an area of the desired size. This strategy helped to avoid the previously encountered
Figure 18. Rms error, $E_0$, after sequence of 20 iterations versus algorithm parameter $\beta$ for the basic input-output approach ($\Delta$), the output-output approach ($\bullet$) and the hybrid input-output approach ($\times$).
problem of having the diameter constraint inadvertently chopping off an edge of the desired image. It was discovered that reversing the sequence resulted in an increase in convergence speed: apply a very tight diameter constraint for the early iterations, and loosen that constraint as the iterations progress. This strategy helps to move energy from the regions clearly outside the object's support to within the object's support during the early iterations. This results in a convergence speed-up by as much as a factor of two.

5.2 DATA DEPENDENCY OF CONVERGENCE

The convergence speed of the algorithm depends both on the complexity of the object and upon the signal-to-noise ratio of the Fourier modulus data. The most convenient scale by which convergence is measured is the rms error \( E_0 \) or \( E_F \), both of which are consistently meaningful only after a few iterations of the error reduction approach are performed.

The data generated during the studies of the noise properties of the constructed images show that the number of iterations required was the least for the data of the lowest signal-to-noise ratio. For the data having the very worst signal-to-noise ratio (photoelectron scale factor = 6), only a few iterations were required for convergence. That is to say, after just a few iterations no further progress could be made although \( E_0 \) was still large, and the solution had gone as far as it usefully could. For the higher signal-to-noise ratio cases, additional iterations further reduced the rms error, so in that sense the convergence time was longer.

The data generated during the studies of the uniqueness of the solution showed that the objects of lesser complexity (smaller magnification) converged to lower values of rms error \( E_0 \) after fewer iterations than the more complex objects. However, the total number of iterations performed before the algorithm stagnated showed only a weak dependency on object complexity. For the cases of low object complexity stagnation occurred at considerably lower values of \( E_0 \) than for cases of higher object complexity, but stagnation tended to occur sooner for cases of low object complexity.
5.3 THE STRIPES PHENOMENON

As mentioned in Sections 3 and 4 the algorithm often stagnates at a local minimum characterized by a pattern of stripes across the image. In most cases the stripes are barely noticeable and are of low contrast superimposed on an otherwise excellent constructed image. In some cases the stripes are of high enough contrast to be objectionable, although they still permit the object to be recognized. As shown in Section 3, different starting inputs converge to images having stripes of different angular orientations and spatial frequencies (periods). There seems to be a tendency for the stripes to be oriented at the same angle as a prominent feature of the object. The stripes extend over the entire field-of-view, beyond the known diameter of the object. The contrast of the stripes tends to be greater over the extent of the object and less outside the extent of the object. The stripes appear only when the signal-to-noise ratio is high.

We believe that the existence of the stripes does not represent a fundamental uniqueness problem. When the algorithm stagnates on an output having stripes, the rms errors $E_0$ and $E_F$ are never zero, and so it is known that it is not exactly a solution, although it is usually close to a solution. If the algorithm happens to find the solution free of stripes, then the rms error $E_0$ is lower than for the case having stripes, providing a way to distinguish the correct solution from the solution having stripes. In addition, since a valid solution cannot have a diameter exceeding half the diameter of the autocorrelation, the fact that the stripes extend beyond that diameter provides a way to distinguish the correct solution from a solution having stripes.

For the one-dimensional case it is known that if a single pair of complex zeroes is moved (to locations other than their conjugates) around symmetrically in the Fourier complex plane, then the result in the image plane can be a function similar to the original but having a sinusoid added over the interval of its support [127]. This particular operation results in a Fourier transform with a Fourier modulus different from the original Fourier modulus; therefore the new object created does not cause a problem of uniqueness. Furthermore, this one-dimensional analysis does not carry over directly into
two dimensions. Nevertheless, this one-dimensional phenomenon might ultimately be connected in some way with the stripes phenomenon.

An attempt was made at moving away from the constructed image having stripes. After the algorithm converged to an image having stripes and seemed to stagnate there, random noise was added to the image and then further iterations were performed. It was found that the algorithm quickly converged back to an image with essentially the same stripes, even when large amounts of noise had been added. Only by starting with a different initial input having no stripes present could one converge to an image having a different set of stripes. Further work will be necessary to develop a method of breaking away from stagnation at local minima having stripes.
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH

The results shown here indicate that construction of images by the iterative method from Fourier modulus data provided by stellar speckle interferometry should prove to be successful for imaging earth-orbiting satellites. With the levels of photon noise present in practical situations it should be possible to construct images that are diffraction-limited in resolution. The solution can generally be counted on to be unambiguous (i.e., unique) except for special classes of objects, for example, objects that can be described as separable functions. The image construction algorithm has been developed to a point were convergence requires about 100 iterations, which takes less than two minutes on an array processor (Floating Point System AP-120B) for array sizes 128 by 128.

More particularly, the major results of this research effort are as follows. The rms error of the constructed images increases in a gradual and predictable manner as the rms error of the Fourier modulus estimate increases, roughly as the square root of the rms error of the Fourier modulus estimate. For photon noise levels up to ten times worse than the baseline case, the quality of the constructed image is good. The most recent theory of the uniqueness of the solution suggests, and our experimental results appear to confirm, that the solution is usually unique for two-dimensional objects, both for objects of high complexity (large space-bandwidth product) and low complexity. These results were obscured, however, by an inability to converge completely to a solution in many cases. The algorithm has a tendency to stagnate at a local minimum characterized by a set of stripes across an otherwise recognizable image of the object. As the signal-to-noise ratio of the Fourier modulus data decreases, the ambiguity of the solution increases, but that ambiguity takes the form of noise in the constructed image rather than a complete change in the basic characteristics of the image. Fewer iterations of the algorithm were needed in the low signal-to-noise ratio cases, but the images were correspondingly poorer. Images of greater complexity tended to take a larger number of iterations than images of lower complexity. The convergence speed of the algorithm was increased by the manner in which the diameter constraint was imposed. A comparative study of
a few different versions of the algorithm showed that, among the approaches tried, the hybrid input-output approach converges the fastest by a wide margin.

The most critical questions have been answered successfully by this research, but important aspects of the problem remain to be studied.

Although useful images are obtained in spite of it, the stripes phenomenon remains as a puzzling hindrance to the complete convergence of the algorithm to a solution. Theoretical analysis is needed to understand why the stripes occur and how they might be dealt with. Further effort should be expended to determine ways of automatically identifying the presence of the stripes and having the algorithm reject them. Once this problem is solved, the uniqueness experiments should be repeated in order to determine with greater certainty whether the solution is usually unique.

A potential source of error not addressed in this research project is the estimation of the MTF of the speckle interferometry process. Computer simulations should be performed in order to determine the effect of errors in the MTF estimate on the constructed image and whether they affect the uniqueness of the solution. In addition, there may be situations for which it is not always convenient or practical to obtain an estimate of the speckle MTF from a reference star. Therefore, alternative methods of estimating the speckle MTF should be studied and compared, including model fitting, the Worden subtract method, and the clipping method [10].

Further development of the algorithm itself is needed to make it converge in real time. More variations of the algorithm should be compared over a wider range of circumstances. In addition, major modifications of the algorithm may be called for. A particularly promising line of attack would be to apply the discipline of control theory to the input-output system concept.

Image construction experiments should be carried out on actual telescope data gathered on orbiting satellites to demonstrate its usefulness in solving the space object identification problem and to discover what additional problems need to be overcome when handling data from a real sensor.

Comparison of the image construction results from noisy Fourier modulus data should be made both with (computer simulated) images constructed by the
Knox-Thompson method \([16]\) and with images from a compensated imaging system. As the reflectivity of the object decreases, there is some point beyond which it is no longer possible to accurately sense the wavefront deformation, and the compensated imaging system would no longer adequately correct for atmospheric turbulence. However, under the same severely photon-limited case, speckle interferometry can continue to function since it integrates over many frames and can ultimately have a higher signal-to-noise ratio than the compensated imaging system which must correct for turbulence based on measurements made over an interval of time of only a few milliseconds. Computer simulations should be carried out on the Knox-Thompson method using the same simulated data that was generated for the noise properties study described in this report. Then using existing computer-simulated results for the Fourier modulus image construction method and for compensated imaging, a comparison of the three methods should be made for various levels of photon noise. It may also be desirable to vary the turbulence parameter \(r_0\). To make the comparison complete, the same type of Wiener filtering should be performed on the Knox-Thompson and Fourier modulus image construction results as is done on the images from the compensated imaging system.

Methods of combining the image construction from speckle interferometry Fourier modulus data with compensated imaging systems should be explored. It may be possible to have a compensated imaging system utilize the iterative method for those instances where low light levels hinder the ability to track the wavefront deformation caused by the turbulent atmosphere. Experiments both with simulated compensated images and eventually with real data from a compensated imaging system would be needed. Most simply, the iterative method can be thought of as another post-processing step to obtain improved imagery from the compensated imaging system. When compensated images from the system being developed at AMOS on Maui become available, if they are not diffraction-limited they should be additionally post-processed using the iterative algorithm.

For the case of tumbling or rotating objects, methods will have to be developed to take these effects into consideration. For general time-varying objects it may be possible to "lock on" to the image: after acquiring an image at a given time, as the object changes and new data is collected, only a
few iterations of the algorithm may be required to converge on the new image if information about the previous image is utilized.

Methods of increasing the signal-to-noise ratio of the data to ensure good quality constructed images should be developed. One method of increasing the signal-to-noise ratio is to extend the spectral bandwidth of speckle interferometry. A present limitation on the spectral bandwidth is the wavelength dependence of the impulse response for a given optical path difference caused by the atmosphere. It may be possible to create a wavelength-independent impulse response using an optical system composed of wavelength-sensitive optics, such as holographic optical elements.

Finally, the iterative method could be applied to a number of other problems of interest to the Air Force. It can be applied to any reconstruction problem for which only partial information is available about an object, wavefront, or signal and only partial information is available about its Fourier transform. Such applications include, in addition to Fourier modulus image construction, wavefront sensing, spectral extrapolation, and X-ray crystallography phase retrieval. The iterative method can also be applied to synthesis problems for which one wants both a function and its Fourier transform to satisfy a given set of constraints or have certain desirable properties. Such applications include spectrum shaping and the design of lens pupil functions, antenna array phases, radar signals, and digital filters.
APPENDIX A
CONVERGENCE PROOF

In this appendix it is shown that for the error-reduction approach the error monotonically decreases at each iteration.

The \( k \)th iteration begins with \( g_{k, mn} \), an estimate of the object that satisfies the object-domain constraints. First \( g_{k, mn} \) is Fourier transformed, resulting in \( G_{k, pq} = |G_{k, pq}| \exp(i\phi_{k, pq}) \). Then in the Fourier domain, \( G_{k, pq} \) is replaced by \( G'_{k, pq} = |F_{pq}| \exp(i\phi_{k, pq}) \). The unnormalized mean-squared error is defined in the Fourier domain as

\[
E_{Fk}^2 = \frac{1}{N^2} \sum_{pq} (|G_{k, pq}| - |F_{pq}|)^2
\]

where \( p, q = 0, 1, \ldots, N-1 \), which can be expressed as

\[
E_{Fk}^2 = \frac{1}{N^2} \sum_{pq} |N_{k, pq}|^2
\]

where

\[
N_{k, pq} = G'_{k, pq} - G_{k, pq} = (|F_{pq}| - |G_{k, pq}|) \exp(i\phi_{k, pq})
\]

Forming the new Fourier transform \( G'_{k, pq} \) and inverse Fourier transforming results in

\[
y_{k, mn} = \mathcal{F}^{-1}[G'_{k, pq}] = g_{k, mn} + n_{k, mn}
\]

where \( n_{k, mn} = \mathcal{F}^{-1}[N_{k, pq}] \).

The new estimate of the object is formed by setting \( g'_{k, mn} \) equal to zero wherever it violates the constraints:

\[
g_{k+1, mn} = \begin{cases} 
g'_{k, mn}, & (m, n) \notin \gamma \\
0, & (m, n) \in \gamma
\end{cases}
\]
Let \( g_{k+1, mn} \) be expressed in terms of \( g_{k, mn} \) as follows

\[
g_{k+1, mn} = g'_{k, mn} + d_{k, mn} = g_{k, mn} + n_{k, mn} + d_{k, mn} \tag{A6}
\]

where

\[
d_{k, mn} = g_{k+1, mn} - g'_{k, mn} = g_{k+1, mn} - g_{k, mn} - n_{k, mn} \tag{A7}
\]

The unnormalized mean squared error in the object domain is defined as

\[
E_{0k}^2 = \sum_{mn \in \gamma} (g'_{k, mn})^2 = \sum_{mn} (d_{k, mn})^2 \tag{A8}
\]

And by applying Parseval's theorem, Eq. (A2) becomes

\[
E_{Fk}^2 = \sum_{mn} (n_{k, mn})^2 \tag{A9}
\]

In the following we will show that \(|d_{k, mn}| \leq |n_{k, mn}|\) for all \((m,n)\), proving that \(E_{0k}^2 \leq E_{Fk}^2\). (1) For \((m,n)\) where \(g'_{k, mn}\) satisfies the constraints [i.e., \((m,n) \in \gamma\)], \(d_{k, mn} = 0\), and so \(|d_{k, mn}| \leq |n_{k, mn}|\).

(2) For \((m,n)\) where \(g'_{k, mn}\) is negative, \(g_{k+1, mn} = 0\) and, from Eq. (A7)

\[
d_{k, mn} = -g_{k, mn} = -g_{k, mn} - n_{k, mn}
\]

Since \(g'_{k, mn}\) is negative, \(d_{k, mn}\) is nonnegative. Furthermore, since \(g_{k, mn}\) is nonnegative we have

\[
d_{k, mn} \leq d_{k, mn} + g_{k, mn} = -n_{k, mn}
\]

and so \(|d_{k, mn}| \leq |n_{k, mn}|\). (3) For \((m,n)\) where the object is known to be zero (for the case in which the object's diameter is known and that constraint is imposed), \(g_{k+1, mn} = g_{k, mn} = 0\), also leaving \(d_{k, mn} = -n_{k, mn}\); and so \(|d_{k, mn}| \leq |n_{k, mn}|\). Therefore, since \(|d_{k, mn}| \leq |n_{k, mn}|\) for all \((m,n)\), then from Eqs. (A8) and (A9) we have

\[
E_{0k}^2 \leq E_{Fk}^2 \tag{A10}
\]

Fourier transforming Eq. (A7),

\[
D_{k, pq} = G_{k+1, pq} - G_{k, pq} \tag{A11}
\]
and so
\[ |D_{k,pq}|^2 = |G_{k+1,pq}|^2 + |G_{k,pq}'|^2 - 2 \text{Re}[G_{k,pq} \bar{G}_{k+1,pq}] \]  \hspace{1cm} (A12)

where an overbar denotes complex conjugation and Re the real part. From Eq. (A3),
\[ N_{k+1,pq} = G_{k+1,pq} - G_{k+1,pq} \]  \hspace{1cm} (A13)

and so
\[ |N_{k+1,pq}|^2 = |G_{k+1,pq}'|^2 + |G_{k+1,pq}|^2 - 2 \text{Re}[G_{k+1,pq} \bar{G}_{k+1,pq}] \]  \hspace{1cm} (A14)

Taking the difference between Eq. (A12) and Eq. (A14) and using the fact that \[ |G_{k,pq}'| = |G_{k+1,pq}'| = |F_{pq}| \], we have
\[ |D_{k,pq}|^2 - |N_{k+1,pq}|^2 = 2 \text{Re}[G_{k+1,pq} \bar{G}_{k+1,pq}] - 2 \text{Re}[G_{k,pq} \bar{G}_{k+1,pq}] \]
\[ = 2 |F_{pq}| \cdot |G_{k+1,pq}| [1 - \cos \phi_{pq}] \geq 0 \]  \hspace{1cm} (A15)

where \( \phi(u) = \arg[G_{k,pq}' \bar{G}_{k+1,pq}] \). And therefore for all \((p,q)\),
\[ |N_{k+1,pq}| \leq |D_{k,pq}| \]  \hspace{1cm} (A16)

This result can also be easily seen from the geometry of Figure A1. The result is the same irrespective of whether \(|G_{k+1,pq}|\) is greater than or less than \(|F_{pq}|\). Therefore, by using Parseval's theorem on Eq. (A8) and using Eq. (A2), we have
\[ E_{F,k+1}^2 \leq E_{0k}^2 \]  \hspace{1cm} (A17)

Combining this with Eq. (A10) gives the desired result
\[ E_{F,k+1}^2 \leq E_{0k}^2 \leq E_{Fk}^2 \]  \hspace{1cm} (A18)

That is, the unnormalized mean-squared error must decrease, or at least not increase, with each iteration of the error-reduction approach. The quantities usually considered are the normalized mean-squared errors, Eqs. (4) and
Figure A1. Fourier domain quantities for a given value of \((p, q)\), showing that \(|N_{k+1,pq}| \leq |D_{k,pq}|\).
(5). Since these are simply proportional to the unnormalized mean-squared errors, Eq. (A18) also holds for the normalized mean-squared errors.

Complete stagnation of the error reduction approach could occur if $d_{k, mn} = -n_{k, mn}$ for all $(m, n)$, in which case from Eq. (A7) one gets $g_{k+1, mn} = g_{k, mn}$ for all $(m, n)$. Another condition of stagnation is for $\omega_{pq} = 0$ for all $(p, q)$ in Eq. (A15).
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