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Abstract

One of the most fundamental problems in vision is segmentation; the way in which parts of an image are perceived as a meaningful whole.

Recent work has shown how to calculate images of physical parameters from raw intensity data. Such images are known as intrinsic images, and examples are images of velocity (optical flow), surface orientation, occluding contour, and disparity. The principal difficulty with intrinsic images is that each by itself is generally underconstrained; they can only be computed in parallel with each other and with the use of parameters obtained through segmentation.

While intrinsic images are not segmented, they are distinctly easier to segment than the original intensity image. If parts of these images are organized in some way, this organization can be detected by a general Hough transform technique. Networks of feature parameters are appended to the intrinsic image organization. Then the intrinsic image points are mapped into these networks. This mapping will be many-to-one onto interesting parameter values. This basic relationship is extended into a general representation and control technique with the addition of three main ideas: abstraction levels; sequential search; and tight coupling. These ideas are a nucleus of a theory of low-level and intermediate-level vision. This theory explains segmentation in terms of highly parallel cooperative computation among intrinsic images and a set of parameter spaces at different levels of abstraction.
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1. Overview

One of the most troublesome puzzles in vision is how parts of an image are seen as a meaningful whole or segment. This is known as the segmentation problem. The ambiguous use of segment, which means part, to denote a whole, arises from the fact that a segment is an intermediate component in a description which relates an object with an image. From the viewpoint of the object description, the segment is a part. From the viewpoint of a group of image points with common properties, the segment is a whole.

Parts of an image are seen as a segment if the corresponding physical object has common physical properties, or features. For example, if a connected component of the image has a single color, say red, then it may be seen as a segment. The patch of red arises from the physical object's surface reflectance. Usually there are not one but several features which have the same spatial registration. For example, an object may be moving, red, and a cube. Figure 1a shows this case. Segmentation is more difficult when features are not spatially registered. Figure 1b shows a multicolored cube. Which feature should be the most compelling, the color or the geometric lines indicating the cube? In the general case this answer depends on the goals of the perceiver. Another common problem occurs when an object is occluded (Figure 1c). A theory of low-level vision must be able to explain how an object is seen as a segment when the features are only partially registered or incomplete. Real image data is also noisy and many segments are only perceived owing to the combination of weak evidence of several features. The evidence may be so weak that each feature, if viewed in isolation, would be uninterpretable.

Figure 1

We develop the nucleus of a theory of low-level and intermediate-level vision which explains the above aspects of segmentation in terms of massively-parallel cooperative computation [Rosenfeld et al., 1976; Zucker, 1976; Marr, 1979] between two groups of networks. One group, intrinsic images [Barrow and Tenenbaum, 1978], can be computed primarily in terms of local constraints. The other, termed a feature space, can be computed primarily in terms of global mappings from intrinsic images to feature space. Feature space itself may have many different levels of abstraction. Intrinsic images and feature spaces are collectively called parameter networks because they both have a common organization. That is, the network is an organization of basic units, each representing values of a particular parameter. The simple structure of units simplifies the control task and also makes the network representation easily extendable. The basic elements of the theory are the following.

1) The cooperative computation of several intrinsic images.

Recent work has shown how to calculate intrinsic images from raw intensity data. Examples are images of velocity (optical flow) [Horn and Schunck, 1980; Ullman, 1977; 1979], surface orientation [Horn and Sjöberg, 1978; Ikeuchi, 1980], occluding contour [Prager, 1980; Rosenfeld et al., 1976], and disparity [Marr and Poggio, 1976; Barnard and Thompson, 1979]. Intrinsic images can be computed independently under special conditions, but in general they are interdependent. Intrinsic images are in concert with the hypothesis that the visual system builds many intermediate descriptions from image data. These descriptions represent important parameters such as velocity, depth, surface reflectance explicitly, since in the explicit form they are easier to map into object descriptions.

2) The extraction of useful parameters from intrinsic images.

If parts of the intrinsic image are organized in some way, this organization can be detected by a general Hough transform technique [Duda and Hart, 1972; Ballard, 1981a; Kender, 1978; Ohlander et al., 1979]. This is done by describing the organization in terms of parameters and then mapping the intrinsic image points into parameter space. The transformation will be many-to-one onto
parameter values which represent meaningful units. A major advantage of the Hough transform is that it is relatively insensitive to occlusion and noise.

3) Interactions involving several levels of abstraction.

The Hough transform is a way of seeing spatial information as a unit. However, if the unit has a complex structure the mapping from space to unit can be unmanageably complex. A way around this is to introduce units of intermediate levels of abstraction [Sabbah, 1981; Ballard and Sabbah, 1981; Kender, 1978]. This reduces a complex transform to several simpler transforms between units at successively higher levels of abstraction.

4) Focus-of-attention mechanisms.

Visual focus-of-attention can be partly explained as the conjunction of two mechanisms: 1) the use of Hough transforms to modify sensor input; and 2) the sequential application of Hough transforms.

5) Coupling between intrinsic images and parameters.

In general, intrinsic images cannot be computed without global parameters. At the same time, these global parameters are what we mean by seeing parts of the intrinsic image as a segment. In these cases the intrinsic image and parameters are said to be tightly coupled; although each cannot be computed independently, they can be computed simultaneously [Ballard, 1981b; 1981c].

We re-emphasize that our interest is low-level vision. Thus in item (4) above, focus of attention is interpreted in a narrow sense: visual features which are clear can help the recognition of other features (or perhaps direct eye movements). We do not attempt to explain general plans and goals.

Representations for Parameter Networks

The basic element of a parameter network is a parameter node. A parameter node will represent a single parameter value and has an associated confidence. The value is a set of numerical measurements for the node; the confidence is a measure of their believability. For example, if there is an edge at (10,10) with orientation 30° and length 5 units, the vector value of the parameter node representing the edge is \((x,y,O,s) = (10,10,30\degree,5)\). The associated confidence is a measure of the fuzziness of this estimate. One way a confidence may be increased is if there are nearby edges of the same orientation which align. Thus in Figure 2 the edges in (a) and (b) have the same value but we can be more confident in case (b).

Figure 2.

This paper assumes a very simple model; namely, collections of value units. Each value unit is connected to a subset of other value units, and can alter only those units. Underlying physical principles determine the appropriate connection subsets. The confidence updating is done by non-linear relaxation. The overall structure of the paper is slanted towards abstractions of physical principles; however, we also show how these principles are implemented in the networks.

2. Intrinsic Images

An intrinsic image is an image of some important parameter that is in registration with the original intensity image [Barrow and Tenenbaum, 1978; Marr, 1979], that is, each parameter is indexed by retinal coordinates. For example, in the velocity (optical flow) image, one is able to compute at each point in time and for each spatial position a local velocity vector \(v(x,y)\). Figure 2 shows Horn’s example for a rotating sphere [Horn and Schunck, 1980]. Intrinsic images may only be computable over certain parts of the image, and over those parts the parameters are continuously
While intrinsic images are not segmented into parts of objects, they are distinctly easier to segment than the original intensity image. Other examples of such images are surface orientation, occluding contour, and disparity.

Figure 3.

Very recently there has been rapid progress in finding algorithms for computing intrinsic images from intensity data. What is remarkable is that each such image type is computed in the same manner. Two constraints, one derived from physical principals and the other from a constraint that the resultant images should be locally smooth, suffice to specify a parallel-iterative algorithm. Table 1 shows this commonality but is not an exhaustive list of approaches. See page 2 for additional references.

Table 1: Intrinsic Images

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Physical Constraint</th>
<th>Smoothness Constraint</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge Orientation</td>
<td>boundaries are locally linear</td>
<td>nearby edges should align</td>
<td>Prager 1979</td>
</tr>
<tr>
<td>Disparity</td>
<td>if x corresponds to x' then f(x + Δ) = f(x' + Δ)</td>
<td>neighboring points should have similar disparities</td>
<td>Marr and Poggio 1976</td>
</tr>
<tr>
<td>Surface Orientation</td>
<td>f(x) = R(θ, φ, θ-s, φ-s)</td>
<td>∇²θ = 0</td>
<td>Ikeuchi 1980</td>
</tr>
<tr>
<td></td>
<td>θ-s, φ-s is the light source direction</td>
<td>∇²φ = 0</td>
<td></td>
</tr>
<tr>
<td>Optical Flow</td>
<td>df/dt = 0</td>
<td>∇²u = 0</td>
<td>Horn and Schunck 1980</td>
</tr>
<tr>
<td></td>
<td></td>
<td>∇²v = 0</td>
<td></td>
</tr>
</tbody>
</table>

While the above algorithms work well on images which are constrained to satisfy the underlying assumptions, they may not work in the general case. Almost always there are free parameters or boundary conditions which have to be determined independently.

2.1 Multi-Resolution Relaxation Methods

One general notion of "boundary condition" is image resolution. Previous methods for computing intrinsic images have used a single image resolution, but in most situations this is unrealistic. What is the correct resolution? At high resolution

- noise is a factor
- convergence is slow
- basic assumptions may not hold

To see the last point, imagine a surface with a micro-texture. At low resolution the surface structure is blurred and simple reflectance models hold, but at high resolution the microstructure can render such models useless. At low resolution

- noise is less of a factor
- convergence is fast
- basic assumptions may not hold

The last point arises from the fact that most intrinsic images are computed from constraints which assume local variations are smooth. With increasing grid resolution, these assumptions are less likely to be valid.
Hence a conjecture is that there is a range of resolutions for which the computations will be valid. Furthermore, this range is expected to be spatially variant. A tool for exploring this conjecture is multigrid relaxation techniques [Brandt, 1977], which have proven very useful for solving differential equations. This model, together with reasoning from physical first principles, should allow the determination of image-dependent grid resolutions for which intrinsic image computations are valid. Multigrid techniques are of course related to pyramids [Tanimoto and Pavlidis, 1975; Hanson and Riseman, 1978].

2.2 Cooperative Computation of Multiple Intrinsic Images

Intrinsic images are logically computed simultaneously. In fact, they have to be; otherwise each intrinsic image is underdetermined in the general case. (Only on certain synthetic images is the computation well-defined.) Furthermore, they are highly interdependent, particularly at points of discontinuity [Harrow and Tenenbaum, 1978]. For example:

- intensity edges can be indicative of depth discontinuities. Thus the edge image is coupled to the disparity image;
- surface orientation is also indicative of depth discontinuity and is thus related to the other two; and
- different objects which are moving relative to each other produce discontinuities in the flow field.

By incorporating these couplings in the intrinsic image computations, one should find general cases where the computations will converge. A separate issue is the behavior of the coupled computations in the face of conflicting information.

2.3 Intrinsic Images at Different Levels of Abstraction

The survey of intrinsic images (Table 1) excluded the fact that intrinsic images may have fine structure involving several levels of abstraction. In fact, it seems likely that multiple abstraction levels are necessary in many cases. For example, Zucker [1980] uses two levels of abstraction in computing orientation intrinsic images, one for points of high gradients and the other for edge segments. The computation of a velocity image in 3-d could involve three levels of abstraction:

- a change detection level where units are used for variations in intensity over space and time $\Delta I/\Delta x^r, \Delta I/\Delta y^r, \Delta I/\Delta t$ (primes denote retinal coordinates);
- an optical flow level where units correspond to retinal velocities $(u(x',y'),v(x',y'))$;
- a 3-d flow level where units correspond to 3-d velocities $(v_x(x,y,z),v_y(x,y,z),v_z(x,y,z))$.

The feasibility of computing the optical flow from change measures has been studied by [Harrard and Thompson, 1979; Prager, 1980; Horn and Schunck, 1980]. The feasibility of computing 3-d flow is explored in [Ballard, 1981c].

2.4 Intrinsic Images and Parameter Nodes

Two models have been used to compute intrinsic images: 1) the value unit defined in Section 1 [Prager, 1980; Marr and Poggio, 1976]; and 2) a variable unit [Ikeuchi, 1980; Horn and Schunck, 1980]. In the first model there is a unit for every value of every variable; in effect the representation has only constants. Constant value units may have outputs which are confidence between zero and one. In the second model, each unit represents a variable which can take on values (the standard method is to use an array for these units). The output is the value; there is no explicit notion of confidence.
In general the unit/value representation is sufficient since problems formulated to use variables can be transformed into unit/value problems in the following manner. Suppose x, y, and z satisfy a relation \( R(x,y,z) = 0 \). Let us use a set of values \( A \) for x, \( B \) for y, and \( C \) for z. Where \( a \in A \), we would like \( C(a) \) to be 1 if there exist \( b \in B \) and \( c \in C \) such that \( C(b) = 1 \), \( C(c) = 1 \), and \( R(a,b,c) = 0 \). To implement this in a parameter network connect all pairs of (b,c) \( \in B \times C \) to a value \( a \) if \( R(a,b,c) = 0 \). Then starting with initial confidences, increment \( C(a) \) if there exist (b,c) such that \( R(a,b,c) = 0 \) and \( C(b) + C(c) > \) some threshold. The individual values b and c may be treated similarly.

Note that the updating function is \textit{nonlinear}, when the underlying physical relation \( R \) is nonlinear. If the relation \( R \) can be linearized then the cooperative computations can be shown to be equivalent to linear programming [Hinton, 1979]. The linear case has also been analyzed by [Hummel and Zucker, 1980].

3. Parameter Spaces

What does it mean to perceive parts of an image as a segment? In our theory, this perception takes place if there is a parameter space such that each of the parts can have the same parameter value. This general idea is illustrated by the following examples.

- Parts of a color image may be seen as a segment if they have the same color. In this case the parameter space is a space of colors and the parts map into a common point representing the common color.

- Parts of an optical flow image may be seen as a segment if they are part of a rigid body that is moving. In this case the parameter space represents the rigid body motion parameters of translational and rotational velocity and parts of the image map into a common point in that space.

- Parts of edge and surface orientation images may be seen as a segment if they are part of the same shape. This case is more complicated as there must exist some internal representation of the shape. Given this representation, the parameter space represents the transformation (scale, rotation, translation) from the internal representation to the (viewer-centered) image representation. Parts of the image which are seen as the shape have common values for these parameters.

A general way of describing this relationship between parts of an image and the associated parameters is the \textit{Hough transform} [Hough, 1962; Duda and Hart, 1972; Kimme et al., 1975; Shapiro, 1978]. In our low-level vision theory, Hough transforms relate intrinsic images and feature spaces at different levels of abstraction. If the intrinsic image parameter is a vector \((x,a(x)) \in A\) and an element of feature space is a vector \(h \in B\) then there is usually a \textit{physical constraint} that relates \((x,a(x))\) and \(h\), i.e., some relation \(f(a,h)\) such that

\[ f(a,h) = 0. \]

The space \( A \) represents all possible intrinsic image values. A particular intrinsic image is described by a set of values \( \{a_k\} \) where \( a_k = a(x_k) \). Now the set \( \{a_k\} \) is only consistent with certain elements in the space \( B \), owing to the constraint imposed by the relation \( f \). This physical constraint can be exploited in the following manner. For each \( a_k \) we can compute the set

\[ B_k = \{h | a_k \text{ and } f(a_k,h) \leq \delta_0\} \]

Define \( I(h) \) as the number of times the value \( h \) occurs in \( U_k \) \( \cup \). \( I(h) \) is the Hough transform from the space \( a \) to the space \( h \) and is the number of points in intrinsic image space which are consistent with the parameter value \( h \). \( I(h) \) makes the most sense when the values both \( a(x,y) \) and \( h \) are discrete. Hence the constant \( \delta_0 \) above is related to the quantization in the space \( B \). It is also

-
best normalized by defining $C(b) = \frac{H(b) I(b)}{\sum_j H(j)}$. In that case, the value $C(b)$ can stand for the confidence that the segment with feature value $b$ is present in the image.

Concerning the implementation of Hough transforms in networks, $B_k \subset B$ is the subset of $B$ units to which the unit $a_k$ should be connected in the network. A separate $\text{ll}_{\text{max}}$ unit is needed for normalization.

The Hough transform need not originate from intrinsic image space but can be defined between any two spaces $A$ and $B$ as long as there is some relation $a(h) = 0$ for $a \in A$ and $b \in B$. To avoid describing the above computations in detail, we can use a shorthand notation for Hough transforms. Each transform can be described as the triple $<a,b,f>$ where the necessary computations are implicit. Note that the order of $a$ and $b$ is important in the notation; in general, $<a,b,f>$ is not equivalent to $<b,a,f>$.

As a very simple example of a Hough transform, we describe how a patch of red in an image may be seen as a unit. For this to happen, an association is made between the spatially contiguous points in the image and the particular value "red" in a parameter space of colors. There are essentially three dimensions to color space. Although r-g-b is widely used, in computer applications, humans seem to use an opponent-process basis (r-g, y-b, white-black) [Hurwich and Jameson, 1957]. One (admittedly overly simplified) way of transforming from (r,g,b) space to opponents color space is to use the following linear transformation:

$$
\begin{bmatrix}
  r \\
  g \\
  b
\end{bmatrix} =
\begin{bmatrix}
  1 & -2 & 1 \\
  1 & -1 & 2 \\
  1 & 1 & -1
\end{bmatrix}
\begin{bmatrix}
  r \\
  g \\
  b
\end{bmatrix}
$$

Thus the Hough transform is given by $<a,b,f>$ where

$$
a = (r(x,y), g(x,y), b(x,y))
\quad b = (r, g, y, b)
$$

and

$$
f = Ta - b
$$

where $T$ is the matrix defined by Eq. 3.1.

For a red spot on a green background there are two values of color parameters which have high values for $C(h)$: red and green. The rest of color Hough transform has low values. Figure 4 shows this idea, which has been used by [Hanson and Riseman, 1978; Ohlander et al., 1979], applied to a color image.

![Figure 4: Hanson and Riseman's Segmentation in Color Space.](image-url)

To show that intrinsic images and parameter spaces may be related in more complicated ways, we briefly describe an example of how a specific two-dimensional shape is detected by specifying a Hough transformation from edge space (local linear edges detected with a standard edge detector) to a four-dimensional parameter space consisting of local origin coordinates, rotation and scale. Both the color-space example and this one have the same solution at an abstract level. In each case there is a transformation from intrinsic image space to parameter space that segments the image. In the first case, points in the color image have the same color values. In the second case, points in the edge image have the same shape parameter values. In fact, almost all segmentation problems can be characterized in this fashion.

Table 2 shows some other Hough transforms.
Table 2: Hough Transforms

<table>
<thead>
<tr>
<th>Intrinsic Image</th>
<th>Hough Transform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optical Flow</td>
<td>• Leading</td>
</tr>
<tr>
<td>Surface Orientaion</td>
<td>• Rotation of 3d rigid body</td>
</tr>
<tr>
<td>Occluding Contour</td>
<td>• Illumination angle</td>
</tr>
<tr>
<td>Disparity</td>
<td>• Shape</td>
</tr>
<tr>
<td>Color</td>
<td>• Segments of constant disparity</td>
</tr>
</tbody>
</table>

The two-dimensional shape example shows the general feature of Hough transforms: if the algorithms are completely parallel, the space required is exponential in the number of parameters. This can lead to immense space requirements. For example, consider an eight-parameter space of 100 discrete values for each parameter. The total number of parameter nodes required to represent the space is $100^8$! Fortunately, this problem can generally be alleviated by detecting groups of parameters sequentially. The example of 2-d shape detection is reconsidered in Section 3.2 to illustrate this extremely powerful decomposition technique.

3.1 Detecting Two-Dimensional Shapes

Two-dimensional shapes can be found from a **primal sketch** [Marr, 1978] by encoding the shape information in **constraint tables** [Ballard, 1981a]. Consider the case where an object being sought has no simple analytic form, but has a particular silhouette. Suppose for the moment that the object appears in the image with known shape, orientation, and scale. (If orientation and scale are unknown, they can be handled as additional parameters, as we will show.) Now pick a coordinate system for the silhouette and draw a line to the boundary from the coordinate system origin. At the boundary point we can compute the gradient direction and length and store the reference point as a function of this information. Thus it is possible to precompute the location of the reference point from boundary points given the gradient angle. The basic strategy of the Hough technique for shapes is to compute the loci of points in parameter space from an edge in image space and increment those points in an array. Figure 5 shows the relevant geometry.

Figure 5: Geometry for the Hough Transform.

In this case the reference point coordinates $(x_c, y_c)$ are the only parameters (remember, rotation and scaling have been fixed). Thus if we encounter in an image an edge point $(x, y)$ with gradient orientation $(\phi)$ and span $(\theta)$, we know that the possible reference points are at

$$(x + r(\phi, \theta)\cos(\alpha(\phi, \theta)), y + r(\phi, \theta)\sin(\alpha(\phi, \theta)))$$

and so on.

Thus we can describe the generalized Hough algorithm as follows:
Generalized Hough for Shapes

Step 0. Make a table for the shape to be located like that shown in Figure 2.

Step 1. Form an array of possible reference points

\[ H(x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}}) \]

initialized to zero.

Step 2. For each edge do the following:

Step 2.1. Compute \((x_c, y_c)\)

Step 2.2a. Calculate the possible centers, i.e., for each table entry for \((\phi, l)\)

\[
\begin{align*}
  x_c &:= x + r((\phi, l)) \cos(\alpha((\phi, l))) \\
  y_c &:= y + r((\phi, l)) \sin(\alpha((\phi, l)))
\end{align*}
\]

Step 2.2b. Increment the array

\[ H(x_c, y_c) := H(x_c, y_c) + 1 \]

Step 3. Possible locations for the shape are given by maxima in the array \(H\).

In terms of our Hough transform notation, the transform is of the form

\[ \langle (\phi(x, y), l(x, y)), (x_c, y_c), \Gamma \rangle \]

where \(\Gamma\) is the constraint relation between \((\phi(x, y), l(x, y)), (x_c, y_c)\) shown by Figure 5. Also the inner loop of the algorithm (Step 2.2) computes \(H(x, y)\) given an edge \((\phi, l)\). The outer loop (Step 2) computes \(U(x, y)\). The results of using this transform to detect a shape are shown in Figure 6.

Figure 6a shows an image of shapes. The R-table has been made for the middle shape. Figure 6b shows the Hough Transform for the shape, i.e., \(H(x_c, y_c)\) displayed as an image. Figure 6c shows the shape given by the maxima of \(H(x_c, y_c)\) overlaid on top of the image.

Figure 6: Applying the Generalized Hough Technique.
(a) Synthetic image. (b) Hough Transform \(H(x_c, y_c)\) for middle shape.

What about the parameters of scale and rotation, \(s\) and \(\theta\)? These are readily accommodated by expanding the accumulator array and doing more work in the incrementation step. Thus, in Step 2., the accumulator array is changed to

\[ H(x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}}, s_{\text{max}}, s_{\text{min}}, \theta_{\text{max}}, \theta_{\text{min}}) \]

and Step 2.2a is changed to

foreach table entry for \((\phi, l)\) do

foreach \(s\) and \(\theta\)

\[
\begin{align*}
  x_c &:= x + r((\phi, l)) \cos(\alpha((\phi, l)) + \theta) \\
  y_c &:= y + r((\phi, l)) \sin(\alpha((\phi, l)) + \theta)
\end{align*}
\]

Finally, Step 2.2b is now

\[ H(x_c, y_c, s, \theta) := H(x_c, y_c, s, \theta) + 1 \]

Now the transform is given by \(\langle (\phi(x, y), l(x, y)), (x_c, y_c, s, \theta), \Gamma' \rangle\) where \(\Gamma'\) incorporates the rules for computing \(s\) and \(\theta\). Notice that this algorithm is non-parallel since all the incrementations are independent, and that the space required is exponential in the number of parameters.

3.2 Feature Space Decompositions

In the example of Section 3.1, a particular shape is found by a non-parallel transform from edge space \((\phi(x, y), l(x, y), x, y)\) to a four-dimensional shape space \((x_c, y_c, s, \theta)\). However, time can be traded for space by finding groups of these parameters sequentially. The advantage of the sequential search is that the dimensionality of the computation at each stage is much less than the
single computation involving all of the parameters simultaneously [Ballard and Sabbah, 1981]. For example, where \( N_x, N_y, \) and \( N_\theta \) are the sizes of the spaces \((x,y)\), \(N\), and \(\theta\) respectively, searching for a particular shape's parameters in the order \((s,\theta)\) and \((x,y)\) requires parameter space equal to \(N_xN_\theta + N_x\) instead of \(N_xN_\theta N_y\). The Hough transform for the individual group is still notionally parallel, so the time needed in the sequential transform is only proportional to the number of parameter groups. In the shape example, the number of groups is two.

To see how scale and orientation can be detected independently, consider a table that encodes the orientation of the edge with respect to the silhouette's coordinate system. For example, for each edge \((\varphi,l)\) encode the angle necessary to rotate the edge clockwise so that it is parallel to the x-axis. Using this table, the algorithm is as follows:

**Hough Algorithm for Orientation and Scale:**

Step 0. Make an orientation table as a function of \(\varphi\) and \(l\).

Step 1. Form an array of possible scale-orientation pairs \(\mathcal{H}(0;2\pi, S_{\min}; S_{\max})\).

Step 2. For each edge do the following:

Step 2.1 Compute \(\varphi(x), l(x)\).

Step 2.2 For each \(S\) do the following:

(a) look up the table entry \(\alpha(\varphi(x), S^*(x))\).

(b) increment the array

\(\mathcal{H}(a,s) := \mathcal{H}(a,s) + 1\).

Step 3. Possible orientations and scales are given by maxima in the array \(\mathcal{H}\).

The value of sequential searches through parameter space becomes even more important in 3-d since this case requires seven parameters: three positional coordinates; three orientation angles; and a scale factor. The sequential Hough-shape transform extends readily to 3-d and has been used to detect polyhedra [Ballard and Sabbah, 1981] using the constraints of [Kanade, 1978; 1979].

The previous example is for a single shape. For \(N\) shapes, given that the search is in parallel, a size factor of \(N\) is added to the search space. To cut down on the impact of this factor one needs a shape taxonomy like that of Bribiesca [Bribiesca and Guzman, 1979], where all shapes can be described as a branch in a single shape tree. The advantage of the shape tree is that rather than looking for all \(N\) shapes in parallel, the search can be partitioned into searches of spaces of size \(N_1, N_2, N_{ijk}\), etc., where the sum of these is roughly equivalent to \(\log(N)\).
4. Hierarchies of Abstraction Levels

The value of using several hierarchical levels of abstraction in vision is that the interaction between levels is simplified. This does not mean that high-level descriptions cannot influence low-level descriptions, or that the entire computations are not carried out in parallel. Rather, each descriptive level can only influence nearby levels. In Sabbah [1981], the limitation is to levels directly above and below. Other levels are influenced indirectly. The implication for the Hough transforms, which specify the constraints between levels, is that the constraint relationships between levels involve only a few parameters. This is an especially important feature, since the space required by the Hough transform is exponential in the number of parameters, as are the sets \( \{ \Phi \} \).

Different levels of abstraction have been used by Hanson and Rosenblatt [1978]. Examples using the Hough transform may be found in [Sabbah, 1981; Kender, 1978; Sabbah uses four levels such as those shown in Figure 7 to reorganize origami word figures.]

**Figure 7.**

To show an example in detail, Kender's technique for detecting vanishing points in an images from oriented line segments [Kender, 1978] is described. Such line segments which are part of a given vanishing point form a radial field which emanates from the point. Different vanishing points have different sets of associated radial line segments (Fig. 8).

**Figure 8.**

This example is interesting since the same situation occurs with respect to optical flow due to pure translation. If the objects in the image are stationary with respect to a translating observer, then the flow vectors will be emanating radially from a "focus-of-expansion" (FOE) in the direction of motion. Objects translating with respect to the observer's frame will produce their own flow emanating from a different FOE (Fig. 8).

This example involves two levels of abstraction. The first transforms colinear edge segments into points (representing lines). Radial sets of edge elements correspond to circles through the origin in line-space, Thus the second transformation is between circles in line-space to points in radial-field space.

The first level is easy if a \((p,\theta)\) line space is used where

\[
p = x \cos \theta + y \sin \theta.
\]

Since an edge element has direction \(a\) (Fig 9), each such element maps onto precisely one point in \((p,\theta)\) space: \((x \cos a + y \sin a, a)\). Thus the Hough transform, in the notation of Section 3, is:

\[
<(x,y,a(x,y)), (p,\theta); (\theta = a; p = x \cos a + y \sin a)>.
\]

**Figure 9.**

Now maxima in \(c(p,\theta)\) correspond to lines in the image. Also, radial lines will form a circle of local maxima in \((p,\theta)\)-space. To see this note that the triangle OQP in Figure 1b is always a right triangle, and therefore OQ must be the diameter of a circle. Note that this circle is constrained to go through the origin so that its diameter must be on the line

\[
p/2 = a \cos \theta + b \sin \theta
\]

where \((2a,2b)\) is the location of the focus of expansion (or vanishing point). Thus the second transform is

\[
<(p/2, (a,b), (p/2 = a \cos \theta + b \sin \theta)>>.
Implementation in Parameter Networks

In our earlier definition of the Hough transform, we assumed that the measurements $a_k$ all had confidence equal to unity. With higher level of abstraction Hough transforms, this may no longer be the case. This is easily handled by keeping track of the confidences in the set $H_k$, i.e.,

$$H_k = \{(b,C) | f(a_k,b) \leq \delta_B \text{ and } C = C(a_k)\}.$$ 

Then $H(b)$ is the sum of the confidences associated with the value $b$ in $U_k H_k$.

5. Focus-of-Attention

Previously, intrinsic image to feature space transforms used single Hough transforms. We are now ready to tackle issues which arise when several Hough transforms are used. First we show that multiple Hough transforms can be invoked in parallel to resolve the problem of detecting a unit with multiple features. This is done via the mechanism of a context Hough transform which is the sum of individual Hough transforms. Next, we describe a focusing mechanism which exploits the fact that an ambiguity in one space may be resolved in another. This technique allows the detection of arbitrarily fine detail. Attention can be directed from a unit to its subparts and back again via a mechanism termed sequencing.

5.1 Spatial Context

If a unit has multiple spatially registered features, these can be detected by applying two different sets of Hough Transforms. The Hough Transform defined in Section 3 is bottom-up: points in the intrinsic image space determine plausible sets of points in feature space. The complementary transform is top-down: points in feature space determine plausible sets of points in intrinsic image space. Formally, given a set $\{b_k\} \subset H$, we compute

$$A_k = \{a | b_k \text{ and } f(a,b_k) \leq \delta_A\}$$

$H(x)$ is the number of times the value $a(x)$ occurs in $U_k A_k$. The mapping which defines $H(a)$ is likely to be one to many and furthermore, for a given feature, different $b_k$s should give rise to disjoint subsets of $A$. Owing to this last point, it is intuitively appealing to deal with $H_a(x)$ which is simply the sum of the confidences of different values of the parameters $a_1, a_2, \ldots$, which are at the same spatial location $x,y$, i.e.,

$$H_a(x) = \sum a H(a,x)$$

An Example

Consider again the image of a red spot on a green background, where the spot takes up one-third of the image pixels. Then the transform $H(h)$ where $h = (r,g,b)$ has two peaks and is zero everywhere else, i.e., for four-bit color scale accuracy

$$H(h) = \begin{cases} 
1 & \text{if } h = (0,15,0) \\
1/2 & \text{if } h = (15,0,0) \\
0 & \text{otherwise}
\end{cases}$$

Now consider $h_1 = (15,0,0)$ and compute $H(a,x)$. This is given by

$$H(a,x) = \begin{cases} 
1 & \text{if } x \text{ in spot and } a = \text{RED} \\
0 & \text{otherwise}
\end{cases}$$

A point in $A$ represents the single color red and so $H(x)$ in this case is

$$H(x) = \begin{cases} 
1 & \text{if } x \text{ is spot} \\
0 & \text{otherwise}
\end{cases}$$
The transform $H(x)$ is called the spatial context transform for reasons that will become more apparent when we discuss focus of attention. The effect of this transform is to place an imaginary filter in front of the sensors. In the above case, only sensors that are spatially registered with R1.1D sensors would receive input.

### Multiple Features

Now consider the case where multiple features are present in the image. Each individual bottom-up transforms for different features can be applied in parallel to compute $H_1(x), H_2(x), \ldots, H_m(x)$ (for $m$ feature spaces). Now maxima in each of these spaces can be used to compute individual top-down transforms $H_{d1}(x), H_{d2}(x), \ldots, H_{dm}(x)$. The generalized spatial-context transform $H(x)$ is simply the normalized sum of these individual transforms, i.e.,

$$H(x) = \frac{1}{m} \sum_k H_{ak}(x)$$

Now the value of $H(x)$ at a point $x$ is the fraction of the maximum number of spatially registered features that are present. High values of $H$ correspond to spatially registered intrinsic image points which each have been grouped into a unit by a separate bottom-up transform. Thus $H(x)$ represents a possible solution to the multiple-feature problem.

#### 5.2 Subspaces and Sequencing

In our formalism, a segment in an image is ideally represented as a conjunction of Hough transform maxima. Each set of maxima corresponds to an organization with respect to a given modality: color, velocity, etc. In the previous section we showed how the parallel generation of these maxima could be used to discover regions in the image corresponding to multi-modal units. Unfortunately, this technique will usually be inadequate because the unit is not manifested as a distinct maximum in all the modalities. As an example, consider a light-blue, moving unit, against a background of other units, none of which are light-blue, but which are moving. In the color space, the unit is clearly revealed; light-blue units have high confidence values (Fig. 10).

Figure 10.

In velocity space, however, there is no clear maximum owing to the presence of other moving units.

The fundamental problem is that each modality consists of a projection of feature space. In the high-dimensional space consisting of the concatenation of all the individual dimensions of each modality, each unit would appear as a distinct maximum. The visual system model is structured to examine only the subspaces of the individual modalities. The principal reason for this is economy; the space requirement increases exponentially with the number of modalities.

This problem can be surmounted if different parameter spaces are examined sequentially. First the parameter spaces are examined for maxima. The most distinct maxima is picked and its inverse Hough transform, $C(x)$, is generated. This transform can be used to block input from sensors positioned at its lower confidence values. To see how this might work, let us reconsider the previous example of the light-blue, moving unit. In color space there is a clear maximum corresponding to light-blue. This value is used to generate $C_{light-blue}(x)$ and block input from all sensors that are not spatially registered with light-blue color input. The net effect is that in velocity space there is now a clear maxima as input from other units has been blocked.

#### 5.3 Multiple, Spatially-Registered Features

Sequencing solves the problem of building up coherent groups of features, but has its drawbacks. For example, if the “blue,” “moving,” “horizontal” object were a “frisbee,” one would like this percept to be triggered via a Hough-like transform. However, in the sequencing example, there is initial evidence for all light-blue objects, and this is a very large set. Worse, the percept “frisbee” could be triggered by non-spatially registered groups of “blue” and “moving” inputs.
There is a solution to these problems if we assume that, in general, actual occurrences of features will be sparse. In other words, in a given image there should not be two very similar colors associated with different objects. If there are, our Hough transform model will only be able to concentrate on one of them at a time.

The solution is due to [Feldman and Ballard, 1991]. We will develop it here in terms of our Hough transform formalism in stages. First we formally concatenate parameter spaces. Now we describe low-resolution concatenated spaces. Finally, we consider low-resolution parameter spaces which can be tuned to specific parameter values.

Ideally, one could resolve the spatial registration problem by concatenating feature spaces. For example, concatenating color space with motion space leads to

\[ B_k = \{(b_{c},b_{m}) | a_{kc}(x_k), a_{km}(x_k), f_c(a_{kc},b_{c}), f_m(a_{km},b_{m}) \} \]

where elements in the expanded space \((b_{c},b_{m}) \in \mathcal{B}_{C} \times \mathcal{B}_M\) are only included if the input features are spatially registered, i.e., while this is simply described in symbolic form, it is also impractical since the parameter spaces for the combined-modality elements are impractically large. A partial solution to the size problem is to decrease the number of parameter nodes. Let \(b_{c}',b_{m}'\) be values for color and motion parameters respectively in the low-resolution spaces. Then the low resolution Hough transform is given by

\[ B_k = \{(b_{c}',b_{m}') | a_{kc}(x_k), a_{km}(x_k), f_c(a_{kc},b_{c}'), f_m(a_{km},b_{m}') \} \]

(6.1)

where the bounds \(\Delta_c\) and \(\Delta_m\) are larger to account for the lower-resolution in parameter space. The grain of the low-resolution space can always be chosen to make the transform practical in terms of space. However, now groups of parameters that are sufficiently similar may be transformed into the same parameter node via Eq. (6.1). To resolve this problem we use a two-tiered transform, consisting of high-resolution single-modality transforms and low-resolution multi-modality transforms. Using the single-modality transforms, we select maxima \(b_{c}^*\) and \(b_{m}^*\) such that

\[ b_{c}^* = \max_{b_{c}} \{b_{c} \in b_{c}' \pm \Delta_c \} \]

and

\[ b_{m}^* = \max_{b_{m}} \{b_{m} \in b_{m}' \pm \Delta_m \}. \]

These values are then used to tune the low-resolution Hough transform, i.e.,

\[ B_k = \{(b_{c}',b_{m}') | a_{kc}, a_{km}, f_c(a_{kc},b_{c}^*), f_m(a_{km},b_{m}^*) \} \]

Thus the low resolution transform can be tuned to count only a subset of the high resolution parameter nodes. The drawback of this technique is that it can only respond to a single value of \((b_{c},b_{m})\) in each range \(b_{c} \pm \Delta_c, b_{m} \pm \Delta_m\). Thus either the high confidence parameter nodes must be sufficiently sparse, or only one of the confusion classes can be examined at any one time. This disadvantage is outweighed by being able to detect spatially-registered features and thus circumvent the more severe problem discussed earlier.

6. Tight Coupling

Most of the previous examples imply that the various Hough transforms are relatively independent. That is, once the intrinsic images are computed, the transforms can be computed. The general case is that this is not true; the intrinsic image contains global parameters which must be computed using Hough transforms. Since the Hough transform requires an intrinsic image it might seem that neither could be computed. In fact, both the Hough transform and the intrinsic images can be computed by incorporating the Hough transforms into the parallel-iterative scheme used to compute the intrinsic images. If the combined problem is well-conditioned: 1) the partial result for the intrinsic image will be sufficient to produce a partial result for the Hough transform, and vice versa; and 2) this process of using partial results in a parallel-iterative manner will converge. We term this interdependence tight coupling and illustrate it with two examples.
In the first example, we show how a surface orientation intrinsic image can be computed from intensity information. This example seems paradoxical at first since to compute surface orientation one must know the location of the source of illumination and vice versa. We show how both these computations can be conducted simultaneously with the partial result for the surface orientation helping the illumination angle determination, and the partial result for the illumination angle helping the surface orientation determination. The illumination angle is determined by a Hough transform.

In the second example, we show that a three-dimensional flow field can be segmented into groups of vectors that represent general rigid body motion. The problem here is that an individual field vector \( v(x) \) is an unknown sum of rotational and translational components, i.e., \( v(x) = v_R(x) + v_T(x) \). These components can only be determined by knowing global rigid body motion parameters. However, these parameters can be determined only if \( v(x) \) is partitioned into \( v_R(x) \) and \( v_T(x) \). As in the earlier example, this problem can be resolved by a parallel-iterative scheme which computes both the global parameters and the velocity-field decomposition simultaneously.

Rather than being isolated examples, tight coupling is believed to be the general case. Extending the scope of the parallel-iterative computation is the general solution.

6.1 Shape from Shading by Relaxation

Given the orientation of a surface with respect to a viewer, its reflectance properties and the location of a single light source, that the brightness at a point of the viewer's retina can be determined. That is, the reflectance function \( R(\theta, \varphi, \theta_s, \varphi_s) \), where \( \theta, \varphi \) and \( \theta_s, \varphi_s \) are orientations of the surface and source respectively, allows us to determine \( I(x, y) \), the intensity in terms of retinal coordinates [Horn and Sjoberg, 1978]. The form of \( R \) is assumed to be known. However, the perception problem is the reverse: given \( I(x, y) \) and \( R(\cdot, \cdot, \cdot, \cdot) \), determine \( \theta(x, y), \varphi(x, y) \), and \( \theta_s, \varphi_s \). In general, the problem of deriving \( \theta(x, y) \varphi(x, y) \) and \( \theta_s, \varphi_s \) is underdetermined. However, Ikeuchi [1980] showed that the surface could be determined locally once \( \theta_s, \varphi_s \) was specified. This method has been extended [Ballard, 1981] to the case where \( \theta_s, \varphi_s \) is initially unknown.

The algorithm is outlined as follows. For a single light source, the intensity at a point on a retina can be described in terms of the orientation of the normal of the corresponding surface point and the surface orientation. That is, in spherical notation,

\[
I(x, y) = R(\theta, \varphi, \theta_s, \varphi_s)
\]

where the angles \( \theta \) and \( \varphi \) are functions of \( x \) and \( y \). Now by minimizing \( (I-R)^2 \) and appending a smoothness constraint on \( \theta \) and \( \varphi \) we have [Ikeuchi, 1980] an expression for the local error (if the estimate for \( \theta \) and \( \varphi \) is unreliable) as follows:

\[
E(x, y) = (I-R)^2 + \lambda((\nabla \varphi)^2 + (\nabla \varphi)^2)
\]

where \( \lambda \) is a Lagrange multiplier. For a minimum, \( E_\theta \) and \( E_\varphi \) = 0. Skipping some steps, this leads to

\[
\varphi(x, y) = \varphi_{ave}(x, y) + T(x, y)R_\varphi
\]

\[
\theta(x, y) = \theta_{ave}(x, y) + T(x, y)R_\theta
\]

where \( \varphi_{ave}(x, y) \) is a local average and

\[
T(x, y) = (1/16)I(1-R)
\]

In solving these equations, we assume \( \theta_s \) and \( \varphi_s \) are known. An iterative method is used where the \( \varphi_{ave} \) and \( \theta_{ave} \) are calculated from a previous iteration.
To calculate \( \theta_s \) and \( \phi_s \), we assume \( \theta \) and \( \phi \) are known and use a Hough technique. First we form an array \( \mathbb{H}[\theta_s, \phi_s] \) of possible values of \( \theta_s \) and \( \phi_s \) initialized to zero. Now we can solve the reflectance equation for \( \phi_s \). The Hough technique works as follows. For each surface element \( \theta, \phi \), and for each \( \theta_s \) we calculate \( \phi_s \) and increment \( \mathbb{H}[\theta_s, \phi_s] \), i.e., \( \mathbb{H}[\theta_s, \phi_s] := \mathbb{H}[\theta_s, \phi_s] + 1 \). After all surface elements have been processed, the maximum value of \( C \) corresponds to the location of the point source. In [Hallard, 1981b] it is shown that calculation of the source location can proceed in parallel with that of \( \theta(x,y) \) and \( \phi(x,y) \) and that the two calculations will converge.

Results for the one-dimensional case are shown in Figure 11 for the case of a small surface "bubble." Figure 11 shows the surface convergence, as well as the convergence of the illumination angle.

![Figure 11: (a) Shading (top left curve).](image)
(b) Surface convergence (colored points immediately below (a)).
(c) Illumination angle Hough transform (bottom left).
(d) Illumination angle convergence (upper right).

It is important to remember that the boundary conditions in this problem have been provided \textit{a priori}; in this case they are the orientation of the surface at the boundary of the bubble. Generally, these will have to be determined by multiple intrinsic images relaxions, as mentioned in Section 2.

### 6.2 3-D Rigid Body Motion

The general motion of a rigid body can be described by eight parameters: three for translational velocity \( \mathbf{v}_T \); three for angular velocity \( \mathbf{Q} \); and two for the location of the axis of rotation \( \mathbf{r} \). We describe the detection of rigid body motion in three parts, each of which uses Hough transforms. First, we show how to detect pure translation \( \mathbf{v}_T \). Next we show how to detect pure rotation \( \mathbf{Q, r} \). Finally, we show that a 3-d flow vector can be iteratively decomposed into a translational component and a rotational component. These components are described by the parameters \( \mathbf{v}_T, \mathbf{Q, r} \).

#### Pure Translational Motion

This case is very simple. If a rigid body is translating with velocity \( \mathbf{v}_T \), then a point on the body at location \( x \) will have velocity \( \mathbf{v}(x) = \mathbf{v}_T \). To detect this take the Hough transform given by \( \langle (x, \mathbf{v}(x)), (\mathbf{v}_T), (\mathbf{v}(x) - \mathbf{v}_T = 0) \rangle \). The maximum value in \( \mathbb{H}(\mathbf{v}_T) \) will correspond to the translational velocity.

#### Pure Rotational Motion

In the case of pure rigid-body motion, each point on an axis in space such that

\[
\mathbf{v}(x) = \mathbf{Q} \rho(x),
\]

where \( \mathbf{v}, \mathbf{Q}, \) and \( \rho \) are all orthogonal and \( \rho(x) \) is a vector from the point \( x \) to the axis of rotation such that

\[
\rho(\mathbf{Q} \rho) = 0.
\]

That is, \( \rho \) is defined so as to be perpendicular to \( \mathbf{Q} \) and \( \mathbf{v} \).

One problem is to specify the axis of rotation. This is done using a vector \( \mathbf{r} \) which is the smallest vector from the origin to the rotation axis (see Figure 12).

![Figure 12](image)
The pure rotation case involves five parameters: three for the vector \( \mathbf{\Omega} \) and two to specify the axis of rotation. A standard Hough technique would involve a transformation from \( (x, v(x)) \) to \( (\mathbf{\Omega}, r') \) using Eq. (6.1). Only a vector \( r' \) equal to any two components of \( r \) is necessary since \( \mathbf{\Omega} \cdot r = 0 \). However, a five-dimensional space is large, thus we are motivated to decompose the parameter space \( (\mathbf{\Omega}, r) \) into two, smaller spaces [Ballard and Sabbah, 1981]. One space is composed of two components of \( \mathbf{w} \) and \( \omega_y \) of a unit vector \( \mathbf{w} \) which defines the direction of \( \mathbf{\Omega} \). The other is composed of the magnitude of \( \mathbf{\Omega} \) and two components of \( r \).

Since \( \mathbf{w} \) must be perpendicular to \( v \),
\[
\mathbf{w} \cdot v = 0.
\]
Furthermore, \(|\mathbf{w}| = 1\). Combining these two equations leads to
\[
\omega_x v_x + \omega_y v_y + \sqrt{(1 - \omega_x^2 - \omega_y^2)} v_z = 0, \tag{6.2}
\]
which is a quadratic equation in unknowns \( \omega_x \) and \( \omega_y \). Thus the direction of the rotation vector may be found from the Hough transform
\[
<(\mathbf{v}(x)), (\omega_x, \omega_y), (\mathbf{r}_x, \mathbf{r}_y, |\mathbf{\Omega}|) (\text{Eq. (6.2)})>.
\]
Once \( \mathbf{w} \) is known, it can be used in the following series of equations. If \(|\mathbf{\Omega}| \) is the magnitude of the rotation vector, the vector \( s \) given by
\[
s = x - \mathbf{w} x v / |\mathbf{\Omega}|
\]
is on the rotation axis. Furthermore, \( r \) is given by
\[
r = s - (s \cdot \mathbf{w}) \mathbf{w}
\]
so that
\[
r = (x - \mathbf{w} x v / |\mathbf{\Omega}|) - (x \cdot \mathbf{w}) \mathbf{w}. \tag{6.3}
\]
This equation can be used to determine the first two components of \( r \) given a value for \(|\mathbf{\Omega}|\). Thus we can determine \(|\mathbf{\Omega}| \) and \( v \) from the following Hough transform:
\[
<(x, v(x), \mathbf{\Omega}) (\mathbf{r}_x, \mathbf{r}_y, |\mathbf{\Omega}|) (\text{Eq. (6.3)})>.
\]

**General Rigid Body Motion**

Finally, suppose the motion is completely general so that
\[
v(x) = v_T(x) + \Omega \mathbf{\Phi}(x).
\]
Since only \( v(x) \) can be measured, how can one determine how much is translational velocity and how much is rotational velocity? One possibility is to dynamically partition the velocity into two components \( v_T(x) \) and \( v_\Omega(x) \) which give the most consistent global parameters \( \mathbf{v}_T, \mathbf{\Omega} \) and \( r \). This would work as follows:

**Step 0.** Assume \( v_\Omega(x) = v(x) \).

**Step 1.** Use the Hough transforms to estimate \( (\mathbf{\Omega}, r) \).

**Step 2.** Use \( (\mathbf{\Omega}, r) \) to determine \( v_\Omega(x) \).

**Step 3.** Compute \( v_T(x) = v(x) - v_\Omega(x) \).

**Step 4.** Use the Hough transform to estimate \( v_T \).

**Step 5.** Compute \( v_\Omega(x) = v(x) - v_T(x) \).

**Step 6.** If \( v_\Omega(x) \) has not converged, go to Step 1.
7. Discussion

The key ideas of this paper are summarized in the introduction. Here we mention other ideas which do not fit easily under any one of the previous headings.

1) The Intrinsic Image/Feature Space Duality. By distinguishing between image fields and image features we know when relaxation is the more important tool and when the Hough transform is more important.

2) Unit/Value. By reducing the underlying primitives to units of extreme simplicity we can algorithmically determine the connection patterns to represent many relations.

3) Massive Parallelism. By assuming the availability of massive parallel computation, we reduce the need for sequential processing to more essential cases. For example, we use sequential processing in Section 5 to resolve ambiguities in the input.

4) Extensibility. The representation is very general, being many consistency relations, and can be extended to other domains besides vision, to arbitrary levels of abstraction within vision.
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