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In part of this investigation, a theoretical model was proposed to describe the saturation of atomic energy levels under conditions of intense but brief irradiation by a suitable excitation source. The experimental verification of that model is presented herein. In this study, the effects on dye laser-induced saturation of analyte concentration, flame composition and atomic properties of the elements were all examined and quantitated in terms of a measurable parameter, the saturation spectral power density.
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(SSPD). The results of those studies reveal that SSPD is relatively independent of analyte concentration and flame composition but is a strong function of the nature of each particular atomic transition employed. Moreover, because of strong quenching in most analytical flames, a simple steady-state model for saturation applies even for brief, 5.6 ns. pulses from a nitrogen-laser pumped dye laser. Most importantly, it is shown that reliable values for the SSPD can be obtained only through careful experimental design; considerations important in such measurements are therefore carefully detailed.
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INTRODUCTION

Among the different techniques which have been developed for trace metal analysis, atomic emission, absorption and fluorescence spectrometry are the most widely used. Of these techniques, atomic fluorescence spectrometry (AFS) is the most recently developed and offers the combined advantages of high specificity for the determination of individual elements, high sensitivity, simplicity and applicability to multielement analysis.

AFS involves the excitation of isolated atoms by a suitable primary source and the subsequent detection of the radiation which is emitted by the fraction of excited atoms which deactivates radiatively. Although fundamental studies in the AFS of metal vapors were performed even as early as 1900 (1, 2), it was not until 1964 that the use of AFS as an analytical technique was reported (3-5). Since that time, most of the effort in analytical AFS has been devoted to optimization and development of high efficiency atomizers (6-8) and high radiance excitation sources (9-11). These areas have received greatest attention because of the linear dependence of the detected fluorescence signal on the concentration of neutral analyte atoms and (at low incident radiant flux) on the spectral irradiance of the excitation source.

With the development of very high spectral radiance sources (such as pulsed tunable dye lasers), AFS has become a potentially even more powerful analytical technique and the study of fundamental processes in atomic spectroscopy has been made easier. Several previous studies dealing with laser-excited AFS have revealed that a saturation of atomic energy levels can be produced which limits the maximum fluorescence signal achievable at any
given analyte concentration. This saturation or "bleaching" effect of atomic energy levels, besides limiting the attainable sensitivity of laser-excited AFS, provides several important practical features. Most important of these features are an increase in the range of linearity of analytical working curves, freedom of the fluorescence signal from excited-state quenching effects in the atom environment, and freedom from power instabilities of the excitation source (laser) (12-25).

When a high spectral radiance source such as a laser is employed in AFS, the rates of population and depopulation of the excited state become radiationally controlled. When such stimulated processes dominate, any other activation (chemical or thermal) or deactivation (quenching, spontaneous radiation) pathways do not strongly affect the equilibrium population of the excited state. Consequently, the magnitude of the excited state population and of the detected (spontaneous) fluorescence become nearly constant.

It might at first seem that stimulated emission, being the main route of deactivation of a saturated energy level, would completely overwhelm the detection of the smaller but constant spontaneous fluorescence. However, the stimulated emission is by nature directed along the path of the exciting radiation and is not detected by a measuring system lying in any other direction. In contrast, spontaneous fluorescence is isotropic and will therefore be detectable at any angle.

In order to take full advantage of all the potentially useful features of laser-excited AFS, it is necessary to characterize the fluorescence radiation emitted under conditions of high incident source radiance. Furthermore, a thorough understanding of the saturation process should enable
an assessment of the importance of fundamental processes such as quenching and nonquenching collisions in the atom cell. In characterizing the fluorescence radiation emitted under saturation conditions, it becomes important to know the minimum incident power density which would be necessary to achieve the saturation.

Previous investigations into the saturation of atomic energy levels at high spectral irradiance has predicted little, if any, effect of the quenching characteristics of the atom environment on the saturation power density (12-25). Also, all the theoretical models proposed to explain the saturation effect have assumed that steady-state conditions prevail in the population of the excited level, an assumption which is valid only if the duration of the excitation pulse is much longer than the fluorescence lifetime of the transition being studied. Because typical values of spontaneous atomic fluorescence lifetimes are 1-20 ns, such steady-state conditions do not prevail in unquenched atomic systems excited by a short-pulsed nitrogen-pumped tunable dye laser (typical pulse width: 1-10 ns), although they are approached when longer duration sources are used. One latter such source is the flash-lamp-pumped tunable dye laser (typical pulse width: 1-10 μs).

In the present study, experimental and predicted values of saturation power density were determined and their dependence on atom-environment and on the spectral and spatial characteristics of the irradiance source was ascertained. The study was comprised and is being reported in two parts.

In part I of the study (26) a theoretical model was proposed to describe the saturation of atomic energy levels by a radiation pulse of variable duration and power density. The model enables the prediction of saturation power densities of transitions involving two and three atomic energy levels.
under both steady-state (continuous-wave) and non-steady-state (transient) irradiation. In that report, values of predicted spectral power density necessary to saturate several specific atomic transitions were presented and the dependence of saturation spectral power density on the excitation pulse duration was illustrated.

In the present paper, experimentally determined values of saturation spectral power density for a series of atomic transitions will be reported and compared to values predicted by the model developed in part 1 (26). The saturation spectral power density (SSPD) is the level of incident source spectral power density (W/cm²·Hz or W/cm²·nm) required to produce fifty percent of the "saturated" fluorescence radiance level; consequently, the SSPD was experimentally determined for each transition by plotting a measured spontaneous fluorescence signal against the effective spectral irradiance produced by the excitation source (laser).

It will be shown that experimental conditions necessary for obtaining accurate values of SSPD are critical; these conditions will be described and the influence of experimental parameters such as atom concentration, atom environment, temporal gate-width of the detector and type of transition will be illustrated. Flames having different composition and temperature were used as the atom-cell during SSPD measurements. Experimental values of SSPD obtained with these measurements will be compared with those predicted by the model proposed in part 1 of this study; the resulting agreement enables useful conclusions to be drawn concerning the feasibility and practicability of employing saturated atomic fluorescence spectrometry for routine analysis.
EXPERIMENTAL MEASUREMENTS AND CONDITIONS

The following instrumentation was employed in these measurements: an excitation source consisting of a nitrogen-laser-pumped tunable dye laser whose beam has been rendered spatially homogeneous in the region of interest; a flame of controllable composition, used as an atom source and reservoir, a detection, signal processing, and read-out system, oriented at 90° with respect to the excitation source and which consists of a low-scattered-radiation monochromator, a fast photomultiplier, delay line, boxcar integrator and recorder; finally, a fast power-meter was used to measure the power of the laser beam at the flame position. Figure 1 shows a block diagram of these devices; their most important characteristics and their effects on the fluorescence measurements are discussed in the following section.

In order to obtain reliable fluorescence measurements, several requirements must be met. First, to maintain a uniformly illuminated flame volume for meaningful physical measurements, the diameter and power of the laser beam must be held constant or be known and its homogeneity assured. Second, scattering of source radiation should be minimized (27) by using a sample introduction and atom formation system which is highly efficient and generates few particulate species within the atom observation region. To avoid the distortions produced by pre- and post-filter effects in the fluorescence measurements, and to maximize the detected fluorescence signal, the flame shape and burner-top must be carefully chosen and designed. Finally, careful optical alignment between the laser beam, the flame and the monochromator must be maintained. The way in which these requirements were met is described in the following sections. For further details concerning the original components, the reader is referred to the Ph.D. thesis of one of the authors (28).
The tunable dye laser (UV-400, Molecotron, Inc., Sunnyvale, CA) employed as a source was pumped by a nitrogen laser (UV-1000, Molecotron, Inc., Sunnyvale, CA). Although sometimes erratic in its operation, this system was capable with constant attention of saturating many atomic transitions of interest.

To minimize scattering of the incident source radiation (27), an ultrasonic nebulizer (Tomorrow Enterprises, Portsmouth, OH) and a laminar, well characterized flame were used to generate atoms. The flame was supported on a laminar-flow burner of the Alkemade design (29,30). To provide an atomic population of relatively uniform temperature, a flowing argon shield surrounded the flame. This argon shield reduces air entrainment at the base of the flame which would otherwise change the temperature and composition at the edge of the flame and thereby produce a non-uniform distribution of atom concentrations and increase quenching by air constituents. Also, a 4 cm diameter quartz tube was used to surround the flame to protect it against laboratory air currents and to reduce multiplicative noise which would otherwise be carried through the detection and measurement system (31).

Because the Alkemade burner was not originally designed to handle large volumes of analytical solutions, it was modified to improve its coupling to the ultrasonic nebulizer. To avoid condensation of the nebulized solution, the distance between the nebulizer and the burner chamber was kept within 3 cm for the air-acetylene flame and 8 cm for the hotter flames such as oxygen-argon-acetylene.

Purified flame gases (acetylene from Linde Div., Union Carbide Corp., N.Y., all others from Matheson Co., Joliet, IL) were controlled by needle valves (Fine Metering Valves, Napco, Cleveland, OH) and monitored by cali-
brated flowmeters (603 and 604), Matheson, East Rutherford, NJ). Oxidant and fuel gases were pre-mixed and stream-split before entering the burner; a small fraction of the pre-mixed gases was then used as a carrier for nebulized solutions. Optical gas flows (corrected to STP) for the different types of flames used in this study are shown in table 1. In all cases, the flame operates in a slightly fuel-rich condition, which has been found to promote atom formation efficiency and reduce errors in saturation caused by ionization (32).

The range of flame types shown in table 1 were employed to enable a study of the effects of flame composition, temperature and quantum efficiency on the characteristics of laser-excited AFS.

The detection system used in the present work consists of a filter/grating monochromator (model HH-700-77, McPherson Co., Acton, MA), and a 1P28 photomultiplier tube (RCA) operated at -950 volts. This monochromator has an assembly of eight filters which provide a preliminary stage of wavelength discrimination, serving to reduce higher-order diffracted radiation and detected stray light.

A dual-channel boxcar integrator (Models 162, 163, 164, Princeton Applied Research Co., Princeton, NJ) provided alternatively a time-resolved or time-integrated representation of the fluorescence signal, which were then recorded by suitable analog or digital devices. Also, the device automatically corrected for background radiation by sampling the fluorescence and background signal levels at selectable but different time periods. The trigger signal used to synchronize the boxcar integrator with the laser was produced by directing a small fraction of the laser beam to a high-
speed photodiode (Tropel Inc., Fairport, NY) as shown in Figure 1. A tilted quartz plate was used as a beam splitter. In order to compensate for the inherent delay time in the boxcar gating circuits, a delay line was inserted between the PMT output and the boxcar integrator. This delay line was constructed from 22 m of RG58/U (50 Ω -impedance) coaxial cable, which was coiled and provided with proper shielding to minimize electromagnetic interference.

Three different systems were employed to record data processed by the boxcar integrator; the device chosen for a specific application was based on the required data storage and treatment. An analog strip-chart recorder (model 7100B, Hewlett-Packard, Palo Alto, CA) was used to measure most averaged fluorescence signals processed by the boxcar integrator. However, to record high resolution data for laser pulse characterization and fluorescence lifetime studies, the boxcar integrator was interfaced either directly to a digital computer (model 980A, Texas Instrument Co.) or to a digital paper tape punch (Models 251 and 622, Digitec, United Systems Co., Dayton, OH) for later processing. The choice between these two digital data collecting options was based both on availability of each device and complexity of the required data processing. Whichever device was selected, a parallel output channel was connected to the strip-chart recorder to enable data to be viewed continuously.

System Characterization

Burner and Flame Design. In order to avoid the distortions produced by pre- and post-filter effects in the fluorescence measurements, and to maximize
the detected fluorescence signal, a careful choice of the size of the flame and of the burner top was required. Three different burner head designs investigated in this study are shown in Figure 2. Each burner head consists of a nickel-plated brass cylinder 1.9 cm thick into which was drilled a given number of holes (.95 mm diameter), the configuration of which governed the size and shape of the flame.

Burner type A (cf. Figure 2) employed 192 holes arranged in 8 concentric circles. The six inner circles of burner ports support the flame gases, while the two outer rows are used for production of the flowing argon sheath. The resulting circular flame had an analytically useful diameter of 1.6 cm. Ultimately, burner top A was rejected because the flame which it produced exhibited marked post-filter effects. To avoid post-filter effects with this burner top, the position of the laser beam had to be changed from the center of the flame, for low analyte concentrations, to the edge of the flame (closer to the detector system) for increased analyte concentrations.

Burner head B (cf. Figure 2) was fabricated with five rows of fifteen holes each, arranged in a rectangle. The three inner rows supported the flame gases while the outer two rows carried the argon sheath. This burner top produced a rectangular flame of dimensions approximately 5 mm x 25 mm. This type of flame produced negligible post-filter effects when irradiated down its long dimension because approximately 85% of the total flame width can be illuminated by the laser beam. However, the rectangular flame, because of its large gas consumption, produces much more dilute atomic vapor compared to typical circular flames, and was consequently rejected for the bulk of work in this study.

Nonetheless, the rectangular flame was found useful in empirically determining the optimal flame configuration. Because the rectangular flame exhibited negligible post-filter effects, its small dimension was...
felt to be satisfactory for further work. The optimum value for the flame long dimension (in line with the laser beam) would then be governed by the entrance angle of the viewing detection system and the distance between the flame and the detector. Thus, when the long axis of the flame fills the solid angle usable by the detection system (monochromator, in this case), any further increase in flame length would only increase the consumption of flame gases and decrease the usable fraction of generated atoms.

To determine the flame length usable by this detection system, the rectangular burner was positioned with its long axis in line with the laser beam and perpendicular to the direction in which fluorescence was detected. The amplitude of the fluorescence signal was then measured as the flame was moved past the monochromator entrance slit in a direction parallel to its long axis. This procedure causes the flame to subtend a progressively greater fraction of the entrance aperture, to produce an increasing fluorescence signal. Once the entrance angle has been completely filled, however, no further signal increase can occur. The distance between the flame position at which the signal first appears and that where it levels off therefore indicates the optimal flame length.

This optimal length was found to be 1 cm, so that the best flame cross-section would be 0.5 cm x 1 cm or, alternatively, a 1 cm circle. From this information, burner top C (cf. Figure 2) was designed. The three inner circular rows of burner ports support the flame gases, while the outer row is used for the argon sheath. The resulting circular flame has a diameter of 1.0 cm and a stable, analytically useful height between 15 to 20 cm, depending on the oxidant and fuel gases used.
Beam Characteristics and Radiation Collection. To maintain a uniformly illuminated flame volume, the diameter and power of the laser beam must be held constant and its homogeneity assured (33,34). Unfortunately, nitrogen-pumped dye lasers produce notoriously inhomogeneous beams, whose dimensions and radiant power can change with dye concentration, cavity alignment, and other factors. To improve beam homogeneity, consistency and quality within the flame atom cell, a quartz lens of 90 cm focal distance was used to defocus the laser beam and direct it to an aperture of 3.1 mm diameter (see Figure 3). The defocused, spatially limited beam was then allowed to pass through the observation region in the flame. To minimize divergence of the beam between the aperture and the flame, the aperture was placed at the shortest practical distance (8 cm) from the center of the flame.

To ascertain the dimensions of the final dye laser beam, the beam was attenuated and sent into a low sensitivity photographic emulsion (Panatomic-X, Kodak) which was located at the center of the burner top (corresponding to the center of the flame). An optical attenuator consisting of several layers of homogeneously exposed film was inserted in front of the photographic emulsion to avoid over-exposure and minimize the amount of scattered radiation in the emulsion which would otherwise distort the measured beam image.

The quality and homogeneity of the irradiance beam produced by this arrangement is indicated by the photographs in Figure 4, which are similar to those taken with Panatomic film for measuring beam dimensions, but were made using a high-contrast copy film to enhance the sensitivity of the measurement to beam homogeneity. In this figure, a ninefold magnification of the print portraying the actual size of the beam was made to increase visual sensitivity.
of the effect. Figure 4A shows the dye laser output beam without any aperture in its path, while Figure 4B portrays the defocused, homogeneous beam that was finally employed.

Laser Pulse Characteristics. Because the present optical design (Figure 3) renders the spatial profile of the laser radiation nearly homogeneous across the illuminated region of the flame (cf. Figure 4), incident spectral power density could be calculated by knowledge of the beam peak power, the area being illuminated, and the spectral profile of the excitation beam.

Laser peak power was determined from the integrated laser energy incident on the flame and the temporal profile of the laser pulse. A fast pyroelectric joulemeter (Model J3-05 Molectron Co.) was employed to measure the laser energy incident on the flame. The output of the joulemeter, which was placed behind the flame in such a way that it intercepted the entire laser beam, was connected to a fast oscilloscope (Model 485, Tektronix Inc., Beaverton, OR). This combination not only provided a measure of incident laser energy, but indicated pulse-to-pulse fluctuations in the laser beam (± 8%), and revealed any progressive decrease in excitation power caused by degradation of the dye solution.

The temporal character of the exciting laser pulse, found to be critical in studies of saturation (28,32), was determined by scattering a small portion of the laser beam toward the detection system by means of an appropriately placed beam splitter. Obviously, if the time response of the detection system were a delta function, the output signal would represent the excitation pulse directly. However, under the experimental conditions of this study, this output signal is the time convolution of the laser pulse with the time response of the detection system.
Mathematically, this output signal is expressed by

\[ i(t) = G(t) * L(t) \]  \hspace{1cm} (1)

where

- \( i(t) \) is the time-varying detected photoanode current representing the output (detected) pulse (scattered radiation).
- \( G(t) \) is the instrument response function which, in this case, is the time-response of the photomultiplier tube/readout array;
- \( L(t) \) is the time behavior of the excitation pulse or laser pulse and

* represents the convolution operation.

The instrumental response function of the detection system can be approximated by the impulse response of the PMT, which is mathematically expressed by the Heaviside exponential:

\[
G(t) = \begin{cases} 
  C e^{-t/T} & \text{if } t > 0 \\
  0 & \text{if } t < 0 
\end{cases}
\]  \hspace{1cm} (2)

where

- \( T \) is the fall time of the photoanode pulse

and

- \( C \) is a proportionality constant.
Now, assuming that the time profile of the laser pulse can be described by a Gaussian function, \( L(t) \) is given by

\[
L(t) = L_0 \, e^{-t^2/2\sigma^2} \quad -\infty < t < +\infty
\]  

(3)

where

- \( L_0 \) is the maximum intensity of the laser pulse

and

- \( \sigma \) is the standard deviation of the Gaussian pulse. The half width of the Gaussian function at half the maximum intensity \( (t_{1/2}) \), is then:

\[
t_{1/2} = \sigma (\ln 2)^{1/2}
\]  

(4)

By using the definition of the convolution integral, the expression for the output signal becomes

\[
i(t) = \int_{-\infty}^{+\infty} G(t-t') \, L(t') \, dt'
\]  

(5)

Substitution of Eqs. (2) and (3) into Eq. (5) and integrating the resulting expression yields:

\[
i(t) = \left( \frac{CL_0}{T} \right) e^{-t/T} \, e^{\sigma^2/2T^2} \left\{ 1 + \text{erf} \left[ \frac{1}{\sqrt{2}} \left( \frac{t}{\sigma} - \frac{\sigma}{T} \right) \right] \right\}
\]  

(6)

By curve-fitting the experimental data to Eq. 6 one obtains values for \( \sigma \) and \( T \) which describe the excitation pulse and the instrumental re-
A typical curve-fit of the digitized output signal from the detection system (photomultiplier tube and boxcar integrator) to Eq. (6) is shown in Figure 5. In Figure 5, the experimental points are represented by squares and the solid curve is the best fit to those experimental points obtainable from Eq. (6). The values of the parameters $\sigma$ and $T$ which produced the best curve-fit are 2.36 ns and 3.6 ns respectively. This value of $\sigma$ corresponds to a Gaussian pulse of width equal to 5.6 ns at half maximum. Any error in the measurement $i(t)$ is essentially given by the resolution or total rise time of the PMT and the response time of the boxcar integrator. The rise time of the PMT is approximately 1.2 ns (measured with a 250 ps rise-time sampling oscilloscope), the rise time of the sampling unit used in the boxcar integrator is $\approx 1$ ns and the time-base jitter on the order of 100 ps. Consequently, the total rise time and, ultimately, the resolution of the above studies, corresponds to $\pm 1.5$ ns.

The bandwidth of the exciting laser radiation was measured from the apparent excitation spectrum of the transition being studied. In turn, this excitation spectrum was obtained by slowly scanning the dye laser's output wavelength across the atomic line. The spectrum so obtained is obviously the convolution of the spectral profiles of the laser emission and the atomic absorption line. However, because the atomic lines used in this study were at least tenfold narrower than the spectral emission profile of the laser, the contribution of the atomic line to this measurement can be neglected. The bandwidth of the laser was therefore taken as the width at half height of the measured excitation spectrum. Throughout most of the
visible spectral region, an average value of 0.04 nm was obtained for the emission bandwidth of the laser beam. Because nearly the same bandwidth was measured regardless of the atomic transition being employed, the assumption that the atomic line contributes little to the half-width measurement seems well justified. Finally, the area of the exciting laser beam (0.076 cm²) was ascertained from a photograph of the beam at the center of the flame (cf. Figure 4).

Initial Adjustments

To roughly set the boxcar integrator aperture (gate) delay, laser radiation is scattered toward the monochromator entrance slit from a glass plate placed above the burner top. The gate delay is then scanned by the boxcar integrator until a maximum signal is obtained.

Next, the flame is ignited and a high concentration (≈100 µg/ml of the desired analyte solution is nebulized into it. With the laser irradiating the atoms so produced, and with the boxcar integrator gate delay optimized, the dye laser wavelength is accurately centered on the atomic transition by observing the generated fluorescence signal at the boxcar integrator output.

Because the time position of the maximum amplitude of the fluorescence signal depends on the fluorescence lifetime of the transition and not just on the laser pulse width, the temporal position of the sampling gate of the boxcar must next be re-adjusted to correspond to the fluorescence signal maximum. Finally, the dye laser wavelength is fine-tuned to ensure that it is centered on the desired excitation wavelength.

The foregoing alignment procedure is all performed using a relatively low laser power density so that a true maximum fluorescence signal, below the saturation level, is achieved.
Reagents and Chemicals

All the standard sample solutions used in this investigation were prepared from dried reagent-grade salts, which were dissolved in hydrochloric or nitric acids of analytical reagent grade (Mallinckrodt).

Determination of SSPD

In this study, the spectral power density required to saturate atomic transitions (SSPD) was determined from plots of spontaneous fluorescence signal as a function of incident radiant power. In these measurements, the spectral power density of the exciting beam was varied by inserting neutral density filters into it. The power density of the excitation beam could also have been varied by adjusting the driving power of the dye-pumping nitrogen laser. However, if this latter method of power control is employed, care must be taken to ensure that the size and spatial homogeneity of the dye laser beam do not change. In all measurements, the neutral density filters were placed exactly perpendicular to the beam, ensuring that the position or the optical and spatial characteristics of the beam in the flame are not altered between measurements.

Because the duration of the laser system employed in this study is 5.6 ns and the spontaneous fluorescence lifetimes of atomic transitions are of the same order of magnitude (35), a non-steady-state population of the excited atomic energy level should prevail. Therefore, for atomic transitions involving only two energy levels, the following equation (26) was used to curve-fit the experimental data:
\[ n_2 = n_0 B_{12} \left( \frac{\rho_0}{a_2 + b_2 \rho_0} \right) (1 - \rho) \] (7)

where

\[ \rho = \frac{1}{(a_2 + b_2 \rho_0) t_0} \left( 1 - c^{-(a_2 + b_2 \rho_0) t_0} \right) \] (8)

and \( n_2 \) (cm\(^{-3}\)) is the average density of atoms in excited energy level 2 during the excitation pulse (the magnitude of the detected fluorescence signal is proportional to \( n_2 \)); \( n_0 \) (cm\(^{-3}\)) is the total atomic density, which is assumed to be distributed among the two energy levels involved; \( t_0 \) is the duration (half-width) of the excitation pulse; \( \rho_0 \) (W/cm\(^2\)Hz) is the peak spectral power density of the laser pulse, \( B_{12} \) is the Einstein coefficient for the stimulated absorption transition 1\( \rightarrow \)2; \( a_2 = A_{21} + Z_{21} \), where \( A_{21} \) (s\(^{-1}\)) is the Einstein coefficient for spontaneous emission between levels 2 and 1, and \( Z_{21} \) (s\(^{-1}\)) is the rate of collisional deactivation; \( b_2 = B_{12} + B_{21} \), where \( B_{21} \) (cm\(^2\)Hz\(^{-1}\)) is the Einstein coefficient for the radiationally induced downward transition 2\( \rightarrow \)1.

In equation (7) the curve fit parameters are the intensity of the fluorescence signal and the \( a \) and \( b \) lumped variables. Experimentally, the non-steady-state SSPD (\( \rho_0 \)\(^{\text{NSS}} \)) was defined as the incident spectral power density required to produce an upper level population just half of that required for saturation. Ideally, a complete saturation is achieved when incident spectral power density approaches infinity. Under those conditions the population of the excited energy level becomes (cf. Eqs. 7-8).

\[ (n_2)_{\text{sat}} = n_0 \frac{B_{12}}{b_2} \] (9)
Using the procedure described above, saturation curves were measured for a number of transitions of several elements, and under various experimental conditions which should affect the measured values. Specifically, the effects of experimental variables such as the aperture gatewidth of the detector, the flame composition, the analyte concentration and the spectral characteristics of the transitions were investigated.

RESULTS AND DISCUSSION

Effect of Detector Aperture

The excitation pulse used in these experiments has an approximately Gaussian shape of 5.6 ns half-width (cf. Fig. 5), rather than the square pulse shape assumed in the model presented in Part I of this study (26). Therefore, it is important to evaluate which time during the excitation process is best for determining the excited-state population (i.e. for sampling the generated fluorescence).

A square excitation pulse, of the kind assumed (26), will contain approximately the same energy as that in a Gaussian pulse of the same amplitude and of half-width equal to the duration of the square pulse. Therefore, to obtain an experimental measurement of the upper state population which corresponds most closely to the theoretical model (26), it would seem most reasonable to probe the fluorescence generated by the excited atoms at a time corresponding to the peak of the Gaussian laser pulse (32). However, because any real measurement system must sample the fluorescence for a finite time interval, it must be expected that some error will be introduced during such sampling by the portion of the sampled interval during which the exci-
Saturation pulse power has fallen substantially below its peak value (32). The importance of this error was evaluated here by measuring the atomic fluorescence produced at various incident laser power levels as a function of the detector gate width.

Saturation plots for the manganese $^6S_{5/2} - ^6P_{3/2}$ transition at 403.3 nm, shown in Fig. 6, were obtained with detection gatewidths of 1 ns and 5 ns, selected merely on the basis of instrumental capability. From Figure 6, it is apparent that twice the power density is required to produce apparent saturation for the signal detected with the 5 ns gatewidth than when the 1 ns gatewidth is used. Clearly, because the 1 ns gatewidth more closely samples the atomic fluorescence during the peak of the excitation pulse, it provides a measure of the upper state population which more exactly matches the assumed model (26) and will produce a more accurate value for SSPD. Because the 1 ns gate is already substantially smaller than the 5.6 ns (FWHM) laser pulse, it can be assumed that little improvement in accuracy would be obtained through use of a shorter gatewidth. This assumption was validated by means of measurements taken with a sampling oscilloscope of 250 ps gate width.

Although more accurate SSPD values can be obtained by use of a 1 ns detection gate than a 5 ns gate, several practical considerations dictate that the longer gate width be employed for many experimental measurements.

The reason it is experimentally more difficult to employ a 1 ns gate than a 5 ns gate revolves around dye laser long-term drift and stability, and the necessity of taking measurements over long time periods. In general, the time position of the maximum of an atomic fluorescence peak (where measurements for saturation should ideally be taken) is determined by
the time convolution of the excitation pulse and the fluorescence lifetime of the transition (cf. Figure 5). However, the fluorescence lifetime of an atomic transition changes with the excitation power density, especially at high power densities where saturation of the excited energy level is approached. Therefore, a continuous change of the time position of the fluorescence peak occurs along measurements taken for a saturation curve. Of course, an accurate determination of the peak fluorescence can be obtained by time-scanning a narrow detector gate over the fluorescence signal for each value of excitation power density. However, under such conditions, the measurement of saturation curves becomes a very long and tedious procedure (approximately 20 hours per curve). With this scanning procedure, one would obviously need to change dye solutions between measurements, in order to avoid degradation of the dye during the series; in turn, dye replacement requires realignment of the dye cell in the laser cavity with each change of solution. To avoid those problems, a 5 ns gatewidth was employed in most of the following experimental measurements.

Because the time envelope of the laser pulse does not change appreciably with wavelength (i.e. with the transition under observation) and because the lifetimes of atoms examined in this study fall within a relatively narrow range, the factor-of-two difference between real SSPD's and those measured with a 5 ns gate is likely to be maintained. This statement is strengthened by a comparison of the SSPD's obtained for Na at 589.0 nm, which also exhibit a twofold difference between the values obtained with a 5 ns and 1 ns gate width. In all measurements to be reported later, a detection gate width of 5 ns was used unless otherwise stated; in all these cases, a more accurate SSPD value will probably be obtained by division of the cited value by a factor near 2.
Let us now discuss the effects of the concentration of analyte atoms in the flame, the composition of the flame and the spectral characteristics of the excitation source on the measured SSPI values.

Effect of Analyte Concentration

According to the theoretical analysis in Part I of this study (26), the concentration of absorbing species (analyte atoms in the flame) determines the magnitude of an observed fluorescence signal, but should not appreciably affect the power density required to saturate the excited energy level. This expected result is experimentally verified for the $^1S_0 \rightarrow ^1P_1$ transition of Ca (422.7 nm) by Figure 7. Figure 7 shows the experimental saturation curves (adjusted to fit on the same scale) for 10 ppm and 1,000 ppm Ca in an air-acetylene flame. One can see that within experimental error, the same saturation power density of $1.1 \times 10^{-7}$ W/cm²Hz is obtained in both cases.

Effect of Flame Composition

Ideally, variations in composition of an atom cell should affect only rates of collisionally induced atomic transitions and ionization (32); the importance of such collisions to the saturation of atomic transitions could then be verified experimentally and compared with the theoretical model proposed (26). However, alteration of the environment of an atom reservoir such as a flame changes not only the collisional quenching and ionization rates of excited atoms but also the efficiency of atom production and, consequently, the total population of atoms available within the flame.
Fortunately, as experimentally proven above, the concentration of analyte atoms does not appreciably affect the measured saturation power density. Therefore, any change in flame composition which affects SSPD can be attributed almost entirely to quenching or ionization.

The effect on SSPD of fuel-to-oxidant ratio in an air-acetylene flame was examined for the Ca 422.7 nm transition. For lean, stoichiometric, and fuel-rich flames, SSPD values of $1.16 \times 10^{-7}$, $1.14 \times 10^{-7}$, and $1.10 \times 10^{-7}$ W/cm$^2$Hz were measured, respectively, indicating that neither atomization efficiency nor flame temperature strongly affect saturation. Interestingly, ionization of excited-state species, which can distort saturation curves when longer laser pulses are employed (32), seems not to be a factor in our studies. Presumably, the influence of ionization is reduced because of the brief excitation pulse being used here, and the finite time required for collisional ionization to occur.

The effect of flame composition on SSPD is further examined in Figure 8, which shows the 577.5 nm transition of Ti being saturated in the different flame environments described in Table I. In curves A and B, acetylene was used as fuel gas, while in curves C and D, hydrogen was the fuel gas. Also, the nitrogen diluent in the air used as an oxidant gas in the flames used for curves A and C was replaced by argon in curves B and D to study the quenching effects of nitrogen. Nitrogen has been assumed to be one of the main quenchers in air-supported flames. The saturation power densities obtained in these different flame environments are $4.4 \times 10^{-8}$, $6.1 \times 10^{-8}$, $3.0 \times 10^{-8}$, and $2.7 \times 10^{-8}$ W/cm$^2$Hz, respectively. The same small variations in SSPD with flame composition were observed in the case of Sr at 460.7 nm.
as a resonance transition. In this latter case, the values of SSPD for the A, B and C flames were $5.5 \times 10^{-8}$, $5.8 \times 10^{-8}$, and $5.3 \times 10^{-8}$ W/cm$^2$Hz, respectively. These differences are not deemed to be significant for these particular measurements and the accuracy of the curve-fitting program.

Effect of Atomic Properties of the Elements on Energy Level Saturation

Let us now consider, for a given element and atomic environment, how saturation affects transitions of different kinds and at different wavelengths. Specifically, an attempt was made to investigate differences in saturation characteristics between two lines of Tl and two of In. In both cases, the two lines were at different wavelengths and involved both resonance and non-resonance transitions.

A partial term diagram illustrating the transitions of In at 410.1 and 451.1 nm is given in Figure 9 (35). Experimental values for SSPD of the 410.1 nm and 451.1 nm transitions were $8.5 \times 10^{-8}$ and $6.0 \times 10^{-8}$ W/cm$^2$Hz, respectively. The ratio of the saturation power densities of the two transitions $\frac{\rho_s^{(451.1)}}{\rho_s^{(410.1)}}$ is 0.7 a figure which can be compared to that which would be predicted by the theory presented in Part I of this study (26).

Assuming that the transitions $2 \rightarrow 3$ and $2 \rightarrow 1$ (Figure 9) are the primary deactivation paths of an excited atom in level 2, the effects of saturation on those transitions can be explained by using the three-energy-level model described previously (26). Because the energy separation between levels 3 and 1 (0.274 eV), is similar to the thermal energy of
the flame \((kT = 0.198 \text{ eV})\) one can assume a thermal equilibrium between those levels. Thus, under steady-state excitation (long-term irradiation) of level 2, the saturation power densities of the transitions considered are given from Eqs. 39, 36 and 37 of Part I of this study (76) by:

\[
\rho_{S}^{410.1 \text{ nm}} = \frac{(A_{21} + Z_{21} + A_{23} + Z_{23})}{B_{21}(1 + \frac{g_{2}}{g_{1}})} \quad (10)
\]

and

\[
\rho_{S}^{451.1 \text{ nm}} = \frac{(A_{23} + Z_{23} + A_{31} + Z_{31})}{B_{23}(1 + \frac{g_{2}}{g_{3}})} \quad (11)
\]

where, \(Z = \frac{Z_{13}}{A_{31} + Z_{31}}\); \(A_{21}, A_{23}\) are the Einstein coefficients for the spontaneous emission from level 2 to 1 or level 2 to 3 respectively; \(A_{31}\) is the Einstein coefficient for the spontaneous transition from level 3 to level 1; \(Z_{21}(\text{s}^{-1})\), \(Z_{23}(\text{s}^{-1})\) are the rates of collisional deactivation of the excited atom in level 2 to levels 1 and 3 respectively; \(Z_{13}(\text{s}^{-1})\) is the rate of collisional activation of atoms from level 1 to level 3; \(B_{21}(\text{W/cm}^{2} \text{Hz})^{-1}\), \(B_{23}(\text{W/cm}^{2} \text{Hz})^{-1}\) are the Einstein coefficients for the radiationally induced transitions of the excited atoms in level 2 to levels 1 and 3 respectively; and \(g_{1}, g_{2}\) and \(g_{3}\) are the degeneracies of energy levels 1, 2 and 3, respectively. Therefore, the ratio of the theoretical SSPD's of the 451.1 nm line and the 410.1 nm line is:

\[
\frac{\rho_{S}^{451.1 \text{ nm}}}{\rho_{S}^{410.1 \text{ nm}}} = \frac{B_{21}(1 + \frac{g_{2}}{g_{1}})}{B_{23}(1 + \frac{g_{2}}{g_{3}})} \quad (12)
\]
By substitution of the relationship between the \( A \) and \( B \) coefficients the above expression becomes:

\[
\frac{\rho_{2s}^\text{L}(h\varepsilon \text{1.1 nm})}{\rho_{2s}^\text{L}(h\varepsilon \text{10.1 nm})} = \frac{A_{21}}{A_{23}} \left( \frac{\lambda_{22}}{\lambda_{23}} \right)^2 \frac{(1 + \frac{g_2/g_1}{1 + Z})}{(1 + \frac{g_2/g_3}{1 + Z - T})}
\]

Assuming \( A_{21} = \ldots \), the parameter \( Z \) becomes

\[
Z = \frac{g_{11}}{g_{22}} = \left( \frac{g_2}{g_1} \right) \exp \left( -\frac{(E_3 - E_1)}{kT} \right)
\]

Then, by substitution of \( E_3 - E_1 = 0.274 \text{ ev} \) and an average value of 2300° K for the temperature of the flame, one obtains

\[
Z \approx 0.5
\]

From Eq. (15), in order to calculate the ratio of the saturation power densities, one needs the values of the Einstein coefficients \( A_{21} \) and \( A_{23} \). These coefficients can be calculated from their relationship to the respective oscillator strengths (15):

\[
A_{ij} = \frac{\gamma \pi^2 e^2}{m_0 c} \frac{f_{ij}}{\nu_{ij}^2}
\]

where \( m_0 \) and \( c \) are the mass and the charge of one electron, respectively, \( c \) is the speed of light, and \( f_{ij} \) is the oscillator strength for the transition \( i \rightarrow j \). The values of the \( A_{ij} \) coefficients calculated with Eq. (15) and the parameters used in these calculations are given in Table III. From these values and an assumed collision rate
ten (10x) times higher than the rate of spontaneous emission, a ratio of
the saturation power densities of 0.84 results. Thus, the calculated value
for the ratio of the saturation power densities is only 17 percent higher
than that obtained experimentally; the remaining disparity can be ascribed
to assumptions made in the foregoing treatment. Of the assumptions which
probably introduce some error, the most important are those involving the
Z variable, the rate of quenching collisional deactivation and the assumption
of steadystate irradiation of the excited levels. In ascribing a value
of the Z parameter, we have assumed a negligible contribution from spontaneous
emission; in the values for collisional quenching rates, we have assumed a
value equal to ten (10x) times the respective rate of spontaneous emission.

Effect of Resonance and Non-Resonance Transitions.

An attempt was made to determine the effect of saturation on non-resonance
transitions of both the stepwise and direct-line type and to compare this
behavior with that observed for resonance transitions. Of these, direct-
line fluorescence was found to be the most practically important.

In the study of direct-line fluorescence, the $^2P_{1/2} \rightarrow ^2S_{1/2}$ and
$^2P_{3/2} \rightarrow ^2S_{1/2}$ transitions of Tl (377.5 nm and 535.0 nm) were employed.
A partial term diagram of these transitions is displayed in Figure 10.
Experimentally, the atoms were excited with 377.5 nm laser radiation and
both the resonance fluorescence at 377.5 nm and the non-resonance direct-
line fluorescence at 535.0 nm were detected. Saturation curves obtained
for these transitions in a hydrogen-air flame are shown in Figure 11.

The experimental SSPD values for the 377.5 nm and 535.0 nm lines are
$3.0 \times 10^{-8}$ W/cm$^2$ Hz and $2.8 \times 10^{-8}$ W/cm$^2$ Hz, respectively. Because the
excited level 2 is involved in both transitions and the excitation process
arises only through absorption at a single wavelength (377.5 nm), this
similarity is not surprising; the observed 7 percent difference is found
to be within experimental error.

Another interesting system to study is a non-resonance stepwise
fluorescence process where the excitation and de-excitation processes
involve different excited energy levels. An example of such a measurement
would be the detection of the 589.6 nm line of Na following excitation of
the Na-atoms with radiation at 589.0 nm. However, this latter case would
not have any practical application nor fundamental importance because both
lines have comparable sensitivities as resonance transitions, are in the
same wavelength region, and have already been found to be in extremely
rapid equilibrium (32,36).

Comparison of Experimental and Predicted Values of Saturation Power

Experimentally measured and predicted SSPD values for several atomic tran-
sitions are compared in Table IV. The experimental values of the saturation
power density were obtained from saturation curves of the listed transition
in an air-acetylene flame. These experimental data were curve-fitted with
the theoretical equation pertaining to each particular kind of transition.
In every case but Ti (measured in an air/H$_2$ instead of air/C$_2$H$_2$
flame), the rate of quenching collisions (Z) has been assumed to
be 25 times the corresponding rate of spontaneous emission (A). This value is justified on the basis of recent measurements in our laboratory (29). None of the experimental values were corrected for the approximate factor-of-two error caused by use of a 5 ns rather than 1 ns detection gate width. Importantly, the theoretical SSPD values are a factor of 4π larger than predicted by our earlier model (26) because of an error in the definition of the Einstein B coefficient which was used (40).

Considering the factor-of-two probably error, close agreement can be seen between the experimental and the predicted values of saturation power density for most transitions. Only the values for Na and Mn lack this close agreement.

For the transition of Mn (403.3 nm) there is a factor of 11 difference between the experimental and predicted results. Such a difference and the extremely high experimental value of saturation power density are believed due to the existence of other deactivation pathways than the ones considered in the two-level model which was employed here. The Mn "level" to which excitation occurred is actually a triplet and cannot be adequately treated with this simple model. Moreover, to properly consider a four-level model would require a knowledge or assumption of the quenching rates among the three upper levels and the ground level. Lack of this information would negate the advantages of such an extensive treatment.

For the Na 589.0 nm transition (Table IV) a surprising factor of 12 exists between the predicted and experimental SSPD values. Again, the error is thought to be caused by the inability of the model (26) to deal with atoms having multiplet excited states. Because of this difficulty, the value cited
in Table IV is taken from a steady-state (long-term irradiation) model (32), which does not correspond exactly to the conditions of this study.

Also listed in Table IV are several SSPD values obtained from a model for steady-state saturation (26), expected for irradiation by a laser pulse which is long compared to the lifetime of the excited state. As mentioned above, this steady-state treatment is the only one applicable to some transitions because of limitations in the transient model (26) and the lack of availability of non-radiative transition rates. For those transitions (Ca, Sr, Mn) for which both treatments could be used, predicted differences between the models are small, and would in most cases be obscured by observation errors. The reason for these small differences is the relatively rapid quenching (25 times the natural radiative deactivation rate) which has been assumed here and observed (39) in the air/C₂H₂ flame. Because of this rapid quenching, true excited-state lifetimes are short (< 1 ns), making the steady-state model applicable.

CONCLUSIONS

In this paper, experimental SSPD values for a number of atomic transitions occurring in air-acetylene and H₂/air flames were measured and compared with theoretical values predicted by a published model (26). In characterizing the "saturation" of atomic energy levels, the effects of the analyte concentration and the nature of the atom-environment on the saturation power density of several resonance and non-resonance atomic transitions were explored. For this latter investigation, flames having different compositions and temperatures were used as atom-cells.
These studies have shown that the source power necessary to saturate an atomic level does not depend significantly on the analyte atom concentration or on the atom's environment. However, factors which strongly affect the SSPD are the wavelength of radiation used to excite the atoms, the rates of the different deactivation paths of the transition being studied, and the degeneracy of the two energy levels involved in the excitation path. These findings suggest that the saturation power density is just a property of the transition studied and is relatively independent of the atomizer used.

As expected, for atomic systems involving three or more excited energy levels, agreement between the experimental SSPD values and those predicted by the theoretical three-energy level model (26) is not good. As the number of additional atomic energy levels involved in the investigated system increases, the number of possible deactivation pathways also increases, necessitating the introduction of simplifying assumptions and consequent inaccuracies into the non-steady-state treatment. Also, in most analytically useful flames (e.g. air/C₂H₂; N₂O/C₂H₂), non-radiative deactivation rates are sufficiently fast that the non-steady-state model (26) need not be applied. However, for even shorter pulses, such as those produced by synchronously pumped dye lasers (39), use of the transient model should be necessary.
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GLOSSARY

\[ a_2 = A_{21} + Z_{21} \] for 2-level atomic model (26)

\[ b_2 = B_{12} + B_{21} \] for 2-level atomic model (26)

\[ a_{38}, b_{38}, c_{38} \] = lumped parameters pertaining to direct-line fluorescence from a 3-level atomic model in which the lower level involved in the transition is assumed to have a steady-state population. (26)

\[ A_{ji} \] = line... in coefficient for spontaneous emission from level j to level i \((s^{-1})\)

\[ c = \text{speed of light} \ (3 \times 10^{10} \text{cm/s})\]

\[ D = \text{departure of rate-controlled average population of excited level (under non-steady-state irradiation) from the population produced by steady-state irradiation.} \ (19)\]

\[ E_i = \text{Energy of atomic level } i \]

\[ g_i = \text{degeneracy (statistical weight) of the ith energy level} \]

\[ h = \text{Planck's constant} = 6.624 \times 10^{-34} \text{ J-s} \]

\[ k = \text{Boltzmann constant} \]

\[ \lambda_{ji} = \text{wavelength corresponding to a transition from energy level j to energy level i (nm)} \]

\[ n_0 = \text{total atomic density in all levels under consideration} \]

\[ \bar{n}_j = \bar{n}_j(t) = \text{average atomic density in upper level j during the excitation pulse} \]

\[ (n_j)_{sat} = \text{population density of level j under conditions of complete saturation} \]

\[ \nu_{ji} = \text{spectral frequency corresponding to a transition from level j to level i} \]

\[ \rho_0 = \text{peak spectral power density of exciting radiation (W/cm}^2\text{Hz)} \]
\[ \rho_s = \frac{a_2}{b_2} = \text{saturation spectral power density for 2-level atomic model} \]

\[ t = \text{time} \]

\[ t_0 = \text{excitation pulse length} \]

\[ T = \text{absolute temperature (°K)} \]

\[ \tau = \text{natural (spontaneous) lifetime for transition of interest} = \frac{1}{A_{21}} \]

\[ \tau' = \text{observed fluorescence lifetime for transition of interest} = \frac{1}{a_2} \]

\[ Z = \frac{Z_{13}}{a_{31}} \text{ (see Eq. 9)} \]

\[ Z_{ij} = \text{rate of collisional (radiationless) transition from level } i \text{ to level } j \text{ (s}^{-1}) \]
Table 1. Flame Characteristics

<table>
<thead>
<tr>
<th>Flame Type</th>
<th>Supply Gases</th>
<th>Flows (l/min)</th>
<th>Temperature (K)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>C_2H_2</td>
<td>2.5</td>
<td>2300</td>
<td>(35)</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>18.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>C_5H_2</td>
<td>2.5</td>
<td>2600</td>
<td>(37)</td>
</tr>
<tr>
<td></td>
<td>O_2</td>
<td>4.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>14.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>H_2</td>
<td>16.2</td>
<td>1800</td>
<td>(35)</td>
</tr>
<tr>
<td></td>
<td>Air</td>
<td>18.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>H_2</td>
<td>16.2</td>
<td>2200</td>
<td>(38)</td>
</tr>
<tr>
<td></td>
<td>O_2</td>
<td>4.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ar</td>
<td>14.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*In all flames, an argon shield (6 l/min) was used.
Table II. Effect of flame composition on the SSPD of the $^2P_{3/2} \rightarrow ^2S_{1/2}$ transition of Tl (377.5 nm).

<table>
<thead>
<tr>
<th>Flame Composition</th>
<th>$\rho_5$ (W/cm² Hz) x 10⁸</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₂H₂/ Air</td>
<td>4.4</td>
</tr>
<tr>
<td>C₂H₂/ O₂ - A_r</td>
<td>6.1</td>
</tr>
<tr>
<td>H₂/ Air</td>
<td>3.0</td>
</tr>
<tr>
<td>H₂/ O₂ - A_r</td>
<td>2.7</td>
</tr>
</tbody>
</table>
Table III. Values of atomic parameters of the 410.1 nm and 451.1 nm transitions of In. $\lambda$ is the wavelength of the transition studied; $g_i$ and $g_j$ are the statistical weights of the upper and lower energy levels of the transition; $f$ is the oscillator strength and $A$ is the Einstein coefficient for spontaneous emission (35).

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda$(nm)</th>
<th>$g_i/g_j$</th>
<th>$f$</th>
<th>$A \times 10^8$(s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^2P_{1/2} \rightarrow ^2S_{1/2}$</td>
<td>410.1</td>
<td>1</td>
<td>0.235</td>
<td>0.932</td>
</tr>
<tr>
<td>$^2P_{3/2} \rightarrow ^2S_{1/2}$</td>
<td>451.1</td>
<td>0.5</td>
<td>0.33</td>
<td>2.16</td>
</tr>
</tbody>
</table>

Table IV. Experimental and Predicted values of Saturation Spectral Power Densities (SSPD)

<table>
<thead>
<tr>
<th>Element</th>
<th>$\lambda$(nm)</th>
<th>Theoretical SSPD (Non-steady-state model) (W/cm² Hz) x 10⁸</th>
<th>Theoretical SSPD (Steady-state model) (W/cm² Hz) x 10⁸</th>
<th>Experimental SSPD (W/cm² Hz) x 10⁸</th>
<th>Saturation Power Density (W/cm²) x 10⁻¹⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>589.0</td>
<td>4.8</td>
<td>62</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>422.7</td>
<td>4.3</td>
<td>11</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Sr</td>
<td>460.7</td>
<td>3.4</td>
<td>5.5</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>403.3</td>
<td>5.0</td>
<td>66</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>In</td>
<td>410.1</td>
<td>23</td>
<td>8.5</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>In</td>
<td>451.1</td>
<td>19</td>
<td>6.0</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>Tl</td>
<td>377.5</td>
<td>2.5</td>
<td>3.0</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>Tl</td>
<td>535.0</td>
<td>2.5</td>
<td>2.8</td>
<td>0.29</td>
<td></td>
</tr>
</tbody>
</table>

a. Saturation power density required from a laser of bandwidth 0.01 nm.

b. This transition was studied as a direct line fluorescence process. The excitation wavelength was 377.6 nm and the fluorescence signal was detected at 535.0 nm.

c. Steady-state three-energy-level model (26) was used to calculate $\rho_5$.

d. Measured in air/H₂ flame; rate of quenching collisions ($Z_{21}$) assumed to be 10 times $A_{21}$.

e. Because of the small energy difference between the energy levels $P_{3/2}$, $P_{1/2}$, and $P_{1/2}$ of Mn, the triplet was treated as a single energy level with a degeneracy equal to the sum of those of the three levels (namely $g_2 = 18$). A two-energy-level model (steady state and non-steady state) (26) was then employed to calculate $\rho_5$. 
Figure Legends

Figure 1. Block diagram of the laser-excited atomic fluorescence apparatus; FD, frequency doubler; D, photodiode; F, flame; PM, photomultiplier.

Figure 2. Top view of burner-port configurations. Dimensions given in cm. Port diameters were 0.95 mm in all cases.

Figure 3. Schematic diagram of the optical system. All distances are in cm. The focal length (f) of the lens used to defocus and direct the dye laser beam into the flame was 90 cm. The distance X between the dye laser output and the center of the flame was 300 cm or 50 cm for atomic transitions with wavelengths corresponding to the visible or ultraviolet spectral regions, respectively. This change in distance was required to obtain the highest possible radiant flux of the ultraviolet radiation, whose magnitude is reduced over that of the visible laser radiation because of the inefficiency of frequency doubling.

Figure 4. Magnified photograph of laser beam spatial profile at the center of flame.
A. Magnified (9X) print of the original dye laser output.
B. Magnified (9X) print of the spatially homogeneous beam used in the present study. See text for discussion.

Figure 5. Time profile of the laser pulse (excitation wavelength = 403.3 nm). The experimental data (□) were curve-fitted to the expression involving the convolution of the laser
pulse with the time response of the detection system (cf. Eq. (7)).

Figure 6. Saturation curves for Mn at 403.3 nm. Curves A and B correspond to detector gatewidths of 1 ns and 5 ns, respectively. Measured saturation power densities from these plots are: Curve A- 0.35 μW/cm²Hz
Curve B- 0.65 μW/cm²Hz
Experimental points represented by triangles (curve A) and squares (curve B); solid curves represent best fit of equation 7 to experimental points. To convert $\rho_S$ from units of W/cm²Hz to W/cm²·nm, multiply by $c/\lambda^2$, where $c = 3 \times 10^{17}$ nm/s and $\lambda$ is the wavelength (in nm) of the transition under consideration.

Figure 7. Effect of the concentration of analyte atoms on the saturation power density. Curves A and B correspond to concentrations of 10 ppm and 1,000 ppm of CaCl₂, respectively. The saturation power density in both cases was found to be 0.11 μW/cm²Hz. Data represented by triangles (curve A) and squares (curve B); solid lines represent best fit of equation 7 to experimental points.

Figure 8. Flame composition effect on the saturation power density. Curves A, B, C and D correspond to acetylene-air, acetylene/oxygen-argon, hydrogen-air and hydrogen/oxygen-argon flames respectively. See Table 1 for
flame conditions. Solid lines represent the best fit of equation 7 to experimental points.

Figure 9. Partial term diagram of In. Both transitions indicated in the diagram were studied via resonance fluorescence.

Figure 10. Partial term diagram of Tl, showing resonance and non-resonance transitions which were investigated experimentally.
A. Resonance fluorescence, detected at 377.5 nm;
B. Direct-line fluorescence, observed at 535.0 nm; and
C. Excitation (absorption) transition at 377.5 nm.

Figure 11. Saturation curves of resonance and non-resonance transitions of Tl in an air-hydrogen flame. Curve A corresponds to the resonance transition at 377.5 nm while curve B pertains to the direct-line fluorescence at 535.0 nm. See Figure 11 for particular transitions involved. Excitation of both transitions was accomplished by means of absorption of laser radiation at 377.5 nm. Measured saturation power densities from these plots are:
Curve A - 0.030 μW/cm²Hz
Curve B - 0.028 μW/cm²Hz
Experimental values (triangles and squares) curve fit to equation 8 to generate solid lines.
\[ E_3 - E_1 = 0.27 \text{eV} \]

\[ E_2 - E_1 = 3.02 \text{eV} \]
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