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Part 1: PLENARY LECTURES
Wave machinery based on non steady gasdynamic processes, i.e., mechanizations of shock tubes to produce quasi-steady gas flows, have been suggested and applied to energy and chemical processes, since the invention of the "Comprex" by Seippel in 1942 and earlier. In the current critical period of energy shortages, the potential of this class of wave machinery is being investigated with renewed vigor and on a broader scale than before. It appears that if a wave machine can be developed, capable of operating over a temperature ratio of three with an available energy or work transfer efficiency of the order of 80 percent, a wide variety of applications will become practical.

Several applications of this technology are reviewed and their advantages and specific development problems identified. Among the applications discussed is the use of wave machinery in gas turbine topping cycles, in solar heat converters, as a high efficiency thermal conversion system for fusion reactors, and in chemical processing systems to produce fixed nitrogen and synthetic hydrocarbon fuels. The paper concludes with a description of the development program for this technology at MSNW.

INTRODUCTION

Wave machinery refers to the class of devices in which energy, pressure and/ or temperature are transferred from one stream of a working fluid to another without mixing by means of non-steady gasdynamic wave processes. When the purpose of the device is to transfer the available work of expansion we call the concept an energy exchanger. When the objective is to transmit pressure, such as to supercharge, we call it a dynamic pressure exchanger. When the concept is used to produce a predetermined thermal pulse such as rapid heating, a steady bath and rapid quench, we call the device a wave reactor. They are all the same class of machinery, composed primarily of a large number of tubes exposed to pre-set reservoir conditions at timed intervals to produce a series of pressure and expansion waves.

Improvements in gasdynamic compression-expansion machinery components of thermal combustion cycles have always been sought. As early as 1900, but more intensely in the 1940s, the dynamic pressure exchanger was explored...
as a means of transferring pressure between fluids. The genesis of the modern version of this class of machines probably lay with Seippel's inventions of that period, now generally referred to as the Comprex. Although the gasdynamic and mechanical feasibility of this type of device has now been well established, practical and economically important applications of the Comprex have not been accomplished. From 1941 to 1943 Brown Boveri tested a pressure exchanger to serve as a high pressure stage of a locomotive gas turbine plant. In the late 50s, the groups at Cornell University as well as at Cornell Aeronautical Laboratory under Hertzberg actively investigated several different applications for wave machinery built and used as a "wave superheater" to power a fluid mechanics test facility. In the early 60s, Power Jets Ltd. attempted to develop such a device as part of an air cycle refrigerator. More recently Brown Boveri Company has been making a determined effort to introduce the pressure exchanger as a supercharger for truck and automotive diesel engines, an application which had been pioneered by Berchtold.

The realization of the current limitations of energy supplies and the resulting changed economics of energy technology have led some groups to revive this relatively dormant technology and look anew at the possibilities of wave machines in the current era of costly and scarce energy. Can the wave chemical reactor compete with natural gas made from coal as a basic stock for nitrate fertilizer? Can the pressure wave supercharger help make the diesel with its potential fuel savings the engine of the 80s? Can an energy exchanger be an efficient thermal combustion cycle element and compete or out perform the high temperature turbine in an advanced power cycle?

In this paper I shall review the current state of this technology and share with you our group's thinking. It appears to us that wave machines have some important unique characteristics. First and foremost, they are direct work transfer devices and do not depend on heat transfer or thermal gradients for their operation. Consequently, they lend themselves very well to high temperatures, thus at least allowing the possibilities of higher cycle efficiencies due to the greater Carnot potential. Second, this high temperature operation is achieved without the need for high temperature materials due to the transient nature of the flow at any one fixed point in the system. Third, high component efficiency of a wave energy exchanger is at least possible even though losses and cycle imperfections are serious problems that need to be better understood. Fourth, these machines are basically high throughput machines and lend themselves well to large-scale processes such as are involved in the chemical and utility industry. Last, gasdynamic cooling by non-steady expansions allows very rapid cooling of a gas stream. The latter is a capability that has yet to be explored to any significant degree in the chemical processing industry.

In the analyses and applications that I will discuss, one or more of these characteristics have been explored. We are currently conducting a technology program under which we hope to extend the understanding of the performance of this type of device to the point where we can back up analyses with experimental data and modern fluid mechanical calculational techniques. We believe this is the combination needed to bring this type of machine into serious consideration.

BASIC OPERATING PRINCIPLES

Since the advent of shock tube technology, it has been well known that non-steady gasdynamic compression and expansion processes are a convenient and potentially efficient means for transferring pressure and even available energy from one fluid medium to another. Obviously, it is possible to compress and heat a static driven gas by transfer of wave energy from a higher pressure driver gas and to achieve a high temperature and pressure by such a process.
Wave Machinery in Energy and Chemical Processes

Although there is a long history of applications of wave mechanics to energy exchange in gases, it was the clever invention of the "Comprex" by Seippel that essentially made a steady flow machine out of the shock tube. A wave-machine based on the Comprex principle is essentially a multiplicity of many shock tubes mounted on the periphery of a rotating drum. These "shock tubes" are rotated past a series of stationary nozzles which expose the gas to high pressure or driver gas for any desired period of time. The appearance of this high pressure reservoir is equivalent to the diaphragm break in the shock tube. A series of pressure waves or a shock wave propagates into the gas in the tube, accelerating, heating and compressing the driven gas, followed by the interface between the two gases. Figure 1 shows schematically the idea of a rotating wave machine and its relation to a shock tube.

Figure 1. Schematic Diagram of a Typical Wave Machine.

The processes which can be made to occur in such a device can be completely generalized and a wide variety of transient pressure and thermal states can be generated in a highly controllable manner. One has control not only over timing but also pressure, velocity, temperature and composition of the two gas streams. Exposure to a high pressure reservoir is related to the bursting of a shock tube diaphragm; similarly, exposure to a low pressure or vacuum region can signal the start of an expansion and cooling process in the driven gas. By judicious choice of high and low pressure reservoirs, as well as solid walls or openings at either end of the drum, a series of waves can be generated that can create almost any heating or cooling cycle. In fact, as was done in the single pulse shock tube for chemical kinetic studies, a compressed and heated gas can be cooled or quenched by such a device in a highly controlled manner, leading directly to the several chemical processing applications to be discussed later.

Two more simple shock tube concepts which have been adopted into the wave machinery need to be discussed. Strong shock waves are a convenient but not efficient means of compressing a fluid, since there is a total available energy loss (entropy rise) across such a wave. If, however, a single strong wave is replaced by two or more weaker ones, the same compression ratio can be achieved at a considerably reduced loss (or smaller entropy rise) and consequently, at a higher compression efficiency. This effect is shown in Table I.
Table I. Adiabatic Static Compression Efficiency* ($\gamma = 1.4$)

<table>
<thead>
<tr>
<th>Static Compression Ratio</th>
<th>One Shock</th>
<th>Two Equal Shocks</th>
<th>Three Equal Shocks</th>
<th>Four Equal Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.96</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>5</td>
<td>0.74</td>
<td>0.91</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>10</td>
<td>0.57</td>
<td>0.84</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>20</td>
<td>0.41</td>
<td>0.74</td>
<td>0.87</td>
<td>0.91</td>
</tr>
<tr>
<td>40</td>
<td>0.28</td>
<td>0.62</td>
<td>0.79</td>
<td>0.88</td>
</tr>
</tbody>
</table>

*ISOTHERMAL STATIC TEMPERATURE RISE $= \frac{\text{I}}{\text{SHOCK}}$ SHOCK SYSTEM STATIC TEMPERATURE RISE $= \frac{(T_2/T_1)}{\gamma}$

The limit of the above suggestion is an isentropic, 100 percent efficient compression process. Also, it is clear that a small number of waves can achieve nearly isentropic compression over pressure ratios as large as 10 or 20.

Another important shock tube concept is impedance matching of the driver and driven gases, or the so-called tailored interface driver operation. An impedance matched interface between two gases allows a sound or a shock wave to proceed from one gas into the other without any wave reflections at the interface. In terms of the gas conditions at the interface, this requirement means that the product of density and sound speed, i.e., the product $\rho a$, as well as the specific heat ratio, $\gamma$, must be the same on each side of the interface. This condition allows the use of dissimilar gases under matched conditions where, in principle, wave energy can be transferred from one gas to another in an ideal manner; i.e., without any acoustic reflection losses at the interface.

Shock tube processes have historically been displayed as x-t diagrams, and such a diagram as shown in Figure 2a can be very useful again in visualizing the processes which occur in a wave machine, both within the tubes, in the reservoirs and at the tube ends. Figure 2b shows the locations of the various shock waves, S, contact interfaces, C, expansion waves, e, at nine key intervals during one cycle. In this diagram the driver gas enters at two pressure levels to produce a two-step compression process. In fact, the total compression process consists of three shock waves, the first one occurring when a solid end wall is imposed on the incoming driven gas, creating a hammer shock. The expansion process starts at point 3, as shown, and is timed so that it reverses the flow just as the interface reaches the tube end but never quite leaves the tube. The driven gas continues to exit the tubes up to point 5, after which a new charge of driven gas starts to re-enter the tube as the driver gas reverses its direction under the influence of the expansion. Points 6 through 9 are the scavenging cycle as the driver gas leaves the tubes and the new charge of driven gas flows into the tube to start a new cycle.

The following relatively simple wave diagram encompasses most of the concepts required for all the proposed applications. One of the key contributions of Hertzberg and Weatherston was to point out the theoretical possibility of a perfect energy exchange process even across a large pressure or temperature ratio, by replacing the shock compression process with an isentropic compression and by impedance matching the two gases. Such a cycle is of course an idealised situation but helps to clarify the potential of these devices. Figure 3 shows the wave diagram for this ideal energy exchanger. Assuming no losses, it can be seen that this process can be 100 percent efficient.
efficient and completely reversible. The key technology issue, which has never been faced experimentally, is to build a device approximating this performance.

The most important aspect of this ideal cycle is its potential to transfer all the available energy of expansion from the driver gas to the driven gas stream. That is not to say all the energy is transferred since the driver gas leaves with a thermal energy component. However, the change in available energy of the driver gas, i.e., $\Delta H - \Delta T S$, the maximum expansion work available in the driver stream when operating between the two given pressure levels can be transferred to the driven gas. This can be accomplished by substituting isentropic compressions for the less efficient shock processes and by impedance matching the interface gases so that no losses would occur in the energy transfer process either inside or outside of the machine. This of course reduced the total process to an ideal, isentropic, reversible one.

An important element had to be introduced into the wave diagram in order to prevent wave reflections at the tube ends to accomplish this ideal cycle, i.e., a circulating region of residual gases. These gases ideally circulate from one side of the machine to the other in a lossless manner. This circulating region is extremely difficult to implement in a real machine without incurring some losses.
We believe the contribution of Hertzberg and Weatherston to be the promise that efficient energy transfer devices can be considered which operate between two different fluids, thus allowing for the transfer of availability of work to a lower temperature gas. Previous investigators had always considered only a single fluid in their machines. In such a device the interface cannot be impedance matched if there is to be a temperature difference between the two streams. Consequently, by necessity, they accepted the losses generated by wave processes, whether they were created inside the device or in the manifolds. The more successful devices operated at modest pressure ratios where these losses were not very large. The two fluid machine can be made close to internally isentropic and the design challenge becomes the recovery of the maximum amount of the energy in the non-uniform flow in the ducting.

Converting an ideal cycle of this type into a machine is a development problem which has not been completely mastered as yet. Isentropic operation for both gases requires very careful attention to the wave structure to assure that all wave processes, such as reflections at the interface and the ends are minimized. This may and frequently can require the construction of a wave diagram much more complex than those shown in Figures 2 and 3. The design process is made doubly complex by the obvious requirement to close the cycle, i.e., the exiting driver gas must be compatible with an injection of a fresh supply of driven gas which must be identical to the initial charge.

Our group has attempted to generalize the problem of understanding such a wave diagram and generate some quantitative relationships with which the performance of these devices can be evaluated. Although we have been successful so far in only a limited case, the results demonstrate the physics of the process.

We have simplified the ideal reversible device of Hertzberg and Weatherston as shown in Figure 4 to make a tractable analysis.
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on each side had to be added to allow closing of the cycle. This wave diagram is valid for both matched and mismatched gas streams and is composed of only simple regions which can be defined analytically. There are no waves crossing the contact surfaces. We had to introduce a second driver, in order to allow closing of the cycle, i.e., to match the velocity and pressure across the interface of the exiting uniform driver and the entering driven gas.

Figure 4. (left) Modified Wave Diagram Composed of Simple Analytic Regions.

Figure 5. (above) Energy Exchanger Efficiency Calculated for Modified Wave Diagram of Figure 4.

From this wave diagram we can define an efficiency for this machine, represented by the ratio of the actual available energy transfer to the maximum possible available energy transfer for the fluid operating between the driver entrance conditions and the reference state. In order to close the cycle, some of this driver gas had to be introduced or ejected at intermediate pressures. This excess of energy in the fan driver is taken as a loss. Some of this energy could be recovered outside of the machine such as through a series of micro turbines to extract work from the non-uniform exhaust regions.

The results of the analysis are shown in Figure 5 for the case of Pr = 4.75. The maximum efficiency occurs when the impedances are matched. The efficiency curve changes curvature across the peak because for K less than one additional high pressure fluid must be injected to compress the gas, some of which escapes the machine before full expansion. Also the driver mass flow in the fan increases making the machine ineffectual due to choking at K = 0.6 for Pr = 4.75. The drop in efficiency for slight mismatching around the peak is not too great thus preserving efficient performance under real operating conditions.

This figure can be used to compare a single fluid machine like the BDC Comptex to our two fluid energy exchanger. In the Comptex, the cycle closing conditions require a complex series of shock waves to eventually equilibrate the driver gas. This process approximates the uniform condition we have assumed in our analysis. A single fluid comptex would operate at a
mismatch parameter of about 2 in order to produce the same work as an impedance matched, \( K = 1 \), two fluid machine. The potential improvement due to impedance matching can thus be seen to be the order of 10 to 15 percent.

We will not dwell further with the difficulties of achieving an ideal energy exchanger design but rather will accept the degree of success that various investigators claim to have achieved and discuss their results. The technology program on wave machinery, in which our group is currently engaged, is designed to advance the state-of-the-art of this area. The problems of such a design are discussed in a companion paper by Zumdick, et al.\(^{13}\)

The previous discussions were based on ideal, inviscid fluids and the effects of interface mixing, finite tube opening times, boundary layers, and leakage were neglected. The magnitude of these effects depends strongly on the specific design under consideration, but an overall efficiency of about 85 percent appears achievable in a device operating with practical parameters. The accurate evaluation of these effects will have to await the development and verification of analytical techniques to calculate these effects.

Interface mixing should be minimized for the impedance matched case as such an interface is stable to Raleigh-Taylor instabilities,\(^14\) i.e., no growth of disturbances should occur. A key question is how the interface behaves for non-impedence matched conditions, such as may be of interest for achieving larger temperature ratios for a given set of gases, or to allow specific non-ideal gas combinations to be used.

A primary source of interface mixing is the finite opening time of the individual tubes. As each tube rotates past the driver nozzle, the driver fluid will jet unsymmetrically into the tube. The depth of this penetration is related to the driver fluid velocity and the time interval required for the tube to open to a nozzle. It has generally been possible to restrict the affected zone to be only several percent of the tube length.

The mixing of the two gas streams can complicate the use of a wave machine in a practical cycle because of the requirement to separate the fluids for continuous closed cycle operation. Various concepts such as buffer gases have been suggested for minimizing this mixing. Although some containment of mixing can be achieved, all inhibition schemes represent added complexity and must be evaluated on an economic base for each application.

Boundary layers will affect the performance of the wave machine in the same manner as they do in non-ideal shock tube performance. Boundary layers interact with the interface due to differential action of the inviscid and boundary layer flow introducing vorticity at the interface, a phenomenon that has been thoroughly studied in shock tubes.\(^{15,16}\) Boundary layer theory is complicated by the thermal cycling due to cyclic exposure to hot and cool gases. Standard boundary layer calculational techniques exist to estimate these processes, but the process can become complex for the non-steady flow problem.

Leakage at the ends of the drum between the nozzles and the tubes is another difficult design problem. This loss is very scale sensitive and although not expected to be a serious problem for utility or process application, it can be very serious for any small laboratory device. Solutions for minimizing leakages exist, such as drums made of low thermal expansion alloys,\(^{17}\) rotating nozzles and a static drum, automatic control devices to compensate for thermal expansion,\(^{18}\) hydrostatic pressure bearings to maintain a constant nozzle drum gap\(^{19}\) as well as other innovative designs. A key unanswered question is the minimum size wave machine that can be designed without a dominant leakage loss.
In the following sections a variety of applications which have been considered will be discussed. No attempt will be made to generalize since the applications are varied and the design problems are very different. The first application, the Cornell Aeronautical Laboratory Wave Superheater, was one of the simplest and least demanding on device performance, however, it was a major achievement in device design and is still used as a landmark for proving the high temperature capabilities of the machines. We will complete the discussions by considering the most complex applications, those for chemical processing, which not only require high temperatures but also efficient energy transfer, minimized leakage and mixing, efficient energy recovery and in particular, careful attention to process economics.

**FLUID MECHANICS TEST FACILITIES**

The Cornell Aeronautical Laboratory (CAL) Wave Superheater

A direct application of the shock tube process to produce a flow of extremely hot gases for fluid mechanics testing purposes was the CAL Wave Superheater.\(^4,50\) It was really the first two fluid complex. Built in 1958 and utilized until its decommissioning in 1969, the wave superheater was an imaginative approach to supplying a 'steady' stream of high temperature gases to an aerodynamic test facility. The efficiency of the device as a wave energy transfer machine was not too critical, except as it limited the ability to produce a high temperature (enthalpy) gas at a high pressure. The device was operated as an air open cycle and utilized shock heating with helium as the low molecular weight driver gas.

In the process of developing this facility the CAL group first built a smaller bench model, called "Little Rollo". Little Rollo achieved air temperatures of 1600 °K using a cold helium driver, in close agreement with simple shock tube theory.\(^2\) In order to achieve the performance range desired for the wave superheater, a heated helium driver gas was used, preheated by pebble bed heaters. Air temperatures in excess of 4000 °K were achieved for run times as long as 15 seconds, and at stagnation pressures up to about 120 atmospheres. The practical limit on high temperature capability of this device proved to be the rotor tip speed. The design used broached tubes and proved to be exceptionally rugged and trouble-free. The research performed on Little Rollo proved to be invaluable in evaluating the imperfections, losses and deviation of the large machine from ideal theory. The accomplishments of that machine stand as strong support for predictable and practical design capability for this class of machines, being the first and only high temperature two fluid wave machine that has been built. Figure 6 is a photograph of the wave superheater drum.

**TRANSPORTATION**

Diesel Supercharger

Internal combustion engine performance can generally be boosted by increasing the total air throughput. Indicated power, brake power and mechanical efficiency, all go up and thus potentially increases the specific power and improve the fuel consumption of any given engine. In applying charge boosting to gasoline engines one very quickly runs into the limitations of knock and maximum cylinder pressures. Diesel engines, however, are not knock-limited and can benefit very directly from simple supercharging, usually from exhaust gas energy rather than by mechanical boosting. However, due to the need to provide a useful range of operating conditions and the effect of some unavoidable increased friction, decreased fuel consumption is not always achieved by supercharging.
Turbo superchargers are of course in wide use in the diesel industry, particularly in Europe. With small compressors and turbine efficiencies running between 70 and 80 percent, the turbo-supercharger efficiency is usually about 50 percent, falling off badly at both low and high speeds. It is difficult to obtain sufficient available energy from the exhaust to provide the required compressor work to give a turbo-supercharger efficient low speed boost. Also since the turbo-shaft speed is independent of the crank-shaft speed, there is a lag of as much as several seconds in the response of a turbo-supercharger.

The pressure wave supercharger, as typified by the Brown Boveri "Comprex", operates by transferring pressure energy directly from the engine exhaust to the intake air. Figure 7 is an isometric sketch of such a device. The multi-cell rotor is driven by a V belt from the crankshaft, usually at three to four times engine speed. High pressure exhaust gases flow into one end of the cells resulting in pressure waves which travel down the tube and compress the intake air. The compression waves are reflected from an expansion pocket and travel back down the cells allowing low pressure air to enter behind them.
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Table II. Comparative Performance.

<table>
<thead>
<tr>
<th>Speed Range</th>
<th>Gears</th>
<th>Naturally Aspirated</th>
<th>Turbocharged</th>
<th>Naturally Comprex</th>
<th>Turbocharged</th>
<th>Boosted</th>
</tr>
</thead>
<tbody>
<tr>
<td>km/h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-100</td>
<td>All</td>
<td>23.0</td>
<td>14.0</td>
<td>12.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-90</td>
<td>3rd</td>
<td>10.0</td>
<td>7.0</td>
<td>5.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90-100</td>
<td>4th</td>
<td>19.7</td>
<td>10.2</td>
<td>7.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Gaseous Emissions--(g/mile)

<table>
<thead>
<tr>
<th>Emission</th>
<th>Naturally Aspirated</th>
<th>Turbocharged</th>
<th>Boosted</th>
</tr>
</thead>
<tbody>
<tr>
<td>HC</td>
<td>0.145</td>
<td>0.25</td>
<td>1.16</td>
</tr>
<tr>
<td>NO</td>
<td>0.99</td>
<td>1.24</td>
<td>0.66</td>
</tr>
<tr>
<td>CO</td>
<td>0.79</td>
<td>0.95</td>
<td>3.70</td>
</tr>
</tbody>
</table>

Fuel Economy--mile/gallon

<table>
<thead>
<tr>
<th>Condition</th>
<th>Naturally Aspirated</th>
<th>Turbocharged</th>
<th>Boosted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highway</td>
<td>35.8</td>
<td>33.7</td>
<td>33.1</td>
</tr>
<tr>
<td>Steady 50 km/h</td>
<td>49.3</td>
<td>43.3</td>
<td>42.0</td>
</tr>
<tr>
<td>Steady 90 km/h</td>
<td>32.7</td>
<td>30.5</td>
<td>33.0</td>
</tr>
<tr>
<td>Steady 120 km/h</td>
<td>19.6</td>
<td>18.0</td>
<td>23.2</td>
</tr>
</tbody>
</table>

This method of operation means that compression can be achieved whenever pressure wave energy can be obtained from the exhaust and effective boost can be obtained at very low speeds. The belt drive further gives the device excellent transient response, and excellent compression efficiencies of approximately 80 percent can be obtained at low speeds. The main drawbacks of the Comprex system appear to be their larger size, weight, and cost, and some problems with high frequency noise. The matching of a specific pressure wave supercharger to a particular diesel engine application involves careful selection of appropriate rotor size, siting of exhaust and intake manifolds, fitting of the bypass starting valve, the optimum rotor-crankcase speed ratio to give the desired performance.

A number of test programs have been performed with the BBC-Comprex pressure wave supercharger. In one such program, a 1977 Opel Record 2100 D, was carefully monitored for naturally aspirated, turbo-supercharged and Comprex boosted operation. Table II summarizes the results of that program.

The complexity of such a comparison should be emphasized. Whereas the naturally aspirated performance is the result of considerable optimization and experience, the problem of fitting and adjusting existing components or models to make such a direct comparison does not favor the superchargers. In each case very serious compromises needed to be made, as described in the detailed reports on that test program.

The general conclusions are that supercharging enabled the diesel engine to achieve performance essentially equivalent to its gasoline equivalent, while extending its fuel consumption and emission advantages. The pressure wave supercharger in particular allowed satisfactory transient response to be achieved, and early problems of noise and installation have been overcome. The problem of cost, transient emission and transient fuel consumption still appear to require additional work, although the results of some other, more ideally matched tests have reported better results.
Figure 8. (a) Arrangement of a Throughflow Pressure Exchanger (PE) Gas Turbine (GT) Combination.

(b) Entropy-Enthalpy Diagram of Combined PE-GT Cycle.

Small Gas Turbine

The development of small gas turbines for passenger car and other applications has been held back by the difficulties of maintaining high overall efficiencies at sizes of 100 kW and smaller. Heat exchangers have been used with some success as a means of overcoming this disadvantage at a cost of compactness. A number of years ago, Berchtold and Lutz suggested the pressure exchanger as an alternate means of overcoming this disadvantage.

The arrangement suggested by Berchtold is shown in Figure 8. The gas turbine cycle handles the air at lower pressure and the pressure exchanger (PE) at higher pressure. In this configuration the PE and a higher pressure combustor takes the place of the conventional combustor for the gas turbine cycle. Being a single fluid device it must split the combustor mass flow between the PE and a turbine. Both cycles produce shaft power as shown. The relative thermal efficiency gain, \( \eta_{\text{PE}} / \eta_{\text{GT}} \) of a combined system is shown in Figure 9 as a function of upper stage or pressure exchanger efficiency, \( \eta_{\text{PE}} \). It can be seen that at the lower values of gas turbine cycle efficiency, the pressure exchanger can be very beneficial, for example, raising the total efficiency from 9 to 18 percent with a PE cycle efficiency of only 10 percent. Figure 9 shows clearly why this combined use is particularly attractive for improving the efficiency of small or low efficiency gas turbine cycles.

The key question of this application is the feasibility of achieving the desired efficiency for the pressure exchanger cycle. In this case the PE is operated in a parallel flow manner, i.e., the gases actually flow through the machine and exit on the opposite side, as opposed to the diesel crossflow system where there is essentially a hot and a cold flow side. The parallel flow is thought to have definite cooling advantages.

THERMAL POWER CYCLE APPLICATIONS

Some of the earliest applications of the Comprex concept involved improving the efficiency or output of thermodynamic machinery. In the 40s, Brown Boveri built a pressure exchanger to serve as the high pressure stage of a locomotive gas turbine for the British Railways based on the patent of Seipel. It operated essentially on the same cycle as shown in Figure 8. So far as is known, the dynamic pressure exchanger worked satisfactorily, but did not give the anticipated performance. It was replaced by a heat exchanger which yielded a higher thermal efficiency. Some time later Power Jets, Ltd. A
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Table III. Performance of Gas Turbine/Steam Combined-Cycle with Low Btu Gasifiers.

<table>
<thead>
<tr>
<th>Turbine Inlet Temp. °K</th>
<th>1365</th>
<th>1475</th>
<th>1645</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compressor pressure ratio</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Percentage of compressor inlet flow used for turbine cooling</td>
<td>6.68</td>
<td>10.16</td>
<td>16.8</td>
</tr>
<tr>
<td>Gas-turbine efficiency, percent</td>
<td>26.8</td>
<td>29.2</td>
<td>31.7</td>
</tr>
<tr>
<td>Steam-turbine efficiency, percent</td>
<td>36.1</td>
<td>36.1</td>
<td>36.1</td>
</tr>
<tr>
<td>Overall energy efficiency, percent</td>
<td>37.0</td>
<td>39.3</td>
<td>42.0</td>
</tr>
</tbody>
</table>

Figure 9. Total Efficiency Gain, $\eta_{tot}/\eta_a$ of Combined PE/GT Cycle, Against Basic GT Cycle, $\eta_a$, and PE Efficiency, $\eta_b$.

Experimented with the use of pressure exchangers as equalizers, a means of combining high and low pressure gas streams efficiently. Although their performance indicated improvements over competitive ejector performance, no data on further development is known to us.

Application of the ideas proposed by Hertzberg and Weatherston, allowing new flexibility by the choice of suitable working fluids opens up the potential of more significant cycle improvements. In this age of critical energy supplies such a technology, potentially capable of increasing the efficiency of any energy conversion process by a significant factor, deserves a careful study. Consequently, our group has initiated studies to evaluate the benefits which could be achieved by applying wave machinery to several thermal cycle applications. The list of applications is by no means comprehensive; in fact, any thermal cycle which involves an energy source with working fluid temperature beyond those usually utilized in thermal conversion machinery is a good candidate for this technology.

High Temperature Gas Turbine Cycles

A low Btu coal gasifier combined with an open cycle gas turbine has been identified as a promising near-term alternative for electric power production. The critical component of such a cycle is a turbine system capable of operating continuously at temperatures up to 2000 °K. If such development can be accomplished the open cycle, gas turbine, combined cycle promises to be an economical approach. Two major development programs are presently underway; one at the General Electric Company which utilizes water cooled blades and vanes, and the other at Curtiss-Wright Company which employs transpiration cooling. Both programs have demonstrated operation at 1800 °K on clean fuels. Both must overcome formidable technological obstacles to demonstrate safe, reliable operation on low Btu coal-derived fuels.

The energy exchanger offers a competitive alternative approach to achieving the same performance improvement. For comparison purposes we have used a design study by the General Electric group in which system performance at three different turbine inlet conditions was investigated. Their results are shown in Table III.

The energy exchanger cycle configuration we have chosen for this comparison is shown in Figure 10. The gasifier and main flow to the compressor have
been taken identical to the reference case. Since we are interested in near-
term energy exchanger technology, a modest pressure ratio, 2:1, device with an
energy exchanger inlet temperature of 1380 K has been analyzed. We estimated
110 MWe output from the turbine power take off loop.

Our calculations indicate that 60 MW of high grade heat are rejected from
the take off loop to the steam bottoming cycle. The three main sources of this
heat are 1) non-ideal expansion in secondary loop turbine, 2) rejected heat
from the energy exchanger rotor, and 3) throttled side streams to maintain the
wave cycle operation. The exhaust from the driven stream is ducted at a pres-
sure of 8 atm and 1365 K to a turbine system equivalent in performance to the
1365 K case used in the comparison.

A key element in the analysis of the energy exchanger cycle is an estimate
of the losses of the system. Calculation of the losses of such a machine is as
yet an imprecise process. Based on both steady and non-steady gasdynamic model-
inging techniques, we have estimated the following losses, referred to percent-
ages of the total energy input from the low Btu fuel. (See Table IV.)

Heat transfer from the hot gas to the cold gas via the intermediate tem-
perature of the wall is a major loss accounting for a 0.55 percent loss in ef-
ficiency. Fluid friction losses due to unsteady opening, inlet and diffusion
losses account for an additional 1 percent loss in overall efficiency. Leakage
and shock losses were calculated to be negligible in this low pressure ratio
machine.

A problem not treated was the mixing loss at the interface between the
two fluids. For an impedance matched case, the density is equal for the two
gases and no instabilities would be present. However, the opening and closing
processes do introduce turbulence and could create a serious problem. Boundary
layer mixing can also occur.

This application appears to us to be one of the most promising near-term
applications of wave machinery. It is clear from this simple example that
relatively modest energy exchanger technology has the potential of producing
very significant performance gains. If we assume that the cost of the overall
system is not significantly increased by the use of an energy exchanger, then
the resultant effect of electricity cost is shown in Figure 11. This analysis
was based on a simple, low pressure ratio energy exchanger, and it is expected
that a higher pressure ratio system would challenge the performance potential
of the highest temperature turbine technology presently under consideration.

---

Figure 10. Schematic of Low Btu Gasifier Combined Cycle Gas Turbine
System with Energy Exchanger.
Table IV. Loss Charged to Energy Exchangers in Pressure Ratio
Two Reference Design

<table>
<thead>
<tr>
<th>Loss Source</th>
<th>% Loss in Overall Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power take off loop inefficiency</td>
<td>1.25</td>
</tr>
<tr>
<td>Heat transfer to tube walls</td>
<td>0.55</td>
</tr>
<tr>
<td>Throttling and heat transfer to energize auxiliary flows</td>
<td>0.45</td>
</tr>
<tr>
<td>Fluid friction to tube walls</td>
<td>0.70</td>
</tr>
<tr>
<td>Entrance and diffuser losses</td>
<td>0.50</td>
</tr>
<tr>
<td>Others, including:</td>
<td></td>
</tr>
<tr>
<td>shock loss, windage, leakage</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Fusion Power

Fusion processes leading to electric power generation have all the attributes to make them good partners for advanced energy conversion schemes. The system performance of fusion plants is very sensitive to the efficiency of the energy conversion process because of the need for a large amount of energy recirculation, increasing the useful output of the process strongly. This can easily be seen from consideration of the very simple process analyzed in Figure 12. The required yield of the plasma core defined as $H/L = Q$, and the required fractional power recirculated, $f$, both strongly vary with the conversion efficiency, $\eta_e$. Since plasma $Q$ is the parameter which measures the degree of confinement and consequently the "quality" of the fusion process, the significance of a high conversion efficiency to the fusion program, especially in its early stages where high values of $Q$ are difficult to achieve, is great. A high efficiency conversion cycle could allow a low $Q$, near-term device to produce net saleable power.

A second characteristic of fusion power is that it is potentially a source of a very high temperature working fluid. Very energetic particles, 14 meV neutrons and in some cases y rays or x-rays, are the source of energy. These high energy particles must be degraded in a converter or blanket region into a much lower quality heat, which eventually runs the power conversion system, i.e., steam turbines.

The Carnot efficiency of this secondary fluid loop sets the efficiency limits of the conversion system. In the process of degrading the energy from MeV to fractional eV values, the system is, of course, theoretically capable of producing far hotter secondary heat transfer streams. It is this high temperature potential of the fusion power reactor that can be exploited by the energy exchanger.

Present day fusion reactors are built to exploit the deuterium-tritium (D-T) reaction, since it has the lowest reaction cross section and produces a
net energy gain at the least demanding level of plasma confinement. The current state-of-the-art is such that it is anticipated that a plasma with a $Q > 1$ will be achieved in the next generation of plasma experiments, exemplified by the Tokamak Fusion Test Reactor (TFTR) at Princeton, scheduled to be on line in the early 80s. Concepts have been proposed whereby the neutron energy is captured in a high temperature ceramic blanket made of materials such as graphite, silicon carbide, tantalum or magnesium oxide. A working fluid circulating through this blanket would be heated to a high temperature, the exact value depending on the material's precise capabilities. The heat transfer fluid might be an alkali vapor since alkali vapor binary cycles look favorable for achieving very high conversion efficiencies. The blanket or boiler of such a system would be a very difficult but, we believe, achievable technology.

If a high temperature, condensable vapor working fluid can be generated in such a blanket, then the conversion of this thermal energy to useful work in a binary Rankine cycle looks very promising. Figure 13 shows the schematic and T-S diagram of the cycle we have analyzed. Alternatively, a Brayton cycle, using a high temperature heavy noble gas, could be used, probably with similar results. The overall efficiency calculated for the cycle is given in Figure 14. Utilizing energy exchangers with pressure ratios of 3 to 4, overall cycle efficiencies for the binary system can be as high as 60-70 percent which, referring back to Figure 12, allows one to consider fusion reactor systems based on a low $Q$ plasma source and still have circulating power fractions of less than 0.5.

Figure 12. Energy Conversion Efficiency vs Thermonuclear Yield.
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Figure 13. (a) System and (b) T-S Design for a Single Reheat Mercury Vapor Steam Combined Cycle Utilizing a Radiation Boiler and Two Energy Exchangers.

Plasma Qs of 3-5 appear very achievable within the next decade whereas plasma Qs of 10 or greater may require another 10 years of research.

An alternate and more futuristic use of the energy exchanger is in a more advanced, fusion reactor cycle. Advanced fusion reactor cycles are those utilizing reactions which have smaller cross sections than D-T, but which have some special properties, mostly involving less neutron production. A particularly interesting one involves the reaction of a proton with boron-11, producing only x-rays and almost no neutrons (less than 0.1%). This reaction has the potential of a nuclear system in which there is a minimum of activated radioactive material, which could operate in any environment without special safeguards.
The p^3 reaction has two characteristics that lend themselves to coupling to an energy exchanger. First, due to the nature of the output of the reaction, i.e., x-rays, it appears feasible to consider a unique, high temperature blanket or boiler concept based on volumetric absorption of the x-rays in a high Z gas or a noble gas seeded with high Z material to achieve the desired absorption. A second characteristic of this reaction is that it has a very limited yield potential, i.e., maximum of Q of only between 2 and 3, according to the latest calculations. Such a low Q system needs a high conversion efficiency in order to be a viable candidate at all.

The new element which would make this type of cycle feasible is the x-ray radiation boiler. The boiler must operate at relatively high pressures in order to make the total cycle efficient. The first wall between the plasma and boiler working fluid must be transparent to the x-rays and must simultaneously support the interior pressure of the working fluid. Hence a thin, high strength, low Z structural material is required. Further, the boiler cavity must be deep enough to allow absorption of the x-rays. The working fluid will probably also have to serve double duty and cool the first wall and support structure before absorbing too much energy. An initial look at potential materials indicated that beryllium or carbon doped Be could meet the specified requirements.

Space Power Applications

Another application with many similar features is the space power application. Conversion efficiency plays a critical role here to reduce both the collector requirement and the waste heat radiator area. Obviously, any conversion efficiency increase has a major impact on system weight. There are two areas of energy exchanger application in this concept, i.e., the solar to electric energy conversion in space as studied by Hertzberg et al. and the conversion of laser radiation into work on the ground in the case of a laser transmission link from space to ground. An overall study of the Space Laser Power System has been performed by Jones et al. who have indicated a very critical role for the energy exchanger in such a system. This concept has been looked at by Tausig et al. of our group.

Hertzberg et al. have shown that very high gas temperatures are possible using concentrating solar collectors of special design. In order to attain high pressures (100 atm) and high temperatures (4000 °K), alkali metal vapors have the proper properties and potassium has been studied. Absorption lengths of the order of 1 meter have been calculated for potassium at temperatures above 2000 °K and pressures of 10 atm or greater. One serious loss, i.e., the reradiation of the entrance window, can be minimized by the use of the incoming gas near the window to cool the window. Since radiation is deposited in depth, the radiation from the hotter gases will be partially absorbed or trapped by the cool gas near the window. This effect can have a major impact on the reradiation loss compared to a more usual black body loss. Figure 15 shows a concept and its performance, which still falls off sharply near 4000 °K.

The performance of a potassium vapor binary cycle, similar to Figure 13 has been analysed. To overcome the temperature limitations of conventional energy exchangers, the Rankine cycles analysed utilised wave energy exchangers to transfer the available energy of the high temperature plasma to a cooler fluid for power extraction by conventional turbine. The system operates as a classical Rankine binary cycle utilizing a liquid metal for the high temperature topping cycle and a steam bottoming cycle. Figure 16 shows the variation of performance with condensing or radiator temperature and energy exchanger efficiency of a 2000 °K system. It is surprising that higher temperatures did not give a large increase in performance (69 to 73% at 85% energy exchanger...
efficiency for 3500 °K. However, at 3500 °K the overall efficiency is still 71% for a 75% efficient energy exchanger, whereas at 2000 °K the performance has fallen to 62%. Combining the cycle performance with reradiation losses gives the result shown in Figure 17, indicating that operation beyond 3500 °K is unwarranted.

Jones35 has integrated these concepts into a total laser based space power system. The several different concepts he evaluated always utilized a radiation boiler absorber/energy exchanger on the ground as the laser to electric energy converter. An energy exchanger was also utilized for all systems that
converted solar energy to electricity in space prior to transmitting it back to earth. Consequently, he identified the energy exchanger as one of the key technology areas which required development in his plan for the Laser Space Power Satellite.

CHEMICAL PROCESSING

The use of non-steady gasdynamic techniques to heat a gas to high reaction temperatures to promote the formation of useful products and then to retain these products by extremely rapid cooling was suggested by Hertzberg and his colleagues in the early 50s. Particular attention was given to the production of fixed nitrogen from air as well as the conversion of butane to acetylene. This group developed the single pulse shock tube, a refinement of shock tube technology which could cycle a gas sample through a single controlled heating and cooling pulse for study of chemical kinetic behavior. The wave reactor for chemical processing is the steady flow analogue of the single pulse shock tube.

Nitrogen Fixation and Acetylene

The chemical process which has received the most attention is the fixation of nitrogen from air. It is well known that if air is heated under pressure (approximately 100 atm) to sufficiently high temperatures, nitrogen oxide will form in concentrations of 5 to 7 percent, sufficient for economic recovery. To retain the high NO concentrations, the hot air must be cooled very rapidly. A single pulse shock tube process is an ideal way to accomplish this under highly controllable conditions.

Hertzberg and colleagues sought commercial support for this concept from June 1956 to January 1958. Monsanto Chemical Company sponsored almost two years of research in this area. The chemical kinetic data developed at CAL under Monsanto sponsorship indicated that acetylene could be formed in very high concentrations under shock tube conditions. However, Monsanto's economic analysis did not warrant taking the concept into the pilot plant stage and Monsanto terminated the project relinquishing all rights to the data.

Data obtained under that program for butane diluted in argon, neon and water vapor, is shown in Figure 18. Of particular interest was the fact that the water vapor did not yield the classic reactions as expected from the water gas system, and little CO appeared until the temperatures became very high.

![Figure 18. Carbon Conversion Efficiency to Ethylene and Acetylene](image)

![Figure 19. Nitric Oxide Yield](image)
The CAL success and the changed economic picture led our group to look anew at the nitrogen fixation process. The yield of NO as a function of temperature and pressure are shown in Figure 19, both for the equilibrium state and when followed by a fast (shock tube scale) gasdynamic cooling process. It is clear that concentrations as high as 6 percent are achievable. The kinetics of NO are relatively well known from early work of Zeldovich as well as more recent shock tube measurements for individual key rates. Consequently, the calculated yields are considered to be very realistic.

Our analysis of the CAL/Monsanto work indicated that a major weakness of their scheme was the excessive amount of peripheral equipment required in the gas streams. On the driver side, auxiliary power, a turbo compressor, heat exchanger and combustion chamber were required. A major innovation by our group was to completely eliminate the driver side auxiliary equipment by means of the "Flywheel Driver." In this concept all the energy is supplied by the driven or reacting gas. A wave process energizes the driver gas and allows it to leave the machine at a higher total pressure than it entered. It can thus circulate back to the entrance, despite mixing and other losses, yet without any external power source. The flywheel driver significantly simplified the equipment requirements and allowed a new look at economic feasibility.

In our pursuit of this process we investigated various methods of incorporating the wave reactor into a commercially viable process, the production of nitric acid. Ammonia nitrate fertilizers are composed of approximately half nitric acid and ammonia. Currently, nitric acid is made from ammonia by the Haber process, utilizing methane as a feedstock. Our early investigations indicated the need to separate NO from air at low concentrations. Jackson Yu of Bechtel Corporation made an ingenious observation that due to the anhydrous nature of the NO produced, a less complex stripping process was possible. This invention led to the development of the process flow chart as shown in Figure 20. The process used a fluidized bed reactor to deliver the process heat required.
An economic analysis of this process is shown in Figure 21. Comparison was made with a process based on the ammonia costing $124/ton, a cost roughly consistent with $2/MM Btu methane. Current methane cost is already beyond that level. It should be noted that our energy cost was assumed to be $1/MM Btu based on a coal fed fluidized bed process. This cost may also be too low in today's terms.

Figure 21. Cost Estimate for Nitric Acid Process.

On the assumption of equal operating cost, the proposed wave reactor process has a 2:1 advantage in capital cost charges. At this stage of development that looks like a comfortable margin, but one that needs to be refined before the real economic viability can be established.

The wave reactor, for this process, ended up with an interesting design. In order to achieve the rapid quenching we had to minimize the scale of the device and thus ended up with a 4 mm dia. 10 cm long tube. 14,200 such tubes were aligned on a 1.2 m dia. drum operating at 3300 RPM. The rotor had a mass flow of 10 Kg/sec. Five rotors of this design were needed to produce 500 ton/day of HNO3 which is roughly what a large ammonia nitrate plant would consume. Such an ammonia plant would cost $11 million. It is our position that building such a wave reactor is well within the technology of the turbine-compressor industry.

CO and Hydrogen Production

The combination of a high temperature gas source and the wave reactor allows the consideration of the production of hydrogen (H2) from thermal decomposition of CO2 for use in synthetic fuel production. This subject is the topic of another companion paper by Klosterman et al. 48 and will be summarized only briefly here.

The high temperature energy source studied was a fusion reactor; however, that is only incidental to the present purpose. The process considered was the production of carbon monoxide by thermal dissociation of CO2. The CO produced is separated out and combined with steam in a standard water gas shift process to produce H2 and to reform CO2. Since the CO2 is reformed, it circulates and the raw material is steam. The wave reactor enables the CO/CO2 mixture to be quenched rapidly enough to freeze the CO concentration.

[24]
A simple flow chart for the process is shown in Figure 22. Other than the wave reactor and fusion source, standard commercial or development hardware has been considered in all areas. We have calculated a yield of CO at the wave reactor exit as shown in Figure 23. These data have been used to design a wave reactor which would be matched to the thermal output of a large fusion plant. The wave reactor would be similar to the NO reactor discussed above.

![Diagram](image)

Figure 22. Schematic Diagram of Chemical Processing Cycle for H₂.

One interesting relationship which has been derived from that study is the dependence of the overall cycle efficiency on the wave reactor efficiency. For this purpose we have defined a wave reactor component efficiency as follows:

\[ \eta_{\text{wave reactor}} = \frac{(h + \frac{1}{2} u^2)_{\text{out}} - \text{work output}}{(h + \frac{1}{2} u^2)_{\text{in}}} \]

The overall cycle efficiency is then defined as follows:

\[ \eta_{\text{cycle}} = \frac{\Delta H_{\text{chem}} + \sum P_{\text{elec}}}{\text{Thermal Input}} \]

We have calculated the efficiency as shown in Table V for a 3000 °K temperature case.

<table>
<thead>
<tr>
<th>EXIT PRESSURE</th>
<th>PEAK TEMPERATURE</th>
<th>WAVE REACTOR EFFICIENCY (%)</th>
<th>OVERALL CYCLE EFFICIENCY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 atm</td>
<td>(3300 °K)</td>
<td>90</td>
<td>34.0</td>
</tr>
<tr>
<td>0.5 atm</td>
<td>(3000 °K)</td>
<td>80</td>
<td>23.3</td>
</tr>
<tr>
<td>1.0 atm</td>
<td>(3000 °K)</td>
<td>70</td>
<td>12.6</td>
</tr>
</tbody>
</table>

Table V. Impact of Wave Reactor Efficiency on Overall Cycle Efficiency

![Graph](image)

Figure 23. CO Yield at Wave Reactor Exit.
CURRENT DEVELOPMENT PROGRAM

In our attempts to find applications for wave machinery, we have been frustrated by our inability to convincingly demonstrate the performance of the wave machine itself. Chemical companies are not comfortable with such a novel technology. In thermal cycle applications the energy transfer efficiency is such a key question that it can make or break an application. Clearly what is needed is a technology demonstration which can produce the background data upon which studies of various applications can be based.

We have just completed the first year of a multi-year program to build such a technology demonstration device. To our knowledge this facility will be the first wave machine dedicated specifically to the purpose of upgrading the understanding of such machines. We intend to measure the efficiency of energy transfer, one of the really key parameters in many of the applications under consideration. The machine will operate with a modest pressure ratio and temperature in order to minimize the thermal design difficulties. The program also has a strong analytical component so that the results of the experiments can be compared with steady and non-steady analysis.

Figure 24 shows an isometric of the overall facility. Finally, Figure 25 is a photograph of the facility as it currently exists. The energy exchanger facility has the characteristics shown in Table VI.

![Figure 24. MSN 100 kW Energy Exchanger Research Facility.](image)

The objectives of this experiment are to verify the design point temperatures and pressures, measure mass and energy balances, and to measure the energy transfer efficiency and compare the results with analysis.

From this experiment, a combination of empirical, or validated analytical models for the behavior of these machines will be derived which will be useful in predicting the performance of a wide variety of wave machines. The facility to perform these measurements is not a trivial one. It has taken us over a year to complete the design, construction, and assembly of the system. Currently we are in the process of performing the very first gas flow shakedown experiments. We have to have some initial data at an early date.
Wave Machinery in Energy and Chemical Processes

Table VI. Energy Exchanger Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static Pressure Ratio</td>
<td>5.6</td>
</tr>
<tr>
<td>Driven Gas</td>
<td>80 Ar/20 He</td>
</tr>
<tr>
<td>Driver Gas</td>
<td>100 Ar</td>
</tr>
<tr>
<td>Mass Flow</td>
<td>2.7 kg/sec</td>
</tr>
<tr>
<td>Power Throughput</td>
<td>0.3 MW</td>
</tr>
<tr>
<td>Rotor Diameter</td>
<td>45 cm</td>
</tr>
<tr>
<td>Rotor Length</td>
<td>40 cm</td>
</tr>
<tr>
<td>Rotor Speed</td>
<td>$4.6 \times 10^3$ cm/sec</td>
</tr>
<tr>
<td>Number of Tubes</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 25. Photograph of MSNW Energy Exchanger Research Facility.

CONCLUSIONS

Over the past 30 years the technology of wave machinery progressed steadily but as yet no significant commercial penetration has been made. The mechanical validity of the concept has, however, been firmly established. The CAL Wave Superheater demonstrated high temperature operation beyond any conceived application. The BBC Comprex pressure wave supercharger has clearly established wave machinery as a component in industrial machinery.

The pressure wave diesel supercharger is clearly furthest along the road to a practical application, and the Brown Boveri Company has made a major commitment to the success of this program. The gas turbine combined cycle utilizing low Btu gas made from coal appears to us to be a real candidate for a major development effort. The analysis on those applications indicates the ability to achieve significant performance improvements due to the utilization of higher gas temperatures. Additional and more detailed analysis is clearly warranted to assess the level of energy exchanger performance necessary to achieve significant gains.

It is in the areas of long-range energy solutions where wave machinery may well have its greatest impact. Both fusion and solar central thermal electric systems would benefit greatly from any increase in the conversion efficiency. Both are inherently very high temperature heat sources and consequently natural partners. However, the development of the high temperature, binary cycles necessary to take advantage of the high temperature represents a major technological challenge.

Finally, the chemical processing application appears to be another technology which offers great promise. Auxiliary technology such as ceramic heat exchangers and fluidized bed combustors may be required. The wave machinery for this application should be technologically feasible and should be pursued if the economics of the process continues to show promise.
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THE REAL THING:
BLAST WAVES FROM ATMOSPHERIC NUCLEAR EXPLOSIONS

HAROLD L. BRODE
Pacific-Sierra Research Corporation
1456 Cloverfield Blvd., Santa Monica, California 90404, USA

In the years between 1946 and 1963 (including a three year moratorium), the U.S. conducted over 200 nuclear tests in the earth's atmosphere. Since then, only underground tests have been carried out by the U.S. The possibility of a complete test ban prompts us to evaluate what was learned from the past atmospheric testing, and what is left to learn. This paper reviews the atmospheric test program relevant to blast phenomenology, identifies some problems remaining and suggests possible directions for further simulation and study.

Since the first nuclear explosion in 1945, much has been learned about such weapons of war, and as knowledge of the effects of nuclear weapons has grown, so has an appreciation of the importance of minimizing the devastation and risk to life in the event of their use accidentally or intentionally. From 1945 until 1963 (excluding a three-year moratorium) many nuclear explosive experiments were conducted in the atmosphere. Most of these shots were for the development of weapons; relatively few tests were exclusively conducted for studies of weapons effects. With the atmospheric test ban, came the end of easy and direct measures of blast or thermal or other atmospheric explosion phenomena. Since then, all U.S. testing has been done underground. A complete or comprehensive ban on all nuclear tests is now likely. What was learned in those years of atmospheric testing? What is left to discover or to figure out? What blast simulation methods are available to extend our knowledge in the absence of nuclear tests?

This paper provides a brief summary of the nuclear effects investigations of the past, with emphasis on physical effects, noting some omissions and failures in the previous test programs. The paper concludes with some suggestions for promising and potentially important programs of continued research.

TRINITY (Alamagordo, New Mexico) 1945

Even before the first nuclear explosion at Alamagordo, New Mexico, theory and experiment had contributed to the then fragmentary knowledge of air blast. These first predictions were quite elegant and sophisticated, e.g., Taylor (1950), Bethe (1944). Measurements on the TRINITY shot, however, were very limited. Everyone is familiar with the high-speed pictures of that very first earthly fireball from a nuclear detonation (Glasstone, 1962). Those pictures, e.g., Fig. 1, prompt some questions, which have never been adequately answered. What causes the so-called "dirt cloud" ahead of the "Mach Front" which in turn precedes the strong fireball shock wave? What causes the bright puffs? What generates the violent, turbulent nature of the "dirt cloud?"
HIROSHIMA/NAGASAKI
(Japan) 1945

A few weeks after the TRINITY test, two bombs were dropped on Japanese cities. While the devastation was enormous, it represented less destruction than other WWII raids such as the fire bombing of Tokyo and Yokahama, which destroyed nearly two-thirds of the world’s largest city. Observations of damage at Hiroshima and Nagasaki represent, today, our largest source of information about the effects of nuclear blast waves on urban and industrial targets. Extensive surveys of the damage in both cities have helped to document the structural, as well as human consequences. Unfortunately, almost no direct measurements of the blast phenomena exist. Elaborate deductions from observations made more than a month later have lead to some estimates of the nature of the blast wave itself (Penny, Samuels, and Scorgie, 1970), and one pressure record from a parachute-hung microphone gage dropped by the chase plane at Hiroshima gave a clear pressure-time trace (Fig. 2), but its interpretation is difficult (Brode, 1964).

The relatively high burst height (567 m) and low yield (12-14 kt) of the HIROSHIMA bomb lead to peak overpressures on the ground directly under the burst of around 230 kPa (30 psi). This reflected pressure drops to less than half its peak value in about a tenth of a second. Figure 3 shows what that kind of a pressure pulse did to a massive reinforced building. (Note the smoke stack and antennas or lightning rod still standing on the far uncollapsed corner of the roof). This close to ground zero, the blast approaches the building almost vertically. This structure was also gutted by fire. At greater distances the blast winds drag down most projections above ground such as buildings, trees, street poles, and walls.
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The damage at Nagasaki showed serious consequences to industrial buildings and equipment and considerable influence of hills and valleys. The burst height was a little lower (about 500 m) and the yield a bit higher (about 23 kt) than that at Hiroshima.

CROSSROADS (Bikini) 1946

Fig. 3. Hiroshima (14 kt, 567 m HOB) Heavy reinforced concrete 3-story building near ground zero. In the following year, two more bombs were dropped in a test of naval vessels in the lagoon of Bikini Atoll. While the effects were duly noted, relatively few blast measurements were attempted. The spectacular water column of the underwater burst is a familiar picture (Fig. 4).

SANDSTONE (Eniwetok) 1948

Less than three years after the first nuclear explosion, three nuclear development shots were fired from 61-m towers with yields around 20, 40, and 50 kt. Only the crudest of blast measurements were made on those faraway islands; one set being a string of crushable beer cans as indenter gauges. Good high-speed photographs of fireball growth, however, provided a wealth of information about the early blast wave.8

RANGER (Nevada) 1951

Five small-yield shots, all air dropped in Nevada, constituted the RANGER series. No extensive effects tests were included, but a number of used cars and other vehicles were exposed. Fire did extensive damage.

GREENHOUSE (Eniwetok) 1951

GREENHOUSE was the first series that included extensive effects programs. These shots were on 61- and 91-m towers, leading to relatively high overpressures on the ground. Some very hard bunkers, as well as conventional buildings, were exposed (Fig. 5).9 Ground zero is to the left in Fig. 5. The building had openings (windows and doors) in the front wall, but none in the side walls, so that high reflected pressures inside the structure blew out the side walls. Many measurements of blast parameters were attempted: air density, temperature, and material velocities as functions of time, as well as overpressures and dy-
dynamic pressures, impulses, durations, and effects on buildings, vehicles, animals, and bunkers. In addition, an attempt was made to document the cloud physics and late fireball behavior. This test series marked the first extensive effort to conduct scientific measurement of nuclear explosion phenomena and their effects on structures.

BUSTER-JANGLE (Nevada) 1951

A series of seven shots (a tower shot, four air bursts, the first "surface" burst, and the first buried burst (5.2 m underground)) late in 1951 lead to some blast measurements which included studies of altitude effects and terrain effects. For the cratering burst (JANGLE-0), measurements included missile impacts, ground motions (accelerations, displacements, stresses), base-surge phenomena, and various structural responses, including buried structures. The surface burst was primarily a fallout test, and neither crater nor blast were well documented. In addition, much of the instrumentation was expedient and lacking in sophistication.

On the air drops, a group of small shelters was exposed. Unfortunately, instrumentation was exceedingly crude, and the results of individual shots were not documented, since all three shots (BAKER, CHARLIE, and DOG) occurred before examination. A communal shelter was also evaluated.

TUMBLER-SNAPPER (Nevada) 1952

A few months later, a series of four air and four (90-m) tower shots was carried out in Nevada. A few of these shots were extensively instrumented for blast measurements, including studies of pre- and post-shock sound speed, air temperature, and dust density, and overpressure. Various types were cross-compared, surface effects were studied extensively, and effects tests included minefields, trees, aircraft, vehicles, and structures.

IVY (Eniwetok) 1952

Later that year, a return to the Pacific saw the first multimegaton nuclear explosion (10.4 MT) burst on an island in Eniwetok. A low air burst of high yield followed two weeks later. Considering the limited land area, fairly ambitious blast measurements were laid out. Measurements were attempted for air density, particle velocity, air temperature, and overpressure vs. time.

UPSHOT-KNOTHOLE (Nevada) 1953

The next Nevada series included an expanding effort to understand surface effects on air blast for low burst heights. UPHOT-KNOTHOLE involved 11 shots, with blast projects on several of them. Seven were tower shots, three were air-dropped bombs, and one was an artillery shell fired from a 280-mm gun. Table I suggests the extensive investigations underway during this series.
**Table 1. UPSHOT-KNOTHOLE Programs**

<table>
<thead>
<tr>
<th>BLAST PHENOMENA</th>
<th>BLAST EFFECTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overpressure(^2) and dynamic pressure(^2)</td>
<td>Aircraft (in flight and parked)</td>
</tr>
<tr>
<td>Blast asymmetries</td>
<td>Ordnance, military vehicles, minefields</td>
</tr>
<tr>
<td>Soil stabilization for thermal and blast</td>
<td>Underground(^2) and basement(^2) shelters</td>
</tr>
<tr>
<td>Hill and dale influences(^2)</td>
<td>Field fortifications,(^2) POL</td>
</tr>
<tr>
<td>Smoke (black)</td>
<td>Communication equipment</td>
</tr>
<tr>
<td>Preschock pressures and sound speeds</td>
<td>Railroad equipment</td>
</tr>
<tr>
<td>Height of burst &amp; height of target</td>
<td>Animals and dummies(^2),(^3)</td>
</tr>
<tr>
<td>Precursors and thermal/blast effects</td>
<td>Truss(^2) and open-frame structures(^3)</td>
</tr>
<tr>
<td>Diffraction around shelters(^6)</td>
<td>Wall &amp; roof panels, 2-story homes(^4)</td>
</tr>
<tr>
<td>Negative phase</td>
<td>Trees (conifers)(^7)</td>
</tr>
<tr>
<td></td>
<td>Field medical equipment</td>
</tr>
</tbody>
</table>

An example of the overpressures measured in a hill and dale experiment is illustrated in Fig. 6.\(^{25}\) The low air burst pictured in Fig. 7 raised heavy dust clouds, but sucked only a small fraction of the dust up into the stem and cloud. All experiments were not complete successes, and measurements were frequently cut short or interrupted by physical damage from blast, debris impacts, dust clogging, thermal heating, nuclear radiation, or EMP interference.

**CASTLE (Bikini/Eniwetok) 1954**

In this series, six shots in the Pacific, including the largest U.S. test yield, CASTLE BRAVO (15 MT), made it possible to study long duration blasts and the slow and intense thermal pulses from large yields. Surface effects on overpressure and dynamic pressure were studied. Besides structural response observations, the effect of rain on blast waves, the use of jeeps as dynamic pressure gauges, and the effects of blast on tree stands\(^14\) and vice versa were all studied.

**TEAPOT (Nevada) 1955**

By early 1955 the number of experiments that could be fielded had grown, as had the number of effects aspects recognized as worthy of investigation. A special test (3 KT) at high altitude (11.2 km) was carried out. Figure 8 shows the scaled pressure and ranges from airborne cannister measurements on this shot.\(^{37}\) Modified Sachs scaling which seems to apply reasonably well to these results, assumes that the effect of the variable atmosphere can be handled by scaling everything to an homogeneous atmosphere at the pressure and density of the gauge, regardless of the altitude and ambient conditions at the source or explosion point or in-between.\(^{39}\)
A set of specially prepared surfaces around a 122-m tower were exposed to a 22-KT shot to test the development of precursor action. One surface was black asphalt, one was flooded with a few inches of water, and one was the usual dry desert (lakebed) surface. Another shot, 8 KT on a 150-m tower, had both asphalt and desert blast lines. Out of this experience came a classification of precursed blast wave-forms that tracks the growth and decay of the thermally distorted blast. Figure 9 shows sketches of the overpressure wave forms along with example traces from the water, desert, and asphalt blast lines. Comparable dynamic pressure wave forms have been constructed. In general, while the peak overpressures are eroded by precursor action, impulse and duration are if anything slightly enhanced.

The dynamic pressures, due to higher dust densities and irregular flows, included upward gusts within the highly turbulent wake of the precursor, and exhibited much higher peak values (several times higher than near-ideal blast waves at the same scaled range or peak overpressure level).

Table 2 is a partial list of projects fielded on this series, including those associated with a cratering burst.

**WIGWAM (Pacific) 1955**

One deep ocean underwater burst was studied for effects. A 30 KT nuclear depth charge was detonated at 600-m depth in deep water. Bubble and surface phenomena were recorded; shock propagation and hull responses were measured; radioactivity spread was studied.

**REDWING (Pacific) 1956**

The Pacific atolls of Bikini and Eniwetok provided scant ground for mounting experiments, particularly for large yields, and so, some seemingly excellent opportunities to gather information about large nuclear bursts were passed or only lightly covered in the 13-shot REDWING series. Fairly extensive use was made of war surplus jeeps as the cheapest dynamic pressure indicator. Their drag behavior was quite predictable side-on and face-on. Again, a partial

---

**Fig. 7**. **UPSHOT-KNOTHOLE** low air burst torroidal fireball, entrainment vapors, and heavy dust clouds.
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Table II. Operation TEAPOT Programs

<table>
<thead>
<tr>
<th>PHENOMENA</th>
<th>EFFECTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air Blast</td>
<td>Air Blast</td>
</tr>
<tr>
<td>Free air</td>
<td>Airblast on underground structures</td>
</tr>
<tr>
<td>High altitude</td>
<td>Concrete panels</td>
</tr>
<tr>
<td>Height of burst &amp; surface effects</td>
<td>Residences and mobile homes</td>
</tr>
<tr>
<td>Fireball effects</td>
<td>Earth-covered structures</td>
</tr>
<tr>
<td>Overpressure &amp; dynamic pressure</td>
<td>Noise in shelters</td>
</tr>
<tr>
<td>Dust, temperature &amp; sound velocity</td>
<td>Canned goods, packaged beverages</td>
</tr>
<tr>
<td>Precursor drag loading</td>
<td>Aircraft in flight</td>
</tr>
<tr>
<td>Cratering and Ground Shock</td>
<td>Industrial buildings</td>
</tr>
<tr>
<td>Airblast-induced ground shock</td>
<td>Communication equipment, machine tools</td>
</tr>
<tr>
<td>Crater dimensions &amp; induced motions</td>
<td></td>
</tr>
<tr>
<td>Radiation</td>
<td>Ground Shock</td>
</tr>
<tr>
<td>Gamma dose rate, neutrons</td>
<td>Buried structures</td>
</tr>
<tr>
<td>Fallout from underground burst</td>
<td></td>
</tr>
<tr>
<td>Cloud Physics</td>
<td>Radiation</td>
</tr>
<tr>
<td>Thermal Radiation</td>
<td>Radiological defense</td>
</tr>
<tr>
<td>Direct and ground reflected</td>
<td>Biological systems</td>
</tr>
<tr>
<td>Smoke-screen protection</td>
<td>Contaminated aircraft</td>
</tr>
<tr>
<td>Spectrometer measurements</td>
<td>Thermal Radiation</td>
</tr>
<tr>
<td>High time resolution</td>
<td>Aircraft in flight</td>
</tr>
<tr>
<td>Fireball growth</td>
<td>Detonation locator</td>
</tr>
</tbody>
</table>

The list of programs of measurement suggests the broad scope and challenging nature of the field experiments on REDWING (Table III).

PLUMRROB (Nevada) 1957

Meanwhile, back in Nevada, in 1957 the longest series yet (24 shots) allowed an ever widening diversity of investigations. While almost all of these shots were still weapons development tests, many opportunities existed to explore effects. Balloon-supported shots were tried for the first time. With a growing understanding of blast phenomena, it was no longer assumed that nothing could survive inside a fireball, and protective structures at high overpressures were designed, constructed, and tested. Further investigations of terrain effects were possible. All sorts of equipment, from blimps and helicopters to bank vaults and air filters, were tested. The desert became populated with strange structures, contraptions, instruments, equipment, and experiments (Fig. 10). Precursed and non-ideal blast features were more completely examined, and hazards such as blast-driven debris and bodily transport by blast accelerations were studied. Further measurements helped determine that precursors in the desert from kiloton yields "cleaned up" below 70 KPa (10 psi). Contained underground nuclear detonations were first attempted, and the ground motions generated...
Table III. REDWING Programs

<table>
<thead>
<tr>
<th>Type</th>
<th>General</th>
<th>Water</th>
<th>Desert</th>
<th>Asphalt</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>1</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image" alt="Graph" /></td>
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Fig. 9. Overpressure waveforms OPERATION TEAPOT shot MET.
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Fig. 10. PLUMBBOB typical test instrumentation.

were the subject of study. Table 4 gives a partial list of PLUMBBOB program measurements.

Table IV. PLUMBBOB Programs

<table>
<thead>
<tr>
<th>Air Blast</th>
<th>Ground Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rough terrain</td>
<td>Air-blast induced</td>
</tr>
<tr>
<td>High-pressure blast, fireballs</td>
<td>Buried structure loading</td>
</tr>
<tr>
<td>Above-ground structures</td>
<td>Structure isolation</td>
</tr>
<tr>
<td>Aircraft, helicopter, blimp, missiles, rockets</td>
<td>Spectra</td>
</tr>
<tr>
<td>Shelters, vaults, air filters</td>
<td>Confined explosions</td>
</tr>
<tr>
<td>Blast-generated missiles</td>
<td>Nuclear Radiation</td>
</tr>
<tr>
<td>Precursors</td>
<td>Soil activation</td>
</tr>
<tr>
<td>Reinforcing &amp; structural plates</td>
<td>Neutron, gamma-ray flux and fluence</td>
</tr>
<tr>
<td>Thermal</td>
<td>Gamma and neutron shielding</td>
</tr>
<tr>
<td>Eye protection</td>
<td>Doses for aircrews</td>
</tr>
<tr>
<td>Aircraft, helicopter and blimp</td>
<td>Dosimetry instrumentation</td>
</tr>
<tr>
<td>High-speed spectra</td>
<td>Fallout</td>
</tr>
<tr>
<td>Protection by clothes</td>
<td>Foodstuff contamination</td>
</tr>
</tbody>
</table>

On the PRISCILLA shot (37 KT on a 213-m tethered balloon) fairly extensive blast measurements were made over the dry lakebed surface of Frenchman's Flat. Figure 11 shows peak dynamic pressures continuing to drop rapidly with increasing range, even at large distances.

The largest structure exposed on shot PRISCILLA was a civil defense dual-purpose reinforced-concrete mass shelter, which was at 488-m from ground zero. The surface peak overpressure was around 270 KPa. The below-grade shelter had a ramp entrance with an end wall at the bottom of the ramp where it turns to enter the shelter. The end wall, facing the shot, experienced 1300 KPa, and the end wall failed. Figure 12 shows this ramp and the failure of the end wall. Had the ramp continued up in the opposite direction (in place of the end wall) the high reflected pressures at the bottom of the ramp would have been eliminated, reducing the load on the shelter door, and avoiding the structural damage.

HARDTACK (Pacific/Nevada) 1958

The HARDTACK series had a Pacific phase (I) and a Nevada phase (II). The
Pacific phase had 31 shots, and the Nevada phase 18 tests. The Pacific phase included underwater shots and high-altitude shots as well as investigations of very high overpressure blast phenomena. The YUCCA test was on a free balloon at 26.2 km (86,000 ft). WABOO and UMBRELLA were at 150-m and 46-m water depths, respectively. CACTUS and KOA were island shots (KOA was 1.3 MT in a water tank. The tank influenced the crater, the ground motion, the nuclear radiation and the EMP signals). A series of beams and slabs were tested at high levels on KOA, demonstrating survivability near 7600 KPa, but showing failure due to large footing displacements. The whole structure and surrounding island sank two meters. Figure 13 shows the closest beams, postshot. At overpressures from 540-1240 KPa, buried corrugated metal arches collapsed or showed heavy damage. The structure at 1240 KPa is shown in Figure 14.

The remaining 24 shots were mounted on barges anchored in the lagoon, between islands, or in craters from previous shots. Two final shots in phase I (TEAK and ORANGE) were megaton-range rocket-borne shots at very high altitudes (76.8 and 43 km). Instrumentation for these shots was difficult, but excellent photographic coverage provided intriguing information.

The Nevada phase included some very small yield (subkiloton) shots and some contained underground tests. Ten tethered balloon shots
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four contained underground tests, and four tower bursts made up phase II. Some structures tests were included.125

ARGUS (South Atlantic) 1958

Three shots in the kiloton range were fired above the atmosphere over the South Atlantic. Only modest photographic coverage and some ionospheric measurements were possible on these tests.

Fig. 14. HARDTACK-KOA (1.38 MT)
Buried corrugated metal shelter, range 975-m, $\Delta P = 1240$ KPa.

MORATORIUM (1958-1961)

From the end of October 1958 until mid-September 1961 the United States (and the Soviet Union) abstained from nuclear testing. In August 1961 the Soviets suddenly began atmospheric testing, more than 50 shots (as announced by the USAEC) before the end of 1961, and more than 40 in 1962.

DOMINIC, SUNBEAM (1961, 1962)

The United States began testing underground one month after the Soviet abrogation, but little preparation had been made for effects tests, and it was not until six months later that a small yield (0.42 KT) cratering test in hard rock (basalt) resulted in a 26-m deep, 81-m diameter crater (from depth of burial of 33.5-m).

More than nine months after resuming testing (June 1962) the tunnel shot (MARSHMALLOW) became the first of a series of vacuum-pipe experiments to study x-ray effects. Most of the rest of the Nevada test in 1961-1963 were underground weapon-development shots. However, four small near-surface shots were designed primarily for effects, SMALL BOY, JUNNY BOY, and LITTLE FELLER I and II. SNOAL (about 12 KT) was shot in granite in Nevada in connection with research in the seismic detection of underground nuclear explosions. SEDAN, a PLOWSHARE test of 100 KT buried 194-m in alluvium produced the deepest crater (100-m deep, nearly 400-m diameter). A clump of dirt destroyed a massive structure 1 km away (Fig. 15).

Dominic, a Pacific series of less than 40 tests consisted mostly of air drops off Christmas Island. One shot was an operational test of a Polaris warhead fired from a submarine (FRIGATE BIRD), and another was a proof test of the AGROC antisubmarine rocket (SWORDFISH).

Several rocket-borne high-altitude shots concluded the U.S. atmospheric testing. STARFISH was a 1.4 MT detonation above the atmosphere (400 km). CHECKMATE, BLUEGILL, KINGFISH, and TIGHTROPE were all shot at tens of kilometers above Johnston Island. While microbarographs measured pressures on the ground, and some limited coverage by rocket-borne and aircraft-supported instruments was attempted, very little beyond photographic and electromagnetic observation was planned for these high-altitude shots.
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ATMOSPHERIC TEST BAN

Observance of the atmospheric test ban treaty has meant the end of nuclear blast and thermal research experiments of a direct or simple nature. Certain measurements of nuclear source characteristics are possible underground, but even with heroic mining efforts, cavities sufficient to support meaningful blast experiments are impractical. It has proved more profitable to study simulation techniques based on a fairly complete understanding of the nuclear phenomena. Such indirect methods place great reliance on a full appreciation of the physics involved, and makes empirical observations or scaling dangerous and difficult.

What was overlooked or inadequately documented? Table 5 suggests a few areas in which further clarification or resolution may be useful. By the end of atmospheric testing, relatively few very high peak overpressure-time histories had been recorded, and only one on a megaton shot. The high-pressure loading and response of protective structures is still a very active subject of research.

Table V. Aspects of Nuclear Blast not Adequately Understood.

<table>
<thead>
<tr>
<th>High overpressure blast uncertainties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near-ideal surfaces (dynamic pressures near double Mach peaks)</td>
</tr>
<tr>
<td>Non-ideal surfaces (enhanced drag?, impulses)</td>
</tr>
<tr>
<td>Structure interaction (loading, response, ablation rates, temperatures)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Low overpressure blast uncertainties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near-ideal surfaces (free air curves, surface normalization)</td>
</tr>
<tr>
<td>Non-ideal surfaces (dependence on yield and surface type)</td>
</tr>
<tr>
<td>Structure response (dynamics and material properties, hardening)</td>
</tr>
<tr>
<td>Height of target (aircraft in flight, Mach stems)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Multiple burst interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-simultaneous (fire, debris, compound damage)</td>
</tr>
<tr>
<td>Simultaneous (blast reflection, enhancement)</td>
</tr>
<tr>
<td>Interactions (fire, dust, cloud rise, thermal)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Blast/fire interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blast suppression of incipient fires</td>
</tr>
<tr>
<td>Blast spreading of established fires (brands)</td>
</tr>
<tr>
<td>Glowing vs. flaming combustion (blast fanning?)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Secondary impacts (disturbed blast)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blast debris impact damage and injury</td>
</tr>
<tr>
<td>Blast bodily transported impacts, casualties</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Air-blast-induced ground motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependence on geology and hydrology</td>
</tr>
<tr>
<td>Consequences of non-ideal blast loading</td>
</tr>
</tbody>
</table>

Table 6 identifies a few promising areas for simulation studies of nuclear air blast phenomena and effects.

Table VI. Some Nuclear Airblast Simulation Needs

<table>
<thead>
<tr>
<th>Aircraft in flight (drag, overpressure, thermal, combined)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure response (structure interactions, duration and orientation)</td>
</tr>
<tr>
<td>Thermal influences on blast (precursors, preshock dust, smoke)</td>
</tr>
<tr>
<td>Fireball physics (ablation, spallation, displacement)</td>
</tr>
<tr>
<td>Height of burst and height of target (surface effects)</td>
</tr>
<tr>
<td>Dust loading (preshock loading, postshock dynamics)</td>
</tr>
</tbody>
</table>

Simulation implies an incomplete reproduction of the phenomena or effect to be studied, and it is the essence of successful simulation to model those
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features necessary for the study of some important aspect or aspects without undue complexity or cost. The principal pitfalls lie in the demonstratability of relevance, i.e., that the proposed simulation experiments do faithfully reproduce some aspects of the phenomena to be studied, and that their isolated examination can be theoretically (or experimentally) justified.

For example, it is not enough to generate dust by intense thermal radiation pulses, if we are concerned about the dynamic properties of dust-laden shocks, nor is it obvious that mechanical means of dust loading can adequately represent the thermally-generated dust. Such simulation experiments place considerably more importance on an adequate (integrating) theoretical model for the overall phenomena.
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DEVELOPMENTS IN LASER BASED DIAGNOSTIC TECHNIQUES

S. LEDERMAN

Aerodynamics Laboratories, Department of Mechanical and Aerospace Engineering
Polytechnic Institute of New York
Farmingdale, New York 11735, USA

Several laser based diagnostic techniques, applicable to fluid dynamic and combustion research consisting of the spontaneous Raman effect, coherent anti-Stokes Raman scattering, coherent Raman gain spectroscopy, laser induced fluorescence and the laser Doppler velocimeter are discussed. Characteristic features of each of these techniques are brought forth. It is shown that these modern, laser based diagnostic techniques are capable of measuring most of the variables of interest in fluid dynamics and combustion research. Among these are the temperature, species concentration, velocity, turbulent intensity temperature and concentration fluctuation as well as a number of correlation and crosscorrelation parameters. Practical examples of the applicability to flow fields and combustion diagnostics are presented.

INTRODUCTION

The appearance of the laser and its introduction into the field of spectroscopy was a turning point in the development of light scattering diagnostic techniques. In a relatively short period of time, laser based diagnostic techniques emerged as major investigative tools in a number of branches of the physical sciences. Since in this work the application of laser based diagnostic techniques to the investigations of flow fields and combustion systems are of interest, only some of the techniques which have been successfully applied, and which present some potential promise in the future for those investigations will be discussed.

Some of these techniques as mentioned previously are based on light scattering. A number of scattering processes have been considered for diagnostic purposes of flow fields and combustion systems. Among these the elastic scattering processes such as Rayleigh and Mie and the inelastic scattering processes represented by Raman, near-resonant Raman and fluorescence have been extensively investigated. Other processes which could be utilized in combustion and flow field diagnostics are the absorption and nonlinear optical processes. The latter are represented by coherent anti-Stokes Raman and stimulated Raman scattering. From this list of potential diagnostic techniques applicable to flow fields and combustion, the Mie and spontaneous Raman scattering techniques are the most versatile. The Mie scattering phenomenon has been utilized in Laser Doppler Velocimetry capable of providing non-intrusively velocity, turbulent intensity, and particle size distribution in
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flow fields. The spontaneous Raman effect can provide simultaneously, remotely and instantaneously species concentration and temperature of a flow field consisting of any number of species. When properly used it can provide, in addition, local turbulence properties, correlation and cross-correlation parameters and the so-called mixedness parameters in reactive flows. However, due to the very low equivalent scattering cross-section under certain conditions occurring in hydrocarbon turbulent combustors, difficulties may develop in securing reliable measurements. These difficulties are related to the very high noise level, generally attributable to carbon emissions. The signal to noise ratio under those conditions may become unacceptably low thus making the utilization of the spontaneous Raman technique very difficult. Here the coherent anti-Stokes Raman spectroscopy appears to fill the gap. The equivalent scattering cross-section in conjunction with the coherence of the radiation combine to provide signals 5 to 6 orders of magnitude higher than the spontaneous Raman effect. Its coherent character permits, in addition to the collection of the total generated signal, the simultaneous suppression of the collected interference signals, resulting in high signal to noise ratios in very hostile environments. One of the major drawbacks of CARS is its nonlinear character which may cause difficulties in a number of situations encountered.

A process which holds out great promise for flow field and combustion diagnostics has been recently demonstrated. This process known as stimulated Raman spectroscopy, SRS, has been known for over a decade and applied in the first practical demonstration of a collinear CARS system. It has been used with high power pulsed lasers and CW low power lasers. Being of a coherent nature, the SRS signals under certain conditions may exceed the signal strength of the CARS signals, with the added advantage of being linear and the fact that the technique is self-phase matched and thus requires no great effort in this respect.

In terms of high signal response, a technique which has been known for several decades is the fluorescent diagnostic method. Here the major interfering phenomenon of the spontaneous Raman technique is being utilized as a diagnostic technique. This technique, in spite of its very high signal levels, has not been until recently very successfully applied. The major obstacle being the strong collisional quenching process associated with fluorescence, which is competing with the radiative decays, and thus makes the measured fluorescent intensities ambiguous.

The cited possible nonintrusive diagnostic techniques are discussed at length in this work. A description and evaluation of these new techniques, the accomplishments to date and their potential applicability to flow fields and combustion systems is presented here.

THE RAMAN EFFECT

The Raman effect is the phenomenon of light scattering from a material medium, whereby the light undergoes a wavelength change and the scattering molecules undergo an energy change in the scattering process. The Raman scattered light has no phase relationship with the incident radiation. Based on quantum theoretical considerations, the incident photons collide elastically or inelastically with the molecules to give Rayleigh and Raman lines respectively with the inelastic process much less probable than the elastic. The process of light scattering can be visualized, as the process of absorption of an incident photon of energy \( E \) by a molecule of a given initial state, raising the molecule to a virtual state, from which it immediately returns to a final stationary state emitting a photon of the difference energy between the two stationary states and incident energy \( E \). This is seen graphically in the schematic diagram of Fig. 1, where vibrational and rotational transitions are indicated corresponding to the appropriate vibrational and rotational selection rules which are \( \Delta J = 0, \pm 2 \) and \( \Delta V = \pm 1 \). Since the anti-Stokes lines must originate in mole-
cules of higher energy level, which are less abundant at normal temperatures, the anti-Stokes lines would be expected to be much weaker than the Stokes lines. This qualitative description of the Raman effect is obviously very superficial. For a more rigorous and complete discussion of this effect one must consult the cited references.

An inspection of Fig. 1 reveals that the incidence of a photon on a molecule, if Raman active, may result in the excitation of vibrational as well as rotational transitions. Fig. 2 presents an approximate Raman and Rayleigh scattering response from air illuminated by a Ruby laser. It is evident that the Rayleigh as well as the vibrational spectra have closely associated rotational wings. Since, for our purposes, the vibrational scattering is of direct interest, it is worthwhile to examine the vibrational Raman response. It consists essentially of three branches: (1) the intense Q-branch for which \( \Delta J = 0 \), (2) the much weaker Q-branch for which \( \Delta J = 2 \), and (3) the S-branch for which \( \Delta J = 2 \) of approximately the same intensity as the Q-branch. The O and S branches are much weaker than the Q-branch and represent only about 1% of the intensity of the Q-branch. They are therefore of minor importance as far as the present applications to fluids are concerned. The Q-branch, if a high dispersive instrument is used, can be resolved into components corresponding to the energy levels characterized by the quantum numbers \( v = 1, 2, 3 \), etc. These of course will appear at elevated temperatures, and may be used to determine temperatures, Fig. 3. Since in fluids the orientation of the molecules cannot be fixed, the scattering will correspond to an average overall molecular orientation, and the vibrational Raman scattered intensity as derived using the Placzek polarizability theory may be expressed as

\[
I_{S, A} = CNI \frac{(\delta_{v, v} + \delta_{v', v'})}{(1 - \exp \frac{\hbar \nu}{kT})}
\]
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and from the relative intensity of the Stokes and anti-Stokes lines, taking account of the Boltzmann factor, the temperature is given by

\[ T = \frac{\hbar c v}{k} \left[ \ln \frac{I_v}{I_A} + 4 \ln \left( \frac{v_0 + v}{v_0 - v} \right) \right]^{-1} \]

It should be noted that the scattered intensity is proportional to the fourth power of the frequency and to the incident intensity and, of course, to the number density of a given species. It is well-known that the pure rotational Raman spectra appearing near the exciting radiation frequency can be quite intense. However, the very small wavelength separation of the lines particularly in a mixture of gases makes the pure rotational spectra very difficult to use for diagnostic purposes as defined here in spite of its stronger signals. The weakness of the Raman scattering technique is its low scattering cross-section. Consequently, the signal obtainable is a major factor in determining the applicability of the technique to a given problem. The number of photo-electrons contributing to the signal, may be written

\[ n_s = \frac{E_p N_o n_o E_p}{e} \]

where \( E_p \) is the energy per photon, \( N_o \) is the optical efficiency of the collecting optics, and \( n_o \) is the quantum efficiency of the photocathode. The last equation may also be written in terms of an output voltage from a photomultiplier tube across a load \( R \), with a gain \( G \) and laser pulse duration \( t \),

\[ V_s = \frac{E_p N_o n_o G \cdot e \cdot R \cdot (E_p \cdot t)}{e} \]

where \( e \) is the electron charge in coulombs and \( V_s \) the signal voltage. The last two equations permit the evaluation of the achievable voltage signal or photon-count in a given situation, if not exactly, at least to a first reasonable approximation. (The laser pulse in the above approximation is assumed to have a rectangular shape whereas in actuality the laser pulse has generally a Gaussian distribution in intensity). The voltage signal or photon count must exceed the signals due to background noise or other disturbing signals, if the measurement is to be useful.
Some features of the Raman diagnostic technique

At this point it is clear that, in principle at least, instantaneous and simultaneous data for the determination of species concentration and temperature can formally be obtained. The former because the Raman transition takes place in a time of the order of fractions of picoseconds for most Raman active molecules, if illuminated by light in the visible range; and the second because one may record the Stokes and anti-Stokes intensity at the same time, the number of data points depending on the number of receiving channels one has available. The vibrational Raman system, which generally permits clear identification of species involved, is generally used. An obvious difficulty in performing Raman intensity measurements is the extremely small equivalent Raman scattering cross-section. Typically, this cross-section may vary between $10^{-22}$ cm$^2$ and $10^{-31}$ cm$^2$, depending on the molecule under investigation and the frequency of the primary light. Since the frequency dependence is of over-riding importance here (fourth power), and is essentially the only parameter which is at the disposal of the experimentalist, one would tend to automatically choose the laser operating at the highest frequency. While this choice might be desirable in one respect, other aspects of this choice might be less favorable.

The line separation of the resulting Raman spectra is greater as a result of longer wavelength lasers, than shorter wavelength sources of primary radiation. This feature may become important in cases where several species are involved and their measurement and resolution are desired, in particular when narrow bandpass filters are contemplated. Figs. 4 and 5 illustrate this problem very clearly, both in terms of concentration measurements of a mixture of gases and the preference of using the ratio of the vibrational Stokes to anti-Stokes intensity for the determination of temperature, as opposed to the rotational spectra. It should also be pointed out that the use of a nitrogen laser at the conventional energy (1mJ) levels available, requires the utilization of photon counting techniques and generally mean values of the measured variables are obtained, while with a Ruby laser, due to its much higher energy (4 joules) per pulse (several orders of magnitude), single pulse operation is possible and therefore instantaneous values can be obtained. The latter is also true for a doubled neodymium YAG laser operating at 5320Å available at a repetition rate of 10pps at energy levels in excess of 0.5 joules.

In addition to these pulsed lasers, C-W lasers are being utilized to perform Raman measurements. In particular the argon ion laser operated at 5145Å or 4880Å is very useful in steady state systems where mean concentration and temperature are desired. C-W lasers would, of course, be ideal for time re-
solved Raman measurements of fluctuating flow fields and combustion systems. However, the available commercial lasers are of insufficient power to provide useful data concerning fluctuating systems.

It is therefore apparent from the above that spontaneous laser Raman scattering has all the desired features of an ideal probe. There are, however, problems associated with this diagnostic method.

In discussing the feasibility of diagnostics by means of monitoring the intensity of radiation, and particularly scattered radiation resulting from the Raman effect, one must consider the background radiation which may interfere with the desired signal and render it useless. There are a number of sources which may contribute to the undesired background radiation. In order of significance they are: Rayleigh scattering, scattering of the incident beam by viewing port windows, walls and large particles in the flow, gas particle and surface fluorescence, ambient light, detector dark current, electrical noise and detector shot noise.

The first two, being of the same frequency as the incident beam and thus spectrally separated from the desired signal, can be filtered out using proper interference filters or spectrophotographs used for the selection of the desired signals. The fluorescence problem can be a very serious problem. Careful selection of the materials and surface coatings may eliminate this problem. In some cases by proper choice of the primary laser this problem can be avoided. In this respect, the use of a Ruby laser has not caused any significant fluorescent problem in this laboratory. The detector dark current and electrical noise can generally be coped with by using photomultiplier coolers, which serve a dual purpose of decreasing the dark current and shielding the photomultiplier from electrical interferences. As far as the shot noise is concerned, this problem must be dealt with at the data processing level.

In general the larger the signal-to-noise ratio the better the system. As has been pointed out, a very convenient parameter to assess the capability of a system is the "feasibility index". This index was defined as $X = N \cdot L \cdot \omega \cdot \eta$, where $N$ is the number density of the scatterers per cm$^3$, $L$ is the length of the sample in the direction of the laser beam, $\omega$ reference cross-section, and $\eta$ and $\omega$ the solid angle and optical efficiency, respectively. The minimum feasibility index for a 1 joule Ruby laser in a single pulse operation is approximately $10^{-15}$. Thus, for a situation where this index is below $10^{-15}$ a 1 joule single pulse laser would not provide the desired information. An increase in the laser energy or any of the other factors may be necessary. There is, however, a limit on the laser energy one may apply. The laser energy density should be below the breakdown threshold which for Ruby and air appears to be around $10^4$ W/cm$^2$.

The choice of the proper method of spectral analysis can be very important. There are basically three methods available. The standard monochromators, interference filters and Fabry-Perot interferometers. Each has a range of applicability and its positive as well as negative features. The interested reader may consult standard texts or some of the references cited.

The detection of the scattered photons of interest is best accomplished by photomultipliers. They are the most sensitive low level light detectors available at present, applicable in the wavelength range from u.v. to near infrared or from about 3-10 thousand Angström wave length. The output of the photomultiplier may be used in one of several ways: a) as an input to a d.c. amplifier, b) as an input to a photon counter, c) as an input to a phase sensitive detector, or as a combination or modification of the above basic schemes.

In general photon counting is more accurate than a direct reading of the photomultiplier current. The reasons are: 1. the d.c. level caused by leak-
average currents of photomultiplier tubes cannot be detected by photon counters,
2. the statistically varying heights of the detector output pulses are replaced
by standard height pulses,
3. the photon counting rate with proper care can be made insensitive to power supply voltage fluctuations. However, at high photon
count rates photon counting may present some difficulties particularly if the
detection rate exceeds about $10^7$ counts sec$^{-1}$.

Recently a new detection system has been introduced. It offers a number of
advantages over photomultiplier tubes. It is supposed to be capable of pro-
viding simultaneous measurements of the Raman scattering signals of a multi-
plicity of species at many spatial points, during a single laser pulse. It
would therefore be capable in conjunction with proper computational facilities
to provide in addition to concentration and temperature, data necessary for the
determination of spacial correlation functions.

Two commercial versions are now on the market, the first and most known
is the optical-multichannel analyser OMA and the more recent entree, the DAARS.
Both claim a photon sensitivity as high as the best available photomultiplier.
One claims one signal count for two detected photons, the other one count per
photon. I have not been able to confirm that with either. Be it as it may,
this kind of a detector represents a major advance in the laser scattering
diagnostic technology. At this point it must be mentioned that, due to the
simultaneous and instantaneous response of the spontaneous Raman signals, the
correlation and crosscorrelation parameters defined in the following $^{32}$ can be
obtained. Thus:

$$\frac{C'_aC'_b}{C_aC_b} = \frac{1}{n} \sum_{i=1}^{k} f_i(C_{a_i} - C_a)(C_{b_i} - C_b)$$

$$\frac{C'_a \cdot C'_b}{C_a \cdot C_b} = \frac{1}{n} \sum_{i=1}^{k} f_i(C_{a_i} - C_a)^2(C_{b_i} - C_b)$$

and

$$\frac{C'_a \cdot C'_b}{C_a \cdot C_b} = \frac{1}{n} \sum_{i=1}^{k} f_i(C_{a_i} - C_a)^2(C_{b_i} - C_b)^2$$

where $f_i$ is the frequency of occurrence of the joint values $C_{a_i}$ and $C_{b_i}$ and
$n=\Sigma f_i$ and $C_a$ and $C_b$ are the concentrations of species $a$ and $b$.

CARS

Coherent anti-Stokes Raman scattering has been receiving a great deal of
attention since its introduction in 1973 by Regnier, Mya and Taran. It became
popular among the researchers in the field of combustion and particularly com-
bustion in systems with excessive soot. As discussed previously, the spontaneous
Raman techniques cannot easily handle this type of flow field. It has been
shown $^{21,23,24,33}$ that the coherent anti-Stokes Raman scattering system can pro-
vide signals several orders of magnitude higher than the Spontaneous Raman sig-
nals for the same initial driving laser intensity. In addition, the coherent
character of the signal beam allows the collection of the total beam and at the
same time minimize the collection of the interfering radiation.

Theory

When an incident photon of fixed frequency $\omega_1$, interacts with a tunable
photon $\omega_2$ (Stokes photon of the given specie of interest) through the third or-
der nonlinear Raman susceptibility it generates a polarization field which is
responsible for coherent radiation of frequency $\omega_3 = 2\omega_2 - \omega_1$. If $\omega_1-\omega_3$ is of or
near a Raman resonance line the intensity of the Coherent radiation becomes
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very large, in fact several orders of magnitude larger than the intensity of the spontaneous Raman radiation, and it occurs at the Raman anti-Stokes line with respect to the incident radiation \( \omega_1 \). In Fig. 6 an energy level and the corresponding phase matching diagrams are shown, which are self-explanatory.

The CARS radiated power for the case of collinear diffraction limited beams, can be shown to be:

\[
P_3 = \left( \frac{\omega_3}{\pi d} \right)^2 \left( \frac{4\pi^2}{c^2} \right)^2 \frac{P_1 P_2 |x|^2}{P_3}
\]

where \( P_1, P_2, \) and \( P_3 \) are the incident, Stokes and anti-Stokes powers respectively and \( |x| \) is the absolute Raman nonlinear susceptibility given by

\[
x = K_j \Gamma_j (2\Delta \omega_j - \Gamma_j)^{-1}
\]

where \( \Delta \omega_j = \omega_j - (\omega_1 - \omega_2) \) is the detuning frequency and

\[
K_j = 4\pi C^4 (\hbar \omega_j \Gamma_j)^{-1} N_{j} g_j (\omega_0 / \hbar)
\]

\( \omega_j \) is the frequency of a particular possible transition from \( V_j \rightarrow V_j' \), \( \Delta_j = \) the normalized population difference between the levels involved in the transition, \( g_j = \) line strength factor equal to \( \langle V_j \rangle \) when at resonance \( \Delta_j = 0 \) and \( |x| = K_j \), and \( \Gamma_j \) is Raman line width. The interaction of this type of a CARS system will occur in a beam diameter \( d \) of length \( l \) given by:

\[
d = 4 \lambda f / \pi D \quad l = \pi d^2 / 2k
\]

where \( f, \lambda \) and \( D \) are the focal length of the lens, the wavelength of the incident beam and the beam diameter at the lens respectively.

As is evident from the above, the CARS technique is a nonlinear technique, unlike the spontaneous Raman technique. It is a double ended technique. It is therefore necessary to traverse the sample and obtain the desired signal at the opposite side of the signal input to the sample. CARS can resolve only one specie at a time. The resolved specie corresponding to the applied Stokes beam. Spontaneous Raman as pointed out previously can resolve simultaneously as many species as there are in a mixture providing the acquisition system is capable of resolving the acquired spectra.

In applying CARS to a system, one must exert caution if the flow-field is very turbulent and extensive. Beam steering may cause difficulties in phase matching and relating the signals to actual concentrations and temperatures as obtained by this method.
COHERENT RAMAN GAIN TECHNIQUE

A technique as old as CARS which provides a coherent signal beam of considerable strength has until recently been completely neglected as a diagnostic tool. This technique is based on stimulated Raman spectroscopy SRS. Recently it has been reported that sensitivities comparable or exceeding those of CARS under similar conditions can be obtained. The added attraction of this new technique is the possible utilization of two low power C-W lasers, and the linear response of the technique.

Theory

The idea behind the direct SRS technique using C-W sources is as follows. A linearly polarized pump beam of a frequency \( \omega_1 \) is using an electro-optical modulator - modulated and combined coaxially through a dichroic mirror with a probe beam of frequency \( \omega_2 \). The combined beam is focused through the sample. The modulated pump beam produces a modulated Raman gain at the Stokes frequency or Raman loss at the anti-Stokes frequency which is then detected by the probe beam Fig. 7. If the probe and pump beams are focussed collinearly through the sample, it can be shown that the fractional power gain \( \frac{\delta P(\omega_2)}{P(\omega_2)} \) at the probe frequency \( \omega_2 \) induced by the pump beam of a frequency \( \omega_1 \) is given approximately by

\[
G = \frac{\delta P(\omega_2)}{P(\omega_2)} \approx 384w_1^{-2}c^{-1}n^{-1}\text{Im}X_3(\omega_2,\omega_2,\omega_1,\omega_1)P(\omega_1)
\]

where \( n \) is the refractive index at frequency \( \omega_2 \), \( P(\omega_2) \) and \( P(\omega_1) \) are the probe and pump powers respectively \( \chi = (2\pi)^2/\omega_1\omega_2 \) and \( \text{Im}X_3 \) is the imaginary part of the third order nonlinear susceptibility which is given by:

\[
\text{Im}X_3(\omega_2,\omega_2,\omega_1,\omega_1) = \pi\text{Re}^2(2\pi\nu_2)^{-1}L(\omega_1-\omega_2)d\omega_2d(1/\nu_2)
\]

where \( L(\omega_1-\omega_2) \) is the line shape function equal to unity at the line center. Since both CARS and SRS depend on the nonlinear susceptibility \( \chi_3 \) it is worth pointing out that SRS is linearly dependent on \( \chi \) and the pump power \( P(\omega_1) \), whereas CARS's dependence on these parameters is quadratic. One other property of SRS is the fact that the SRS technique is self-phase matched and therefore requires only an overlap of the two beams to proceed with the interaction, similar to the collinear CARS system. The technique is insensitive to slight depolarization of the beams, and offers high resolution.

As an example of the signal strength of SRS, Owyoung cites the following: the 992 cm\(^{-1}\) mode of liquid benzeno for which \( \tau X_3 = 15.9\times10^{-19}\text{cm}^3/\text{erg} \), a pump power of 100mW yields an SRS signal \( \delta P(\omega_2)/P(\omega_2) = 3.5\times10^{-5} \) which is about 6 orders of magnitude larger than that obtained at comparable power levels in CARS.
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There are, however, certain problems associated with this diagnostic technique. The most serious of them being the required probe laser stability, and mode purity.

As of now, experimental data in liquids and dense media have been obtained. The application to gaseous media have been limited as of now to molecular hydrogen at 1/4 to 14 atm. of pressure.

LASER INDUCED FLUORESCENCE

A technique which holds out great promise as a diagnostic tool in flames, combustors and combustion driven MHD generators is laser induced fluorescence. The great attraction of this technique is the relatively very high scattering cross-section, compared to any of the thus far discussed techniques. It is a very sensitive, spatially precise technique for determination of the species concentration in difficult environments. Fluorescence occurs when a light beam which is in resonance with a particular absorption line of an illuminated molecule, excites it into a higher energy level which, after a time delay of the order of $10^{-8}$ sec, radiatively decays to the original or intermediate energy level with the spontaneous emission of a corresponding photon. This process is illustrated in the simple energy level diagram Fig. 8. This process could

\[
\begin{align*}
\text{hv} & \quad \text{hv} \\
\text{\textbf{FIG. 8 ENERGY LEVEL DIAGRAM FLUORESCENCE}} \\
N_L & > Q_L + A_L
\end{align*}
\]

therefore be used for diagnostic purposes, provided that this spontaneous emission is the only deexcitation process active. This however is not the case. Since at STP the collision rate is of the order of $10^{10}$ sec$^{-1}$, collisional deexcitation of the excited molecules may occur without radiative emission. This phenomenon known as collisional quenching is essentially a very complicated process depending on a number of properties of the gas under investigation such as density, temperature etc. Since those are the properties one is trying to measure, the computation of the quenching effects, effecting the measurement of some of those properties is generally very difficult.

Theory

Recently, Daily$^{16}$ proposed a technique which may result in a very sensitive and useful method of obtaining concentrations. It is based on the so called saturation condition given by

\[
N_L = N_k R_k / R_k
\]

where $N_L$ and $N_k$ are the upper and lower state number densities. This condition requires that:

\[
B_{kk} I \gg Q_k + A_k
\]
where $B_k$ and $B_{k'}$ are the Einstein coefficients for stimulated emission and absorption. $A_{k'k}$ is the total Einstein coefficient for spontaneous emissions summed over all transitions, $Q_s$ is the total quenching probability, and $\Pi_{\nu}P/\Delta \nu$ is the laser beam energy density of the wavenumber interval $\Delta \nu$ and finally $P$ and $A$ are the incident power and cross-sectional area of the focal volume of the sample, respectively.

Assuming that the saturation condition is satisfied and $N_k$ is saturated, the fluorescent intensity can be written:

$$I_k = h\nu A_k(4\pi)^{-1} \Omega V_{c}N_k/B_k$$

where $\Omega$ is the solid angle of the collecting optics and $V_c$ is the excited volume. In the simplest case of a two level system $N_0$, the total number density is given by

$$N_0 = N_k + N_{k'} = N_1 + N_2$$

with $B_k/B_{k'} = 8_{k'/k}$ resulting in the total number density

$$N_0 = I_2(8_{k}/8_{k'})^{1/4}(h\nu A_k V_{c}^{1/2})^{-1}$$

For multi-level system, assuming that the lines can be separated, similar expression for the total number density can be found. The complexity, however, increases greatly particularly the separation of the fluorescence spectrum of the various levels. In principle this technique requires the illumination of a gas volume with the intensity $I$ and the collection of the fluorescence radiation at 90° from the laser beam. From the last equation it is apparent that the concentration can be measured without any knowledge of the quenching probabilities when the saturation technique is used. However not all species are suitable for fluorescent diagnostics. First of all the species must have its first excited electronic energy level located such that the absorption transitions are in a portion of the spectrum that can be covered with a laser. Second, the rotational spectrum must be sufficiently wide spaced such that the individual absorption and emission lines can be easily isolated. The last requirement might be difficult to satisfy with more complex molecules, whose rotational vibrational structure can be very complicated. It is therefore clear that while this technique can provide very strong signals in hostile environments, the range of applicability is limited to a selected group of species. In addition, only one species at a time can be measured, with a given laser wavelength, in contrast to spontaneous Raman, where all the species present can be identified simultaneously using only one laser. In addition the temperature can be determined simultaneously with the concentration using spontaneous Raman, whereas the fluorescence technique cannot provide the temperature.

Laser Doppler Velocimeter

Laser Doppler Velocimetry is the best known laser based diagnostic technique. Mie scattering in conjunction with the Doppler effect provides the theoretical basis of the LDV. The laser Doppler velocimeter has been in use for over a decade. Its development has reached a point where most laboratories use it as a standard measuring device. The theoretical and operational background is described in References 31, 32 where most aspects of LDV technology have been treated and additional references can be found.

The operation of an LDV is predicated on the assumption that particles suspended in the flow, move with the same velocity as the fluid whose velocity
one is attempting to measure. Furthermore, in the case of a turbulent flow, it is assumed that the frequency spectra of the scattering particles, provide the required information regarding the turbulent structure of the flow field. The latter is associated with particle dynamics. The effect of particle dynamics on the performance of LDV has been considered by a number of researchers.\textsuperscript{38-41} They all came to the conclusion that the size of the scattering particle has an effect on the frequency resolution of the spectrum. This is shown in Fig. 9.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig9.png}
\caption{Response of aluminum oxide particles to turbulent fluctuations.}
\end{figure}

It is evident from the above, that the relationship of the frequency spectra from an LDV, to the turbulence spectra of a flow field is limited to the lower frequency region, that limitation being a function of the size of the majority of the scattering particles. This puts also a restriction on the use of naturally occurring particulates, because their sizes are generally unknown. The above suggests that for a more meaningful interpretation of the LDV measurements, a monitoring of the sizes of the particulates should be carried out and incorporated in the data reduction process. Careful choice, however, of the size and number of scatterers does permit one, within limits, to determine the velocity of the fluid and its turbulent intensity. The major problem in laser Doppler velocimetry is the acquisition, processing, and handling of the acquired data not the principle itself. Of the many optical arrangements possible, the one most frequently used is the dual scatter or sometimes known as the differential scatter systems. A schematic diagram of this type of an arrangement is shown in Fig. 10. The reason for its popularity is the fact that it can be operated in the forward as well as backward
scatter mode. The acquired signals are independent of the angle of observation, and the alignment process is very simple. The translation of the signals into velocity and turbulent intensity of a one-dimensional dual scatter LDV is essentially reduced to the measurement of frequency. Since frequency can be measured with very high precision, extreme care is required in acquisition, processing, seeding and control of the LDV system to obtain precise velocity information.

At this point it should be mentioned that one of the very important parameters in combustion research is the droplet or particle size distribution in the flow field. Besides the standard sampling probe methods, optical methods based on the Mie scattering have been developed over the years. It has also been found that for spheres the scattered light intensity is a complicated function of the scattering angle, of the size parameter \( a = \frac{d}{\lambda} \), the refractive index and the polarization. Durst\(^5\) using two photomultipliers on both sides of the optical axis of a forward scattering LDV was able to show that under certain conditions the phase difference between the two signals could be related to the particle size. Farmer\(^7\) on the other hand, using fringe spacings larger than 100\(\mu\)m, was able to measure particles whose diameter was less than 100\(\mu\)m using the fringe concept. Youle et al\(^8\) using a dual scatter LDV was able to measure particle sizes between 30–240\(\mu\)m. The particles had to be transparent, spherical and larger than the fringe spacing. They found that under those conditions, the peak LDV signal increased monotonically with the diameter of the particles. As of now there appears to be no satisfactory diagnostic technique based on Mie scattering, holography, or diffusion correlated spectroscopy capable of providing unambiguous measurements of size and concentration of particulates in a flow remotely and nonintrusively. Most of the techniques mentioned are under development and further research is needed to develop particle diagnostics for combustion flows.

Applications: Experimental Results

The previously discussed, laser-based diagnostic techniques have been and are still being developed for the most part for a unique purpose. That is, to provide a reliable, non-intrusive, non-disturbing probe for the measurement of the relevant parameters of fluid dynamics and combustion. It is obvious that the spontaneous Raman and LDV techniques would fit that purpose completely if all the encountered practical systems would be ideal, that is, free from interfering radiation and noise. As has been pointed out previously, the equivalent scattering cross section of the spontaneous Raman technique is relatively very low and subsequently this technique is not universally applicable. However in systems where this technique can be applied, it, in conjunction with an LDV, presents a very unique diagnostic system. As an example, the system utilized in our laboratories and shown in Fig. 11 is capable of providing simultaneous measurements of concentration of 4 species, or 2 species and their respective temperatures, the velocity, the turbulent intensity, the correlations and cross-correlations of species and velocities, and in reacting flows the mixedness parameters. In addition the probability density functions (PDF) which is of importance in combustion modeling can be obtained easily.

The system shown in Fig. 11 is self-explanatory. The number of receivers is by no means limited to four. Any number required for a given system may be incorporated without affecting the system's performance. In the next several figures examples of measurements performed on turbulent diffusive flames are given. Thus Fig. 12 shows the normalized axial velocity and temperature distribution in a flame with the corresponding turbulence intensity and temperature fluctuation. Fig. 13 shows the normalized nitrogen, carbon dioxide and oxygen concentration distribution and the corresponding fluctuations in the same flame. Fig. 14 represents the first and second order correlations between oxygen, nitrogen and carbon dioxide. Finally some histograms of the \( N_2 \) specie in the flame are shown in Fig. 15 at several points. It must be emphasized that all these data have been taken simultaneously with the apparatus shown in Fig. 11.
As discussed previously, under certain conditions the spontaneous Raman technique becomes inapplicable. Under those conditions, attempts have been made to utilize CARS. While CARS cannot replace spontaneous Raman, it is capable of providing information concerning density and temperature of a single species in a hostile environment. There are essentially two types of optical arrangements utilized in CARS. They are both shown in Fig. 16. The first one is the so-called collinear one. The other is the so-called "boxcars." Both are essentially self-explanatory. The reason for the "boxcar" is the desire to improve the spatial resolution, with a possible sacrifice in the anti-Stokes intensity. One should remark that the collinear type is self-phase matching, whereas the "boxcar" requires some delicate adjustments. The collinear system can be quite simple if one uses a stimulated Raman cell to generate the necessary Stokes line.\[^{22}\]
Some examples of data obtained using CARS are shown in the next few figures. Thus Fig. 17 shows the concentration of unburned methane in a sooty flame, obtained with a collinear system and a stimulated cell, while Fig. 18 shows the radial temperature profiles in a laminar propane diffusion flame obtained using the so-called "boxcar" system. It would be emphasized again that CARS, unlike spontaneous Raman, can supply only temperature and concentration of one specie at a time with a given set of lasers. It is not generally applicable to provide fluctuation information or correlation parameters.

The practical application of laser fluorescence is still very limited. The available data in the open literature are scarce and of limited scope. The same is true of the stimulated Raman technology. Both of these techniques as discussed previously hold out great promise for the future, by virtue of their great radiation transfer efficiency and their pointwise resolution capability. Both techniques need further development.
FIG. 18 TEMPERATURE PROFILE IN A PROPANE FLAME

TABLE I - SUMMARY

<table>
<thead>
<tr>
<th></th>
<th>Raman</th>
<th>CARS</th>
<th>SRS</th>
<th>Fluorescence</th>
<th>LDV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specificity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>X</td>
</tr>
<tr>
<td>Linearity</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Independent Response</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>X</td>
</tr>
<tr>
<td>Spacial Resolution</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Remoteness</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Single Endedness</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Instantaneity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes</td>
</tr>
<tr>
<td>Nonintrusiveness</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes*</td>
<td>Yes</td>
</tr>
<tr>
<td>Simultaneity</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>General Applicability</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Applicability to Fluctuation Measures</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes*</td>
</tr>
<tr>
<td>Auto and Crosscorrelation</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*conditionally
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WAVE PHENOMENA IN LASER-PLASMA INTERACTION

SHALOM ELIEZER and HAGAI ZMORA

Plasma Physics Department
Soreq Nuclear Research Centre, Yavne, Israel

The basic phenomena of the interaction of high intensity laser radiation with matter are presented. The interaction physics between laser and matter leading to thermonuclear burn can be schematically summarized by the following sequence of events:

Light absorption → Energy transport → Compression → Nuclear fusion

The irradiated matter consists of a dense inner core surrounded by a less dense plasma corona. The laser radiation is mainly absorbed in the outer periphery of the plasma (at an electron density of \(10^{21}\) cm\(^{-3}\) for a 1.06\(\mu\)m radiation). The energy is transported from there both inward to the ablation surface and outward into the expanding plasma. The onset of inward-going shock and heat waves results in the compression and heating of the core to a high density and temperature, adequate to meet the conditions needed for thermonuclear burn.

The various wave phenomena associated with these processes are described.

INTRODUCTION

The controlled thermonuclear fusion of hydrogen isotopes (D + T → α + n + 17.6 MeV) is potentially the best long term solution for the energy problem. In order to efficiently burn the thermonuclear fuel, certain conditions must be met, regardless of the heating and confinement method. First, ignition temperature (about 10 keV for DT fuel) must be reached. Second, the Lawson criterion, \(n \cdot \tau > 10^{17}\) cm\(^{-3}\) sec (where \(n\) is electron density and \(\tau\) is the confinement time) must be met. In laser fusion, the Lawson criterion is met by maximizing \(n\) through the implosion and compression of the fusion fuel; 1000 fold compressions are expected. The confinement time \(\tau\) is fixed by the inertia of the imploded material. The pellet compression
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is essential for a successful laser fusion scheme. The confinement time of a 1mm pellet is about 200 psec, and the fusion reaction time is about 200 nsec. Consequently, only about 0.1 percent of the fuel will be burnt with no net gain. If on the other hand the pellet radius is reduced 10 fold, (the density would then increase 1000 fold), the confinement time would be reduced by a factor of 10, but the burn time would decrease by a factor of 1000, leading to a factor 100 increase in efficiency. An additional advantage of high core density is that the part of the reaction energy carried by the $\alpha$ particles (3.52 MeV per reaction) would be deposited within the pellet and propagate a thermonuclear burn wave. As a result, the needed ignition energy is reduced considerably (by a factor 100) since one would not have to bring the whole pellet to the ignition temperature.

The interaction physics between laser and matter, leading to thermonuclear burn, can be represented schematically by the following inter-correlated processes:

Light absorption → Energy transport → Compression → Nuclear fusion

The irradiated matter consists of a dense inner core, surrounded by a less dense corona. The laser radiation is mainly absorbed in the outer periphery of the plasma, up to a "critical density" $n_c$ where the plasma frequency equals that of the laser light. The energy is transported from there both inward to the ablation surface and outward into the expanding plasma. The onset of inward going shock and heat waves results in the compression and heating of the core to a high density and temperature, adequate to meet the conditions needed for thermonuclear burn. These steps are inter-correlated. For instance, the transport of energy is influenced by the presence of turbulence in the plasma, which in turn, is generated in the absorption process. On the other hand, if the energy transport is inhibited, the density profile in the absorption region is steepened and the absorption mechanism is affected.

The concept of laser driven fusion has become a major research field during the last decade. Table 1 lists the main laser fusion facilities around the world. The basic parameters of the lasers used and the plasmas

<table>
<thead>
<tr>
<th>Laboratory</th>
<th>Wavelength (μm)</th>
<th>Power($10^{12}$W)</th>
<th>No. of beams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Livermore (USA)</td>
<td>1.06</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>Los Alamos (USA)</td>
<td>10.6</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Lebedev (USSR)</td>
<td>1.06</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Rochester (USA)</td>
<td>1.06</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Osaka (Japan)</td>
<td>1.06</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>10.6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Limeil (France)</td>
<td>1.06</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Rutherford (England)</td>
<td>1.06</td>
<td>0.8</td>
<td>2</td>
</tr>
<tr>
<td>KWS (USA)</td>
<td>1.06</td>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>0.2</td>
<td>2</td>
</tr>
<tr>
<td>NRL (USA)</td>
<td>1.06</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>NRC (Canada)</td>
<td>10.6</td>
<td>0.1</td>
<td>2</td>
</tr>
<tr>
<td>Palaisseau (France)</td>
<td>1.06</td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Garching (Germany)</td>
<td>1.06</td>
<td>0.05</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Soreq (Israel)</td>
<td>1.06</td>
<td>0.05</td>
<td>1</td>
</tr>
<tr>
<td>ANL (Australia)</td>
<td>1.06</td>
<td>0.05</td>
<td>1</td>
</tr>
<tr>
<td>Bern (Switzerland)</td>
<td>1.06</td>
<td>0.05</td>
<td>1</td>
</tr>
</tbody>
</table>

[67]
produced in laser fusion research are summarized in Table 2. One can distinguish between large, multibeam facilities and small, usually single beam systems. Although the physics of compressions of spherical targets with high neutron yields can be studied only with large, multibeam facilities, the physics of absorption and transport can conveniently be dealt with single beam, low power but high focussed intensity lasers and planar targets. Because of their simplicity and ease of operation and high repetition rates, these systems are often more advantageous for basic research. In contrast to high power TW lasers, focal spots of a few μm are easily achieved with small systems and thus the power density on target is still high (up to \(10^{16} W/cm^2\)).

The physics of laser-plasma interaction is based on hydrodynamics of one or more fluids, or alternatively, Boltzmann or Vlasov equations are used, together with Maxwell equations. This set of equations together with appropriate boundary conditions have all kinds of wave solutions: periodic waves, solitary waves or shock waves. These wave phenomena involved in the process of the interaction of the laser with the plasma are listed schematically in Figure 1. Although we shall try to discuss the main physical phenomena involved, no attempt has been made to cover all the vast theoretical and experimental work done in this field.

### Table II: Laser and Plasma Parameters

<table>
<thead>
<tr>
<th>Laser</th>
<th></th>
<th>Plasma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>(\lambda=(0.53 \pm 10.6)\mu m)</td>
<td>Size</td>
</tr>
<tr>
<td>Irradiance</td>
<td>(I=(10^{13} \pm 10^{17}) W/cm^2)</td>
<td>Duration</td>
</tr>
<tr>
<td>Electric field</td>
<td>(E=(6 \times 10^7 \pm 6 \times 10^9) \text{Volt/cm})</td>
<td>Expansion velocity</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>(B=(2 \times 10^5 \pm 2 \times 10^7) \text{Gauss})</td>
<td>Electron density (n_e &gt; 10^{18} \text{cm}^{-3})</td>
</tr>
<tr>
<td>Light pressure</td>
<td>(P=(47 \times 10^{-2} \pm 47) \text{Mbars})</td>
<td>Electron temperature (T_e &gt; 100 \text{eV})</td>
</tr>
</tbody>
</table>

Plasma frequency \(\omega_p = 1.8 \times 10^{15} \text{rad} / 10^{11} \text{sec}\)

Critical electron density \(n_c = 10^{21} (\lambda/\mu m)^2 \text{ cm}^{-3}\)

Collision mean free path \(\lambda = 4.5 \times 10^{12} (\text{eV})^2 / n\) cm

---

Figure 1. Wave phenomena in laser plasma interaction.
The problem of the laser light absorption in the plasma is one of the most important factors in the process of laser driven fusion. The two aspects of absorption which are of interest are:

a) What fraction of the incident laser light is absorbed, and b) What are the mechanisms responsible for the absorption.

The importance of the first question is self-evident for an efficient coupling of energy into the plasma. The form by which energy is absorbed is also of importance because it affects energy transport into the dense material.

The laser light, incident on the target, can penetrate the plasma up to a "critical density" \( n_c \), given by \( n_c = \frac{\omega_0^2}{4 \pi e^2 m} \) from which it will be totally reflected in much the same way as from a metal (\( \omega_0 \) is the laser light frequency, \( e \) and \( m \) are the electron charge and mass).

It is presently believed that the three main processes by which light can be absorbed by the plasma are: a) inverse bremsstrahlung, b) resonant absorption and c) parametric instabilities.

The process of inverse bremsstrahlung is of basic importance as a mechanism for laser light absorption in the plasma. In this process, an electron absorbs a photon as it moves from one free state to a more energetic one in the field of the ion. By simple considerations it can be shown that the attenuation of the light as it traverses the plasma (from the vacuum to the critical surface and back) is given by

\[
I_{\text{abs}} = I_o \left[1 - \exp \left( -\frac{32 \pi L}{15 \omega_0^2} \right) \right] 
\]

where \( I_{\text{abs}} \) is the absorbed light intensity, \( I_o \) is the incident light intensity, \( \omega_0 \) is the laser light frequency, and \( L \) is the scale length over which the electron density changes from zero to \( n_c \) (assumed linear in Eq. 1).

The plasma becomes collisionless, resulting in reduced absorption. A plot of \( I_{\text{abs}}/I_o \) as a function of laser intensity (for \( \lambda = 1.06 \mu m \)) in Fig. 2, (a value of 100 was assumed for \( L \)). As can be seen, classical heating ceases to be effective at about \( 10^{14} - 10^{15} W/cm^2 \) on target.

Collective process in the plasma can efficiently couple laser light into the plasma, by converting the light energy into electron plasma waves. The laser light can excite electron plasma waves, which then accelerate and heat the electrons. The generation of plasma waves is most efficient near the critical surface, where any spatial variation of the ion density will couple light into electron plasma waves.

The profile of the electron density in the vicinity of the critical surface \( n_c \) will effect the relative importance of each of the absorption mechanisms. In general, inverse bremsstrahlung and instability heating will dominate in a plasma with a shallow density gradient. On the other hand, a steep density gradient will increase the efficiency of resonant absorption because the critical surface becomes more accessible to the on-coming laser light. Figure 3 shows a computation of inverse bremsstrahlung and resonant absorption fractions as a function of the electron density scale-length \( L \) carried out for two selected rays impinging on a spherical target irradiated...
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normally by a 1.06μm light.

\[ i_{0.04} = \frac{I}{I_{0}} \text{instability} \]

\[ I (W/cm^2) \]

Figure 2. Fractional absorption as a function of laser intensity-theoretical (Ref. 4).

The spatial variations of the density profile can be caused by a variety of mechanisms such as the pressure exerted by the laser light\(^6\) on the otherwise freely expanding plasma (into the vacuum), transport inhibition of the energy flow from the absorption region to the ablation surface\(^7\) or by stochastic fluctuations\(^8\).

The electron density scale length has been measured experimentally by various methods. Holographic interferometry measurements of the electron density gradient have been carried out, using a frequency quadrupled laser light\(^9\). The results are shown in Fig. 4. In this particular measurement a 41μm glass microballoon was irradiated with a 30 ps, 1.06μm laser light having an intensity of $10^{13}$ W/cm\(^2\). The probing beam (0.266μm) was 15 ps, long. The density profile shows a steepened region near $n_e$ for which a scale length of 1.5μm is inferred. Another type of measurement involves the mapping of the critical and quarter critical surfaces\(^10\). This is accomplished by imaging the source of the $2\omega$, $3\omega$, and $3/2\omega$ light emitted from the plasma. Time resolved measurements yield the value of $L$ as a function of time\(^11\). Typically, values of 10-30μm are obtained for 300 ps, Nd laser pulses. Finally, from space resolved X-ray spectroscopy\(^12\), a value of 50μm was obtained for low intensity ($10^{13}$ W/cm\(^2\)), relatively long pulse (500-700 ps) irradiation of slab aluminum targets.

![Figure 4. Holographic interferometry of a glass microballoon (Ref. 9).](image)

![Figure 5. Geometry for resonant absorption.](image)
It has been recently established that an absorption of 30-50% is achieved when a plane target is irradiated by short laser pulses (30 ps) from a Nd laser in focus, independent of intensity over more than four orders of magnitude, from $10^{13}$ to $10^{17}$ W/cm$^2$. Similar results were also obtained with 10.6μm CO$_2$ lasers. Clearly, these experimental results cannot be explained by classical absorption only, and point out to the importance of collective processes in the plasma, such as resonant absorption or parametric instabilities.

Let us first discuss the phenomenon of resonant absorption. Assume that an obliquely incident electromagnetic wave having the electric field vector $E$ lying in the plane of incidence (x-polarization) is reflected from an inhomogeneous medium (see Fig. 5). There will exist a surface on which the electric field is along the density gradient. The electric field tunnels through the turning point to the critical density and an electrostatic wave is created. The electrons along the density gradient at the critical surface undergo resonantly driven electrostatic oscillations, which will finally damp and result in energy absorption by the plasma.

The importance of the resonant absorption mechanism has been demonstrated experimentally in various laboratories. In these experiments the laser light with power intensity ranging from $10^{13}$ to $10^{16}$ W/cm$^2$ and pulse length in the range of 30 ps, is obliquely incident on a plane target. Upon varying the angle of incidence, plasma parameters such as total light absorption, electron temperature or momentum transfer to the plasma show a definite maximum at about 20° for x-polarized light, whereas no such "resonance" is observed for y-polarization. The total light absorption is higher for x-polarized with respect to the y-polarized light by about 35-50%, independent of laser light intensity. On the other hand, it has been shown experimentally that for long laser pulses (2.5 nsec), this resonant behavior disappears, indicating that resonant absorption is less effective in this case.

Although resonant absorption seems to be less effective for larger pulse lengths, the total absorption efficiency remains quite high. A value of 55% is obtained for 1.06μm pulses of 3 nsec duration and intensity of $7\times10^{14}$ W/cm$^2$ on target. In this region, absorption by parametric instabilities becomes an efficient mechanism. The term "parametric instability" stems from an analogy with parametric amplifiers, in which an external driving source at frequency $\omega_1$ excites natural oscillations of the system at frequencies $\omega_2$ and $\omega_3$ such that energy and momentum are conserved (i.e. $\omega_1 = \omega_2 + \omega_3$; $k = k_1 + k_2 + k_3$, where $k$ is the wave vector). In our case, $\omega_1$ is the driving laser light, $\omega_2$ and $\omega_3$ are either an ion acoustic wave (phonom) or an electron wave (plasmon) which are longitudinal waves, or another photon. The frequency of an ion acoustic wave is given by $\omega^2 = k^2 (\epsilon k + \gamma_1) / M$, and that of a plasmon wave by $\omega^2 = \epsilon k^2 / M$. $\gamma_1$, $\epsilon$, and $\gamma_2$, are electron and ion temperatures (in energy units). $k$ is the wave vector, $M$ and $m$ are the ion and electron mass respectively, $\gamma_1$ is the ratio of specific heats (taken as 3 for a plane wave). $\omega_p$ is the plasma frequency. At the critical surface, $\omega = \omega_p$, while $\omega < \omega_p$.

The possible couplings between these waves are:

a) photon + ion acoustic wave + photon (stimulated Brillouin).
b) photon + plasmon + photon (stimulated Raman).
c) photon + plasmon + ion acoustic wave (parametric decay instability).
d) photon + plasmon + plasmon (two plasmon instability).

The first two mechanisms (and in particular Brillouin back scattering) lead to a reduced absorption, while the two other mechanisms add to the absorption efficiency. The parametric instabilities will occur at any...
amplitude of the driving force, unless there is a damping (collisional or Landau damping) which will limit the growth rate of the instability, or prevent it altogether if the pump wave is not strong enough. For laser light normally incident on a plasma with an inhomogeneous density profile, the estimated absorption efficiency will roughly be given by:

\[ I_{\text{abs}} = \frac{2 \pi k \rho}{\omega} \left( \frac{e}{m} \right) \frac{1}{\omega^2} \]

where \( \Gamma \) is the effective energy damping rate of the instability and \( \rho \) is the size of the plasma effectively participating in the excitation of the instability (\( \rho \) is of the order of the scale-length \( L \)).

This fraction is shown in Fig. 2 (taken from Ref. 4) as a function of laser intensity assuming \( L = 100 \rho_0 \).

Experimental phenomena related to parametric processes should exhibit threshold and intensity dependence as discussed above. The most direct evidence for the role of parametric instabilities in laser produced plasma has come from the observation of harmonic light emission from the plasma. As many as eight harmonics were observed in the backscattered light from a planar Al target irradiated by a \( 10^{15} \) W/cm\(^2\) CO\(_2\) laser. By far the most intense emission of back reflected radiation from the plasma is due to stimulated Brillouin scattering. It has been found that under certain conditions, as much as 50 percent of the incident light is being reflected from a plane target irradiated by a 1.06\,\mu\text{m} light. The problem of Brillouin scattering has been thoroughly investigated for both short pulse and long irradiation in many laboratories because of its paramount impact on the efficiency of light coupling into the plasma. It has been shown that the back reflected light has a threshold at about \( 10^{13} \) W/cm\(^2\), and its percentage increases with laser intensity. Finally, the spectrum of the back reflected light is red shifted, and the rays retrace the incident path. All these phenomena are expected for Brillouin back reflection. The dependence of the back reflected light on the density scale length has been recently studied by the N.R.L. group. In this experiment, polished CH and Al to planar targets were irradiated by a 75 psec, 1.06\,\mu\text{m} light with intensity of \( 10^{14}-10^{15} \) W/cm\(^2\). The main pulse was preceded by a prepulse of variable energy, 2 nsec ahead of the main pulse. The density length produced by the prepulse at the time of arrival of the main pulse is of the order of 100\,\mu\text{m}, which is high enough for a high level of Brillouin growth. This experiment suggests that a significant back scattering may also occur with shaped pulses which are planned for laser fusion.

Emission of \( 3/2 \omega \) radiation has been interpreted as an evidence for plasmons (Langmuir waves) generation at \( n = \frac{3}{4} n_\text{c} \). Plasmons with frequency \( 0.5 \omega \) created there (i.e. by the "two plasmon instability") can couple with the oncoming light wave \( \omega \) to generate a \( 3/2 \omega \) photon. The nature of this radiation has been studied among others, by H.C. Pant et al. It has been found that the onset of this radiation occurs at \( 2 \times 10^{13} \) W/cm\(^2\), in agreement with the predicted threshold calculated for their experimental conditions.

Reflected light at frequency \( 2 \omega \) can also be explained on the basis of parametric instabilities. Plasmons generated near the critical density have a frequency close to \( \omega \). These longitudinal waves can couple with the oncoming light photon \( \omega \), of with another plasmon to give a photon at \( 2 \omega \). This radiation should again exhibit threshold behavior and be red shifted compared with \( 2 \omega \).

Finally, the onset of parametric instabilities should be accompanied by the generation of fast, suprathermal electrons and ions in the plasma. Their existence has been proven directly by charge collectors measuring the energy spectrum of charged particles in the plasma blow-off and also by the X-ray continuum and line spectra emitted by the plasma. For high laser irradiances the continuum spectrum is usually composed of a thermal distribution together with a high energy tail which, if interpreted as a "temperature" \( T_\text{e} \), yields a value of 1–20 keV depending on laser intensity. The line spectrum
contains a line of K radiation from low ionization stages. It has been shown that this radiation comes as a result of energetic, non-thermal electrons impinging on the solid target behind the interaction zone.

To summarize, the possible absorption mechanisms and their predicted regions of occurrence along the density profile are listed in Figure 6. In the low laser intensity regime, where electron temperature is low, collisional absorption dominates, whereas at higher laser intensities (>10^{14} W/cm^2) collective effects take over. The type of collective effect that will dominate depends on the details of the plasma structure. If steep electron density gradients are produced, resonant absorption will be an important mechanism whereas shallow gradients will enhance the effectiveness of parametric instabilities.

HEAT TRANSPORT AND PLASMA FLOW

The heat transport from the critical surface inwards and the plasma flow from the ablation surface outwards is described schematically in Figure 7. At least three physical mechanisms have been suggested to dominate the heat and plasma transport: (a) the internally generated magnetic fields, (b) the ponderomotive forces and (c) turbulence.
The theoretical importance and the experimental evidence of magnetic fields generated in laser produced plasma have been investigated by many authors. These magnetic fields may be created from currents driven by electron pressure in non-uniform plasmas, which is proportional to $V_n \times V_T$, where $n$ and $T$ are the electron density and temperature. These self-generated magnetic fields inhibit the electron heat transfer and can accelerate the ions through the $J \times B$ force, where $J$ is the plasma current.

The ponderomotive force, which describes the radiation pressure in a plasma, may play a dominant role in the dynamics of laser-produced plasmas. The time average Lorentz force on an electron in the electromagnetic field with frequency $\omega$ and electric field amplitude $|E|$ is given by the ponderomotive force

$$ F_{p,e} = \frac{q^2}{4 \pi \varepsilon_0} \omega |E|^2 \text{ (dyne)} \tag{2} $$

The ponderomotive force of the laser radiation can significantly influence the hydrodynamic behavior of the plasma near the critical density. The radiation pressure acts in addition to the hydrodynamic pressure and may modify the plasma density at the critical density and the flow velocity profile. The ponderomotive force may accelerate the ions in an indirect way by the generation of a charge separation electric field $E_s$ such that an ion is accelerated by the force $ZeE_s$, where $Z$ is the ion charge. The energetic ions cause an inefficient compression of the pellet. Most of the absorbed laser energy is converted into ion kinetic energy $W = \frac{1}{2}MV^2$ (M is the ablated mass and $V$ is the average ion velocity). The momentum $P_p$ transferred to the pellet due to the ablation effect is given by $P_p = 2W/V$. For a fixed value of $W$, the momentum transferred to the pellet is increased with lower velocity of more ablated mass. Therefore, one can conclude that fast ions play a negative role in the quest for laser-fusion.

Laser light absorption and plasma transport physics may be influenced by the existence of turbulence in the laser-plasma interaction. The phenomenon of inhibition of heat flow can be explained theoretically by ion acoustic turbulence with strong fluctuating electrostatic fields. These random field structures scatter the electrons transporting energy into the target. However, more theoretical work and a better understanding of turbulence physics is needed in order to assess its importance in laser-plasma interaction.

The light absorption occurs in the underdense region of the plasma at densities $n < n_c$. The energy is transferred from the absorption region to the ablation surface by thermal conduction. In the region of the ablation surface, plasma is created and the core is compressed due to acceleration caused by the rocket reaction effect. Efficient transfer of energy from the absorption region to the compressed core of the pellet is needed in order to obtain efficient thermonuclear reactions. If, on the other hand, the heat flow would be inhibited by some mechanism, this would cause a high electron temperature which might lead to preheating of the core. In particular, a stringent inhibition of electron thermal conduction would significantly modify the design of fusion targets.

The thermal conductivity is described by the Fourier law
\[ I_c = -KVT \text{ erg cm}^{-2} \text{sec}^{-1} \]  

(4)

where \( I_c \) is the classical energy flux and \( VT \) is the temperature gradient. For fully ionized plasma, the thermal conductivity coefficient \( K \) was calculated to be proportional to \( T^{5/2} \), where \( T \) is the electron temperature. The Fourier law, Eq. (4), does not imply any upper limit on the magnitude of the energy flux \( I \). However, a finite number of flowing particles with a finite velocity cannot have an arbitrarily large energy flux. Since the collisional transport, where the Fourier law is valid, cannot be faster than collisionless streaming, an upper bound on the energy flux can be obtained by calculating the free streaming flux limit \( I_f \). For a Maxwellian distribution of free streaming electrons the flux limit is given by

\[ I_f = f_n e^{-1/2}(kT)^{3/2} \]  

(5)

where \( f = 0.8 \) in cgs units. Therefore, the electron thermal flux is given by

\[ I = \min(I_c, I_f) \]  

(6)

where \( I_c \) and \( I_f \) are defined in Eqs. (4) and (5).

It was found that when the laser flux exceeds \( 10^{14} \text{ W/cm}^2 \), the value of \( f \) is reduced, implying a reduction in electron thermal conductivity. Transport reduction by factors up to 30 have been suggested. By observing the percentage of laser light transmitted through thin polystyrene films, it was concluded that the electron thermal conductivity is reduced only for laser fluxes larger than \( 10^{14} \text{ W/cm}^2 \). The results of similar measurements carried out at laser fluxes of about \( 2 \times 10^{13} \text{ W/cm}^2 \) can be explained by the classical mechanism (Eq. (4)).

The phenomenon of inhibition of heat flow can be explained theoretically by ion acoustic turbulence with strong fluctuating electrostatic fields. Alternatively, the existence of self-generated magnetic fields can reduce the heat conduction.

In order to understand the plasma flow, we consider the expansion of ions of charge \( Z \) with a constant and uniform electron temperature. The mass and momentum conservation for the one-dimensional expansion of ions, neglecting the ponderomotive force, are

\[ \frac{\partial n}{\partial t} + \frac{\partial (nv)}{\partial x} = 0 \]  

(7)

\[ \frac{\partial (nv)}{\partial t} + \frac{\partial (nv^2)}{\partial x} = -ZkT_e \frac{\partial}{\partial x} \frac{n}{\Lambda e^2} \]  

(8)

where \( n \) and \( v \) are respectively the ion density and velocity, \( Z \) is the ion charge and \( \Lambda \) is the atomic mass. The thermodynamic pressure is \( ZnkT_e \) and the energy equation is replaced by the isothermal condition. The isothermal assumption applies if energetic electrons can move fast enough to heat the expanding plasma. In this case Eqs. (7) and (8) can be solved to yield
the self similar solution\textsuperscript{55,56}.

\begin{equation}
n(x) = \begin{cases} 
n_0 \exp \left\{ -(x+ct)/ct \right\} & \text{for } x > -ct \\
n_0 & \text{for } x < -ct \end{cases} \tag{9}
\end{equation}

where \( x \) is the distance from the target in the direction of the laser beam and \( c \) is the isothermal sound velocity.

\begin{equation} 
c = \left( \frac{2kT_e}{\hbar m_p} \right)^{\frac{1}{2}} \tag{10} \end{equation}

The spatial velocity is given by

\begin{equation} 
v = c + x/t \tag{11} \end{equation}

The plasma velocity distribution can be written as

\begin{equation} (dN/dV)_{t=T} = (dN/dx)_{t=T} \cdot (dx/dV)_{t=T} \tag{12} \end{equation}

where \( N \) is the total number of ions in the plasma and \( t \) is the time when the pressure vanishes. From that time on the plasma drifts freely to the detector. It is generally assumed that \( t \) is about equal to the laser pulse duration\textsuperscript{57}. Using the relation \( n(x) = n(x)A \), where \( A \) is the area of the focal spot, together with Eqs. (9)-(12), one obtains

\begin{equation} \frac{dN}{dV} = \frac{N}{c} \exp \left\{ -V/c \right\} \tag{13} \end{equation}
in agreement with the data taken by charge collectors\textsuperscript{57}.

Next, we consider the influence of the radiation pressure (i.e. ponderomotive force) on the density and flow velocity profiles. One has to distinguish between two classes of models: (a) transient profile structure\textsuperscript{58,59} induced by short laser pulses and (b) steady state profile induced by long laser pulses. The distinction between short and long pulses is given by the product \( ct \), where \( c \) is the sound velocity and \( t \) is the laser pulse duration. For long laser pulses one has \( ct \gg \lambda \), \( \lambda \) being the laser wavelength. The importance of the plasma flow on the stationary density structure can be understood in a simple manner by using the "jump" conditions\textsuperscript{39-41}. The "jump" conditions across the critical surface may be obtained by integrating the steady state equations of mass and momentum conservation from a point \( X_1 \) on one side of the critical surface to a point \( X_2 \) on the other side of the critical surface (see Fig. 8). If \( X_2 \) is chosen as the local maximum of the electric field \( E \), one can write the jump conditions in a frame moving with the critical surface

\begin{equation} \rho_1V_1^2 = \rho_2V_2^2 \quad \rho_1p_1V_1^2 = \rho_2p_2V_2^2 + H \quad \frac{1}{\eta} \leq \frac{g^2}{\max} \tag{14} \end{equation}
The solution of Eq. (14) for $M_2/M_1$ as a function of $P$ and $M_1$, where $M$ is the Mach number, $M = v/c$, with $c$ the isothermal sound speed ($c^2 = \rho/\rho$), is given for an isothermal flow (i.e. $c^2 = P_\infty/\rho_\infty = c^2_0$)

$$\frac{M_2}{M_1} = \frac{P_1}{P_2} = \frac{1 + M_1^2 - \rho_1/\rho_2 c^2_0}{\rho_2} + \frac{1}{2(1 + M_1^2 - \rho_1/\rho_2 c^2_0)^2 - 4M_1^2}$$

Using the fact that $M_2/M_1$ is real, one has

$$M_1 \geq M_R = 1 + (\rho_1/\rho_2 c^2_0)^{1/2} \quad \text{(R Type)}$$

or

$$M_1 \leq M_D = 1 - (\rho_1/\rho_2 c^2_0)^{1/2} \quad \text{(D Type)}$$

Using Eq. (15) one obtains that "R type" solutions represent compressions (i.e. $\rho_1 < \rho_2, M_1 > M_2$), whereas "D type" solutions describe rarefactions wave ($\rho_1 > \rho_2, M_1 < M_2$). The physical possible cases are described schematically in Fig. 9. The "D type" solution represent the familiar "density step" from plasma simulations.

Figure 8 (see above). Transition of a subsonic flow (region 1) to a supersonic one (region 2) under the action of light pressure (Ref. 60).

Figure 9 (see right). Schematic density profiles for (a) D type $M_1 < M_2 < 1$, (b) R front $M_1 > M_2 > 1$, (c) Shock ($M > 1$) plus D front. (Ref. 41).
To conclude, in laser plasmas produced from dense targets, there is a region near the target where the flow is subsonic. Due to the free plasma expansion, the outflow becomes supersonic relative to the critical surface. These compressions and shock-like structures may affect the light absorption and energy transport phenomena.

**COMPRESSION**

Due to the strong heating of matter in the absorption region, high pressure is exerted on the surrounding material which leads to the formation of an intense shock wave, travelling along the direction of the incoming laser beam, into the interior of the target. The momentum imparted to the compressed material behind the shock front is balanced by the momentum of the outflowing plasma. The thermal pressure together with the momentum of the ablated material drives the shock wave in the opposite direction of the ablated material. The idea of compressing the pellet by convergent compression waves has reduced the required laser energy needed to obtain a "breakeven" thermonuclear reaction. The required compression is of the order of $\rho R^2$ gr/cm$^2$ ($\rho$ is the fuel density and $R$ is the core radius).

In 1974 the first direct observation of a laser-driven shock wave was reported. A planar solid hydrogen target was irradiated with a 10 J, 5-nsec Nd laser pulse and the spatial development of the laser-driven shock wave was measured using high speed photography. The planar interaction geometry approximates a small section of a pellet (until convergent effects dominate) and has the great advantage of theoretical simplicity, as well as, the possibility to diagnose the cold rear surface. The Hugoniot relations are used to determine the state of the compressed solid behind the shock front. For planar geometry the conservation of mass, momentum and energy for a steady state shock wave can be written as:

$$
\rho_0 V_s = \rho_1 (V_s - V) ; \rho_1 V_s^2 = \rho_0 (V_s - V)^2 + p_1
$$

$$
c_1(\rho_1, p_1) = c_0(\rho_0, p_0) = \frac{\rho_1}{\rho_0} \left( \frac{1}{c_0} - \frac{1}{c_1} \right)
$$

where the shock wave is moving with velocity $V$, into the undisturbed solid, the subscript 0 and 1 describe the regions ahead and behind the shock front respectively, $V_s$ is the particle velocity, $\rho$ the density, $p$ the pressure and $c$ is the specific internal energy. From these relations the state behind the shock front can be determined if the equation of state $c = c(p, \rho)$ are known and the shock velocity is measured. The compression ratio and the pressure were estimated to be about $\rho/\rho_0$, $p_1 = 2$ Mbars for the 10 Joules, 5 nsec Nd laser pulse interacting with a plane solid hydrogen. Using Eq. (18) together with the analysis of Caruso and Gratton plasma pressures in the range of 1 to 10 Mbars and shock wave velocities between $10^7$ to $3 \times 10^8$ cm/sec were estimated. These results are based on experiments done at Soreq with Nd laser pulses with intensities $6 \times 10^{12} - 10^{14}$ Watts/cm$^2$, 0.5 nsec duration, interacting with thin foil aluminum targets.

For high laser irradiances and short pulse durations (<1 nsec) it was suggested that the produced plasma might be hot enough and thus transparent to the laser light. In this case, the laser is absorbed at the surface of the dense region which moves into the target as a laser-heated deflagration wave preceded by a shock wave. This model was used to calculate the nuclear energy yield from a solid D-T target as well as from high Z target materials.

To date, most compression experiments have been carried out with thin
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glass microballoons, about 100µm in diameter and a few microns thick, filled with 10 atm. D-T gas. Short laser pulses of about 100 psec were used to illuminate the pellets as symmetrically as possible. The laser pulse duration is chosen such that most of the energy is deposited in the glass shell before an appreciable expansion has taken place. The glass shell then heats up rapidly and explodes both inwards and outwards. The inward-going motion causes the D-T gas to compress and heat beyond the point where thermonuclear reactions start to take place. This type of target is called an "exploding pusher". Typically, yields of $10^9$ neutrons were obtained with laser pulses of a few TW. The compression characteristics of the targets have been investigated experimentally by essentially two methods. First X-ray pinhole photographs of the pellet were taken which clearly show the compressed inner core. Second, line broadenings of Ne X-ray spectra were analysed to yield the core density (the Ne gas was introduced into the microballoon instead or in addition to the D-T gas). Calculations show that it is impossible to obtain a net production of energy with this type of targets because although high temperatures are reached, the compression is too low.

The other types of targets are called "ablation compression" targets and are believed to lead to breakeven conditions. These have a thicker shell, and are usually of the multilayer type. The thick shell prevents the high energy electrons from preheating the core. Moreover, the pulse length is chosen so that the laser energy is incident on the target during most of the implosion time, leading to a more efficient momentum transfer to the D-T fuel. If the incident laser energy is high enough, it is possible to attain higher gains, although the fuel temperature is low. Work on these types of targets has begun only recently, with the development of new multiterawatt laser systems. Since core temperature is expected to be lower than in exploding pusher type targets, diagnosing of the attained $\dot{E}$ causes a problem. A unique method of backlighting the imploding target with radiation from an external, laser produced X-ray source was recently developed. Other proposed techniques employ the analysis of $\alpha$ particle emitted from the target, and ratio of nuclear reactions such as DT to DD.

THERMONUCLEAR BURN WAVES

Once the ablation driven implosion has led to the onset of thermonuclear reactions at the center of the pellet, a burn wave starts to propagate outwards from the center. Energy is transferred from the hot core to the adjacent cold layers by three mechanisms: a) thermal conduction, b) hydrodynamic expansion due to pressure buildup in the hot core and c) high energy, charged thermonuclear reaction products transport. Heating by neutrons is of significance only in the megajoule input energy range and for densities of the order of 1000 gr/cc. At electron temperatures above 15 keV and sufficiently high densities, heat conduction propagates at subsonic velocities, and the burn wave is therefore dominated by the supersonic charged particles.

Thermonuclear reaction waves differ from ordinary chemical wave reactions in that the temperature range is much higher ($10^7$-$10^{10}$K) and hence the medium is completely ionized. Moreover, the thermonuclear reaction rate increases and then decreases with increasing plasma temperature. The energy content in a thermonuclear wave (taking into account $\dot{E}$ deposition only) is $Q=6.74 \times 10^{17}$ erg/gr which is orders of magnitude larger than in chemical reaction waves.

The structure and behavior of a reaction wave in a plasma can be described by five equations responsible for the change in density, degree
This set of equations is basically similar to that describing the transport and the compression phenomena with the addition of the nuclear reactions. When the transport coefficients such as the thermal conductivity, the viscosity coefficient and the electron-ion collision time, approach zero these systems of equations have discontinuous solutions describing driven detonation wave in a one temperature gas. Therefore, the transport coefficients are broadening the mathematical shocks smearing out the discontinuities. The development, propagation and structure of the strong reaction wave were numerically studied assuming various initial and boundary conditions. The numerical solution of these equations indicate that a thermonuclear burn wave can actually be ignited with a net energy gain. This optimistic conclusion still remains to be realized experimentally.
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REVIEW OF EXPERIMENTAL AND THEORETICAL STUDIES OF THE HARP SOLID PROPELLANT IGNITON AND COMBUSTON TUBE-LAUNCHER

GERALD V. BULL

Space Research Corporation (Quebec)
Highwater, P.Q., Canada

The H.A.R.P. program involved the ignition and burning of large quantities of solid propellant (up to 1300 lbs.) confined in a more or less cylindrical chamber of approximately 18 inches in diameter and some 190 inches in length. Varying shot travel and weights were studied, to achieve the highest muzzle velocities possible. A variety of grain configurations and web sizes, ignition devices (geometrical distribution and energy level) were used to overcome erratic burning, and ultimate catastrophic detonation problems.

This paper reviews the major problems, background theoretical studies and ultimate experimental solutions.

INTRODUCTION

Post World War II research in ordnance was conducted in a low-key manner and in the shadow of dominating, spectacular development in rocketry. During the decade 1950-1960 many investigations were begun, particularly at the Canadian Armaments Research and Development Laboratory at Valcartier, Quebec, which led ultimately to a relatively large program code named HARP and sponsored by the U.S. Army and Canadian Department of Defence. The program was centered at McGill University, with the major large scale firing range in Barbados, although other firing sites were used. The program was one of close collaboration between the Space Research Institute of McGill University, and the Free Flight Laboratory of the Ballistic Research Laboratories, U.S. Army, Aberdeen, Maryland. Any complete discussion of this program would be well beyond the scope of the present paper; extensive bibliographies covering the program are available, and the many names appearing therein are only partially reflective of those whose work was used in the preparation of this paper.

To provide background to the problem to be discussed in this paper, the HARP 16" firing facility in Barbados should be described, along with supporting ballistic test facilities in Highwater, Quebec. The geometry of the Barbados 16" gun is sketched in Figure 1A; the geometry of the Highwater 16" gun is sketched in Figure 1B, and the geometry of the propellant testing facility at Highwater, aptly named the HARP Flyer owing to its propensity to take-off in all directions in response to any technical error, is shown in Figure 1C.
Figure 1. Geometry of the 16" Guns
a. The Barbados Gun.  b. The Highwater Gun
c. The HARP Flyer.

Figure 2. The Barbados Gun
A. Loaded Horizontally.  B. In Mid Elevation
C. At Final Vertical Firing Angle.  D. At Instant of Firing.
The Barbados gun is shown here in Figure 2. Loaded horizontally (Figure 2A), the gun is elevated (Figure 2B) to its final vertical firing angle 80 to 89 degrees, Figure 2C, and launches its projectile (Figure 2D) at muzzle velocities of up to 7,000 feet per second. The projectiles developed for this program were divided into two classes; those that received velocity only from the gun launch and through their large ballistic coefficient (5,000 pounds per square foot) glided to apogees of 200 kilometers (Martlet 2C and 2G, Figure 3), and those which were much heavier and carried rocket-boosters inside (Martlet 2G-1, Figure 3). The earliest developed, widely used vehicle was the Martlet 2C, shown here in Figure 4. This vehicle carried a heavy sabot, and none of the vehicle was exposed to the gun gas during launch. This feature was highly desirable in some experiments where no contamination of the vehicle surface was desired. Normally the vehicle carried a chemical payload in the rear and an electronic payload in the nose as illustrated in Figure 5A. The disadvantage of this type of vehicle is the heavy weight of the sabot. The use of a center-sabot, allowing the missile aft-end to extend into the powder chamber, allows a much larger vehicle as shown in Figure 3 (compare the 2C and 2G with approximately the same shot weight).

![Figure 3. Martlet Vehicles](image1)

![Figure 4. Martlet 2C](image2)
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The vehicle, such as shown in Figure 5A, discards its sabot at the muzzle (Figure 5B) and starts towards apogee with a slow predetermined spin rate induced by bevelling the fin leading edges. A delay valve is used in the rear of the missile, allowing the TMA load to start being ejected at a fixed rate when the vehicle has attained an altitude of approximately 80 kilometers. At this altitude, the TMA reacts with the ozone in the atmosphere to produce a luminescent trail, which will extend up and over apogee back down to the cut-off altitude. The trail is thus over 100 kilometers in length (Figure 6) and visible for several hundred miles. Photo-theodolites, photographing against a star background, are located to supply adequate base leg triangulation for determination of a wind shear data.

Figure 5. A) Martlet 2C with Chemical and Electronic Payloads
B) Smear Photograph of Martlet 2A Launch Showing Conditions
80' from Gun Muzzle Approximate Velocity 5500 FT/SEC

The optical data allows precise determination of vehicle apogee. However, the vehicle is also radar tracked from the muzzle. Muzzle velocity is usually measured by several other techniques, such as small doppler radars covering just the muzzle area, gauges located in the barrel close to the muzzle, etc. A gun, identical in all respects to the Barbados gun, was installed at the Yuma Proving Grounds, Yuma, Arizona. For the first time we present here in Figure 7 the apogee versus muzzle velocity summary of all Martlet 2C flights. It will be noted that the maximum apogee achieved was 581 kilo-feet, 110 miles or 177 kilometers.
The development of the HARP gun launching system led to long, large charges completely beyond previously utilized geometries and charge masses. Maximum muzzle velocity was the critical requirement to obtain useful apogees for atmospheric measuring experiments. The requirement then translated into the need to obtain successful ignition of the large powder charge, smooth burning and maximum shot base pressure profiles along the barrel within tube strength limits. As indicated by the opening remarks, we did achieve this successfully. The rest of this paper will review the painful progress towards that success through the highlights of the interior ballistics program conducted within the HARP program, more or less in historical order.
CONVENTIONAL INTERIOR BALLISTICS

Early Mathematical Work

Nineteenth century mathematicians concentrated extensively on solving the interior ballistics problem. The work of LaGrange, Le Duc, etc. is well covered and advanced in the classical textbook by Hunt and Hinds. A less mathematical treatment of the problem may be found in Corner. In all of these works, we might say a single phase approach is used; specifically, the model is one of gas generated uniformly in a chamber according to the classical burning law:

\[ R = \beta P^a \]  

(1)

where \( R \) is the rate of conversion of solid into gas, represented by the reducing length of solid material, and \( \beta \) and \( a \) are constants determined by powder characteristics. Table I summarizes the chemical composition and thermophysical properties of the propellants subsequently of interest in this presentation.

Table I: Thermochemical Properties of 16 Inch Gun Propellants

<table>
<thead>
<tr>
<th>Propellant</th>
<th>M8M</th>
<th>M8M</th>
<th>PYRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitrocellulose</td>
<td>49.5</td>
<td>65.0</td>
<td>99.0</td>
</tr>
<tr>
<td>Nitroglycerine</td>
<td>44.0</td>
<td>29.5</td>
<td>-</td>
</tr>
<tr>
<td>Ethylcentralide</td>
<td>1.3</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>Diethylphthalate</td>
<td>5.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Diphenylamine</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
</tr>
<tr>
<td>Wax</td>
<td>0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mineral Jelly</td>
<td>-</td>
<td>3.5</td>
<td>-</td>
</tr>
<tr>
<td>Density, LB/IN³</td>
<td>.0573</td>
<td>.0575</td>
<td>.0578</td>
</tr>
<tr>
<td>Force Constant, FT-LB/LB X 10⁻³</td>
<td>378</td>
<td>373</td>
<td>317</td>
</tr>
<tr>
<td>Isochoreic Flame Temperature, °K</td>
<td>3400</td>
<td>3220</td>
<td>2570</td>
</tr>
<tr>
<td>Specific Heat Ratio</td>
<td>1.25</td>
<td>1.24</td>
<td>1.26</td>
</tr>
<tr>
<td>Covolume, IN³/LB</td>
<td>27.7</td>
<td>25.5</td>
<td>27.0</td>
</tr>
</tbody>
</table>

The model generally used until large computer facilities became available, was that derived from the works referenced above, and often described after its well-known authors as the Hunt and Hinds method. Implicit in this model is the assumption of a uniform shot start pressure, initial burning on all surfaces and a pressure distribution which at any time is quasi-dynamic. In this solution the amount of energy released by the burning propellant is determined from the burning rate law and thermophysical properties of the propellant, and taking into effect the covolume factor to determine the volume available for the gas, a space mean gas pressure is calculated. With surprising accuracy the motion of the shot down tube can be calculated by integrating the gas pressure acting on the base of the shot, according to the simple Le Duc formula:

\[ P_{base} = \frac{P_{breech}}{1 + \frac{C}{2W}} \]  

(2)

where \( C \) is charge weight and \( W \) is total shot weight. The validity of this type of solution depends on the assumptions of smooth ignition and burning according to the simple model described. Furthermore \( C/W \) must be much less than unity, with deviation from the theoretical predictions increasing as this ratio increases.
Gough developed a much more sophisticated computer solution to the interior ballistics problem designated the Nova Code\(^5\), wherein modelling of the ignition process is taken into account. Progressive work\(^6\)\(^\text{-}^\text{11}\) advanced the modelling of chamber ignition processes. The code is based on a quasi-one-dimensional model of the axial two-phase flow in a gun, where in his most recent considerations, the effects of circumferential ullage, bag strength and mass exchange between the bag and the ullage are considered, along with obstruction of the flame front convective spreading.

The 16" Problem

With its extraordinary long chamber and large charge masses, the 16" HARP gun presented an extremely complex problem. The program proceeded essentially in a semi-empirical manner, with careful monitoring of breech pressure-time profiles, and study of among other effects:

1. Powder Distribution
2. Ignition Energy Input, Both in Distribution and Strength
3. Flame Front Propagation
4. Mechanical Motion of the Solid Grains
5. Grain Geometry and Strength
6. Grain Containment, Including Shot Start Pressure
7. Packing Density, etc.

It is beyond the scope of this paper to attempt treating each of these items in any detail. Rather a few general remarks might be made on some of the areas, before proceeding to the solutions as they evolved.

The chemical and thermophysical properties of the propellants used are tabulated in Table 1. Various grain geometries were tried, shown here in Figure 8, in response to the need to match shot weights varying from 300 to 3,000 pounds. Many ignition techniques were used; commercially available squibs (CIL-S140) became the standard and most reliable, although they had large variations in ignition time (order of 1 or 2 milliseconds) and generally were low energy inputs. Attempts of reducing the jitter between squibs by using higher energy sources proved disastrous, as shown in Figures 9, 10 and 11. The combination which gave such spectacular results was that of high ignition source energy and relatively large packing density. Experiments using the strip propellant\(^\text{14}\) were most promising on smaller scale guns, but disastrous on the larger chamber of the 16" gun.

![Figure 8. Propellant Grain Geometries](image-url)
Examination of recovered polyethylene obturators showed heavy grain imprints in the case of base ignition of a contiguous charge. Clearly the flame front propagation and associated compression and shock waves accelerated unburnt grains down the chamber and into collision with the vehicle base. Evidence of fractured grains, leading to sporadic, uneven burning and large overpressures, were all encountered at the outset of the program. In some more or less logical sequence, the program can be divided into three phases, which really trace the time progression of the interior ballistics program of HARP.

Phase I: Single Point Base Ignition, Contiguous Charge: January 1963 to November 1965

This paper will concentrate on the Martlet 2C problem where the shot weight was in the vicinity of 400 pounds and multiperforated grain geometry was used.

Figure 12 shows roughly the geometry of the chamber, charge, ignitor and projectile seating. A uniform shot start pressure was maintained by an interference fit between the tube and the rear portion of the sabot pusher plate. The vehicle was hydraulically rammed into place, with ramming pressure measured and maintained constant. Charge weights varied between 600 and 1,300 pounds dependent on powder energy and burning rate characteristics, the larger weights being associated with the low energy PYRO propellant.
In Figure 12 a typical breech pressure time curve is shown with actual values. In Figure 13 typical dimensions are shown in detail for a specific charge, with a reproduction of the actual Kistler gauge record. It is to be noted that each powder bag weighed approximately 110 pounds and had a 350 gram grade A1 black powder igniter pad on its base. The pressure time curve shows a smooth initial pressure rise, with a sudden step and then much more rapid rise in pressure to the maximum value. The physical model describing this ignition and burning process is illustrated in Figure 14. The flame front proceeds forward through the powder bags, at the same time the powder bags are being accelerated towards the projectile by chamber pressure build up from the rear face burning. The powder then collides with the projectile, causing unpredictable shock loads on the vehicle structure (a problem which proved serious to any instrumentation aboard the vehicle) and possible breaking of some of the grains hence altering grain geometry. A reflected wave proceeds rearwards as shown in the physical illustration of Figure 14 and, based on simple wave propagation calculations in the x-t diagram of Figure 15, reaches the barrel in approximately 20 ms. The reflected wave causes a sudden rise in breech pressure, and the associated steeper burning profile.
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Figure 14. Physical Model Describing Ignition Process for Base Ignited, Contiguous Charge

Figure 15. Typical Wave Propagation Diagram

Phase II: Single Point Base Ignition, Spaced Charge:
November 1965 to September 1966

The powder charge arrangement was altered in the chamber to overcome the powder movement problem, still maintaining the standard service squib for single point base ignition. This is illustrated in Figures 16 & 17. Figure 16 shows schematically the arrangement where the powder bags were uniformly spaced along the chamber, and for a typical flight (nevis) shows the smooth breech pressure time curve obtained with numerical values plotted. Figure 17 shows the actual details of the charge spacing, where hollow wooden spacers were used to provide the bag-to-bag separation support. The typical Kistler gauge breech pressure time trace is reproduced in this figure, and shows the smooth profile. Figure 18 details the physical processes in this case. Recovery of obturator plates showed none of the large grain impact indentations of the non-spaced charge system. Figure 19 compares the traces and peak pressures for the two charge systems, and in addition to the smooth burning curve, it may be noted that the peak pressure at the breech is somewhat lower for the spaced charge case.
Figure 16. Schematic of Base Ignited, Spaced Charge Phase 2, Nov. 65-Sept. 66

Figure 17. Detail of Base Ignited, Spaced Charge

Figure 18. Physical Model Describing Ignition Process for the Base Ignited, Spaced Charge

Figure 19. Comparison of Breech Pressures of Two Charge Systems
Phase III: Multi-Point Ignition and Spaced Charge

In such a long charge column, the ideal solution was to ignite the powder uniformly throughout the chamber. The manner in which this was accomplished is illustrated in detail with a typical successful breech pressure trace in Figure 20. In essence pyrotechnic squibs (reference 13) were placed on the black powder ignitor pad of virtually each bag. The essential requirement here was to achieve simultaneous ignition at each point along the charge axis. The inexpensive CIL-S140 low energy squibs used were found to have a spread of up to 2 milliseconds from the time of electrical impulse until ignition. More energetic squibs used in military systems were found to cut this jitter down by over an order of magnitude. However, they also were found to trigger some form of possible low order detonation in the long column. The solution finally adopted with success was to place a single S140 squib on each black powder bag, in a parallel electronic firing circuit. Two independent circuits were used for reliability, so that effectively each ignition point was with two squibs. The axial spacing of the ignition points was determined experimentally for the different powders. Figure 21 shows the typical pressure profiles obtained experimentally with PYRO as the number of axial ignition points were varied. In Test H44, axial simultaneous ignition occurred at larger than acceptable spacings, and the rough breech pressure trace obtained. In Test H45, axial simultaneous ignition at each bag occurred, and the smooth pressure profiles obtained. Similar results are shown for MSM propellant in Figure 22, where

![Figure 20. Schematic of Multi-point Ignited, Spaced Charges](image)

![Figure 21. Typical Pressure Profiles Obtained Experimentally with PYRO](image)

![Figure 22. Typical Pressure Profiles Obtained Experimentally with MSM](image)
the experimentally determined number of ignition points (10 points, 2 squibs at each station) functioned perfectly and smooth burning was obtained. Failure of simultaneous ignition resulted in the erratic curve, typically obtained during the early ignition experiments to optimize the ignition configuration. Figure 23 simply illustrates the uniform burning process achieved with multi-point ignition.

Figure 23. Illustration of Uniform (Multi-Point) Ignition Process

Comparison Results

Figure 24 shows typical traces comparing the simple base ignition, contiguous charge against the successful multi-point ignition with spaced charge. In addition to the much smoother pressure time curves, peak breech pressure for similar charges can be observed to decrease by over 30%. Similar comparison data is given in Figure 25 between single point and multipoint ignition with spaced charges.

Figure 24. Comparison of Breech Pressures for Base Ignited, Contiguous Charge and Multi-Point Ignition with Spaced Charge

Figure 25. Comparison of Breech Pressures for Base Ignition and Multi-Point Ignition of Spaced Charges
The significant comparison data from the HARP Barbados gun is presented here in Figure 26, where the dramatic improvements in muzzle velocity and lower breech pressures are plotted from all the tests conducted. For the same peak pressure, increases of over 10% in muzzle velocity were achieved repetitively and in a reliable manner. The small note of caution here is the dependence on a reliable electronic firing circuit.

Table 2 summarizes the pertinent ballistic data tied to record flight data.

<table>
<thead>
<tr>
<th>Ignition Method</th>
<th>Base with Spaced Charge</th>
<th>Multipoint with Spaced Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test</td>
<td>B173</td>
<td>Y28</td>
</tr>
<tr>
<td>Propellant</td>
<td>M8M .270</td>
<td>M8M .220</td>
</tr>
<tr>
<td>Charge Mass</td>
<td>915 LBM</td>
<td>960 LBM</td>
</tr>
<tr>
<td>Maximum Breech Pressure</td>
<td>49200 PSI</td>
<td>51300 PSI</td>
</tr>
<tr>
<td>Muzzle Velocity</td>
<td>6300 FPS</td>
<td>7100 FPS</td>
</tr>
<tr>
<td>Altitude at Apogee</td>
<td>467 KFT</td>
<td>581 KFT</td>
</tr>
<tr>
<td></td>
<td>(142 KM)</td>
<td>(177 KM)</td>
</tr>
</tbody>
</table>

Figure 26. Comparison Data from HARP Barbados Gun
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RATE MEASUREMENT IN SHOCK WAVES WITH THE LASER-SCHLIEREN TECHNIQUE

J. H. Kiefer and J. C. Hajduk

Department of Energy Engineering
University of Illinois at Chicago Circle, Chicago, Illinois 60680 USA

We discuss the laser-schlieren or narrow laser beam deflection technique in some detail, with particular reference to its application to very fast processes. The technique is first briefly reviewed together with selected previous applications. The optics of the beam-shock wave interaction is then examined using the scalar formulation of Huygens' principle (Kirchoff integral), with the shock density profile introduced as a transmission coefficient. The accuracy with which the signal generated by a differential detector will reproduce the variation of the refractive index gradient in a reactive shock is discussed in terms of this formulation. The response of such a detector to passage of a curved shock in a rare gas is also determined employing the shock-curvature theory of de Boer. These calculations are in good agreement with experiment and locate the "time origin" - coincidence of shock leading edge and beam center - on the "positive" portion of the signal near zero-crossing; an assignment which is in disagreement with the earlier calculations of Dove and Teltelbaum. This time origin shift and the averaging of initiation over a curved front can combine to generate a large correction of total density change measurements in relaxation experiments.

INTRODUCTION

Since its introduction in 1965(1), the laser-schlieren, or narrow laser beam deflection technique, has been used in the study of a broad range of kinetic phenomena in shock waves (2). Its virtues of simplicity, direct recording of rate, and excellent temporal/spatial resolution make it particularly suited to the observation of fast processes. It has accordingly been extensively employed in the study of relaxation in diatomics and polyatomics, the dissociation of diatomics, and the decomposition of a growing number of polyatomic species.

When the method is "pushed", as in the resolution of extremely rapid processes such as relaxation in H2 (3) (4) (5), relaxation of many polyatomics (2), and the measurement of dissociation induction times (6), a very detailed analysis of the schlieren signal becomes imperative. The "time origin" must now be very accurately located; and since the characteristic length (ut) for such processes can become comparable to the axial extent of the curved shock.
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$z_c$, the axial "spread" of initiation over the curved front must also be taken into account.

Here we consider the above problems in some detail. In particular we present a rather rigorous treatment of the optics of the beam-shock interaction using the scalar formulation of Huygens' principle (Kirchoff integral) (7) (8). With this we are able to reproduce the signals generated by a rare-gas shock quite accurately. The analysis permits a decisive location of the coincidence of shock leading-edge and beam center, which is a starting point for the consideration of process initiation. We begin with a brief review of the technique.

I.) THE LASER-SCHLIEREN TECHNIQUE

A schematic of a typical modern set-up is shown in Fig. 1. The parallel beam from a He-Ne laser (6328Å) traverses the shock tube normal to the flow, and after some distance is intercepted by a differential detector (photodiode). Angular deflection of the beam produces a differential voltage which is recorded. The angular sensitivity may be calibrated by rotating the indicated mirror at a known speed. For small deflections the voltage-angular deflection relation is linear (23).

![Fig. 1. Schematic of a "typical" modern laser-schlieren apparatus](image)

The incident beam has the familiar Gaussian power distribution (7)

$$P(x, y) = P_0 \left(\frac{2}{\pi a_0^2}\right) \exp \left(-\frac{2(x^2 + y^2)}{a^2}\right)$$  \[1\]

Where $P_0$ is the total beam power, and $a_0$ is the $e^{-2}$ radius. Typical values are $0.2 < a_0 < 0.65$ mm and $P_0 = 1-5$ mw. As the beam traverses the system it retains its Gaussian form, but diffraction increases the radius. At distance $D$, the radius has grown to

$$a = a_0 \left(1 + \left(\frac{\lambda D}{\pi a_0^2}\right)^2\right)^{1/2}$$  \[2\]

The detector distance is usually large (3-10m) so the radius at the detector is 2-20 $a_0$.

When higher derivatives of the refractive index may be neglected (see below), the beam is simply deflected through an angle...
where \( W \) is the shock tube diameter and \( \frac{dn}{dx} \) the refractive index gradient along the tube axis. With a constant gradient across the tube as in a reactive but ideal plane shock, \( \Theta = W(\frac{dn}{dx}) \); and if the gas refractivity is constant, the angular deflection is proportional to the density gradient \( \Theta = KW (\frac{dp}{dx}) \). This gradient is directly proportional to the net rate of endothermic reaction in an ideal shock (2) (10), and the resulting proportionality of recorded signal and rate of reaction is a unique feature of the technique.

The narrow beam affords a high spatial resolution (0.1 mm is typical), and the large signal-to-noise ratio possible with modern detectors allows a commensurate speed of response while retaining a very high sensitivity to deflection. The useful resolution and sensitivity are usually limited only by shock nonideality, i.e., front curvature and early boundary layer.

II.) EXPERIMENTS

The advantages of the technique as well as its limitations are most easily delineated by consideration of a few selected experiments. Direct recording of rate and high spatial/temporal resolution allow the determination of "initial" rates for many reactions. There are some difficulties with the specification of an unambiguous initial rate for decomposition reactions (10) (11), but this does not appear too serious a problem in most cases. The usual advantages of initial rate determination - known composition and state, simpler mechanism - together with the improvement in precision which can result from direct rate measurement are nicely illustrated by the work of Breshears, Bird, and Kiefer (10) on \( O_2 \) dissociation. Their data for the dissociation rate coefficient in krypton diluent are shown in Fig. 2.

![Fig. 2. Values of the effective dissociation rate coefficient \( k_d \) \( \left[ \frac{d(\text{O}_2)}{dt} - k_d(\text{O}_2)(\text{M}) \right] \) obtained for mixtures of \( \text{O}_2 \) in Kr (10). The solid lines are independent least-squares fits of the Arrhenius expression, \( k_d = A \exp \left( -\frac{E}{RT} \right) \), to the data for each mixture composition.](image-url)
The technique is also useful in the extraction of primary dissociation rates in heteronuclear decomposition where fast secondary reactions often interfere. To illustrate we consider the decomposition of HCl as studied by Breshears and Bird (12). The mechanism is presumably

\[
\begin{align*}
\text{HCl} + M &\rightarrow \text{H} + \text{Cl} + M \quad (1) \\
\text{H} + \text{HCl} &\rightarrow \text{H}_2 + \text{Cl} \quad (2) \\
\text{Cl} + \text{HCl} &\rightarrow \text{Cl}_2 + \text{H} \quad (3) \\
\text{H}_2 + M &\rightarrow 2\text{H} + M \quad (4) \\
\text{Cl}_2 + M &\rightarrow 2\text{Cl} + M \quad (5)
\end{align*}
\]

If the rate is caught very early, only reactions (1) and (2) should be significant. But reaction (2) is nearly thermoneutral (\(-1\) kcal exothermic) whereas the dissociation is 102.2 kcal endothermic. Since the schlieren signal is proportional to the net rate of endothermic reaction, reaction (2) has negligible effect regardless of its rate. This feature of fast but nearly thermoneutral secondary reaction is not uncommon in polyatomics and has been exploited in CH₄ (13) (14), CO₂ (15), SO₂ (16), and C₂H₆ (17).

The relaxation of H₂ (3) (4) (5) (18) (19) is perhaps the prime example of an extremely rapid process which requires maximum sensitivity and resolution. The very small relaxing heat capacity, low refractivity, and low molecular weight - which necessitates dilution with a heavy rare gas - prohibit slowing the relaxation with reduced pressure, as only when the process is very rapid is the gradient large enough to be discernible. An example oscillogram showing H₂ relaxation is given in Fig. 3, and a semilog plot of this signal is shown in Fig. 4. The slope of the latter provides the relaxation time. If the line is extrapolated to \(t = 0\), giving an "initial" gradient \(g_0\), the net density change for the process is \(\Delta n_0 = ut_{0,2}\). Here \(t\) is the (laboratory) relaxation time. The expected \(\Delta n\), for pure vibrational relaxation is easily calculated and the ratio \(\Delta n_0/\Delta n\) determined. In nearly every case this ratio is found to exceed unity (4) (18). In fact, Dove and Teitelbaum (4) obtained some ratios as large as 4. There is obviously a serious difficulty here which led these authors to suggest a strong rotational involvement in the relaxation (19) (4).

Of all the kinetic studies using the laser-schlieren technique, the work of Dove, Nip, and Teitelbaum (6) on N₂O pyrolysis most impressively illustrates its possibilities. From an extensive series of experiments covering the range 450 - 3590 K, these authors derived relaxation times, rates of primary dissociation, summed rates of two secondary reactions, and induction times for the primary dissociation. The measurements of induction time are unique; no such measurement has ever been reported for any other polyatomic species.

The major features of the N₂O pyrolysis mechanism were considered well-known by Dove et al., although they ultimately did find indirect evidence suggesting one or more additional reactions may be occurring. The mechanism they employed is

\[
\begin{align*}
\text{N}_2\text{O} + M &\rightarrow \text{N}_2 + \text{O} + M \quad (\Delta H \sim +38 \text{ kcal/mole}) \quad (1) \\
\text{O} + \text{N}_2\text{O} &\rightarrow \text{N}_2 + \text{O}_2 \quad (\Delta H \sim -79) \quad (2)
\end{align*}
\]
Example oscillograms showing pyrolysis are given in Fig. 5, where the temperature increases in the order of presentation. The first record (a), at 1950 K, shows relaxation followed by a weak and slowly decaying dissociation gradient. Oscillogram (b) shows a (poorly resolved) relaxation followed by endothermic reaction (positive gradient), which finally tails into a weak exothermicity (negative gradient). In (c), relaxation is lost in the shock-front signal and the endothermic dissociation is quickly overwhelmed by a strong exothermicity. Finally, in (d) even the endothermic reaction (1) is nearly lost and, effectively, only the exothermic region appears. The complexity of such records should permit extraction of more than just the rates of (1), and, recognizing this, Dove et. al. analyzed the entire gradient profile using both an approximate analytic solution of the kinetic equations for the above mechanism and a direct computer simulation. Consequently, they determined not only the rate of (1) but also the sum of the rates of (2) and (3). The vibrational relaxation zone being of finite length, even though often unresolved, the onset of reaction is presumably delayed by an induction time. Such a delay was included in their analysis and its magnitude estimated.

The induction times determined by Dove, Hip, and Teitelbaum are very short, and thus very sensitive to time-origin location. In the H relaxation experiments, the process is very rapid and the calculated \( \Delta \psi_c \) is also very sensitive to time-origin location. For the interpretation of such experiments accurate assignment of this point is thus essential. Such an assignment
Fig. 4. Plot of logarithm of output voltage (mV) versus laboratory time (usec) for the oscilloscope trace of Fig. 3. The plot is linear beyond the disturbance due to the shock front. (Courtesy J.E. Dove)

requires, among other things, a realistic treatment of the optics of the beam-shock wave interaction, which we now attempt.

Fig. 5. Examples of schlieren signals from shock waves in 7.97% N$_2$O in Ar (6). Horizontal scale, 1 major division = 20 mV (corresponds to 2.04% modulation of laser signal). $u = 1.435$ mm/usec, $P_0 = 10.6$ Torr, $T = 1954$ K; (b) $u = 1.620$ mm/usec, $P_0 = 10.1$ Torr, $T = 2410$ K; (c) $u = 1.796$ mm/usec, $P_0 = 9.6$ Torr, $T = 2891$ K; (d) $u = 2.022$ mm/usec, $P_0 = 8.5$ Torr, $T = 3587$ K. (The origin for all measurements was taken to be the schlieren spike minimum measured from a less amplified trace of the same signal.) (Courtesy J.E. Dove)

III.) PHYSICAL OPTICS OF THE LASER-SHOCK WAVE INTERACTION

Although a real shock wave is three-dimensional, the narrow beam samples a plane section and a two-dimensional treatment is sufficient. Our coordinate system is shown in Fig. 6. Here $t = 0$ is again the coincidence of shock leading edge and beam center. The distance behind the front is $z = x + ut$, where $x$ is fixed in the tube as shown and $u$ is the (steady) shock velocity. $y$ is fixed in the detector with origin at detector center and oriented so positive $y$ corresponds to the usual "plus" voltage side of the detector. Then the
differential signal for a rectangular detector of width 2r is

$$\Delta V = V_0 \int_{-r}^{r} \text{sgn}(y) P(y) \, dy$$  \hspace{1cm} [4]$$

where $V_0$ is the signal for unit power, and $P(y)$ is the power distribution in the detector plane.

The large detector distance effectively collapses the shock tube to a line from which $D$ and $R$ may be measured. That is, any ambiguity introduced by the finite width of the interaction region should be insignificant. We also assume the beam spread and any other distortion arising in passage through the shocked gas are negligible, i.e., the intensity distribution is constant for $|y| < W/2$. The integrated effect of the gas density on the beam may then be introduced at the source as a "transmission coefficient" $T(z)$ [8].

We may now write the power at the detector in $y + dy$ as (8)

$$P(y) = A \int_{-\infty}^{\infty} T(z) E(x) \exp\left(-\frac{2\pi i R}{R}\right) \, dx$$  \hspace{1cm} [5]$$

Here $E(x)$ is the field at the shock tube, and $A$ is a constant to be set below. The refractive index field of the shock wave appears in $T(z)$ as

$$T(z) = |T(z)| \exp\left(-\frac{2\pi i}{\lambda} \left[ \int_{-W/2}^{W/2} n \, dw \right]\right)$$  \hspace{1cm} [6]$$

Where the real factor $|T(z)|$ is unity for a non-absorbing medium.

For large $D$ we may expand $R$ as
In the denominator, $R \propto D$ is adequate. Cancelling phase factors, inserting $E(x) \propto \exp(-(x^2/a_0^2))$ and normalizing to the total beam power, we have

$$P(y) = P_0 \left( \frac{2}{\pi (\lambda D a_0)^2} \right)^{1/2} \int_0^\infty T(z) \exp \left( -\frac{\pi i}{\lambda D a_0^2} (x^2 - 2xy) \right) dx^2$$. [7]

For $T(z) = 1$, we obtain the expected result

$$P(y) = P_0 \left( \frac{2}{\pi a_0^2} \right)^{1/2} \exp \left( -\frac{2y^2}{a_0^2} \right)$$. [8]

with a given by [2].

We begin the application of these equations to a consideration of the response to bulk density variations occurring after front passage, which might model that generated by reactive processes in an ideal shock wave. Here $z \gg 0$, $n(z, \omega) = n(z)$ and $|T(z)| = 1$. The power distribution at the detector is given by [6] and [7] as

$$P(y) = P_0 \left( \frac{2}{\pi (\lambda D a_0)^2} \right)^{1/2} \int_0^\infty d\delta \int_0^\infty d\gamma \exp \left( -(\delta^2 + \gamma^2)/a_0^2 \right)$$

$$\times \exp \left( -\frac{2\pi i}{\lambda D} \frac{\delta^2 + \gamma^2}{a_0^2} \right)$$

Define new variables through $\delta = \delta + \gamma/2$, $\alpha = \delta - \gamma/2$, and expand as

$$n(\delta + \gamma) - n(\delta + \gamma) = n(\delta + \gamma) - n(\delta + \gamma)$$

$$= n'(\delta + \gamma) \gamma + n''(\delta + \gamma) \gamma^2/24 + O(n'' \gamma^5)$$

Now $\Omega = \Omega n'$, so

$$P(y) = P_0 \left( \frac{2}{\pi (\lambda D a_0)^2} \right)^{1/2} \int_0^\infty d\delta \int_0^\infty d\gamma \exp \left( -(\delta^2 + \gamma^2/2)/a_0^2 \right)$$

$$\times \exp \left( -\frac{2\pi i}{\lambda D} \frac{\delta^2 + \gamma^2}{24} + \ldots + (\delta - \gamma) \gamma \right)$$. [9]

If we now assume linear detection, i.e., the magnitude of $\Omega$ and its derivatives is small, we may expand as

[104]
exp \left( -\frac{2\pi I}{\lambda D} \left[ \phi_0 + \phi_1 D_1^{3/24} + \ldots \right] \right) \sim 1 - \frac{2\pi I}{\lambda D} \left[ \phi_0 + \phi_1 D_1^{3/24} + \ldots \right] \quad [10]

For small $\theta$ the detector is effectively infinite. Then combining [10] with [9] and [4], and also expanding $\theta(\phi + ut)$, the integration may be done with the result

$$
\Delta V = \frac{2 \sqrt{2\pi} \sqrt{\lambda D} \theta_0 a_0}{\lambda}\left[ 1 + \frac{\phi_1^2 a_0^2}{6\theta_0^2} + \ldots \right] \quad [11]
$$

Where $\theta = \theta(ut)$ and $\phi = (1 + (nD_1^2/\lambda D)^2)^{1/2}$. This may be compared with the expression of Macdonald, Burns, and Boyd (9)

$$
\Delta V = \frac{2 \sqrt{2\pi} \sqrt{\lambda D} \theta_0 a_0}{\lambda}\left[ 1 + \frac{\phi_1^2 a_0^2}{8\theta_0} + \ldots \right] \quad [12]
$$

which may be obtained by setting $\phi = 1$ and neglecting the $\phi^2$ term in [10]. The latter constitutes neglect of diffraction by the refractive index field of the shock wave.

Actually the two expressions, [11] and [12], are almost numerically equivalent for the usual parameters, and either may be used to estimate the range over which a direct proportionality of signal and gradient will obtain. Clearly the requirements for this are linear detection, i.e., small deflections, and

$$
\frac{\phi_1^2 a_0^2}{8\theta_0} < 1 \quad [13]
$$

To check this inequality, consider an extremely rapid exponential variation $\theta = \theta_0 \exp(-x + ut)/ut$, with $t = 0.2\mu$sec (barely resolvable), $u = 2\mu$usec, and $a_0 = 0.3mm$. Then the lhs of [13] is 0.07. The small size of this term for such an extremely rapid process suggests that the proportionality of $C$ and $\Delta V$ will be quite generally maintained. Equation [11] gives the same correction for $D = 77cm$.

If we neglect diffraction by the refractive index field, i.e., we drop all derivative terms in [9], then the power distribution is

$$
P(y) = \frac{2n D_0}{\lambda D} \int_{-\infty}^{\infty} \exp \left( -\left( 2x^2/a_0^2 \right) \right) \exp \left( -\frac{1}{2} \left[ \frac{2 \pi n D_0}{\lambda D} \right]^2 (y-x-D)^2 \right) dx \quad [14]
$$

and this is simply a weighted superposition of Gaussians over the detector. The weighting, $\exp \left( -\left( 2x^2/a_0^2 \right) \right)$, is just the incident beam distribution; the detector Gaussians have a radius $\lambda D/n D_0$ and are centered at $y = x + CD$. Thus each "ray" of the beam spreads to a radius $\lambda D/n D_0$ at the detector. This expanded ray is displaced from detector center by its initial position $x$ and any deflection $CD$. In the absence of deflection, the beam is a parallel bundle of rays, but one in which each ray expands with distance. When $D$ is very large, the usual case, we have $(x = 0(a_0))$.
\[
\frac{a_0(y - x - \Theta \beta)}{\lambda_0} + \frac{\pi a_0}{\lambda} \left( \frac{y}{\beta} - \Theta \right)
\]

and the "memory" of initial ray location is lost.

![Fig. 7. Shock-front curvature. The line is the theory of de Boer (22) for parallel plane walls. His curve for cylindrical walls is very similar.](image)

To model the signal generated by passage of a curved shock we assume the (rare gas) profile given by de Boer (22) for parallel plane walls, as shown in Fig. 7. We treat the shock as a discontinuity in density and refractive index.

![Fig. 8. Calculated schlieren signals for the passage of a curved shock front. The vertical axis is fractional modulation (\(\Delta V/V_{R_0}\)) and the horizontal axis \(\tau = ut/V_{R_0}\). On the left is the differential response and on the right the summed output of the detector. The shock thickness (axial extent) \(z_c\) is 0.39 mm and the detector width \(3a\), where \(a\) is the \(e^{-2}\) radius at the detector. Other parameters are as in Fig. 9.](image)
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The necessary integrals were evaluated numerically, and the results for a rectangular detector at three distances are displayed in Fig. 8. For comparison the experimental signal generated by an argon shock with parameters similar to those of the $D = 350$ cm simulation is shown in Fig. 9. The shape and magnitude of the simulation and the experiment are quite close, the only evident difference being a slightly larger negative maximum in the simulation.

Fig. 9. Laser-schlieren signal generated by a shock in pure argon. The experiment involved detection using a differential photodiode with $u = 1.81$ mm/usec, $P_o \approx 10$ Torr, $a_0 = 0.65$ mm, $D = 350$ and $W = 7.62$ cm. The positive maximum corresponds to a modulation $(\Delta V/V_o P_o)$ of 0.33. (courtesy T. Tanzawa and W.C. Gardiner, Jr.)

Here the ratio of negative to positive maximum is 0.4 whereas it is near 0.25 in the experiment. There could be any number of reasons for this discrepancy - the de Boer curve may be somewhat at fault, the assumed axial extent may be too small, or the negative maximum may be blunted slightly by inadequate response speed in the experiment - and it is impossible to establish a specific cause. Nonetheless the disagreement is minor and should not affect any qualitative conclusions. The time origin - here the coincidence of shock leading edge and beam center - is located on the positive rise near zero-crossing.

As the detector distance increases, the negative signal fades and the time origin moves further onto the positive portion. The time from the "first break" in signal to the minimum is $\Delta t \approx 1$, or $\Delta t = a_0/u$, which is in agreement with the observations of Tanzawa and Gardiner (20) on argon shocks. Evidently the "first break" is not at radial distance from beam center.

Fig. 10. The power distribution in the detector plane at three characteristic times, the negative maximum, $t = 0$, and the positive maximum. The abscissa is $y/a$ where $a$ is given by equation [2]. The dashed lines indicate the limits of a detector with $r = 1.5a$ (c.f. eq. [4]).
Consideration of the power distribution at various times (c.f. Fig. 10) shows the resulting signal is largely determined by a balance between small deflections from the "tail" of the curve and large deflections resulting in complete removal which are generated by the steep gradients near the leading edge. All deflection is to the positive side of the detector, and neglecting diffraction, a negative signal can only result from preferential removal of radiation initially located on the positive half. However, when the detector distance becomes large, each ray is spread almost equally over both halves and removal produces but small differential result — hence the very small negative signal at large distance (the residual negative signal for D = o arises from diffraction). The small deflections can then dominate even when the leading edge is at beam maximum thereby locating this point on the positive portion of the signal.

If the detector were to be placed very close to the shock tube, the situation would be quite different. There is then a one-to-one correspondence of radiation elements in the incident beam and on the detector. The large deflections which occur as the shock enters the beam now remove energy from the positive side exclusively, producing a large negative signal, and the negative maximum will then very nearly coincide with arrival of the leading edge at beam center. This situation corresponds to the "ray-tracing" model of Dove and Teitelbaum (21) presented at the last symposium. It ignores the diffractive nature of the beam spread and is not valid for the usual large detector distances.

One possible fault of the above analysis is neglect of reflection by the curved front. The reflectivity of the front is difficult to estimate and we have made no attempt to include such reflection. However, since the region likely to reflect strongly, that near the leading edge, produces complete removal through refraction in any case, this neglect is perhaps not serious. Our use of a rectangular detector is motivated by its simplicity. We have also calculated signals for a circular differential detector with results virtually identical to those of Fig. 8.

We now return to the H_2 relaxation (4) (5) and N_2O induction time (6) experiments cited earlier. We have mentioned two effects which can delay the time origin from the negative maximum, which is the origin assumed in both these studies. First there is the small shift from beam diffraction which will

![Figure 11](image)

Fig. 11. The effect of shock-curvature averaging on the apparent ΔA for an exponential process. The ordinate is the multiplicative factor [15], the abscissa the ratio of shock axial extent z to the characteristic length ut of the relaxation.
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be 0.2 - 0.3 usec for the experimental conditions used. Second, there is a further delay arising from the axial spread of initiation over the curved shock. We can estimate the latter effect by averaging the amplitude at a later time \( t > z_c/u \), which gives an increase in \( \Delta p \) by the factor

\[
\frac{2}{\pi} \int_{0}^{W/2} \exp\left(\frac{z}{w}\right) dw \quad [15]
\]

If we assume a parabolic profile, \( z = z_c(2w/W)^2 \), the integral may be easily performed (numerically) with the result shown in Fig. 11. The reason this ratio can be quite large is evidently the heavy weighting given delayed initiation with a rapid exponential decay. To illustrate the effect of the combined corrections we assume a rapid but resolvable relaxation with \( \tau = 0.3 \text{usec} \), and \( w \approx z_c \). Then the combination of delays predicts a \( \Delta p_2/\Delta p_0 \) of about 3. Although this is but a very crude estimate, it still suggests that a major portion of the experimental \( \Delta p \) could be spurious. The induction time measurements in \( \text{N}_2 \) will also be seriously affected by time origin error. They are very short, less than 1 usec in the laboratory frame, yet may well be too long.

IV.) CONCLUSIONS

The resolution and measurement of extremely rapid processes - processes having characteristic times in the submicrosecond range - is certainly feasible with the schlieren technique. But the interpretation of such experiments is complicated by shock curvature, boundary layer, and the non-geometrical nature of the laser optics. We have presented a rather rigorous formulation of the optical problem, but a more satisfactory treatment of initiation over the curved shock is clearly needed. Work on this problem is continuing and we hope to be able to present a more complete picture in the near future.
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An overview of the background, past applications and potential new directions of a thermodynamic-like approach to systems in disequilibrium is presented. The procedure of surprisal analysis is discussed for single collisions and for bulk macroscopic systems. The surprisal of a chemical reaction is related to its affinity and is shown to equal a linear combination of the surprisals of the species that participate in the reaction. We conclude on both theoretical and phenomenological grounds that the state of the system can be characterised as one of equilibrium subject to constraints.

INTRODUCTION

Otto Laporte was one of the pioneers in the application of the shock tube to the study of molecular relaxation processes and in the use of spectroscopic methods to probe shock heated gases. This overview considers some recent progress in our understanding of systems which have been displaced from equilibrium. The approach will be a thermodynamic one, motivated by information theoretic considerations. As will become obvious from the examples, spectroscopic methods have played a key role in obtaining the data.

In discussing the deviation of gaseous systems from equilibrium it is useful to note that different processes relax to equilibrium on different time scales. The slowest are usually chemical reactions which, at ordinary pressures, bring the system to equilibrium on a time scale of msec or longer. Many engines have a cycle time of a similar order of magnitude with the result, Figure 1, that the system is in chemical disequilibrium. The usual approach to the description of such systems is to list the main species and the major chemical reactions that they engage in and then solve the required set of (coupled) rate equations. The problems of such an approach are familiar: not all the required rate constants are necessarily known and not all the relevant species and reactions have necessarily been included. Another worry is that while one can start with a set of rate constants and solve for the time dependence of the concentrations the inverse process is much more difficult. It is hard to start from the experimental data and extract a unique set of rate constants for all the elementary reactions.

* Work supported by the US Air Force Office of Scientific Research, Grant AFSOR 77-3155.
As one goes to shorter time scales the difficulties are compounded by the fact that the system may be in both chemical and thermal disequilibrium. The reason is that elementary chemical reactions if endothermic will typically deplete the vibrationally excited states of the reagents and if exothermic will specifically populate the vibrationally excited states of the products. Engines operating on a time scale of microseconds are possible, the most notable example being the chemical laser. Here fast exothermic reactions, e.g., $F + H_2 \rightarrow HF + H$, selectively populate excited vibrational states of the products. Laser emission occurs on a time scale which is comparable to vibrational relaxation but which is typically slow compared to rotational relaxation. Ordinary chemical lasers are therefore engines where work is extracted from a system which is in chemical and vibrational disequilibrium but is in rotational and translational equilibrium. More recently, chemical lasers which operate on pure rotational transitions have been reported. At the end of the scale, in the nanosecond range at ordinary pressures, we come to systems in translational disequilibrium e.g., during the passage of a shock front.

In setting up the rate equations for systems in both chemical and thermal disequilibrium the number of coupled equations is much larger. The reason is that now each vibrational state of every molecule need be regarded as a species in its own right as its concentration is no longer just the Boltzmann fraction times the total concentration of the molecule. Rather, the concentration of every molecule in every vibrational state need be solved for. At shorter times one can no longer take rotational equilibrium for granted. Ultimately, even translational disequilibrium need be recognised, requiring the solution of transport equations for multicomponent systems.

Disequilibrium in a single collision.

Up to this point the relaxation time to equilibrium was determined by the time between collisions. To examine disequilibrium on shorter time scales we must recognise the finite duration of the collisions themselves. The slowest events on a molecular time scale are unimolecular dissociations where an energy rich molecule survives for very many periods of vibration and rotation before it falls apart. Direct bimolecular reactions typically last for less
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than a rotational period (about a psec). The 'system' in either case is a single, isolated, collision event. For such a system equilibrium is defined as: all quantum states at a given total energy (and other good quantum numbers) are equally probable.

The 'rate equations' that describe the time evolution during the collision are the equations of motion of mechanics (be it quantal or classical). To solve these equations we require as input the potential which governs the motion of the atoms during the collision. As was the case for rate constants which are the input for the macroscopic rate equations, the potential is seldom known and inversion from the experimental data to the potential is neither easy nor is always unique.

Experimental results and computational studies (using an assumed form of the potential) show\cite{1-3,6} that the final states in a single collision are seldom in equilibrium, Figure 2.

![Figure 2](image)

The observed (solid symbols) and the equilibrium (all final states equally probable, dashed line) product vibrational distribution in two elementary reactions. The plot is vs. \( f_v \), the fraction of the available energy in the product vibration since for such a plot the equilibrium (dashed line) distribution is essentially common to all \( A+BC \) reactions. The vibrational quantum numbers are shown in the top scale. See refs. 2 or 3 for the sources of experimental data and other details.

One can similarly consider collisions where the reactants are in well defined initial state and ask: at a given total energy, do all possible partitioning of this energy among the degrees of freedom of the reagents lead to the same reaction rate? The answer is often negative showing that reactions (and energy transfer processes) are selective in their energy requirements. As an example, endothermic reactions are usually faster when the required energy is supplied by the vibrational energy of the reagents rather than by their relative translational motion. In a macroscopic system this selectivity implies the preferential depletion of high reagents vibrational states by the reaction. Thermal equilibrium is thus perturbed due to the chemical disequilibrium. In a macroscopic system energy transfer collisions act so as to restore thermal equilibrium, and they can often do so on a time scale shorter than the relaxation time to chemical equilibrium. Hence selectivity of energy
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consumption is often not noticed for macroscopic systems in chemical disequilibrium unless the reactions are very endothermic (e.g. collision induced dissociation) when taking proper account of vibrational energy selectivity is inevitable in order to interpret the data, cf. figure 7 below.

Disequilibrium on the molecular level (i.e. the selectivity with respect to the initial states of the reagents and the specificity with respect to the final states of the products) is thus intimately related to disequilibrium on the macroscopic, bulk level. It is therefore not inappropriate to consider an approach that will treat both from a common point of view.

SURPRISAL ANALYSIS

To characterise the deviance of the system from equilibrium one needs a suitable measure. We have found it advantageous to use the surprisal defined by [1-3]:

\[ I(n) = -\ln[P(n)/P_0(n)] \]

Here \( P(n) \) is the actual (observed or computed) probability of the species \( B_n \) and \( P_0(n) \) is the probability at equilibrium. If the system is a single, isolated collision then \( P(n) \) is the fraction of the collisions that lead to the formation of \( B_n \). For example, in Figure 2, the different species are the diatomic product molecule in different vibrational states. In a macroscopic system \( P(n) \) is the mole fraction of the species \( B_n \).

The surprisal is a 'local' measure of disequilibrium since it assigns a separate number to each species in the system.

The empirical observation is that even for large deviations from equilibrium the structure of the surprisal may be simpler than that of the probabilities themselves. Figure 3 is an example for a single isolated collision.

![Figure 3](image-url)

The observed (bottom panel) HF vibrational state distribution resulting from the single collision of an F atom with toluene. Top panel: the surprisal vs. \( f_V = E_V/E \). Adapted from D.J. Bogan and D.W. Setser, J. Chem. Phys. 64, 586 (1976).
The surprisal, while large is very well approximated as a linear function of the vibrational energy content of HF:

\[ I(v) = \lambda_0 + \lambda_v (E_v/E) \]  

or

\[ P(v) = P^0(v) \exp[-\lambda_0 - \lambda_v (E_v/E)]. \]  

Here \( \lambda_v \) is the slope of the straight line in Figure 3. \( \lambda_0 \), the intercept of the line, is not an independent parameter but is determined by the condition that the distribution (II) sums up to unity.

The linear representation (I) for the surprisal also obtains for other systems, e.g., those shown in figure 2. The role of reagent vibrational excitation can be similarly represented, figure 4.

![Figure 4.](image)

**Figure 4.**
Surprisal of the role of HBr vibrational excitation in the two possible reaction paths in the \( H + HBr(v) \) reaction. Note that the surprisal is different for the two reaction paths. Adapted from R.D. Levine and J. Manz, J. Chem. Phys. 63, 4280 (1975).

The simple behavior of the surprisal is found also for macroscopic systems. Figure 5 shows an analysis of the results of a numerical solution of the rate ('master') equations for vibrational excitation. If one uses the Landau-Teller transition probabilities then one can show analytically that the functional form (II) is an exact solution of the rate equations. Of course, and as is also obvious from figure 5, the value of \( \lambda_v \) does depend on time and tends to zero as the system approaches equilibrium.

**THE CONSTRAINTS**

As was argued in the introduction it is the slow processes that govern the approach to equilibrium. If these processes were frozen, the system would be in equilibrium. It is therefore reasonable to consider the following working hypothesis: At any point in time the system is at equilibrium subject however to constraints. The nature of these constraints is determined by the slow processes. In this review we confine ourselves to showing that this hypothesis does account for the simpler structure of the surprisal and that it can be used as a predictive tool. Elsewhere we have shown that this approach can indeed be justified as a rigorous implication of the equations of motion of mechanics.
In discussing the constraints we shall be guided here by physical considerations: the constraints reflect the 'bottleneck' processes but for which the system would be in equilibrium. For example, since three body recombination processes are slow, the total number of molecules in the system may be higher than at equilibrium. Or, since vibration to translation energy transfer is slow, the mean vibrational energy may be higher than at equilibrium. Indeed, Bethe and Teller suggested that it decays exponentially to its equilibrium value, $<E_{vib}>^0$:

$$-d<E_{vib}> / dt = [<E_{vib}> - <E_{vib}>^0]/\tau . \qquad (III)$$

For an isolated collision the constraints are due to the inertia (or 'adiabaticity') of the different degrees of freedom. Such constraints (reflected in the Franck Condon approximation of spectroscopy or the Landau-Teller adiabaticity factor) imply that a degree of freedom will come to equilibrium during a collision if it is perturbed on a time scale short compared to its natural period. Electronic degrees of freedom are thus least perturbed and indeed are usually treated as adiabatic (the Born Oppenheimer approximation. Exceptions do occur if 'curve crossing' is possible. Indeed, examples of collisions which lead to an equilibrium distribution among final electronic states are known). Next in line come the vibrations, whose period is comparable to the duration of direct bimolecular collisions. Rotations are slower (except for hydrides) and hence products rotational distribution is seldom very deviant.

As has been noted in the introduction, disequilibrium for gaseous macroscopic systems is really a reflection of the elementary collisions taking place in the system. Hence one can forge a link from the microscopic to the macroscopic constraints. This has actually proved possible, e.g. in the case of macroscopic vibrational relaxation, the Bethe-Teller equation (III) can be related to a constraint on the rate constants of vibrational to translational energy transfer out of different initial vibrational states and into different final vibrational states:

$$\Sigma (E_{v'} - E_v) k (v \rightarrow v') = [<E_{vib}>^0 - E_v]/\tau . \qquad (IV)$$

Here the primes denote the final vibrational states, and figure 6 below offers a concrete example.
THE ENTROPY DEFICIENCY

As a global measure of the deviance of the system from equilibrium we use the average value of the surprisal, termed 'the entropy deficiency' and defined by\(^2\),

\[ DS(P|P^0) = \sum_p \ln \left( \frac{P(n)}{P^0(n)} \right) \]  

(V)

The following points are central to the discussion but are stated here without proof:

The entropy deficiency is non-negative and vanishes if and only if the system is at equilibrium, i.e. if \( P(n) = P^0(n) \) for all species \( B_n \).

For an isolated system (e.g. a single collision) the entropy deficiency is the difference between the value of the entropy of the system at equilibrium and the entropy of its present state. Since \( DS > 0 \), with equality only at equilibrium this property is equivalent to the second law of thermodynamics: the entropy of an isolated system can only increase. A proof of this important property is not available elsewhere and hence is provided in an appendix. It should be explicitly stated however that the proof and other statements to be made below are all based on the information theoretic definition of an entropy of a distribution\(^4\),

\[ S(P) = -\sum_n P(n) \ln \left( \frac{P(n)}{\delta_n} \right) \]  

(VI)

where \( \delta_n \) is the degeneracy of the species \( B_n \). Classical thermodynamics does not define entropy outside of equilibrium. It is the adoption of the information theoretic definition (VI) that enables one to extend the language and methodology of classical thermodynamics to systems in disequilibrium.

For a system coupled to a heat bath at a temperature \( T \), RTDS is the maximal work available from the system\(^2\),\(^\dagger\). This result is valid whether the system is open or closed. In the special case that the system is only in chemical disequilibrium, RTDS is the affinity of the system as introduced by DeDonder\(^4\). In the special case that the system is only in thermal disequilibrium (and coupled to a heat bath)

\[-RTDS = \Delta E = T\Delta S \]  

(VII)

Here \( \Delta E \) and \( \Delta S \) have their usual thermodynamic significance, except of course that the entropy of the initial state, which is in disequilibrium, is defined by the information theoretic expression (VI).

The entropy deficiency is a measure of the 'thermodynamic weight' of the system as introduced by Boltzmann and Planck. In brief, given a system of \( N \) molecules which is at equilibrium. The probability \( P \) that due to a fluctuation it will be found with the composition \{\( P(n) \)\} is given by \( P = \exp(-NDS(P|P^0)) \). Hence the larger is \( DS \), the less probable is the particular state of the system. Due to the factor \( N \) in front, large values of \( DS \) are strongly discriminated against.

Finally, \( DS(P|P^0) \) has the information theoretic interpretation of the amount of information received when, if all we knew were the strictly conserved quantities (e.g. total energy, total number of atoms of each element), we are given the actual distribution \{\( P(n) \)\}.

The algorithm

Any one of the stated interpretations of \( DS \) can now be used to support
the following technical version of the working hypothesis\textsuperscript{15}: Consider all the compositions \( \{P(n)\} \) that are consistent with the constraints on the system. For example, all distributions over vibrational states that have the same value of the mean vibrational energy. Among those distributions choose the one that has the minimal value of \( DS \). The (unique\textsuperscript{16}) distribution chosen in this fashion is the one that is as much in equilibrium as possible consistently with the value of constraints. Minimising \( DS \) is the analogue of the classical thermodynamic prescription of minimising the free energy (or, for an isolated system of maximising the entropy). Minimising \( DS \) is the analogue of Boltzmann's approach of finding the most probably state of the system. Finally, minimising \( DS \) is, on information theoretic grounds\textsuperscript{17}, the most conservative inference. It is the least biased or Ockam's rule description in that it is consistent with the constraints and otherwise provides as little information as possible. It should however be recognised that the procedure is an extension\textsuperscript{15} rather than a part of classical thermodynamics. The two new features are, first, the choice of constraints. Equilibrium thermodynamics admits only such constraints that are strictly conserved and time-independent quantities. We have been able to show that the constraints required to rigorously describe systems in disequilibrium can also be regarded as constants of the motion\textsuperscript{18}. However we shall not pursue this point here. The second non-classical feature is the definition (VI) of the entropy.

Getting down to business, the constraints are mean values of properties \( A_r \), \( r = 0,1, \ldots, M \),

\[
< A_r > = \sum_{n=1}^{n} A_r(n)P(n). \quad (VIII)
\]

\( A_r(n) \) is the value of the property \( A_r \) (e.g. vibrational energy) for the species \( B_n \). We reserve \( A_0(n) = 1 \). As long as the number of species (\( N \)) exceeds the number (\( M+1 \)) of constraints there will be more than one distribution \( \{P(n)\} \) which is consistent with the constraints. The particular (unique) one which is of minimal \( DS \) can be constructed by the method of Lagrange parameters\textsuperscript{15}\textsuperscript{16}\textsuperscript{18}. The result is:

\[
P(n) = P^0(n) \exp \left[ - \sum_{r=0}^{M} \lambda_r A_r(n) \right]. \quad (IX)
\]

There are as many (Lagrange) parameters, \( \lambda_r \)'s, in (IX) as there are constraints. Hence their values can be determined from the values of the constraints, and an efficient algorithm for doing so has been described\textsuperscript{18}.

SURPRISAL SYNTHESIS

The surprisal of the distribution which is maximally in equilibrium subject to constraints (cf. (IX)) is

\[
I(n) = - \ln[P(n)/P^0(n)] = \sum_{r=0}^{M} \lambda_r A_r(n). \quad (X)
\]

The whole point of surprisal analysis is thus to identify the constraints by an examination of the data. The pleasing observation, figures 3-5, is that typically very few constraints are required to provide an excellent approximation for the surprisal even for systems that are quite far from equilibrium. This suggests that the procedure be inverted. Rather than examine the distribution to identify the constraints, adopt a set of constraints and predict the surprisal and hence the distribution.

A concrete example of such a surprisal synthesis is shown in figure 6. The constraint is the so-called 'exponential gap rule' and the value of the Lagrange parameter is determined using equation (IV).
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Figure 6.

Right panel: A plot of the left hand side of equation (IV) vs. \( E_v \) using rate constraints computed by the method of classical trajectories, for two different paths in a \( \text{Cl} + \text{Cl}_2(v) \) collision at 1100K.

Left bottom panel: The surprisal of the trajectory computed distribution of \( \text{Cl}_2 \) final vibration states (bars) and the predicted surprisal (solid line) using (X) and a single constraint beside normalisation.

Left top panel: The trajectory computed (bars) and the surprisal synthesized (dots) \( \text{Cl}_2 \) final vibrational distribution. The equilibrium, \( P^0(v) \) distribution is shown as a dashed line. Adapted from ref. 12.

An example relevant to shock tube kinetics is shown in figure 7. The problem is accounting for the low values of the activation energies for the dissociation of diatomic molecules in a shock heated monoatomic gas. Two types of rate constants are required for the solution of the kinetic equations. One is a set of rate constants for vibrational energy transfer. The other is the set of rate constants for collision induced dissociation of the diatomic molecule as a function of its vibrational state. The results shown in figure 7 are based on a linear surprisal representation for the role of the diatomic initial vibrational energy (cf. figure 4) in the collision induced dissociation process.

An application of surprisal synthesis to macroscopic disequilibrium was shown in figure 5. The straight lines are not fits to the surprisal of the distribution but an independent computation using \( <E_{vib}> \) as a constraint, where the value of \( <E_{vib}> \) is determined from equation (III). If both \( <E_{vib}> \) and \( <E_{vib}^2> \) are imposed as constraints the predicted surprisal (dashed line) is in excellent accord with the results of integrating the rate equations.
Figure 7.

Computed apparent dissociation rate constant for O$_2$ in Ar (solid lines). Adapted from ref. 8, where the sources of experimental data are identified. $\lambda$ is the surprisal parameter for vibrational energy consumption (as in fig. 4) of the collision induced dissociation process. The panel on the right uses energy transfer rates of the exponential gap rule type. The other two panels are Landau-Teller type (near neighbour only) energy transfer rates.

THE AFFINITY

Consider a system in chemical disequilibrium. We have thus far discussed the surprisal of the concentrations of individual species or of the entire system (i.e. DS). A measure of deviance which is intermediate between the local and the global is the surprisal of a given elementary reaction. We shall show that it is a linear combination of the surprisal of the species that participate in the reaction and that it is equal to affinity of the reaction.

An elementary reaction can be schematically written as

$$\text{E}_\text{v}^+ \text{B}$$

where the $\nu$'s are the stoichiometric coefficients and $\nu_\text{v} = \nu_\text{v}^+ - \nu_\text{v}^-$. The affinity of the reaction is defined as

$$A = \sum_n \nu_n \mu_n$$

where the $\mu$'s are the chemical potentials. Since the affinity vanishes when the reaction is at equilibrium one can replace in (XI) $\mu_n$ by $\mu_n^0$, where $\mu_n^0$ is the chemical potential at equilibrium. Using the standard relation between chemical potential and mole fraction.
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\[ A = -RT \sum_n \ln \left( \frac{P(n)}{P_0(n)} \right), \]

or using (X)

\[ = \sum_r \left( \sum_n \lambda_r A_r(n) \right) \equiv \sum_r \lambda_r C_r. \]  

(XII)

Here

\[ C_r = \sum_n A_r(n) \]

is the r'th constraint on the reaction.

A kinetic interpretation of this result is provided by noting that e.g. the forward rate of the elementary reaction can be written as

\[ R^+ = k_+ \left( \frac{NP(n)}{n} \right)^{\lambda_r}, \]

where \( k^\pm \) is the rate constant. Writing the reversed rate in a similar way and using detailed balance in the form

\[ k^+ \left( \frac{NP(n)}{n} \right)^{\lambda_r} = \frac{k^-}{k^+} \left( \frac{NP_0(n)}{n} \right)^{\lambda_r} \]

we conclude that

\[ A = RT \ln \left( \frac{R^+/R^-}{R^+} \right). \]  

(XIII)

The affinity, which (up to RT) is the surprisal of the reaction is thus a measure of the deviance of the forward and reverse rates

\[ -\ln \left( \frac{R^+/R^-}{R^+} \right) = \sum_r \lambda_r C_r. \]  

(XIV)

In summary, the surprisal of a reaction, \( A/RT \), has the kinetic interpretation of the deviance of the forward and reverse reaction rates, (XIII). The surprisal of the reaction vanishes only when the reaction is at equilibrium. It can be computed (cf. (XII)) as a linear combination of the surprisals of the species that participate in the reaction with weights that are the stoichiometric coefficients. One can also express the surprisal (as in (XIV)) in terms of the constraints, \( C_r \), on the reaction. These are linear combinations of the constraints on the species that participate in the reaction. As a simple example say that the temperature and pressure are not too high so that the three body collisions (dissociations and/or recombinations) are rate determining. Such collisions change the total number of species in the system. Hence the constraint is the total number of moles. Each species \( n \) gets counted with the same weight or \( A_0(n) = 1 \), where 0 is the 'total number of moles' constraint. For a particular dissociation process, e.g. \( O_2 + Ar \rightarrow O + O + Ar \), we have \( C_0 = 2v_0 - v_{O_2} = 1 \). If \( A_0 \) is the only constraint, all collision induced dissociation processes have precisely the same surprisal, no matter how they differ in their individual rate constants.

OUTLOOK

Surprisal analysis has shown that deviance from equilibrium can often have a compact representation. This observation can be interpreted in terms of the constraints on the system. For example, the entire time evolution of a macroscopic system is described by the time dependence of the values of the constraints. Conversely, the measured time dependence of the concentrations of the different species is sufficient to determine the time rates of change of the constraints, but no more.
In the future we expect to see more attention paid to the identification of the constraints on macroscopic systems from the constraints on isolated single collisions. The link between the two is provided by the concept of the 'sum rule' of which equation (IV) is an example. On the one hand, the macroscopic result (III) is a direct implication of the sum rule (IV). On the other, one can show that sum rules identify the constraints on single collisions. Another development which is yet to reach its maturity is the application of the thermodynamic-like nature of the approach. Work cycles for macroscopic systems in disequilibrium have already been discussed and the required algorithms for adapting the JANAF thermochemical tables for state selected species have been noted. It remains however to make full use of the thermodynamic point of view as a predictive tool.

APPENDIX

We show that for any isolated system $DS$ is the entropy at equilibrium minus the entropy of the actual state of the system. The key step is to note that the equilibrium distribution, $P^0(n)$ is of the form

$$P^0(n) = \frac{1}{Z} e^{-\beta E(n)}$$

where the $E_r$'s are strictly conserved properties. In other words, for any distribution $P(n)$

$$\sum_n P(n) E_r(n) = \sum_n P^0(n) E_r(n).$$

This is not necessarily true if the system is not isolated or for the constraints used to characterise the non-equilibrium distribution $P(n)$. It follows from (I) and (II) that

$$-\sum_n P(n) \ln[\frac{P^0(n)}{Z}] = -\sum_n P^0(n) \ln[\frac{P^0(n)}{Z}]$$

and hence that (cf. (VI) and (V))

$$DS[P|P^0] = -S[P]-\sum_n P(n) \ln[\frac{P^0(n)}{Z}] = S[P^0]-S[P], \text{ QED.}$$

Since $DS \geq 0$, with equality iff $P = P^0$, the entropy of an isolated system can only increase, unless it is already at equilibrium.
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Part II: SHOCK WAVES AND GAS DYNAMICS
TEST SECTION CONFIGURATION FOR AERODYNAMIC TESTING IN SHOCK TUBES
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This paper presents results of a study of the test section configuration required to minimize or alleviate interference effects on model flow produced by the presence of test section walls in the aerodynamic testing of two-dimensional transonic airfoils in a shock tube. Tests at a nominal Mach number of 0.85 and a chord Reynolds number of 2 x 10^6 were carried out by means of schlieren photography and pressure measurements for several symmetric airfoil profiles using shock tube test sections with unmodified straight walls, contoured walls, and slotted walls with adjacent chambers. Results were compared with corresponding results from conventional wind tunnel tests of the airfoils. Results for the straight wall tests show major airfoil flow distortions. Results from contoured wall tests and those performed using a slotted wall test section developed in this study exhibit essential agreement with wind tunnel results. The collective results show that test sections for aerodynamic testing can be designed for shock tubes that will alleviate wall interference effects.

INTRODUCTION

The shock tube is capable of generating flows with a wide range of Reynolds number that are potentially useful for experimental aerodynamic studies in the subsonic, transonic and low supersonic Mach number regimes. The high Reynolds number transonic flow regime is of current interest since certain advanced transonic aircraft undergo flight conditions that produce very high flow Reynolds numbers, e.g., Reynolds numbers based on airfoil chord length range to nearly 100 million. Such Reynolds numbers exceed the performance capabilities of existing conventional wind tunnels by at least a factor of three. Although a cryogenic wind tunnel is presently under construction in the United States to provide high Reynolds number transonic testing capabilities, there is a need for a smaller, less costly, high Reynolds number transonic test facility, particularly one in which research and testing of two-dimensional transonic airfoils can be carried out in order to provide fundamental flow data to augment analytical studies of transonic airfoil flows. As noted in Ref. 3, one device that shows promise in fulfilling these requirements is the shock tube. Among other considerations, it was shown that in theory transonic flows with
very high Reynolds numbers can be generated, provided a shock tube of heavy construction is used.

Two major problems arise in relation to aerodynamic testing in shock tubes. These are first, the matter of model flow development time in relation to the inherently-short shock tube testing time, and second, the influence on facility walls of the flow about the model, a problem common to most aerodynamic test facilities. In the experimental phase of the study reported in Ref. 3, it was observed that steady two-dimensional transonic airfoil flows can be generated within the available testing time in shock tubes using models of reasonable size.

The matter of wall influence on model flow does, however, present a significant problem. Although there is a large body of literature surrounding the design and performance for test sections intended to minimize or alleviate the wall interference effects in conventional wind tunnels, to the authors' knowledge there have been no studies reported that deal with the requirements for aerodynamic test sections for short duration flow facilities such as the shock tube. This paper presents the results of an investigation of the test section configuration required for the testing of two-dimensional transonic airfoils in a shock tube.

SHOCK TUBE DESCRIPTION

A diagram of the shock tube used in this study is shown in Fig. 1. The shock tube is gas driven and has a driven tube of rectangular cross section with a height \( H = 15.2 \text{ cm} \) and a width \( W = 7.6 \text{ cm} \). The test section was located 8.5 m from the diaphragm and extended 0.18 m upstream and 0.28 m downstream of the midchord point of the airfoil. The test regime was the flow region behind the primary shock wave (Region 2 in Fig. 1). The nominal chord length \( c \) of the airfoil models used in this study was 7.6 cm, and the nominal value for the free-stream Mach number, \( M_2 \), of the flow relative to the airfoil was 0.85. All airfoils considered in this study exhibit transonic flows at this Mach number. The Reynolds number based on airfoil chord length, \( Re_c \), was \( 2 \times 10^6 \). The Reynolds number was limited by shock tube structural considerations. Although not in the high Reynolds number regime, \( Re_c = 2 \times 10^6 \) was large enough to produce turbulent boundary layers upstream of the shock wave boundary layer interaction on the airfoil and thus rendered results that could be compared with corresponding results from conventional wind tunnels. The airfoil profiles studied were symmetric profiles and, except as noted, the airfoils were mounted at zero angle of attack \( (\alpha = 0) \). The measured Region 2 testing time at \( M_2 = 0.85 \) was \( 3.5 \text{ ms} \). This was 40% of the ideal testing time \( t_i \) in Fig. 1.

![Figure 1. Diagram of shock tube and description of ideal shock tube flow.](image-url)
**TEST SECTION GEOMETRY**

An important feature related to the performance of the test section is the size of the model in relation to the test section size. For two-dimensional flow, this is characterized by two ratios: the test section half-height to the airfoil chord length, \( H/2c \), and the airfoil frontal area to the test section cross sectional area, \( A_f/A_t \), which is a measure of the test section blockage due to the presence of the airfoil. In order to accurately machine models and to provide internal space for instrumentation, the airfoil chord length must be greater than about 5 cm. This places the following limits on \( H/2c \) and \( A_f/A_t \) for a typical 12\% thick airfoil in the present test section:

- \( (H/2c)_{max} = 1.5 \)
- \( (A_f/A_t)_{min} = 0.040 \)

For the nominal 12\% thick 7.6 cm chord airfoil models used in this study, \( H/2c = 1.0 \) and \( A_f/A_t = 0.06 \). Transonic airfoil testing in most wind tunnels is carried out with much larger values of \( H/2c \) and significantly smaller values of \( A_f/A_t \). Accordingly, more pronounced wall interference effects than those encountered in wind tunnels would be expected in the present test section. During the course of this investigation, test sections with three types of walls were investigated. These are listed in Table I.

**STRAIGHT WALLS**

At a Mach number of 0.85, test section blockage of 5\% \( (A_f/A_t = 0.05) \) would, on the basis of inviscid flow, cause choking to occur in the test section. Therefore, for a typical case of \( A_f/A_t = 0.06 \) in the present study, distortions from the expected flows would be anticipated if a test section with straight unmodified test section walls was used. To examine the flow, tests were carried out by means of schlieren photography and pressure measurement instrumentation for a 7.6 cm chord length NACA 0012 airfoil (12\% thick) in a test section with straight walls, designated as Configuration 1 in Table I. Pressure measurement instrumentation consisted of six Kulite pressure transducers imbedded in the airfoil.

Figure 2a shows a schlieren photo taken at \( t' = 0.05 \) ms of the primary shock wave passing over the airfoil and the reflected wave that forms and propagates upstream in the incoming subsonic flow (\( t' = 0 \) when the primary shock arrives at the airfoil leading edge). This wave, which is inherent to the flow starting processes in any test section, continues to propagate upstream in the straight wall test section, as evidenced by its appearance on the response record of a pressure transducer mounted flush with the side wall one chord length upstream of the airfoil leading edge. The response of this transducer for Configuration 1 is shown in Fig. 2b as

<table>
<thead>
<tr>
<th>Configuration Number</th>
<th>Type</th>
<th>Description</th>
<th>Dimensions, cm. See Fig. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Straight Walls</td>
<td>No wall modification</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Contoured Walls</td>
<td>Walls machined to match approximate</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>stream surfaces</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Slotted Walls</td>
<td>15 43 4.8 3 0.13 7.9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Slotted Walls</td>
<td>3.8 11.4 0.5 4 0.17 5.9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Slotted Walls</td>
<td>9 15 0.5 4 0.17 5.9</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Slotted Walls</td>
<td>9 15 0.5 5 0.21 4.8</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 2. Selected results from shock tube tests of the NACA 0012 airfoil profile.

a. $t' = 0.05 \text{ ms}$


c. $t' = 2.6 \text{ ms}$, Configuration 1.

The primary shock wave arrives at the transducer and, on its passage, the post shock pressure $P_2$ is registered. Subsequently, the reflected wave is detected by the transducer at $t' = 0.6 \text{ ms}$. This wave does not dissipate (as evidenced by the response of an additional wall pressure transducer further upstream) and, as a result, the flow arriving at the airfoil has a pressure significantly higher than $P_2$. (On the basis of inviscid flow, the free flight pressure one chord length upstream should be about $1.02 P_2$ for the 0012 airfoil.) The resulting steady flow pattern observed at $t' = 2.6 \text{ ms}$ is shown in Fig. 2c. One basis for comparing this observed flow with the desired flow is the airfoil shock wave pattern. The airfoil shock wave patterns observed in a wind tunnel by Stivers\(^5\) for transonic flows for the 0012 profile at Mach numbers ranging from 0.82 to 0.86 are shown as the solid lines in Fig. 3. From comparison of these shock wave profiles with the airfoil shock wave profiles in Fig. 2c, it is evident that the flow in Fig. 2c is incorrect. Hence, the need for test section wall modification to alleviate blockage is clearly established.

**CONTOURED WALLS**

One method of alleviating blockage is to employ contoured test section walls. The contoured wall test section is denoted as Configuration 2 in Table 1. This method was used in the study reported in Ref. 3 for the circular arc airfoil and in a study of the NACA 0012 airfoil in the present investigation. In each case the stream surfaces one chord length above and below the airfoil were determined using an inviscid flow computer code and were machined into blocks that form the upper and lower walls of the test section. Different contours resulted for each airfoil. The stream surfaces of the 0012 airfoil were obtained by Ariel\(^6\). Schlieren photography and airfoil pressure measurements confirmed that the flows produced became steady for the contoured wall tests within the 3.5 ms testing time.
Evidence that blockage was significantly alleviated by use of contoured walls was provided by the observation that on arrival at the upstream pressure transducer, the reflected wave generated by interaction of the primary shock with the airfoil was diminished in strength when compared to the straight wall case. The response of the wall pressure transducer obtained for the 0012 airfoil tested in the contoured wall test section is shown as the middle curve in Fig. 2b. The gage response indicates constant pressure after $t' = 2$ ms and registers a pressure value slightly higher than $P_2$ to yield $P/P_2 = 1.06$.

The steady flow results obtained for the 0012 airfoil in the test section with walls contoured for $M = 0.85$ flows compared favorably with those from corresponding wind tunnel tests. Results in terms of airfoil shock wave profiles and airfoil pressure distributions are shown in Figs. 3 and 4. The shock wave profiles in Fig. 3 for the shock tube tests are seen to lie somewhat downstream of the profiles observed in the wind tunnel at essentially the same flow conditions. Figure 4 shows the pressure coefficient $C_p = (P - P_2)/(0.5 \rho u^2)$ vs chord position $x/c$. The quantities with the subscript $\text{w}$ were taken as those computed for region 2 from measurements of primary shock speed, region 1 properties, and normal shock relations. The pressure values obtained in the shock tube tests show fair agreement with those measured in the wind tunnel. The differences in Figs. 3 and 4 between the shock tube and the wind tunnel results are attributed to the approximate wall contours used in the shock tube tests. Results from the contoured wall studies served to illustrate that very uniform airfoil flows are generated in the shock tube.

SLOTTED WALLS

The rather restrictive requirements of providing wall contours matched to each airfoil tested led to consideration of a self-regulating test section for the shock tube similar to those used in conventional wind tunnels. Desirable characteristics of such a test section are that it be of fixed geometry and that it provide automatic flow regulation to minimize wall
effects regardless of the airfoil profile tested. Test sections for conventional wind tunnels typically consist of walls with open areas and relatively large adjacent chambers which, when properly designed in combination, produce test section flows around models very near to those that would exist in free flight. Generally, the slotted-wall test section is preferred for subsonic flows and flows with Mach numbers slightly above unity, and therefore was the type chosen for development for transonic airfoil testing in the shock tube. Important differences exist between transonic flows in slotted-wall wind tunnels and those produced in shock tubes. As a result, slotted-wall wind tunnel design features could be used only as guides in the present study.

Figure 5 shows the general configuration of the shock tube test section designed to accomplish these aims. The general configuration is patterned in part after slotted wall test sections typically used in transonic wind tunnels. In addition to the ratios H/2c and Ae/At, the slotted wall test section is characterized by the wall slot geometry and the chamber size and configuration. The latter factors influence the test section performance to a considerable extent. Centrifugal forces accompanying streamline curvature produced by the presence of the model produce flow through the slots into and out of the chambers and an associated regulating effect. It has been found for wind tunnels that provided chamber size, slot spacing d/s, and the ratio of the slot area to the corresponding wall area Ae/Aw are chosen properly, the flow around the model will correspond to free flight flow, with departure from this flow being found to occur only in a narrow region adjacent to the wall, particularly in the vicinity of the slots. Values of Ae/Aw range up to 0.3 for various wind tunnels with slotted walls, and the number of slots varies according to the desired Ae/Aw and d/s. The slot width to the slotted-wall thickness is typically unity and larger. Chambers for wind tunnel test sections are usually relatively large (of the order of the test section volume). In view of the short testing time in the present study (3.5 ms), the chamber volume (characterized by x, y, and W in Fig. 5) must be of such size that steady flow is attained in both the test section and in the chambers well within the testing time. Due to the differences between transonic testing in the wind tunnel and the shock tube, the present test section was designed to permit different combinations of variables affecting test section performance to be studied.

Flows over various symmetric airfoils with a nominal Mach number of 0.85 and a chord Reynolds number of 2 x 10^6 were studied for several different slot and chamber geometries. Of the several slotted wall test section configurations studied, four will be discussed to provide a summary of the effect of configuration on the airfoil flow field. These are

![Figure 5. Shock tube slotted-wall test section.](image_url)

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>Chamber size</td>
</tr>
<tr>
<td>y</td>
<td>Chamber size</td>
</tr>
<tr>
<td>t</td>
<td>Test section</td>
</tr>
<tr>
<td>H</td>
<td>Test section</td>
</tr>
<tr>
<td>W</td>
<td>Test section</td>
</tr>
<tr>
<td>s</td>
<td>Slot length</td>
</tr>
<tr>
<td>n</td>
<td>Number of slots</td>
</tr>
<tr>
<td>Ls</td>
<td>Slot length</td>
</tr>
<tr>
<td>Ae</td>
<td>Slot area</td>
</tr>
<tr>
<td>Aw</td>
<td>Wall area</td>
</tr>
</tbody>
</table>

[132]
Test Section Configuration

designated as Configurations 3, 4, 5, and 6 in Table I. Configuration 3 was somewhat similar to configurations used in wind tunnels. It consisted of walls with three, 0.32 cm-wide slots (extending the length of the test section) and chambers with volumes each one-fourth of the test section volume. This configuration did not produce steady test section flows within the 3.5 ms testing time primarily because of unsteady shock waves produced in the chambers. Subsequent tests showed that significantly smaller chambers are required to produce steady test section flows about the airfoil. Configurations 4, 5 and 6 in Table I are configurations that produced steady airfoil flows. For these, each chamber volume ranged from about 1.3 to 2 times the volume of the airfoil tested. The nature of the steady flow fields produced by these configurations differs and was found to depend mainly on chamber volume, chamber position, and on the open area ratio, $A_o/A_w$.

Figure 6a shows a schlieren photo of the flow over a 7.6 cm chord NACA 64A010 airfoil obtained using Configuration 5. Similar photos were obtained for Configuration 4. Figure 6b shows a comparison of airfoil shock wave profiles observed in a wind tunnel with those obtained in Configurations 4 and 5. These two configurations differ only in the values for $x_a$ and $x_b$. Configuration 5 produces results nearly identical to those from the wind tunnel while Configuration 4 causes the shock to form too far downstream. This is indicative of a test section that provides too much flow restriction. This behavior of Configuration 4 was confirmed by tests conducted on the circular arc airfoil. This is shown in Fig. 7 which presents pressure coefficients vs chord position obtained for the circular arc airfoil using slotted-wall test section Configurations 4 and 5. Also shown are results from the study reported in Ref. 3 for the circular arc airfoil tested in a contoured wall test section (Configuration 2). The results for configurations 2 and 5 are in close agreement while the results for Configuration 4 indicate lower values of pressure, suggesting that, as with the 64A010 airfoil, Configuration 4 unduly restricts the flow. Comparison of the dimensions of Configurations 4 and 5 in Table I shows that the difference in these two configurations is in the chamber dimensions $x_a$ and $x_b$ only. The smaller chambers in Configuration 4 limit the extent of flow regulation.

![Figure 6](image-url)

a. Schlieren photo, $t' = 2.5$ ms, $M_2 = 0.87$. Shock tube test section symbols: Configuration 5.


Figure 6. Results for NACA 64A010 airfoil. Shock tube $Re_c = 2 \times 10^6$. 
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Figure 7. Comparison of pressure coefficients for the 12% thick circular arc airfoil. Shock tube $M_2 = 0.85$, $Re_c = 2\times10^6$.

Figure 8. Shock wave profiles for the NACA 0012 airfoil. Shock tube test section Configuration 5.

Figure 9. Pressure coefficients vs chord position. NACA 0012 airfoil. Open symbols: Configuration 5. Solid symbols: Configuration 6.

Figure 10. Comparison of shock wave profiles for the circular arc airfoil. Shock tube test section Configuration 5.

Figure 8 shows a comparison of airfoil shock wave profiles from wind tunnel tests of the 0012 airfoil and profiles obtained in the Configuration 5 test section. The agreement is good for the range of Mach number considered. Figure 9 compares wind tunnel pressure distributions for the 0012 airfoil with shock tube results obtained with Configurations 5 and 6. Table I shows that the only difference between these two configurations is that Configuration 5 has four slots ($A_w/A_w=0.17$) and Configuration 6 has five slots ($A_w/A_w=0.21$). The results in Fig. 9 suggest that Configuration 6 does not sufficiently confine the flow.
Test Section Configuration

It is interesting to examine the response of the upstream wall pressure transducer for the case of the 0012 airfoil tested in Configuration 5. This is shown as the lower curve in Fig. 2b. After primary shock arrival a weak expansion wave appears at the transducer. At \( t' = 2 \) ms the flow becomes essentially steady and exhibits a pressure very close to the computed value of \( P_2 \). This is an indication that the incoming flow relative to the airfoil is essentially correct.

The 12\% thick circular arc airfoil profile was also tested in the Configuration 5 test section. Results for two values of chord length are shown in Fig. 10 in terms of airfoil shock wave profiles. The shock tube results are in good agreement with wind tunnel results and are independent of airfoil chord length.

It is seen from Figures 6 to 10 that Configuration 5 produces essentially correct flows for different airfoil profiles at zero angle of attack \( \alpha = 0 \), i.e. for symmetric airfoil flows. To assess the performance of this configuration for non-symmetric flows, the 0012 airfoil was tested at \( \alpha = 2^\circ \). Comparisons of results in terms of airfoil shock profiles and pressure distributions shown in Figs. 11 and 12 demonstrate that Configuration 5 produces essentially correct results for non-symmetric flows also. The collective results obtained for the various airfoils tested using Configuration 5 indicate that this test section configuration exhibits the desired performance characteristics for test Mach numbers ranging from about 0.82 to 0.89.

![Figure 11. Comparison of shock wave profiles. MACA 0012 airfoil. \( \alpha = 2^\circ \). Shock tube test section Configuration 5.](image1)

![Figure 12. Pressure coefficients vs chord position. MACA 0012 airfoil. \( M = 0.842, \alpha = 2^\circ \). Shock tube test section Configuration 5.](image2)
CONCLUDING REMARKS

The results of this study show that the wall interference problem in a shock tube test section intended for steady two-dimensional transonic airfoil testing can be successfully dealt with by use of either a contoured-wall test section or a properly-designed slotted-wall test section. Although the wall contouring method requires that contours be matched to each airfoil tested and may not produce flows that are in all respects correct, the method does have the advantage of producing test flows with known boundary conditions. Thus, the method can provide experimental results that are useful in analytical and numerical studies. The fixed-geometry slotted-wall test section developed in this study (Configuration 5, Table I) produces essentially correct airfoil flows for Mach numbers in the approximate range $0.82 < M < 0.89$ at $Re_e = 2 \times 10^6$, and exhibits good testing flexibility, as evidenced by good agreement found for several cases between shock tube generated airfoil flows and corresponding airfoil flows observed in conventional wind tunnels. Although limited to test sections for transonic airfoil testing, the results reported here should provide a basis for future designs of test sections for aerodynamic testing in shock tubes and similar facilities with short flow times.
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A LARGE-SCALE AERODYNAMIC TEST FACILITY
COMBINING THE SHOCK AND LUDWIEG TUBE CONCEPTS

LUCIAN Z. DUMITRESCU
National Institute for Scientific and Technical Creation — INCREST
Bucharest, Romania

A description is given of a large aerodynamic test facility, designed and built at the INCREST, which is capable of various modes of operation.
As a large shock tube, it has an 800 mm square test section, with a 900 mm ID, 170 m long main tube, and a 250 cu.m. vacuum tank. The maximum charging pressure is 20 atms, producing shocks with $M_s=1.005-3.0$, with test durations of 50-100 msecs. Shock loadings over 7 atms can be simulated on real scale structures.
For operation as a Ludwieg tube, a Laval nozzle and a supersonic test section, 800 mm square, are inserted, for model testing in the range $M=1.4-3.8$ with flow duration 0.7-0.8 secs.
Also, a 300 x 800 mm 2D transonic test section with perforated walls is used for airfoil tests at $M=0.6-1.35$; the Reynolds number range is 2.0-50 million, with an extremely low level of noise and disturbances.
A combined operating mode is also possible, simulating shock interactions with a preestablished flow.

INTRODUCTION

The facility described herein has been designed and put into operation at the National Institute for Scientific and Technical Creation. First, the basic aerodynamic configurations will be described, then some technical design features will be discussed. Finally, a few results of the preliminary operational tests will be presented.

BASIC AERODYNAMIC DESIGN AND PERFORMANCES

The main components of the facility are a 900 mm ID, 170 m long tube, which can be charged with air at 20 atms, connected at the downstream end to a 250 cu.m vacuum tank, which may be evacuated to 2 torr abs. By using suitable inserts, several operating configurations may be set up (figure 1).
Figure 1. Possible configurations of the facility
Combined Shock and Ludwieg Tube

1. Large shock tube

In this configuration, the first 15 m of the main tube may be used as a driver chamber with scribed aluminium and/or steel diaphragms (station A, figure 1 a), shocks in the range M=1.005-3.0 are produced in a test section 800 mm square, with test durations of 50-100 msecs. The maximum shock loading for structural tests is over 7 atms.

For ease of operation an 140 mm ID, 24 m long driver tube has also been provided. A diaphragm station (B) may be fitted at its end, connected to the main tube by a conical transition piece. By charging this tube with air at 150 atms, or hydrogen, without the need to handle large diaphragms, similar results are obtained.

2. Supersonic Ludwieg tube

In the Ludwieg-tube mode of operation, the diaphragm has to be placed at the downstream end (station C, figure 1 b). For supersonic testing, a Laval nozzle insert, an 800 mm square test chamber and a model support with 35 degs, pitch travel are fitted. Test Mach numbers are from 1.4 to 3.8, with clean flow durations of 0.7-0.8 secs. The maximum stagnation pressure is limited by the charging pressure of the tube, 20 atms, and special operating techniques may be followed to reduce starting and stopping overloads on models.

3. Transonic Ludwieg tube

The Laval nozzle and test section may be replaced by a two-dimensional transonic test chamber, 300 x 800 mm (figure 1 c), with a variable porosity distribution on the upper and lower walls. The flow Mach number is in the range 0.6-1.35, with durations of 0.7-0.8 secs and a very low level of disturbances. A wide range of Reynolds numbers is attainable (2.0-50.0 million for a 200 mm chord model).

In the Ludwieg tube mode, the flow is discharged into the vacuum tank and, for ease of operation, a set of 12 fast-acting valves, 400 mm ID, of special design, has been mounted inside the tank, to replace the diaphragm. Very consistent results have been obtained with the valves, and this mode of operation is now standard.

4. Combined shock - and Ludwieg tube

A unique feature of the facility is its capability of combining the two modes of operation, i.e. after starting a conventional Ludwieg - tube flow (either transonic or supersonic), a secondary shock wave may be sent along the tube by controlled bursting of an upstream diaphragm at station B (figure 1 b). Thus, shock interaction phenomena with a preestablished flow may now be studied.

5. High pressure shock tube

Finally, it should be mentioned that the high-pressure driver tube may stand alone as a quite sizeable shock tube, 140 mm ID and up to 24 m long, if a diaphragm is placed at station D (figure 1 d). With hydrogen drive at 150 atms, shocks up to M=8.0 may readily be produced, and the stainless-steel construction should prove useful for reducing contamination in chemical applications.
TECHNICAL DESIGN FEATURES

1. The main tube (Figure 2)

To ease access for configuration changes and for maintenance, it is of segmented construction. A pair of hydraulic jacks permit maneuvering, with an axial travel on rails, of 800 mm. Two inserts are provided, with transition from 900 mm ID to 800 mm square.

2. The Laval nozzle

Specially designed plastic flexible plates are used, contoured by large number of screw jacks, which ensure an accurate profile setting (with the inconvenient of rather tedious adjustments).

3. The model support

The mechanical design uses a pair of spindles and a gear train to produce pitching of the model about a virtual center; the motion is hydraulically actuated, with a pitch sweep of 10 degrees during the run. An electrical drive sets this segment anywhere within the total pitch range of 35 degrees. Special care has been taken to ensure a high accuracy of pitch angle setting and measurement; we hope to have attained 0.01 - 0.02 degrees.

4. The transonic insert

This includes an upstream contraction, carefully machined to a theoretical contour derived after J.Rom & al.; this is followed by the test chamber proper. The upper and lower walls are perforated at 60 degrees, with an adjustable porosity distribution, obtained with a set of segmented sliding plates. At the downstream end, a diffuser section includes the flap system for Mach number control. For subsonic operation, a pair of flaps provide an adjustable...
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Fig. 3. The transonic test chamber downstream sonic throat. In the supersonic range, the Mach number is set by controlling, with a second pair of flaps, the outflow from the plenum chamber. For Mach numbers over 1.36, a sonic throat may be installed at the entrance to the test chamber.

5. The fast-acting valves (figure 4)

These are of sliding sleeve type and pneumatically operated. By careful design and by exhaustive development and testing, excellent performances have been attained: operating pressure up to 20 atm, actual opening time 125-5 msecs, triggering delay 170-20 msecs.

Fig. 4. View of the valves installed inside the vacuum tank
It should be mentioned that such valves may also find other applications in the engineering field.

6. The vacuum tank (Figure 5)

The capacity is 250 cu.m and the limit vacuum 2 torr abs, with a measured leak rate of 2 torr/24 h.

![Figure 5. View of the vacuum tank](image)

It should be mentioned that in the Ludwieg - tube mode of operation, evacuation of the tank is seldom needed; e.g. when exploring the lower Reynolds range. The maximum overpressure is 8 atms, dictated by emergency safety considerations.

7. The high-pressure shock tube

This is also segmented, with a set of various lengths of tubing and special inserts provided with instrumentation ports. For controlled bursting, the double-diaphragm technique may be used.

8. Ancillary equipment

The vacuum is produced by a 50 kW pumping station, while high pressure air is produced by a 150 atms compressor charging a battery of storage bottles. The main 20 atms supply is available from a large air plant, which delivers air having a very low oil and moisture content (dew point - 40 degs.C).

INSTRUMENTATION AND DATA ACQUISITION

For operation in the shock - tube mode, the facility is equipped with the usual complement of pressure pick-ups, heat transfer gages, counter chronometers, oscilloscopes a.s.o. A 180 mm-field colour Schlieren, made by Rollab AG (Sweden) is also used.

For the Ludwieg - tube operation a complete data acquisition system has been designed and built (figure 6), comprising the following subsystems:
1. Blow-down sequence unit (BDS)

This takes care of the proper sequencing of the blow-down events (valve opening, scanivalve starting, schlieren spark triggering, computer starting a.s.o.). It provides also means for various checks, "dry" runs, a.s.o.

2. Model pitch control unit

This includes the controls for the pitch sweep, as well as an angle-of-attack indicator. The heart of this latter is a precision 15 turn potentiometer (POT) (made by Beckmann instruments) followed by a signal conditioning unit (SCU) and a buffer amplifier (BU). An analog instrument and a 41 digit panel meter (DPM) display the pitch angle.

![Diagram of the data acquisition system](image)

Figure 6. The data acquisition system

3. Mach number indicator

This uses to advantage the working principle of the Ludwieg tube, as follows: a precision electromanometer (EM) (type Bell & Howell), which may be checked periodically against a primary pressure calibration unit (Texas Instruments Co.) delivers continuously signals to a pair of digital panel meters (DPM). Coincident with the start of the blow-down sequence, by means of a control unit (CU), the first DPM indication is freeze frozen, thus recording the charging pressure in the tube, just prior to the run. After a variable delay (0.3 - 0.6 secs), the CU freezes also the second DPM, and the actual static pressure in the test chamber is recorded. The ratio of the two indications is a direct function of the Mach number.

4. Signal intake and conditioning

The measuring transducers (T), which may be pressure pick-ups (Kulite Co), scanivalves, strain gage model balances a.s.o., are fed by a set of 8 signal conditioning units (SCU) (Honeywell 105 Accudata), followed by precision DC amplifiers (Burr-Brown)
5. Digital acquisition and processing

The system is now being developed to share with another facility the use of a data acquisition system built around a Honeywell H 316 computer, having advanced performances: 32 channel multiplexing (MUX), 16 bit word A/D conversion and storage, with 24 microsec. conversion time, disk buffering, off-line "quick-look" capability on an X-Y recorder for eight selected parameters, and final digital recording on high-speed magnetic tape (MT) for subsequent processing. The whole operation is controlled from a teletype console (TTY). All analog and digital data from the tube will be transmitted at high level by cable to the acquisition unit, including Mach number and pitch angle indications. The flexibility of the set-up permits further developments of the system.

PRELIMINARY TEST RESULTS

After completing all subassembly and mechanical testing, the facility has been put into operation. A few of the more interesting preliminary test results can be presented here.

In the shock-tube mode, a series of runs were carried out, with flow Mach numbers very close to unitary ($M_a = 1.055-1.150$). The shock detachment distance in front of a 50 mm dia. sphere was measured, taking advantage of the large test chamber.

![Figure 7. Shock detachment distance in front of a sphere at transonic speeds](image-url)
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Figure 9. Transonic flow around a NACA airfoil (M=0.845)
Comparison with other results and with theory is quite satisfactory (figure 7).

For Ludwieg tube operation, of interest is a reproduction of a pressure recording (figure 8).

Fig. 8. Pressure recording in the transonic test chamber.
A—pressure in the main tube, ahead of the contraction;
B—static pressure on wall (M=0.9);
C—differential pressure between two points in the test chamber

It may be seen that the valves are opening sufficiently fast to produce a short initial transient, followed by a very flat pressure signal, with a drop, due to boundary-layer growth, under 1 percent. The low level of disturbances is evident, as well as the flow uniformity in the test chamber, shown by the trace of the differential pressure pick-up.

Finally, an early example of flow visualisation is given (figure 9). At the time, the air-drying plant was not operative and moisture condensation on the windows disturbed the picture, but also gave an indication of the flow pattern.

DISCUSSION AND PERSPECTIVES

The potentialities of such a facility are only now beginning to be explored and many interesting applications come to the mind, for scientific research and for industrial testing. The operating team will be happy to cooperate with other scientific organisations in developing these applications.
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LUDWIEG TUBE FACILITY FOR STUDIES OF HIGH PRESSURE LOW TEMPERATURE SUPersonic FLOW TRANSITION LASERS

B. Forestier, B. Fontaine and J. Valensi

Institut de Mécanique des Fluides Université d'Aix-Marseille II
1, rue Honnorat, Marseille, 13003, France

The use of aerodynamic technics to achieve C.W. or high repetition rate ultraviolet or visible laser emissions through electronic transitions may play a leading part as in the well known infrared vibrational lasers. A Ludvieg tube facility associated to an electron gun device has been developed and has permitted to achieve several high power quasi C.W. ultraviolet or visible laser emission from an active medium in supersonic flow at very low temperature (80 or 120 K) and high density (up to 2 amagats). Some characteristics of these laser emissions will be given here as well as the first results of an interferometric study of flow field aerodynamic disturbances in the laser cavity which may lead to a large scattering of laser beam at so short wavelengths.

INTRODUCTION

The use of electronic transition molecular systems to achieve high efficiency high power short pulses laser emissions has been well improved these last years, moreover high pressure electron beam excited electronic transitions systems have recently allowed to achieve in room temperature experiments, quasi-continuous laser emissions in ultraviolet from molecular levels of rare gas halides1,2. At the Institut de Mécanique des Fluides de Marseille a study has been undertaken with the object of developing high average power or quasi continuous u.v. or visible lasers by means of an association of fluid dynamics technics and electron beam excitation capabilities in the same way as the well known infrared vibrational flow lasers3,4.

In the case of electronic transition molecular lasers, and particularly with high pressure active medium, strong cooling of the working mixture may tend, on the one hand, to lower the quenching of excited species and absorption losses and, on the other hand, to increase the rate and the branching ratio of useful specific reactions. Cooling the gas by means of a supersonic expansion could, moreover, lead to C.W. or high repetition rate pulsed laser systems, as the heat and waste products are carried away by the supersonic flow.

The emphasis will be given here on the laser emissions which we have achieved from a high density supersonic flow and on the results of an inter-
ferometric study of flow field in laser cavity, it must be pointed out indeed, that the aerodynamic perturbations may play a leading part at such short wavelengths.

**EXPERIMENTAL SET UP**

The experimental apparatus which has been described in details previously\(^1\) consists mainly of a small Ludwieg tube which feeds through a supersonic nozzle, a constant area channel (16 x 3 cm\(^2\)) associated with a cold cathode electron gun.

The Fig. 1 corresponds to a cross sectional view of the test section device. The characteristics of the flow in the test section depends on the nozzle design and the calculated steady flow parameters for an initial pressure in the high pressure tube equal to 7.5 Atm. of Argon are given on the following table:

<table>
<thead>
<tr>
<th>Mach Number</th>
<th>( P_{(\text{Atm)}} )</th>
<th>( \rho (10^{19} \text{cm}^{-3}) )</th>
<th>( T_{(K)} )</th>
<th>( U_{m \text{ s}^{-1}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.75</td>
<td>0.81</td>
<td>4.86</td>
<td>119.7</td>
<td>357.9</td>
</tr>
<tr>
<td>2.5</td>
<td>0.33</td>
<td>2.85</td>
<td>83.7</td>
<td>427.6</td>
</tr>
<tr>
<td>3</td>
<td>0.19</td>
<td>2.03</td>
<td>66.6</td>
<td>457.8</td>
</tr>
</tbody>
</table>

The home made electron gun was energized by a P.I. MX 31 Marx generator (300 kV, 1500 J). The e-beam current density could be varied between 2 A cm\(^{-2}\) for 5 \( \mu \)s and 20 A cm\(^{-2}\) for 0.5 \( \mu \)s. The e-beam fired when the flow is steady, excites the active mixture in supersonic flow through a 25 \( \mu \)m thick titanium foil (14 x 2 cm\(^2\)) flush mounted in the constant area channel. Particular care has been taken to ensure a good alignment between the different walls of the channel and the nozzle exit in order to minimize aerodynamic disturbances. Taking into account the little duration of the excitation in this demonstrative device the length and the volume of high pressure Ludwieg tube chamber, chosen as little as possible to minimize the consumption of expansive and corrosive gases, permit to achieve steady state flow conditions for about 2 ms, with Argon or Neon as diluant.

Provision is made on test section side walls for piezoelectric gauges, interferometric graded windows or hard coating MDL mirrors. Windows and mirrors are mounted slightly away from the walls, the cavity length being equal to 18 cm.

Experiments at room temperature, without flow, are also performed immediately after a dynamic shot with the same sample of gas and the same excitation conditions, it is so possible to compare directly the effect of temperature on laser or fluorescence emissions.

Routine control diagnostics of the experiments consist essentially, for each shot, in a check of Marx generator voltage and total current intensity and in a measure of pressure time dependence of the supersonic flow.

It is also possible to record:

- Supersonic flow density map and its space and time variation following e-beam excitation by means of a Michelson interferometer using a pulsed ion laser source and streak or frame photographic records.
- Time variation of laser and fluorescence intensities by means of filtered
Ladwieg Tube Facility

Fig. 1 Cross sectional view of test section and electron gun

Fig. 2 Electron beam current (a) and laser (b) waveforms. The peak current corresponds to a e-beam of 10 A cm⁻² in laser cavity. Gas: Ne/Xe/HCl; T=120K T_mirror=0.1% and 5X.

Fig. 3 Densitometer traces of XeO₃ laser spectra at various temperatures and densities (Gas: Ne/Xe/HCl 1000/17/7.5)

Fig. 4 Measured output laser energy as a function of Xe concentration for T=120 and 300 K; T_mirror=5X, V=240KV, J=10 Acm⁻².
PMT or photodiodes.

- Time integrated spectral repartition of laser and fluorescence intensities by means of grating spectrographs.
- Total extracted optical energy by means of a Gen-Tech joulemeter.

EXPERIMENTAL RESULTS

A. Laser emissions

The described device has allowed the generation of several high power ultraviolet and visible laser emissions from excimers (XeF and XeCl) ionic (NeII) and atomic (FI) electronic transitions when mixtures or rare gases and fluored compounds in supersonic flow where e-beam excited at very low temperature.

- Strong lasing has been achieved near 350 nm on XeF* when Ne–Xe–NF3 mixtures, aerodynamically cooled to 120 K and at a density of 1 amagat, were excited by a 10 A cm⁻² – 240 kV e-beam. About 1 millijoule of laser energy was obtained in a 400 ns FWHM pulse limited only by the e-beam pulse length¹.⁴. It is noteworthy that the laser pulse length was much longer than the 17 ns radiative life time of the XeF (B–X) laser transition showing no bottlenecking for the lower laser level.

- Lasing was also achieved with the same device on NeII transitions at 3378.23 and 3481.95 Å when mixtures of Ne and a few parts per thousand of NF3 were cooled down to 80 K and excited by a 240 kV–10 A cm⁻² electron beam of 600 ns FWHM duration⁵. The two laser emissions have a 350 ns FWHM duration limited only by the e-beam lifetime. It is noteworthy that in our experimental conditions these two laser lines have never been generated at room temperature. The 3482 Å laser line has never been obtained before at high density.

- Very strong lasing has also been achieved with the same device on FI transitions at 7130 and 7310 Å when mixtures of He and NF3 were cooled down to 120 K and excited by an e-beam with a current density as low as a few A cm⁻².

More details are given below in the XeCl case, which has permitted to achieve, up to date, the best results in our device. Strong lasing was obtained on several XeCl bands near 308 nm at both very low temperature and room temperature with the present small amplification length device, when Ne : Xe : HCl mixtures were e-beam excited. These laser wavelengths are the shortest to have been generated up to date in a supersonic flow. Fig. 2 shows typical oscilloscope traces of e-beam current (Fig. 2a) and laser waveform (recorded with filtered PMT (Fig. 2b) for the case of supersonic flow XeCl laser experiments.

In all the experiments performed the laser pulse was much longer than the 11 ns XeCl upper level radiative life time⁶ and was only limited by the electron beam pulse length.

Fig. 3 shows typical high resolution laser spectra recorded under three different conditions for the same working mixture, Ne : Xe : HCl (1000 : 27 : 7.5). Figures 2a and 2b correspond to the cases when active medium were aerodynamically cooled to 120 K, the densities being respectively equal to 1 and 1.7 amagat. The Fig. 3c corresponds to a room temperature experiment with the same active medium at 1 amagat density.

The recorded wavelengths measured in air λ = 3079, 35 ± 0.05 Å;
Fig. 5 Interferogram of a perturbated supersonic flow in test section. Gas: Neon, $M = 1.75$, $P = 4.5$ Atm, $\Delta c/\Delta init = 2.1\%$ per fringe.

Fig. 6 Laser beam pattern with a perturbated supersonic flow corresponding to fig. 5 interferogram. Gas: Ne/Xe/NF$_3$, $M = 1.75$, $P = 45$ Atm, $\lambda = 350$ nm.

Fig. 7 Interferogram of a not perturbated supersonic flow. Gas: Helium, $M = 1.75$, $P = 4.5$ Atm, $\Delta c/\Delta init = 4.3\%$ per fringe.

Fig. 8 Laser beam pattern with a not perturbated supersonic flow corresponding to fig. 7 interferogram. Gas: He/NF$_3$, $M = 1.75$, $P = 4.5$ atm, $\lambda = 730$ nm.
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3081, 3083 A and 3084, 31 A are respectively assigned following Tellinghuisen's to 0-1, 0-2 and 0-3 XeCl bands. The laser band at λ = 3081, 39 A has not been assigned. The comparison of the Fig. 3 spectra shows a strong modification of the ratio of 0-1, 0-2 and 0-3 XeCl bands. At T = 120 K and ρ = 1 amagat the relative intensity of the 0-3 band is higher than the 0-1 band one in spite of the lower value of its Franck Condon factor. This indicates that the XeCl lower level manifold is not fully relaxed. In spite of this the total laser energy is, as reported below, higher at low temperature than at room temperature. Whatever our experimental conditions we have observed only laser transitions from v' = 0 showing that the XeCl upper level is fully relaxed.

Fig. 4 plots the extracted optical energy of the XeCl laser for Ne/Xe/HCl mixtures as a function of Xe relative concentrations and that for temperatures equal to 120 and 300 K and a density equal to 1 amagat with an e-beam excitation of 240 kV and 10 A cm⁻² during 600 ns (FWHM). The extracted energy for low Xe concentration is noticeably higher at T = 120 K, than at T = 300 K. However for T = 120 K, when Xe concentration is increased a saturation process occurs which is faster for the low temperature case. The saturation at low temperature is probably due to the beginning of Xe liquefaction which would limit the available Xenon concentration and could lead to a scattering of the laser beam. The maximum output laser energy obtained with our device for T = 120 K and ρ = 1.7 amagat was equal to 15 millijoules on 0.5 μs pulses through a 5% transmission extracting mirror. This value corresponds to a specific extracted energy and power of 1 J/L and 30 kW/cm² and has been achieved with a mixture (Ne - Xe - HCl , 1000 - 20 - 1).

The increase of extracted laser power and efficiency when cooling Ne/Xe/HCl mixtures is not induced by an increase of the upper laser level population as observed from fluorescence intensity at 308 A which is not modified by cooling. The favorable effect of cooling is expected to be due to both an increase of the gain (spectral narrowing and optimum J number lowering) and a decrease of the absorption by Ne₂ and Xe₂⁺ molecular ions at 308 nm as predicted by Wadt.

B. Aerodynamic flow field study

An interferometric study of the flow field in the test section has been undertaken to precise the contribution of aerodynamic perturbations to the losses in the laser cavity. The interferometer was of the Michelson type, the ionic laser light source permits either to record a snapshot of the interferogram pattern with a 200 ns exposure time (Xenon laser) or to record and x,t diagram by means of a drum camera during about 1500 μs (Argon laser) and to check the Ludwigg tube starting process or the steady state flow in order to know the best time for the electron beam excitation of the flow and to measure the perturbations in laser cavity.

The interferogram of the Fig. 5 corresponds to a supersonic flow when a step in the electron gun window holder alignment lead to a strong perturbation of the flow. Even with such perturbations it has been possible to achieve laser emission down to wavelength as short as 350 mm. Moreover a photographic record of laser pattern shows (Fig. 6) the perturbations induced by aerodynamic density gradients.

A carefully alignment of the different parts of the channel permitted to achieve a quite good flow quality. The figures 7 and 8 correspond to an interferogram and a laser pattern obtained in such a configuration. Moreover it must be pointed out that the laser beam patterns recorded from an active medium in supersonic flow or without flow are similar.

The Figure 9 corresponds to an x,t diagram of the fringes when Helium...
Fig. 9 X,t diagram of fringe.
Gas: Helium, \( M = 1.75 \), \( P = 4.5 \) Atm
\( \Delta p/p_{init} = 4 \% \) per fringe.

Fig. 10 Time density dependence in the test section (\( \Delta p/p_{init} \)) as calculated from fig. 9 interferogram. Gas: Helium, \( M = 1.75 \), \( p_{init} = 2.8 \times 10^9 \text{cm}^{-3} \).

Fig. 11 X,t diagram of density perturbation induced by electron-beam energy deposition in a static gas.
Gas: Ar, \( P = 1 \) bar, \( T = 300 \) K,
\( U = 0 \) m s\(^{-1} \), \( \Delta p/p_{init} = 0.38 \% \) per fringe.
is used in supply tube. The Ludwieg tube length being in these conditions too short to achieve quasi steady flow. The curve on Figure 10 shows the corresponding density time dependence of the flow in the constant area channel.

As an example and to illustrate the leading part of the supersonic flow in the frame of a high repetition rate or continuous laser, the Figure 11 shows a fringe pattern when e-beam energy is deposited in an active medium without flow. At the opposite no perturbations was recorded in the laser cavity when energy is deposited in a supersonic flow active medium.

The use of aerodynamic technics in laser physics has already permitted to achieve, in infrared wavelength range, high average power or continuous wave systems, similar technics in electronic transition systems could lead to a class of lasers whose applications are numerous.
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THE DOUBLE SHOCK WAVE TUBE: EXPERIMENTAL INVESTIGATION OF SHOCK-SHOCK REFLECTIONS

WALTER GAREN and GUENTER LENSCHE

Fachhochschule Wedel, Germany

In a newly constructed shock wave tube, density and velocity of incident and reflected shock waves have been studied interferometrically. Shock waves are reflected from oncoming shock waves of equal strength instead of from an end-wall plate. The commonly used diaphragm has been replaced by a quickly opening pneumatic valve. In this paper we have investigated head-on collisions of identical shock waves for the gases Ar, Xe, CO₂ and CCl₃F₂ and for Mach numbers 1 ≤ M ≤ 10. Our present measurements can be summarized as follows: As to reflected shock waves, experimental and theoretical velocity results are in excellent agreement. The final state of the reflected shock wave has been found to be in equilibrium even at a distance of about ten mean free paths from the head-on collision point. As to large distances, the flow in the shock tube becomes quite complex due to the influence of the contact surface.

INTRODUCTION

A shock wave, passing through a gas, heats it rapidly and thus provides a useful experimental means of studying non-equilibrium processes. However, the gas influenced by a shock wave is set in motion and thereby complicates experimental measurements. Allowing the shock wave to reflect from an end-wall of a shock tube provides some advantages, but a serious problem is still the heat transfer to the end-wall. In the absence of heat conduction, reflection from a plane wall is analogous to two equal shock waves of opposite directions interacting with each other. Thus we have set up a double shock wave tube in which an incident shock wave is reflected from a shock of equal strength. This device, having an "ideal reflector" for incident shock waves could be useful in studying non-equilibrium rates of relaxing gases.

EXPERIMENTAL

Apparatus

Due to the behaviour of different bursting processes of diaphragms it is difficult to produce identical shock waves. Therefore we have replaced the commonly used diaphragm by a quickly opening valve, which produces equal
shock waves for a chosen pressure ratio of driver and rest gas. This method has been successfully for several shock tube investigations\(^1\),\(^2\),\(^3\). Shock tube and high pressure chamber are separated by the pneumatic valve instead of a diaphragm.

The pneumatic valve consists of a cone and an expansion chamber. One side of the cone has been shut by a rubber disk of silicone with a thickness of 2 mm. Cone and expansion chamber are separated by a diaphragm, which is fixed by a magneto-electric shutter. By increasing the pressure \(p_0\), the initially plane rubber disk bulges and finally provides a vacuum tight seal for the shock tube. In order to open the shock tube rapidly one has to lower the pressure \(p_0\) suddenly. This can be done conveniently by lowering the pressure \(p_0\) in the expansion chamber by means of a mechanical vacuum pump until the diaphragm is ruptured. After rupture of the diaphragm, expansion waves travel into the cone and the rubber disk is pulled back. A shock wave is produced corresponding to the pressure ratio \(p_4/p_1\). Slightly different behaviours of diaphragm ruptures have no effect on the opening process of the pneumatic valve, the reproduction of producing equal shocks is very good. With the help of two identical valves at both ends of a shock tube we have constructed a so-called "double shock wave tube" (fig 2).

It has a quadratic cross section of 40x40 mm and a length of 4300 mm. Both pneumatic valves (PV) are connected with one expansion chamber (EC). By lowering the pressure of the expansion chamber the diaphragm (D) ruptures and both pneumatic valves open simultaneously. Thus two identical shock waves are produced in the shock tube. By proper choice of pressures in the high pressure chambers and shock tube, it is possible of course to generate various shocks, two rarefaction waves or a shock wave and a rarefaction wave.

**Measurement technique**

Velocity and density change of the incident and the reflected shock wave
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have been measured by a laser interferometer. The interferometer (laser included) is mounted on a movable frame and can be moved within 200 mm in each direction of the middle of the shock tube. Thus the distance between the head-on collision point of both shock waves and the measuring position of the interferometer can be varied. Fig 3 shows the measuring arrangement.

Both beams of the interferometer, separated by a distance of 5.3 mm, penetrate the shock tube perpendicularly to the tube axis. The incident shock (in this case coming from the left) triggers the scope. The movable interferometer has a distance from the head-on collision point. The first pulse of the schematic density trace belongs to the incident shock wave and the second one to the reflected shock wave. From the time intervals and the velocities of incident and reflected shock wave can be obtained. With these velocities and the measured time interval the distance between the head-on collision point and the position of the interferometer has been calculated.

PRESENT RESULTS

Fig 4 shows typical density traces. Fig 4(a) is a result of two identical

(a)  (b)

Fig 4. (a): Test of the equality for both shock waves, produced either with the left high pressure chamber (upper trace) or with the right one (lower trace). (b), (c): Typical density traces for incident (first pulse) and reflected (second pulse) shock wave.
Gaen and Lenwa shock waves which are produced one after the other first from the left (upper trace) and then from the right (lower trace) high pressure chamber. This is done periodically to check the equality of both shock waves. The following pictures are examples of density traces of interacting shock waves. The density pulse of the incident shock wave is followed directly by the density pulse of the reflected shock wave (fig 4 (b)). This shows that in this case the head-on collision point and one of the interferometer beams have the same position.

Fig 5 shows results of velocity measurements as a function of incident Mach number $M_1$. The velocities are normalized by the speed of sound $a_1$ ahead of the incident shock wave and by the incident shock velocity $v_s$ respectively.

![Fig 5. Velocity measurements of reflected shock waves vs. incident Mach number $M_1$. The velocities $v_R$ are normalized either by the speed of sound $a_1$ or incident shock speed $v_s$. Curves are theoretical results for constant heat ratio $c_p/c_v$.](image)

The curves are theoretical results of Glass' et. al. Excellent agreement has been found for all gases we have tested. These results have been obtained under the following conditions: The distance between head-on collision point and the position of the interferometer must be so small that the reflected shock wave arrives at the position of the interferometer earlier than the contact surface of the incident shock wave. For increasing distances there are remarkable deviations in the density profile of the reflected shock wave (fig 6).

If the distance between head-on collision point and position of the interferometer is larger than 20 mm, the shape of the reflected density pulse becomes more and more asymmetric. The shape in fig 6 (7) looks like an N-wave. This behaviour could be attributed to the influence of interactions of contact surface, rarefaction waves and shocks. For stronger shocks the contact surface becomes visible in the density trace. Fig 7 shows the deviation in the shape when the contact surface of the incident shock wave arrives earlier at the interferometer than the reflected shock wave (fig 7 (5), (6)). This tendency is similar for all gases we have tested.

Fig 8 shows a series of density traces in carbon dioxide. The density trace of CO$_2$ shows a slow change behind the incident and the reflected shock wave caused by the relaxation of the vibration process. The particle speed behind the reflected shock wave is zero due to boundary conditions. In the case of shock wave reflection by an equal shock wave there are no influences (energy exchange, heat conduction) of an end-wall plate. Thus relaxation processes can be exactly determined from density traces behind reflected shock waves (for instance fig 8 (1)).

![Fig 8. A series of density traces in carbon dioxide.](image)
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Density traces in Xenon for increasing distances $\Delta l$ between head-on collision point and measuring position of the interferometer.

$M_1 = \frac{\rho_2}{\rho_1}$

Fig. 6. $p_1 = 0.5$ mbar

Fig. 7. $p_1 = 0.3$ mbar (1, 2)

$M_1 = 2.4$

$p_1 = 0.5$ mbar (3, 4, 5, 6)

$p_1 = 1.0$ mbar (1, 2, 3, 4)

$p_1 = 1.5$ mbar (5, 6)

$M_1 = 1.8$

Density traces in carbon dioxide for increasing distances $\Delta l$ between head-on collision point and measuring position of the interferometer.
CONCLUSION

Some preliminary experiments with this shock wave tube have shown the possibilities and advantages of this apparatus. With respect to the exact reproduction of gas states behind reflected shock wave (fig 5) by shock-shock reflections, this method provides a novel tool for experimental shock investigations:

1. Determination of relaxation processes of gases without particle velocity and end-wall influences.
2. Determination of end-wall influences on reflected shock waves and shock wave structure by energy exchange and heat transfer.
3. Study of interaction processes between shocks, rarefaction waves and contact surfaces.
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ON THE MAXIMUM ATTAINABLE TEMPERATURE
IN HARTMANN-SPRENGER TUBES

ERIC BROCHER
Institut de Mécanique des Fluides
Université d'Aix-Marseille II, Marseille, France

The Hartmann-Sprenger tube constitutes a repetitive shock tube in which shock waves travel up and down the tube at nearly the acoustic frequency. During each cycle, shock wave irreversibilities and frictional heating increase the mean temperature of the gas. If the tube material is a perfect insulator, the heat cannot escape from the gas, and the question arises up to which value the temperature of the gas will rise. For sufficiently long tubes, the compression waves produced by the penetration of the driving jet into the tube will in general coalesce to form a shock. However, if the temperature of the gas increases along the tube, the steepening distance will increase. So, as the temperature gradient of the gas increases, a smaller fraction of the compression waves will steepen and the shock strength will decrease at each cycle. The maximum temperature will be reached when this fraction tends to zero. The theory of E. Becker, which gives the steepening distance of a compression wave train in a gas with arbitrary temperature distribution ahead of the waves, is applied to the case of the Hartmann-Sprenger tube. Then, the maximum attainable gas temperature and the corresponding end wall temperature are derived. The agreement of experimental values with theoretical results is good when the conditions underlying the theory are met in the experiments.

INTRODUCTION

At the preceding Symposium on Shock Tubes and Waves, we presented a paper on the heat transfer and equilibrium temperature near the end plate of a Hartmann-Sprenger tube.

Let us recall that the Hartmann-Sprenger tube (HS tube) is a repetitive shock tube in which shock waves travel up and down the tube at nearly the acoustic frequency. Fig. 1 shows a simplified wave diagram of a HS tube with the various flow fields. The nozzle of the driving jet is equipped with a needle so as to achieve a maximum pressure amplitude and, consequently, a maximum temperature rise, in the device. If the pressure ratio is overcritical, the needle may be shaped so as to form a sonic throat and correctly expand the jet. During each cycle shock-wave irreversibilities and frictional heating increase the mean temperature of the gas. Near the end plate of the tube, the amplitude of the gas motion is very small so that in this region, dissipation by friction is negligible and shock heating only needs to be taken into consideration.

In Ref. 1, we had studied the heat transfer to the tube wall that results from the shock heating. Now, if the tube material is a perfect insulator, the heat cannot escape from the gas and the question arises up to which value the temperature of the gas will rise. It is known from experiments that the
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Wall temperature increases from the tube mouth to the end wall. From this, one may infer that the gas temperature has a similar temperature distribution. If the tube is sufficiently long, the compression waves produced by the penetration of the jet into the tube will in general coalesce to form a shock. But, if the temperature of the gas increases along the tube in field 1 (Fig. 1), each compression wave will accelerate as it moves down the tube and the steepening distance will increase. So, as the temperature of the gas increases, a smaller fraction of the compression waves will steepen and the shock strength will decrease at each cycle. The maximum attainable temperature will be reached when this fraction tends to zero. Shapiro was the first to consider this problem. Although his analysis is quite sound physically, his theoretical treatment is too crude to lead to satisfactory results.

Shapiro

Figure 1. Simplified wave diagram of a H.S. Tube
i.s.w.: incident shock wave; r.s.w.: reflected shock wave; i.e.w.: incident expansion wave; r.e.w.: reflected expansion wave; c.f.: contact front
n = needle; N = nozzle; T = H.S. tube; E = end wall; s = sonic throat

In this paper, we apply the theory of E. Becker which enables one to calculate the steepening distance of a compression wave train in a gas with arbitrary temperature distribution ahead of the waves. The theory gives the maximum gas temperature in field 1, near the end plate. We then compute the corresponding maximum gas temperature in field 5. Finally, we estimate the resulting wall temperature in order to compare theoretical values with experimental ones.

BECKER'S THEORY

In Ref. 3, Becker derives a general theory on the steepening of compression waves. Among other things, the theory covers the case for which the entropy varies ahead of the waves. Becker approximates the continuous velocity
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distribution behind the front of the acceleration wave by a series of discontinuous Mach waves. The distance between the Mach wave fronts changes with the time and the waves are either damped or amplified.

The evolution of the acceleration \( a = \frac{\partial u}{\partial t} \) at the wave front is found to obey the following differential equation

\[
\dot{a} + \Omega_1 a - \Gamma_1 a^2 = 0
\]

where \( \dot{a} \) represents the time derivative of the acceleration, \( \Omega_1 \) and \( \Gamma_1 \) are the values at the wave front of the quantities \( \Omega \) and \( \Gamma \) which are defined by

\[
\Gamma = \frac{v^3}{2c^3} \left( \frac{\partial s}{\partial v} \right)_{s=cst}
\]

\[
\Omega = \frac{1}{2\rho} \frac{d(pc)}{dx}
\]

In these expressions \( v \) represents the specific volume, \( p \) the pressure, \( \rho \) the density, \( s \) the entropy, \( c \) the speed of the wave front and \( x \) the abscissa. For a perfect gas, it is easily shown that

\[
\Gamma_1 = \frac{\gamma + 1}{2c_1}
\]

so that Eq. I takes the form

\[
\dot{a} + \frac{1}{2\rho_1} \frac{d(pc_1)}{dx} a - \frac{\gamma + 1}{2c_1} a^2 = 0
\]

Noting that \( c = dx/dt \), this equation can be integrated and yields

\[
\frac{1}{a} = \sqrt{\rho_1 c_1} \left\{ \frac{1}{a} \sqrt{\rho_1 c_1} \left| \begin{array}{c} x = 0 \\ x = \frac{\gamma + 1}{2} \end{array} \right. \right\}
\]

The steepening distance \( x_{st} \) corresponds to \( a \to \infty \) and this condition leads to the following relation.

\[
\int_0^{x_{st}} \frac{dx}{c_1 \sqrt{\rho_1 c_1}} = \frac{2}{\gamma + 1} \frac{1}{a \sqrt{\rho_1 c_1}} \bigg|_{x=0} \]

APPLICATION OF BECKER'S THEORY TO THE H.S. TUBE

The oscillation frequency in a Hartmann-Sprenger tube is very close to the acoustic frequency \( c_0/4L \), where the index \( 0 \) refers to ambient conditions or, which is approximately the same, to conditions at the tube mouth. \( L \) is the length of the tube. Assuming that \( u \) varies sinusoidally with time at the tube mouth and that \( c_1(x) = c_1(x_{st}) \) \( c_0 \) the maximum value of the initial acceleration \( a_0 \) at \( x = 0 \) is given by

\[
a_0 = \frac{\gamma + 1}{2L} \frac{c_1}{c_0}
\]

We replace the index \( 0 \) used by Becker by the index \( 1 \), in accordance with the numerotation used in Fig. 1.
where $M_j$ represents the jet Mach number. As mentioned in the introduction, the gas temperature is an increasing function of the distance $x$. We shall assume a temperature distribution ahead of the wave of the form

$$\frac{T}{T_{10}} = \left(\frac{c_f}{c_{f0}}\right)^{1 + K \xi^n}$$

where $\xi = x/L$ and where $K$ and $n$ are constant.

If the pressure ahead of the wave is assumed to be constant

$$\frac{\rho_{10}}{\rho_{10}} = \frac{T_{10}}{T_{11}} = (1 + K \xi^n)^{-1}$$

Introducing Eqs. III, IV and V into Eq. II and looking for the condition for which the steepening distance $x_{st}$ is just equal to the tube length $L$ we obtain

$$\int_0^1 \frac{d\xi}{(1 + K \xi^n)^{3/4}} = \frac{4}{(y+1)\pi M_j}$$

Eq. IV can be integrated, assuming various values for the exponent $n$, and yields a relation between $M_j$ and $K$.

For $n = 1$, this relation is

$$M_j = \frac{1}{\pi(y+1)} \frac{K}{[(1+K)^{1/4} - 1]}$$

whereas for $n = 1/2$, it reads

$$M_j = \frac{1}{2\pi(y+1)} \frac{k^2}{K (1+K)^{1/4} - \frac{4}{5} \left[(1+K)^{5/4} - 1\right]}$$

For any value of $n$, making $K = 0$ gives a minimum value of the Mach number

$$M_{j,\text{min}} = \frac{4}{\pi (y+1)}$$

below which no shock steepening occurs. This is because the steepening length is larger than the tube length for $M_j < M_{j,\text{min}}$.

**TEMPERATURE BEHIND THE REFLECTED COMPRESSION WAVES**

The temperature we have just computed is the maximum temperature attainable ahead of the compression wave train. This is not the maximum temperature of the cycle which occurs behind the compression waves reflected by the end plate of the tube. An estimate of the temperature ratio $T_{5L}/T_{1L}$, the index $L$ referring to conditions near the end plate, may be obtained from our previous results on the limit cycle of a H.S. tube (Ref. 4, Eqs. 12 and 13).
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\[
\frac{T_{s_2}}{T_{s_1}} = \left[ \frac{1 + \alpha^{1/2} f(M_j)}{1 - \alpha^{1/2} f(M_j)} \right]^2
\]

where \( \alpha \) is a parameter which takes into account the heating of the driven gas (\( 1/\alpha \) = mean static temperature \( T_2 \) of the driven gas in field 2 of Fig. 1/ stagnation temperature \( T_{tot_j} \) of the driver gas) and

\[
f(M_j) = \frac{1}{2} \left( \frac{\gamma-1}{M_j} \right)
\frac{T_2}{[1 + \frac{1}{2} (\gamma-1) M_j^2]^{1/2}}
\]

We now seek a relation between \( \alpha \) and \( K \). The parameter \( \alpha \) may be written as

\[
\alpha^{-1} = \frac{T_{s_2}}{T_{tot_j}}
\]

\[
\alpha^{-1} = \frac{T_{s_2}}{T_{s_1}} \frac{T_{s_1}}{T_{tot_j}}
\]

where \( T_1 \) represents the mean temperature of the gas in field 1 of Fig. 1.

Assuming that the pressure ratio across the compression wave train is independent of \( x \), we have

\[
\frac{T_{s_2}}{T_{s_1}} = (1 - \alpha^{1/2} f)^{-2}
\]

The mean temperature \( T_1 \) is found by integration of the temperature distribution (Eq. IV):

\[
\frac{T_1}{T_{tot_j}} = 1 + \frac{K}{n+1}
\]

Near the entrance of the tube, the temperature of the driven gas is very close to \( T_{tot_j} \), so that we may write

\[
\frac{T_{s_1}}{T_{tot_j}} = \left(1 - \alpha^{1/2} f\right)^2
\]

Introducing Eqs. XI to XIII into Eq. X, we obtain

\[
\alpha^{-1} = 1 + \frac{K}{n+1}
\]

The maximum attainable gas temperature is now written as
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\[ \frac{T_{SL}}{T_{tot}} = \left( \frac{T_{SL}}{T_{T_0}} \right) \left( \frac{T_{T_0}}{T_{tot}} \right) \]

\[ = (1+K) \left( 1 + \alpha \right)^{1/2} \]

where \( K \) and \( \alpha \) may be computed as functions of \( M \) with the help of Eqs. VII, VIII, and XIV.

The temperature ratio \( T_{SL}/T_{tot} \), given by Eq. XV is shown in Fig. 2. It is seen that this ratio becomes quite large when \( M_j > 1 \). For \( M_j = 2 \), \( T_{SL} \) could be greater than 3000'K. It is also observed that the temperature ratio is larger for monoatomic gases than for diatomic gases. Although for different reasons, the equilibrium temperature of the driven gas when heat transfer is present has also been found higher for monoatomic gases. Finally, it is seen that the exponent \( n \) of the temperature distribution has an influence on \( T_{SL} \). Since no measurement of the gas temperature has been made so far, we can only check the theory (and hopefully determine the adequate value of \( n \)) with measurements of the end wall temperature.

Figure 2. Maximum attainable temperature behind the reflected compression waves as a function of the jet Mach number.
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END WALL TEMPERATURE

Since the end wall is exposed approximately half-a-period to $T_s$, and half-a-period to $T_1$, we may assume that its temperature $T_w$ is close to the arithmetic average of $T_s$ and $T_1$. With this assumption, it is easily verified that

$$
\frac{T_w}{T_{tot}} = \frac{1}{2} \left( \frac{T_s + T_1}{T_{tot}} \right)
$$

$$
= (1+\lambda) \left( 1+\alpha \lambda^2 \right)
$$

The wall temperature given by Eq. XVI has been plotted on Fig. 3. It is seen that $T_w$ could reach very high values when $M_j > 1$. For $M_j \approx 2$, the theory indicates that $T_w$ could be of the order of 3000°K. Until now, no such high temperatures have been reported. This is certainly because it is very difficult to achieve a sufficiently good insulation whereas it is assumed in the theory presented here that the tube is a perfect insulator. However, a few experiments have been run by Maresca using wood as tube material and air as gas. The temperatures measured by this author are indicated on the figure. It is seen that the agreement between theory and experiments is fairly good over the small Mach number range tested (wood is an excellent insulator but burns at higher Mach number unfortunately 1). At the lowest Mach number ($M_j = 0.53$) some heating is measured whereas none is predicted by the theory.

Figure 3. End wall temperature

Experiments: O tube material: wood; gas: air (Ref. 5)
A tube material: Pt; gas: He (Ref. 6)
This is because frictional heating has not been considered in the theory. For higher Mach number ($M = 0.71$ and $0.84$) experimental values appear to follow the theoretical curve obtained with $n = 1/2$. This temperature distribution corresponds to a sharp drop in temperature near the contact front between the driver and the driven gas. This drop can be explained by the mass exchange which occurs at this front through the boundary layer. Also indicated on the figure are a few experimental points obtained by Albertini. This author used a tube (10 cm in length, 3 mm in diameter) made of thin platinum sheet (1/10 mm). The tube was inserted into a sealed box in which vacuum was created and it was surrounded by a cylindrical reflector to decrease radiation losses. With Helium at $M = 0.96$ the agreement with the theoretical value ($n = 1/2$) is excellent whereas for lower $M$, frictional heating is at the origin of higher experimental values. At $M = 2$, the measured temperature ($T = 1570^\circ K$) is substantially smaller than the predicted one ($\sim 3200^\circ K$) and this is certainly due to heat losses (especially radiation).

CONCLUSION

Considering the large values of the maximum attainable temperature predicted by the theory and the already available experimental values, it seems worthwhile to run experiments in which heat losses are minimised so as to approach the high temperatures predicted. The possibility of producing high temperature gases ($3000^\circ K$) in a continuous way should offer interesting applications in high temperature physics and chemistry.
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PRESSURE WAVES RADIATED FROM BUBBLES COLLAPSING WITH PHASE CHANGE

SHIGED FUJIKAWA and TERUAKI AKAMATSU

Department of Mechanical Engineering
Kyoto University, Japan

This paper deals with, both theoretically and experimentally, the mechanisms by which the violent action of collapsing bubbles is brought to bear on solid boundaries. In the first part, are analysed the effects of nonequilibrium vapour condensation and heat conduction on the collapse of bubbles: (1) condensation coefficient, (2) presence of noncondensable gas, and (3) initial bubble radius. Numerical results indicate that these effects have a very strong influence on the dynamical behaviour of bubbles, and that purely vaporous bubbles produce strong pressure waves owing to the nonequilibrium behaviour of the contained vapour. In the second part, are described experimental observations of microjet formation and shock wave radiation from collapsing and subsequently rebounding bubbles near the surface of a photoelastic material. It is elucidated that the stress waves in a photoelastic specimen, due to the bubble collapse, are caused by the impact of the shock waves, not by the jets.

1. INTRODUCTION

Most of the theoretical and experimental efforts to explain the destructive action by cavitation have been spent in attempts to understand the collapse process of bubbles in the vicinity of solid boundaries. Two different mechanisms have been suggested as the primary source of cavitation damage: (1) shock waves emanated into the liquid at the instant of the bubble collapse, and (2) microjets induced on the bubble wall by the presence of solid boundaries.

Concerning the former shock wave radiation from the bubbles, a certain amount of work has been reported; Guth[1], Jones & Edwards[2], Kuttruff[3], Hickling & Plesset[4], and Fujikawa & Akamatsu[5]. Kuttruff observed not only shock waves, but also flashes of scoro-luminescence light from the ultrasonic cavitation. However, it had been believed that bubbles, very close to solid walls, cannot radiate shock waves accompanying the rebound(Plesset[6]); in such a situation spherical collapse or rebound cannot be expected to occur because of asymmetrical bubble shape distorted by wall effects. Under highly controlled conditions produced by a water shock tube, Fujikawa & Akamatsu observed shock waves emanating from bubbles in
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the neighbourhood of the solid boundaries and, furthermore, pointed out the possibility of shock wave radiation from purely vaporous bubbles owing to the nonequilibrium vapour condensation. If condensation rate is not high enough to keep up with the inward radial velocity of the bubble wall in the final stages, the contained vapour will behave like a noncondensable gas. One of the objects of the present study is to elucidate the behaviour of the spherically collapsing bubbles and the resulting shock waves. Theoretical and numerical analyses will be made taking account of the effects of evaporation, condensation at the interface, heat conduction inside and in the surrounding liquid, and liquid compressibility.

Liquid jet formation of collapsing bubble, on the other hand, has been studied by numerous investigators: Kornfeld & Suvorov (7), Naud & Ellis (8), Benjamin & Ellis (9), Plesset & Chapman (10), Tipler & Hammit (11), Lauterborn & Bolle (12), and Fujikawa & Akamatsu (13). The supposition that the destructive action on the solid boundary is caused by the impact of microjets has not been verified directly by experiments. Fujikawa & Akamatsu observed in greater detail the behaviour of collapsing bubbles: shock wave radiation, subsequent microjet formation and their impingement on the solid boundary. They found that the violent action was brought about by shock waves generated at the instant of the rebound. The other object of the present study is to give conclusive evidences for the authors' previous observations. They carried out experiments by using a high-modulus photoelastic material in order to distinguish the stress waves due to the shock waves from those due to the jets and the background noise.

2. NOMENCLATURE

c: sound speed  \( \alpha_0 \): thermal accommodation coefficient
D: coefficient of thermal diffusivity
\( \alpha \): specific internal energy  \( \gamma \): ratio of specific heats
E: internal energy  \( \lambda \): coefficient of thermal conductivity
h: specific enthalpy  \( \mu \): coefficient of shear viscosity
L: latent heat of evaporation or condensation  \( \rho \): density
\( \dot{m} \): rate of evaporation and condensation  \( \sigma \): surface tension coefficient
p: pressure  \( \phi \): density
P: Prandtl number  \( \rho_i \): initial time on the outgoing characteristic
q: heat flux  \( \rho_{ij} \): initial value
r: radial distance from center of bubble  \( \rho_{ij} \): value at bubble wall
R: radius of bubble  \( \rho_{ij} \): liquid
\( \dot{R} \): gas constant  \( \rho_{ij} \): noncondensable gas
S: surface area  \( \rho_{ij} \): mixture of vapour and noncondensable gas
T: temperature  \( \rho_v \): vapour
u: radial velocity  \( \rho_o \): initial value
V: volume  \( \rho_\infty \): value at infinity
a_m: evaporation and condensation coefficient  \( \rho_\infty \): equilibrium value
Subscripts & superscripts

3. COLLAPSE OF A SPHERICAL BUBBLE

3-1 Statement of problem and basic equations

A spherical bubble containing both vapour and noncondensable gas is located in an infinitely extended mass of liquid. The ambient pressure is increased instantaneously to a high state from
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an initial low state, and the collapse ensues, accompanied with phase change and heat conduction. The problem is to study these physical effects on the bubble collapse. Schematic diagram depicting a model is illustrated in figure 1.

In writing the basic equations, the following assumptions are made: (1) The bubble is spherically symmetric. (2) The pressure inside the bubble is uniform throughout. (3) The vapour and noncondensable gas are inviscid and obey the perfect gas law. (4) The temperatures of the vapour and noncondensable gas are equal. (5) The thermal boundary layers developing both inside and outside the bubble are thin enough compared with the bubble radius. (6) There is a thin but finite nonequilibrium region at the interphase. (7) The physical properties of liquid and gases are constant. The validity of these assumptions has been discussed elsewhere. (8)

Then, the governing equations for the liquid and gases, and the boundary conditions may be expressed as follows:

Outside the bubble

\[
\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \frac{\partial}{\partial y} \left( \rho \frac{2u_x^2 + 2u_y^2}{2} \right) = 0 \tag{1}
\]

CONTINUITY:

\[
\frac{\partial \rho}{\partial t} + u \frac{\partial \rho}{\partial x} + \frac{\partial}{\partial y} \left( \rho \frac{2u_x^2 + 2u_y^2}{2} \right) = 0 \tag{2}
\]

MOMENTUM:

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} = \frac{\partial}{\partial y} \left( \frac{\partial T}{\partial y} + \frac{2 \partial T}{\partial x} \right) \tag{3}
\]

ENERGY:

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} = \frac{\partial}{\partial y} \left( \frac{\partial T}{\partial y} + \frac{2 \partial T}{\partial x} \right) \tag{3}
\]

EQUATION OF STATE:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial y} \left( \rho \frac{2u_x^2 + 2u_y^2}{2} \right) = 0 \tag{4}
\]

where \( B = 3010 \, \text{atm} \) and \( n = 7.15 \) for water.

Inside the bubble

CONTINUITY: for the vapour

\[
\frac{d}{dt} \int v^2 \, dV = \int S \, \dot{m} \, dS \tag{5}
\]

and for the noncondensable gas

\[
\frac{d}{dt} \int v^2 \, dV = 0 \tag{6}
\]

where the rate of evaporation and condensation \( \dot{m} \) of the vapour is

\[
\dot{m} = \frac{q_v}{\sqrt{2\pi \rho^* R T}} \frac{p_v^*}{p_v} \tag{7}
\]

in which \( \Gamma \) is the correction factor approximately equal to unity.

ENERGY: for the thermal boundary layer near the interphase

\[
\rho_v \frac{\partial}{\partial t} \left( \frac{\partial T}{\partial y} + \frac{2 \partial T}{\partial x} \right) - \frac{\partial}{\partial y} \left( \frac{\partial T}{\partial y} + \frac{2 \partial T}{\partial x} \right) \tag{8}
\]

and for the global contents within the bubble

\[
\frac{d}{dt} \int V^2 \, dV + \int V^2 \, q_m \, dV - \int S \, \dot{m} \, dS = 0 \tag{9}
\]

where \( q_m \) is

\[
q_m = -\frac{\partial \rho}{\partial t} \tag{10}
\]

EQUATION OF STATE: for the vapour

\[
\rho_v = \rho_v \frac{p_v^*}{p_v} \tag{10}
\]

for the noncondensable gas

\[
\rho_g = \rho_g \frac{p_g^*}{p_g} \tag{11}
\]
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and for the vapour-gas mixture \( P_m = \phi m R_m T_m \)  

At the interphase

**CONTINUITY:** for the liquid \( \frac{\delta}{\delta t} (u_L - R) = -\dot{n} \)  

and for the vapour-gas mixture \( \frac{\delta}{\delta t} (u_m - R) = -\dot{n} \)  

**MOMENTUM:**

\[
P_{L,R} = -\frac{\partial \phi}{\partial R} + \rho_v + \rho_g + \left[ \frac{\delta}{\delta t} (u_m - R)(u_m - u_L) \right]_R + \frac{4\nu}{3} \left( \frac{\delta u_L}{\delta R} - \frac{u_L}{R} \right)_R
\]

**ENERGY:**

\[
\lambda_2 \frac{\delta T_m}{\delta R} = \lambda_m \left( \frac{\delta T_m}{\delta R} \right)_R + \dot{n} L
\]

**TEMPERATURE DISCONTINUITY:**

\[
T_m - T_{ti} = \frac{(2 - 0.827a_r) }{4(\gamma_m - 1)\rho_m P} \left( \frac{\partial T_m}{\partial x_m} \right)_R
\]

Finally, equilibrium (or saturated) vapour pressure can be estimated from Clausius-Clapeyron equation.

### 3-2 Analysis

The PLK coordinate-perturbation technique is applied, for the equations (1), (2), and (4), to derive the equation of motion of the liquid surrounding a collapsing bubble. Specific expansions for \( \phi, r, \) and \( t \) are taken in the following forms:

\[
\phi(r,n) = \phi_0(r,n) + \frac{1}{c_m} \phi_1(r,n) + \frac{1}{c_m^2} \phi_2(r,n) + \ldots
\]

\( r = \eta \)

\( t = \eta + \frac{1}{c_m} \tau_1(\eta,n) + \frac{1}{c_m^2} \tau_2(\eta,n) + \ldots \)

where \( \phi \) is the velocity potential for the liquid. The boundary conditions are \( \phi = 0 \) as \( r \to \infty \), and the equation (13). The resulting equations include all of the equations previously obtained, e.g., Rayleigh, Herring, and Tomita & Shima as special cases.

In solving the energy equations (3), (8), and (9), the following Lagrangian coordinates are introduced:

\[
\begin{align*}
Y(x,t) &= \frac{1}{3} [x^3 - R(t)^3] \\
Y_m(x,t) &= \int_0^x \int_0^{r^2} \rho_m(\xi,t) d\xi / \int_0^{R(t)^2} \rho_m(\xi,t) d\xi \\
t &= t
\end{align*}
\]

Approximate solutions are obtained, by the perturbation method, under the assumptions that appreciable temperature gradients are estimated only in thin layers both inside and outside the bubble. The initial and boundary conditions are \( T_L(r,0) = T_m(r,0) = T_{ti} \) as \( r \to \infty \), and the equations (14) and (16).

Finally, we can obtain the equations for vapour and gas pressures from the equations (5), (6), (10), (11), and (12).

### 3-3 Numerical results and discussion

#### 3-3-1 Collapse of a vapour/gas bubble

For comparison with our experimental data obtained by the water shock tube, the following conditions are chosen: \( R_0 = 1.0 \) mm, \( T_{ti} = 293.15 \) K, \( P_{ti} = 0.7025 \) atm.
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\[ p = 7.025 \times 10^{-3} \text{ atm}, \quad p = 0.02305 \text{ atm}, \quad \text{and} \quad a = 1.0. \]

The numerical results are shown for condensation coefficient \( a = 0.04 \). The results are compared with the behaviour of the bubble containing air undergoing an adiabatic process and the saturated vapour, which is indicated by chained lines with one dot.

Figure 2 shows the time history of the bubble radius. In case in which the evaporation and condensation of water vapour and heat conduction take place at the bubble wall, the bubble contracts slowly in the final stages of the collapse in comparison with the adiabatic case. The damped ratio of the maximum radius \( R_{\text{max}} \) of the rebounding bubble to the initial radius \( R_0 \), \((|R_0 - R_{\text{max}}| / R_0 \times 100)\), is 19.4% for the bubble with evaporation or condensation and heat conduction, and is 17.2% for the adiabatic bubble.

Figure 3 shows the time histories of the temperatures of the bubble contents (a) and the liquid (b). The maximum temperatures at the center and at the interface of the bubble are 6700 °K and 3413 °K, respectively. These temperatures are much lower than those in the adiabatic collapse (8786 °K). The temperature throughout the bubble contents is not uniform because of heat conduction at the interface. The interfacial temperature of the bubble falls to 292.4 °K at a time 2 μsec after the first rebound, because the bubble rapidly expands. The temperature at the bubble center, on the other hand, decreases adiabatically during 11.4 μsec after the rebound, and then it is maintained at about 870 °K. The maximum interfacial temperature of the liquid is 474 °K. The temperature discontinuity at the interface increases as the bubble collapse proceeds.

Figure 4 shows the time history of the vapour pressure within the bubble. The maximum vapour pressure \( P_{\text{vmax}} \) is 144 atm, while the maximum equilibrium vapour pressure \( P_{\text{vmax}}^* \) is 15.6 atm. The actual vapour pressure deviates from the equilibrium pressure in the final stages of collapse.

Figures 5(a) and (b) show the pressure distributions in liquid before and after the collapse of the bubble. Dotted lines indicate the pressure at the bubble wall, and dashed lines represent the locus of the instantaneous peak pressure. The time \( \tau = \sqrt{p_0 / \rho / R} \) is taken from the start of the collapse. The comparison of the present result with the adiabatic collapse is made for the nearly same bubble radii.

![Fig.2 The time history of the bubble radius](image)

![Fig.3 The time histories of the temperatures of the bubble contents (a), and liquid (b) ](image)
In the early stages of the collapse the pressure in liquid is slightly higher than that in the adiabatic case, but in the final stages becomes lower than it. The attained maximum impulsive pressures are 991 atm for the present calculation and 1033 atm for the adiabatic collapse. The pressure in liquid attenuates by the effect of liquid compressibility and, at the instant when the bubble attains to its minimum radius, the pressure, at the position \( r/R = 1 \), is 13 atm (the same value as in the adiabatic case). Figure (b) shows that the pressure wave forms and travels outwards into the liquid after the rebound. The pressure front gradually steepens, but the wave attenuates approximately in proportion to \( 1/r \) through the liquid. The peak pressure is lower than that in the adiabatic collapse and, at the position \( r/R = 1 \), 58 atm (in the adiabatic case 63 atm). As a whole, present calculations support the earlier work of Hickling & Plesset \(^4\), Tomita & Shima \(^{17}\) both in the order-of-magnitude of the peak pressures and the pressure wave attenuation in inverse proportion to distance.

In the early stages of the collapse the pressure in liquid is slightly higher than that in the adiabatic case, but in the final stages becomes lower than it. The attained maximum impulsive pressures are 991 atm for the present calculation and 1033 atm for the adiabatic collapse. The pressure in liquid attenuates by the effect of liquid compressibility and, at the instant when the bubble attains to its minimum radius, the pressure, at the position \( r/R = 1 \), is 13 atm (the same value as in the adiabatic case). Figure (b) shows that the pressure wave forms and travels outwards into the liquid after the rebound. The pressure front gradually steepens, but the wave attenuates approximately in proportion to \( 1/r \) through the liquid. The peak pressure is lower than that in the adiabatic collapse and, at the position \( r/R = 1 \), 58 atm (in the adiabatic case 63 atm). As a whole, present calculations support the earlier work of Hickling & Plesset \(^4\), Tomita & Shima \(^{17}\) both in the order-of-magnitude of the peak pressures and the pressure wave attenuation in inverse proportion to distance.
purely vaporous bubble proves to produce a pressure wave at the instant of the rebound. The mechanism can be explained as follows; at the initial stages of the collapse the vapour condenses back into the liquid, so that the vapour pressure in the bubble remains equal to a saturated vapour pressure. However, at the final stages the collapse takes place so rapidly that most of the vapour does not have enough time to condense. This remnant of vapour may then be compressed to a high pressure, which will eventually become large enough to halt the inrushing liquid. Then, the bubble rebounds and the pressure wave radiates into the liquid.

3-3-3 Effect of the bubble size on the collapse of bubble Figure 7 shows the pressure distributions in liquid after the collapse of a bubble with initial radius \( R_0 = 0.1 \) mm; initial conditions are the same as those in figures 2-6. The present bubble collapses to a much smaller radius in comparison with the adiabatic collapse, because the smaller bubbles show increased effects of heat conduction; the thermal diffusion length \( \delta \) within bubbles will be proportional to \( R^{1/2} \), and the ratio \( \delta / R_0 \) will vary as \( R^{-1/2} \). This results in a high collapse speed and a more violent collapse. The attained maximum impulsive pressure and gas temperature at the bubble center are 2265 atm and 4151 K, respectively. The pressure is about twice higher than that in the adiabatic collapse, whilst the temperature is about one-half lower than it. During rebound, a stronger pressure wave emanates into the liquid and its front steepens when compared with the adiabatic case. Figure 8 shows the effect of the bubble radius on the collapse speeds. The smaller are the radii of bubbles, at the higher speeds the bubbles collapse, and...
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consequently the stronger pressure waves may be emanated into the liquid.

4. EXPERIMENTS

4-1 Apparatus
The authors already gave a detailed description of their water shock tube in their papers (5), (13). So that, they will explain only the present experimental method. In the water-filled shock tube, bubbles expand to maximum radii under the action of expansion waves, and then collapse under successive compression waves. The collapse and rebound of bubbles situated at various distances from the solid boundary of a photoelastic material are observed by means of dynamic photoelasticity.

Figure 9 shows the configuration of a photoelastic specimen relative to a bubble and a pressure gauge. The specimen is fabricated with 12 mm x 8 mm x 6 mm-thick epoxy regin (photoelastic sensitivity: 1.00 mm/k) of stress wave velocity 2600 m/sec. The pressure gauge with high responsibility is flush mounted with the tube wall opposite to the photoelastic specimen and is used to detect the instant of arrival of the shock wave radiated from the bubble. It takes just 10.57 usec for the shock wave emanated from the bubble to reach the pressure gauge.

4-2 Experimental results and discussion
4-2-1 Microjet formation and shock wave radiation Figure 10 shows typical high-speed photographs of a spherical bubble collapsing close to a solid boundary. The bubble is produced at a distance L = 1.80 mm from the boundary and reaches a maximum radius R = 0.95 mm; the ratio L/R = 1.89. The time elapsed from the start of collapse is marked under each of the frames. During collapse, the bubble loses spherical symmetry by flattening and forming an inward moving jet on the bubble wall opposite to the solid boundary. In our pictures the jet, inside the bubble, is invisible because these frames are shadow pictures taken by a Cranz-Shardin camera. However, as a result of a higher collapse speed of the upper bubble wall, the jet can be expected to be produced, penetrating the bubble towards the rigid wall. The funnel-shaped protrusion, visible as a fine dark line, is a secondary effect produced by the jet impingement on the lower bubble wall. This is called "tip" and distinguished from "true jet" (12). Whether the true jet and the tip can produce impulsive pressures will be clarified in the next section.

![Fig.9 The configuration of the photoelastic specimen relative to the bubble and the pressure gauge](image)

![Fig.10 Microjet formation from the bubble in the neighborhood of the solid boundary](image)
Figures 11(a) and (b) show representative pictures of shock waves radiated from bubbles (a) close to, or (b) in contact with, the solid boundary. These results clearly indicate that the presence of a solid wall does not inhibit the bubble rebound and the resulting shock wave radiation.

4-2-2 Stress fringes, in the photoelastic material, caused by the bubble collapse. Figures 12(a) and (b) show typical high-speed photographs of bubbles in contact with, or close to, the solid boundary. The picture marked with the underlined time index was just taken by the timed laser emission. The impulsive pressure due to the bubble collapse and the signal of laser emission both are recorded on each oscillogram.

The isochromatic fringe patterns in the specimen due to the stress waves originated by the bubbles collapsing, (a) in contact with, and (b) in the neighborhood of, the specimen surface. The time elapsed from the instant of shock wave generation is taken as positive.

Figures 11 and 12 illustrate the isochromatic fringe patterns in photoelastic specimens due to the stress waves originating from the bubbles (a) close to, and (b) in contact with, the solid boundary. The photographs of the shock waves emanated from the bubbles (a) close to, and (b) in contact with, the solid boundary. The time elapsed from the instant of shock wave generation is taken as positive.
ocillogram shows that the laser light was emitted at the instant that 1.31usec elapsed after the shock wave(second impulsive pressure) radiated from the bubble; the time difference between the laser signal and the second impulsive pressure is 9.26 usec and it takes 10.57 usec for the shock wave to reach the pressure gauge (figure 9) situated on the opposite wall. Therefore, the present stress wave in the specimen proves to be caused by the shock wave emanated at the instant of the bubble rebound. It must be noted here that no isochromatic fringe patterns are recognized in the specimen before the bubble rebound(second and third frames) although the bubble collapses in such a situation that the jet is expected to directly impinge on the boundary. Therefore, the strength of the jet may be inferred to be much less than the shock intensity.

The spatial resolution of the photoelastic specimen may be sufficient to detect the impact of the jet, judging from the fact that the stress wave caused by a shock wave emanated at the minute bubble size(<0.1 mm in radius) can be clearly observed.

The behaviour of a bubble in the vicinity of the boundary is shown in the figure 12(b). The bubble is produced at a distance L=3.20 mm from the boundary and reaches a maximum radius R =2.76 mm; the ratio L/R =1.16. Even in the present situation very close to the solid boundary the jet, on the upper bubble wall, does not strike directly the boundary. During rebound, the bubble approaches the boundary forming the tip and finally attaches to the solid surface. The second frame indicates that the fringes are caused in the specimen before the tip reaches the surface. These fringes are caused by the impact of shock wave radiated at the instant of bubble rebound. The shock intensity on the boundary is of the order of 10^2 atm, from the results of the theoretical part in the present paper, provided that the bubble collapses in spherical form.

4-3-3 Effect of the bubble size on the instability of bubble wall

The authors as well as the previous investigators used large bubbles in their experiments because the use of small bubbles made it extremely difficult to observe the transient behaviour of cavitation bubble collapse; Naudg & Ellis(9), Lauterborn & Bolle(12), and the authors used bubbles of 6.2 mm, 5.2 mm, 2.0-5.6 mm in diameter respectively. Real cavitation bubbles seem to be usually of the order of 0.1 mm in diameter. According to the experiments by Efimov et al.(18), the bubble size has an influence not only on the impulsive pressure, but also on the instability of bubble wall; the former has been theoretically clarified in Chapter 3.

Let us here discuss the effect of the bubble size on the instability of bubble wall, which leads to microjet formation. We consider the spherical interface r=R(t) disturbed to the shape r=R+aY, where Y is a spherical harmonic of degree m and a is a small quantity. For the sake of simplicity, we use the Rayleigh equation as the equation of bubble motion as follows:

$$\frac{\partial \hat{r}}{\partial t} + \frac{3 \hat{r}}{R} = \frac{p_r - p_t}{\rho \hat{r}}$$  \hspace{1cm} (20)

The stability condition(19) is given by

$$\hat{r} + \frac{3 \hat{r}}{R} \left( \frac{m}{r} - 1 \right) = 0$$  \hspace{1cm} (21)

If we consider a collapsing bubble and suppose that the pressure difference, p_r - p_t, remains constant as R decreases, we obtain the following equation from the equations (20) and (21):
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\[
\frac{a}{R_0} = \frac{R_0^{1/2}}{R_0^{1/4}} \exp \left[ \frac{1}{2} \int \frac{dt}{R^{7/2}} \right], \quad (R = 0)
\]

where \( b \) is positive, being proportional to \( p - p_e \). We can conclude, from the present analysis, that a collapsing bubble is unstable, i.e., \( a/R_0 \to \infty \) as \( R \to 0 \), and the larger is the initial size of bubble, the more unstable is the bubble. This conclusion was experimentally verified by Efimov et al.; bubbles smaller than 0.1 mm in diameter collapse in spherical form even close to a solid boundary and produce shock waves in liquid at the instants of rebound.

5. CONCLUSIONS

Numerical analyses have been made of the effects of nonequilibrium vapour condensation and heat conduction on the collapse of bubbles in water. It has been found that the temperature gradient develops inside the bubble owing to heat conduction through the interface, and that the combination of the condensing water vapour and noncondensable gas has a very strong influence on the behaviour of collapsing bubble and the radiated pressure wave. The calculations indicate further that a purely vaporous bubble may produce a strong pressure wave in the liquid at the instant of the rebound.

The stress wave both in a solid and a liquid due to the collapse of a single bubble has been observed in detail by means of the dynamic photoelasticity. The present experimental evidences also support our previous observations that the impulsive pressure accompanying the bubble collapse is caused by the shock wave emitted into the liquid from the bubble, and that the microjet impingement does not produce any detectable effects.

Continuation of the present numerical calculations will reveal the effects of the liquid temperature and applied ambient pressure in the liquid on the collapse of the cavitation bubble. This research was carried out partly with the Grants in Aid for Scientific Research of the Ministry of Education in Japan in 1976, 1978, and 1979. The authors wish to express their gratitude for these Grants.
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SHOCK-TUBE FLOW COMPUTATION INCLUDING THE
DIAPHRAGM AND BOUNDARY-LAYER EFFECTS
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The flow regime in shock-tubes is computed, taking account simultaneously of the finite duration of the diaphragm opening and of the hot gas boundary-layer. The computation is performed by a classical method of characteristics with the aid of simplifying hypotheses the most important of which are the prior knowledge of the mechanical opening process of the diaphragm (some models are examined), the one-dimensional behavior of the flow and the neglect of the cold gas boundary-layer. On the other hand, the unsteadiness of the boundary-layer, its interaction with the core flow and the perturbations coming from the progressive opening of the diaphragm are taken into account. The spatial and temporal evolution of the flow is deduced, particularly this one of the shock wave and the usual phases of acceleration and deceleration may be observed in the chosen examples. In spite of the rarity of experiments allowing a direct comparison (the initial conditions are generally not given in the literature) some ones which might be used show a good agreement with the results of the computation about the shock wave evolution.

INTRODUCTION

To our knowledge, no complete computation of shock-tube flows has been carried out up to now, taking account simultaneously of the influence of the wall boundary-layer and of the finite duration of the diaphragm opening. The aim of the present paper is to contribute to the resolution of this problem. Many previous studies have been devoted to partial aspects, so rough models of the influence of the diaphragm opening have been proposed in the past. Thus, White's model is an approximation of the formation process in the x,t diaphragm, compression waves are assumed to coalesce in a single point where the shock possesses its final and constant value, but the acceleration process is not taken into account. More recently, the "multistage" model may be considered as an improvement of White's model but it is still a discontinuous model.

In the same way, more or less sophisticated opening processes have also been suggested and experimental verifications have been carried out. However, it does not seem that any connection has been established...
between the opening process itself and the resulting aerodynamic flow. This has been done in a recent study\(^7\) in which a flow model is described in connection with an opening process. The boundary-layer effects are however neglected.

These effects are taken into account in the now classical studies of Mirels\(^8\)\(^9\) which, however, treat only of quantities like the incident shock evolution and hot flow duration. More refined models of the interaction inviscid flow-boundary layer have been developed more recently\(^11\)\(^12\) which enable one to compute the spatial and temporal evolution of the inviscid flow quantities up to the limiting steady regime, with however the restrictive hypothesis of the steadiness of the boundary-layer with respect to the shock. Finally, this hypothesis has been also suppressed in a still more recent study\(^12\) and now it can be considered that the interaction studies are at their final stage, but they do not take account of the diaphragm opening. This is precisely the aim of the present work.

**MODEL ANALYSIS**

The principle of the present computation is the following: the inviscid flow, assumed one-dimensional, is determined by a method of characteristics with constant temporal steps. The equations of the flow are coupled with those of the boundary-layer by a non-simplified mass loss term \(\dot{h}\), with

\[
\frac{\dot{R}}{2} = -\frac{3c}{2} \int_0^L \left( \frac{1}{R} \frac{\partial}{\partial Y} \right) (1 - \frac{U}{R}) \, dY + \frac{3}{2} \int_0^L \left( \frac{U - \mu u}{e} \right) (1 - \frac{U}{R}) \, dY
\]

where \(R\) is the tube radius, \(Y\) the distance from the wall, \(\dot{h}\) the specified mass, \(u\) the absolute velocity, \(\delta\) a characteristic boundary-layer thickness and where the subscript \(e\) refers to the local inviscid flow quantities.

The boundary-layer assumed laminar, axisymmetrical and unsteady, is simultaneously computed at each step and takes into account the spatial and temporal variations of the core flow. The boundary-layer is taken into consideration only in the hot flow region. From a numerical point of view, the system of the boundary-layer equations is solved by a procedure using a Crank-Nicolson scheme, a Newton-Raphson linearization and a simultaneous resolution of the mass and momentum equations.

The mechanical opening process itself is assumed known and determined only by the initial conditions. Among the models tested experimentally, two models have been retained here and compared\(^4\). These models give the time dependent ratio of the aperture area to the tube area. The first one\(^5\) (Simpson et al) assumes a Newtonian form for the pressure acting on the breaking diaphragm \(P_4 - P_1\)cos\(\theta\), where \(P_4\) and \(P_1\) are respectively the initial pressures in the driver and driven sections and \(\theta(t)\) is the variable angle made by the petals and the initial diaphragm plane. The second pressure law used here\(^5\) (Nickman et al) takes into account the time evolution of the local pressures on both sides of the opening diaphragm during the expansion. Finally, these processes give results which are not very different and for copper diaphragms, the agreement with experiments\(^6\) is relatively good (fig.1), but the first law is easier to use in the computations because it can be put under the form:

\[
t/t_{ouv} = f(0)
\]

where \(t\) is the total opening duration depending only on the initial conditions \(t_{ouv}\) including the characteristics of the diaphragm. The second law needs iterations in order to know the pressures given by the aerodynamic model at each instant.
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Example of opening processes (0.3mm Copper diaphragm)

1. Experimental (Ref.6)
2. Variable pressure (Ref.5)
3. Constant pressure with computed $t_{\text{exp}}$ (Ref.4)
4. $t_{\text{exp}}$ experimental (Ref.4)

This aerodynamic opening model is the following (fig.2):

At the abscissa of the diaphragm a steady flow is assumed and the driver gas is isentropically expanded (3a-3b) through the variable orifice of the breaking diaphragm and recompressed by a standing shock (3c). Thus, at each instant, the driver gas quantities are related to the aperture area, assuming a simple wave regime in the high pressure chamber. This scheme is qualitatively analogous to the experimental observations and takes the non-isentropic behavior into consideration but the initial three-dimensional effects are neglected. The flow quantities behind this steady shock are used as boundary conditions for the computation in the $x,t$ diagram and are a source of compression waves during the opening.

The numerical procedure needs an initial scheme at $t=t_i$, called "initial instant". At $t_i$, the flow is assumed to have the same character as at the further instants: the problem is to determine the corresponding aperture so that at $t_i$, the previously described steady flow is compatible with this one generated by a moving shock-wave followed by an interface. This problem has a unique solution. Thus, knowing the opening process, the gas combination and the initial pressure ratio, $t_i$ can be determined as well as the corresponding properties of the flow. As an example, with an air/air combination, an aluminum diaphragm of 0.4mm thick (total opening duration : 620us) and an initial pressure ratio of 2.300 (ideal Mach number : 3.4), the initial instant $t_i$ is equal to 95us. It is much larger for lighter driver gases but the major part of the acceleration phase can be determined with the model.
DISCUSSION OF THE MODEL

It is well known that Simpson's or Hickman's opening model is idealized because, even if the breaking with petals is assured, the origin of time is very difficult to know and also because the diaphragm swells before the breaking. This is particularly marked for aluminum diaphragms. However, as far as the total opening time can be determined either theoretically or experimentally, the previous laws are satisfactory and sufficiently simple to be used easily.

The aim of the present model is not to represent the initial three-dimensional flow process following the very initiation of the rupture. This is not indeed a disadvantage because of the rapid formation of a plane shock-wave and the confinement of these phenomena at the rear part of the hot flow at the usual measuring stations.

As for the initial data line, it is a sort of summary of the complex events occurred at the very beginning of the opening. Other choices are of course possible and a moving shock instead of a steady shock has been imagined: the results are not really different but the computations are more complex and arbitrariness remains in the initial position of this secondary shock (t1 is also changed).

Taking account of the unsteadiness of the hot gas boundary-layer improves the previous results. However, neglecting the cold gas boundary-layer does not allow a correct representation of this flow. In fact, this is a minor drawback because the interest is of course in the hot gas and the influ-
ence of this boundary-layer on the hot gas flow is small as it has been shown assuming an approximate form for the cold boundary-layer and including the corresponding mass gain term in the previously described computation.

The real gas and relaxation effects could also be easily included as well in the inviscid flow as in the boundary-layer, but it would be time-consuming.

RESULTS. CONCLUSION

A systematic study of the separate influence of each effect has been previously made and only the principal features are presented here. First, it is well known that the boundary-layer effects are responsible of a monotonous decrease of the shock velocity up to a constant value (limiting regime). The influence of the diaphragm opening manifests itself by a strong acceleration followed by a slow deceleration, the final regime being the ideal regime. The simultaneous consideration of both effects obviously represents the superposition of these types of evolution, the preponderance of the one or of the other effect depending on the experimental conditions.

The influence of the diaphragm on the flow is completely determined with the present hypotheses if the initial pressure ratio and the total opening time are known. This time, as previously said, depends on all initial conditions (pressures, tube diameter, characteristics of the diaphragm). On fig.3, this influence on the shock evolution is summarized. With the acceleration and deceleration already noted, it may be seen that the abscissa of the maximum is proportional to the opening time which has been verified experimentally. Moreover, this abscissa increases with the initial pressure ratio and decreases with the sound velocity of the driver gas. A direct comparison with experimental results is shown on fig.4a and the agreement is reasonable except in the decreasing zone where, obviously, the boundary-layer effects neglected in this first calculation are responsible of the disagreement. A second comparison is shown on fig.4b where both effects have been taken into account in the calculation. In the same way, the profiles of all flow quantities have been obtained by the computation but they have not been represented here.

![Graph](image)

**FIGURE 3** - Example of shock-wave evolutions (Air/Air, P<sub>4</sub> = 17.739)
1. Ideal ; 2. White (Ref.1)
3. Present computation (without boundary-layer, t<sub>ouv</sub> = 300 µs)
4. " (t<sub>ouv</sub> = 600 µs)
Comparison of computation and experiments (Ref. 20)

(a) : Air/Air, $P_4 = 554$, $P_1 = 8$ mm Hg, $t_{out} = 574$ μs
- - - - Experiments  --- Computation without boundary-layer

(b) : Air/Air, $P_4 = 2.134$, $P_1 = 4$ mm Hg, $t_{out} = 618$ μs
- - - - Experiments  --- Computation without boundary-layer
--- " with " "

[185]
In conclusion, when the uncertainties concerning the total opening time are removed, the model seems to give satisfying results.
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REFLECTION PROCESSES OF IONIZING SHOCKS IN ARGON ON AN END WALL OF A SHOCK TUBE

Y. TAKANO, S. MIYOSHI and T. AKAMATSU
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Shock-reflection processes in ionizing argon on the end wall of a shock tube were investigated theoretically and experimentally. The Lax-Wendroff scheme, a finite-difference method, were applied to calculate the reflected-shock flowfields at the condition of the incident-shock Mach-number $M_s = 14$ and the initial pressure $P_i = 3$ torr for two cases which include and exclude radiative cooling effects, respectively. The results of computations reveal unsteady nature of shock-reflection process and influences of radiative cooling on flowfields. The trajectories of reflected-shock were visualized by use of a streak schlieren technique. The experimentally-determined distance-time diagrams confirm the unsteady nature of shock-reflection process. The reflected-shock flowfields were visualized taking a series of snap-shot photographs in a schlieren and a shadow arrangement. The developments of bifurcations in reflected shocks were observed to occur as a result of interaction between reflected shock and ionization relaxation.

INTRODUCTION

The stationary ionized monatomic gases heated by reflection of an incident shock at the end wall of a shock tube have been often used for experimental studies of the thermal conductivity, the heat transfer rate on the end wall, and the ionization relaxation time. These experimental investigations have indicated that reflected-shock flowfields are complicated by interactions between ionization relaxation processes and shocks. Camac & Feinberg measured the convective heat transfer on the end wall from ionizing argon behind a reflected shock by use of an infra-red heat transfer gauge. Their measurements showed that the reflected-shock flowfields were characterized by two ionization times of incident and reflected shocks. Friedman & Fay also used an infra-red heat transfer gauge to measure the convective heat transfer from argon and xenon gases to the end wall of a shock tube. Smith made the measurements in ionizing xenon, using a fast-rise pressure gauge mounted in the end wall of a shock tube. He proposed a distance-time diagram of shock-reflection process, considering a model which consisted of complicated series of shocks, rarefaction waves and contact surfaces, in order to explain the pressure histories at the end wall. Kuiper & Bershader visualized reflected-shock flowfields in ionizing argon by means of streak interferometry, and obtained the experimentally-determined distance-time diagrams. They pointed out bifurcations of
reflected shock, unexpected in non-ionizing argon, causing associated with ion-
ization behind an incident shock and also suggested the radiative cooling
affecting reflected-shock flowfields. Takano & Akamatsu\textsuperscript{5} made numerical
analyses of shock-reflection process in ionizing argon, solving the time-
dependent one-dimensional inviscid flow problem by use of a finite difference
method. The distance-time diagrams of numerically-obtained flowfields were
more drastic than had ever described; for example, an ionizing shock, reflect-
ing away from the end wall\textsubscript{1} does not only decelerate, but also rebounds to the
end wall. Recently, Ezumi\textsuperscript{7} studied shock reflection process in ionizing kryp-
ton theoretically and experimentally. He used an interferometer technique to
measure the electron density in reflected-shock flowfields and also made numer-
al analyses taking account of the side-wall boundary-layer effects.

The present paper studies theoretically and experimentally reflection
process of ionizing shock in argon on the end wall of a shock tube. The influ-
ence of radiative cooling on the reflected-shock flowfield is investigated
applying the Lax-Wendroff scheme, a finite difference method, to time-dependent
one-dimensional ionizing inviscid-flow problems which include and exclude the
radiative cooling term, respectively. Experimental studies are performed using
the free-piston shock-tube. In order to verify experimentally the unsteady
nature of shock-reflection process in ionizing gas as was predicted theoreti-
cally, the trajectories of reflected shocks are visualized by use of a streak
schlieren technique. The developments of bifurcations in reflected shocks are
observed by taking a series of snap-shot photographs of reflected-shock flow-
fields in a schlieren and a shadow method with a pulsed dye-laser as a light
source.

NUMERICAL ANALYSES

Governing Equations

Numerical simulations on shock-reflection processes in ionizing argon were
attempted by Takano & Akamatsu\textsuperscript{5} using a finite-difference scheme, whose analy-
ses did not include the radiative cooling effects. However, as pointed out by
Kuiper & Bershader\textsuperscript{6} the radiative cooling is expected to cause severe effects
in real reflected-shock region of a shock tube. In this numerical analyses, we
extend the numerical scheme to consider effects of radiative cooling on reflec-
ted-shock flowfields.

In investigating the shock-reflection process in ionizing argon, the
effects of viscosity, diffusion between species and thermal conduction are
neglected. Hence, the governing equations can be written as follows:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0, \quad \text{I}
\]

\[
\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = 0, \quad \text{II}
\]

\[
\frac{\partial (\rho e)}{\partial t} + \frac{\partial (\rho u e + \frac{u^2}{2} + p)}{\partial x} = -q_R, \quad \text{III}
\]

\[
\frac{\rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0, \quad \text{IV}
\]

\[
\frac{\rho}{\partial t} + \frac{\partial (\rho e + \frac{u^2}{2})}{\partial x} = \frac{\partial \rho}{\partial x} + \frac{\partial}{\partial x} \left( \rho \frac{\partial u}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{\partial u}{\partial x} \right), \quad \text{V}
\]

\[
p = \rho R(T + \alpha T), \quad R = \frac{k}{m_h}, \quad \text{VI}
\]

\[
e = \frac{1}{2} \frac{p}{\rho} + \frac{E_l}{m_h} + \nu, \quad \text{VII}
\]
where $t$ is the time, $x$ is the distance, being measured from the end wall, $\rho$, $u$, $p$ and $e$ are the density, the velocity, the pressure and the energy of the plasma, $\alpha$ the degree of ionization, $\dot{\alpha}$ the net production-rate of ionization degree, $T$ and $T_e$ the temperatures of heavy particles and electrons, respectively, $n_e$ the electron density, $q_B$ the rate of energy loss of the electrons due to bremsstrahlung, $q_{\pi I}$ the rate at which thermal energy is given to electron gas by elastic collisions, $q_{\pi el}$ the inelastic energy-transfer rate, $k$ the Boltzmann constant, $m_h$ the mass of a heavy particle, $\gamma$ the specific ratio, $E_I$ the ionization energy, and $W$ denotes the electronic energy of excited atoms.

The ionization relaxation of shock-heated monatomic gas has been well described by considering the two-step process where the excited-state populations are assumed in local thermodynamic equilibrium with free electrons. As collisional transitions dominate radiative transitions even in the equilibrium region behind incident and reflected shocks where the radiative transitions are important, the following expressions for net production rate of ionization degree, formulated by Hoffert & Lien, are applied:

$$\dot{\alpha} = \dot{\alpha}_g(T) + \dot{\alpha}_e(T_e) ,$$

where $\dot{\alpha}_g$ and $\dot{\alpha}_e$ are the production rates of ionization degree due to atom-atom inelastic collisions and due to atom-electron inelastic collisions, respectively. In the present calculations, we use the atom-atom collisional-ionization cross-section obtained by McLaren & Hobson, the atom-electron collisional-ionization cross-section given by Petchek & Byron.

The elastic energy transfer rate can be written as

$$q_{el} = \frac{m_e}{m_h} k(T - T_e) u_{eh} ,$$

where $m_e$ is the mass of an electron, and $u_{eh}$ is the elastic collisional frequency between electrons and heavy particles whose expression is given by Liu & Glass.

In no radiative cooling case, with the assumption of local equilibrium in excited levels with free electrons, the rate of energy loss of electrons due to inelastic collisions is expressed as

$$q_{inel} = n_e \frac{E_I}{m_h} .$$

In the equilibrium region where the radiative cooling is severe, nevertheless collisional processes dominate radiative processes, and free-bound transitions and bound-bound transitions in the excited levels may be promptly compensated by inelastic transitions due to electron impacts. Therefore, the inelastic energy loss of electrons due to free-bound transitions and due to bound-bound transitions should be considered:

$$q_{inel} + q_B = n_e \frac{E_I}{m_h} + q_R .$$

The total radiative energy loss $q_R$ is the sum of the continuum radiation due to free-bound transitions and due to free-free transitions (bremsstrahlung), and line radiation $q_L$ due to bound-bound transitions. The rate of energy loss by continuum radiation was given by Oettinger & Bershader as follows

$$q_C = \frac{6 \pi e^5 \alpha^2}{3(\alpha + 1)^{3/2}} (\beta_e^2 \mu + \frac{kT_e^2}{\alpha})^{1/2} .$$

In the present calculations, we do not include rate of energy loss due to line radiation which is assumed to be small compared to that of continuum radiation. The estimations for the rate of line-radiation loss was made using the formula given by Horn and recent data of Stark broadening for argon and the result is that the portion of continuum radiation in the total radiation is about 65%.
in the equilibrium region behind an incident shock and over 80% in the equilibrium region behind a reflected shock for the present conditions.

The local steady-state approximation being applied for electron temperature, the differential equation (V) reduces to such an algebraic equation as

\[ T - T_e = \frac{1}{\delta(m_e/m_i)\nu_e} \left( \frac{q_B/k}{\nu_e\nu_h} \right). \]

Finite Difference Method

As the basic equations (I - IV) are of a conservation form of

\[ \frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} = G(U), \]

the two-step Lax-Wendroff scheme proposed by Rubin & Berstein is employed, which was used in our previous work. In the present calculations, Tyler's artificial viscosity term (see Roache) is added to the pressure term in order to damp vibrations in shocks.

Results and Discussions

Calculations are made at the conditions of the incident-shock Mach-number 14 and the initial pressure 3 torr for two cases which respectively include and exclude the radiative cooling effects. Figure 1 shows the density profiles and the pressure profiles in the reflected-shock flowfields for the radiative cooling case which are plotted one above another with the value shifting at every 30 computational steps. Figure 2 shows the distance-time diagram for the radiative-cooling case where the reflected-shock trajectory of no radiative cooling case are present for comparisons. We shall explain the reflection process briefly because the detailed descriptions were reported in our previous paper. The incident shock reflects on the end wall at the frozen speed of reflection. Expansion waves are caused by rapid ionization in the reflected-shock flowfields and follow after the reflected shock. The reflected shock is attenuated not only by the expansion waves, but also by the density increase of the ionization front upstream of the reflected shock. Owing to the combined effects, the reflected shock rebounds to the end wall. Then, the pressure and temperature at the ionization front behind the reflected shock grow high and compression waves are generated. One propagates to the end wall as the interaction wave and the other moves to the reflected shock. The collision of the compression wave with the reflected-shock causes a weak expansion wave, a contact surface, and a transmitted reflected-shock. The interaction wave reflects at the end wall and catch up with the transmitted reflected-shock. This collision gives a rise of a weak expansion wave, a contact surface, and a coalesced reflected-shock.

As shown in figure 2, the radiative cooling has no influence on the primary reflected-shock, but affects the transmitted and the coalesced reflected-shock attenuate. Figure 3 shows the end wall histories of the pressure, the temperatures, the density and the degree of ionization after reflection of the incident shock. The end wall histories are characterized by two ionization times behind the incident and the reflected shocks. The first jumps of the pressure, the density and temperature are due to the reflection of the incident shock. The second jumps are caused by the reflection of the interaction wave, relating to the ionization behind the incident shock. Then, the radiative cooling begins to have more influences on the reflected-shock flowfields. The density grows higher and the degree of ionization decays much affected by the radiative cooling. However, the pressure and the temperature are not so much affected by the radiative cooling.
Ionizing Shocks in Argon

EXPERIMENTS

Experimental Equipment and Methods

The shock tube used in the present experiments is a free-piston shock-tube consisting of a high pressure air tank (60 cm in length and 30 cm in diameter), a piston cylinder in which a free piston, driven by high pressure air, compresses a driver gas (2.5 m in length and 8 cm in diameter) and a driven section (15 cm in length and 4 cm in diameter). The 28.2 mm square, 13 cm long, test section with a pair of 45 mm diameter glass window and an end piece, was attached to the driven section through a 12 cm long square inlet. In this experimental study, we filled the high pressure tank with air of 5 atm and the piston cylinder with helium gas of 125 torr which was compressed to be about

Figure 1. Density and pressure profiles of reflected-shock flowfields for radiative cooling case.
Figure 2. Distance-time diagram of reflection processes for radiative-cooling case at $M_s = 14$ and $p_1 = 3$ torr. Trajectories of reflected shock for no radiative-cooling case are plotted as dotted lines.

Figure 3. End-wall histories of the pressure ($p$), the temperature of heavy particles ($T$), the electron temperature ($T_e$), the density ($n_e$) and the degree of ionization ($\alpha$) after reflection of incident shock at $M_s = 14$ and $p_1 = 3$ torr. ---, radiative-cooling case, ----, no radiative cooling case.
Ionizing Shocks in Argon

The visualization of shock-reflection process was conducted by using a streak schlieren technique. The schlieren system consists of a light source, a collimating lense of focal length of 20 cm and a focusing lense of focal length of 80 cm. The light source used here is a strobotron for cameras. For streak photography, a 0.5 mm wide slit was placed parallel to the side wall of the test section and Beckman & Whitley high-speed camera (Dynafax Model 350) was used as a drum camera by stopping the rotation of mirror.

The observation of reflected-shock flowfields were performed by taking a series of snap-shot photographs in a schlieren and a shadow method. A pulsed dye laser (Chromabeam 1050 system, Synergetics Research Inc.) with a lasing medium of Rodamin 6G, provided 0.3 μs-duration, continuous spectra, light source. The collimation of laser light was achieved by use of a 2 cm focal-length lense and a 80 cm focal-length lense. For schlieren photography, a 80 cm focal-length lense was used to bring a parallel beam of light passing through the test section to a focus on a knife edge. For shadowgraph, this lense was also used and a pin hole of diameter 2 mm was placed in the focal point to cut off emission from the test section.

Visualization of Shock-Reflection Process

The reflected-shock trajectories have been visualized using a streak schlieren technique. Figure 4 shows typical streak pictures of shock-reflection process in ionizing argon. In these pictures, shocks and ionization fronts can be observed but interaction waves and contact surfaces are not distinguishable because of strong radiation from the equilibrium regions behind reflected shocks. In the present experiments, the ionization relaxation times of incident and reflected shocks are much shorter than those in the numerical calculations owing to several effects such as an impurity of test gas and a side-wall boundary-layer.

From these pictures, it can be seen that a reflected shock consists of three characteristic parts of a primary, a transmitted and a coalesced reflected-shock. In Figure 4(a), the rebound of the primary reflected-shock is seen. In Figure 4(b) and 4(c), the rebounds are not so clear, but it is obvious these primary reflected-shocks come to rest. It is no wonder that a qualitative agreement is good between theoretical and experimental results of the shock reflection process as long as the one-dimensional relation can be applied in the reflected-shock flowfields.

In the present experiments, the traces of bifurcation in reflected-shocks
are found to develop associated with the interaction between reflected-shocks and incident ionization-fronts as were pointed out by Kuiper & Bershader.

Observation of Reflected-Shock Flowfields

The bifurcation of reflected shocks, caused by the interaction between reflected shocks and incident side-wall boundary-layers, were investigated by several authors. Mark proposed a criterion that the bifurcation of reflected shock occurs when the stagnation pressure of the boundary layer is less than the normal reflected-shock pressure. Strehlow & Cohen observed the reflected shock bifurcations in polyatomic gases under certain conditions, but they did not observe the bifurcated reflected-shocks in monatomic gases such as helium and argon under no ionizing conditions. Davies & Wilson investigated the formation of the bifurcated reflected-shock.
Figure 5 shows snap-shot photographs of reflected-shock flowfields at the incident-shock Mach-number $M_s = 11 - 12$ in argon with the initial pressure $p_i = 3$ torr. We took plates (a) and (b) of figure 5 in the schlieren method and plates (c) - (f) in the shadow method. In the schlieren technique, the visualization was good for reflected shocks, but not for ionization fronts because ionization fronts did not have enough discontinuity of the density.

Immediately after reflection, the reflected shock behaves like an ideal plane shock as shown in figure 5(a). Figure 5(b) shows that the reflected shock is curved near the side wall. It is well known that the incident-shock front is not plane but convex due to the side-wall boundary-layer acting as a suction on the side wall which causes a secondary free-stream behind the incident shock. The curvature in a reflected shock is thought to be caused by this secondary flow ahead of the reflected shock. Consequently, the reflected-shock flowfield is not strictly one-dimensional but slightly perturbed.

According to the results of numerical computations, in a relaxation time after reflection of the incident shock on the end wall, the sudden onset of equilibrium beginning at the end wall due to rapid ionization, an ionization front is generated from the end wall and expansion waves are caused following after the reflected shock. Figure 5(c) shows a shock front and an ionization front in the reflected-shock region. In this plate, a fluid moves from right to left in the nonequilibrium region between the reflected-shock front and the ionization front, and it comes to rest in the equilibrium region, behind the ionization front, where the pressure and the density are much higher as shown in figure 1. Hitherto flowfields are essentially one-dimensional, however, hitherafter flowfields turn to posses two-dimensional structure. Figure 5(d) shows that the reflected shock front make a bent near the side wall, and the boundary layer, becoming a free shear layer or a slip line, separates away from the side wall. The criterion of reflected-shock bifurcation proposed by Mark is that the occurrence of bifurcation is due to the inability of the boundary layer fluid to pass through the normal reflected shock and therefore the boundary layer fluid is trapped and carried along at the foot of the shock. This basic idea of the formation of bifurcation may be applied to the present bifurcation.

For a shock-fixed coordinate as shown in figure 6, the Mach number in the boundary layer $M_{BL}$ is defined by the velocity of reflected shock-wave $U_R$ and the sound velocity in the boundary layer fluid at room temperature $a_j$

$$M_{BL} = U_R/a_j.$$  \(XV\)

The stagnation pressure of the boundary layer flow $P_{BL,tot}$ is given by the following isentropic relation

$$P_{BL,tot} = P_B + \frac{\gamma - 1}{2} M_{BL}^2 \frac{\gamma}{\gamma - 1}.$$  \(XVI\)

As well known, for monatomic gases, ($\gamma = 5/3$), the pressure $P_{BL,tot}$ is always larger than the pressure behind the reflected shock $P_B$ for $M_s > 2.8$. Therefore...
Before the fluids in the boundary layer can pass through the reflected shock without bifurcation. However, in the present case that the reflected shock is retarded by the ionization-induced expansion waves, $M_{BL}$ is much reduced even to null. Hence, from equation (XVI),

$$P_{BL,stag} < P_b$$

This relation shows the possibility that the boundary layer fluid is trapped and carried along the foot of the reflected shock. Moreover, the higher pressure at the ionization front impose the steep adverse pressure gradient on the boundary layer fluid, and it forces the more severe bifurcation.

Figure 5(e) shows the transmitted reflected-shock which has several complicated limbs. From figure 5(f), the coalesced reflected-shock is seen to have an unique configuration. The forward limb bifurcates from the normal reflected shock and another triple-shock configuration is observed to exist behind the forward limb.

**CONCLUSIONS**

Numerical analyses of shock-reflection process in ionizing argon on the end wall of a shock tube have been made by use of the two-step Lax-Wendroff scheme. It is shown the reflected shock consists of three characteristic parts of a primary, a transmitted and a coalesced reflected-shock as a result of gasdynamic interaction with ionization relaxation. The radiative cooling affects reflected-shock flowfields after equilibration, and it results in the attenuation of the reflected shock, the increase in the density and the decay of the ionization degree.

Experimental studies of reflection process of ionizing shock in argon have been performed using the free-piston shock-tube. The distance-time diagrams, determined experimentally in a streak schlieren method, verify that the reflected-shock trajectories consist of three characteristic parts as predicted theoretically. The reflected-shock flowfields have been visualized by taking a series of snap-shot photographs in a schlieren and a shadow method. The development of bifurcation in the reflected shock is observed to occur associated with interactions between reflected shocks and ionization front.
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IONIZATION RELAXATION IN SHOCK TUBES TAKING INTO ACCOUNT A NON-MAXWELLIAN ELECTRON VELOCITY DISTRIBUTION
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The two step model of ionization relaxation is extended to allow for a non-Maxwellian electron velocity distribution. In the initial stage of relaxation (small ionization degree) the electron-electron and the superelastic collisions are too infrequent to replenish the high energy tail of the distribution that is depleted by inelastic electron collisions leading to excitation/ionization. To investigate the non-Maxwell effects we utilized the electron velocity distribution of J.F. Shaw, M. Mitchner, and C.H. Kruger. Our computations, taking also into account the influence of boundary layers and shock attenuation, yield smaller population and electron densities, a qualitatively different variation of the electron temperature, and a relaxation time of the order of 10% larger as compared to the Maxwell case.

The evaluation of relaxation measurements for the determination of cross section constants on the basis of a Maxwellian electron velocity distribution can result in considerable errors. Our results underline the necessity to include inelastic collision processes in the derivation of the velocity distribution function.

INTRODUCTION

While studying ionization relaxation of rare gases in shock tubes at Mach numbers about 9 one is confronted with the question whether or not the velocity distribution of the electrons is Maxwellian. For plasmas with low ionization degree a deviation of the electron velocity distribution from a Maxwellian has been confirmed. We deal with the same situation in the initial stage of relaxation where the collision frequency for electron-electron (e-e) collisions are too small to replenish the Maxwell tail depleted by the inelastic electron collisions leading to excitation/ionization. Further, de-exciting collisions producing superelastic electrons will be infrequent in the initial stage characterized by small electron densities n_e since the corresponding rate is proportional to the product n_e n_i. As a result, the electron velocity distribution will be underpopulated in the high energy tail as compared to the Maxwellian.
In this case the rate coefficients have to be calculated with the non-Maxwellian electron velocity distribution function (NMEVD) yielding smaller rates and hence smaller population densities. The deviation from the Maxwellian will of course disappear towards the end of the relaxation zone where equilibrium is attained, but as a whole the relaxation time is larger as in the case of an entirely Maxwellian distribution function (MEVD).

NON-MAXWELLIAN ELECTRON VELOCITY DISTRIBUTION FUNCTION

The actual velocity distribution function of the electrons contained in a fluid particle travelling through the plug of a shock wave has to be determined by solving the Boltzmann equation. Since the non-equilibrium flow is computed taking into account the influence of shock tube boundary layers and the (weak) instationarity of the shock front, the solution of the Boltzmann equation at each time step would have posed serious computation time problems. Thus we decided to make use of an approximate analytic solution of the Boltzmann equation derived by J.F. Shaw, M. Mitchner, and C.H. Kruger. This distribution function is determined by the interplay of elastic e-e, e-a, e-i, and inelastic e-a collisions and shows the aforementioned depression of the high energy electron population. In the derivation of the Shaw-Mitchner-Kruger distribution function only collisional transitions between the ground level 0 and the first excited level 1 for electron energies \( E > E_0 \) have been taken into account. This assumption is valid for the krypton shock waves in question since the first step of excitation with \( E_1 = 10.18 \text{ eV} \) is rate controlling.

Instead of reproducing the rather complicated formulae we refer to figs. 1 and 2 which show this depression of the NMEVD \( f^a \) relative to the Maxwellian \( f^\text{Max} \) depending on the parameters \( C_0 \) and \( P_0 \).

Values of the non-Maxwell electron velocity distribution \( f^a \) relative to a Maxwellian \( f^\text{Max} \) for krypton (\( P_0 = 9000 \text{ k} \)).

\( a: \) atom, \( e: \) electron, \( h: \) heavy, \( i: \) ion
Ionization Relaxation

The parameters $C_0$ and $P_2$ are given by

$$C_0 = \frac{kT_e}{E_1 + kT_e} \frac{\nu_{e1}(E_1 + kT_e)}{\sum \frac{m_i}{m_e} \nu_{eh}(E_1 + kT_e) + \nu_{ed}(E_1 + kT_e)}$$

$$P_2 = \frac{n_i/n_e}{(n_i/n_e)^0} \text{ with } (n_i/n_e)^0 = \frac{g_1}{g_0} \exp\left(-\frac{E_1}{kT_e}\right)$$

$C_0$ determines the influence of the energy consuming inelastic collisions (frequency $\nu_{e1}$) relative to all elastic collisions ($\nu_{eh}$, $\nu_{ed}$). The corresponding momentum transfer cross sections (needed only in the small energy range $E_1 + kT_e$) have been taken from L.S. Frye and A.V. Phelps, $g_0(20) = 3 \times 10^{-13} m^2$, and M. Mitchner and C.H. Kruger (p 259, see also ref. 7, formulae (22) and (23)). Following G. Meinhold and W. Schöpper the coulomb cross section has to be multiplied by a factor of 2 in order to achieve a better agreement of theoretical and experimental values of the electron densities in krypton shock waves. For the inelastic cross section $\sigma_0^{(e)}$ we made the usual assumption: $\sigma_0^{(e)} = S_0^{(e)} (E - E_1)$.

In the initial zone of relaxation we find $C_0 \gg 1$ since $n_i$ and $\nu_{e1}$ are very small. With increasing electron density $n_i$ and increasing $e-e$ collision frequency $\nu_{ed}$ the value of $C_0$ approaches $C_0$, i.e. $f$ approaches a Maxwellian (see figs. 3 and 4).
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Variation of the non-Maxwell parameters $C_0$ and $P_2$ with time at a fixed location of measurement at the shock tube.
The second parameter determining the shape of the electron velocity distribution function, $P_2$, expresses the deviation of the actual relative population density $n_l/n_0$ from the corresponding equilibrium value $(n_l/n_0)^{\text{eq}}$ calculated with the electron temperature $T_e$. In the case $P_2 < 1$ the high energy region of the electron population drained by inelastic collisions $O \to I$ cannot be filled by superelastic electrons for which the rate is proportional to $n_en_i$. For $P_2 = 1$ the electron velocity distribution will be Maxwellian since then the de-excitation collisions balance the excitation collisions.

Fig. 4 shows the variation of the parameter $P_2$ in the relaxation zone beginning with time $t = 0$ at the shock front. Since, according to figs. 3 and 4, $C_0$ takes large values and $P_2$ small values in the initial relaxation zone one concludes that in this region the electron velocity distribution $f^\text{eq}$ will deviate significantly from the Maxwellian $f^\text{Max}$ (compare figs. 1 and 2). At the end of the relaxation zone, which is attained after $80 \mu s$, $f^\text{eq}$ is of course Maxwellian.

At thermal electron energies the NMEVD shows virtually no deviation from the MEVD such that the concept of an electron temperature $T_e$ has still a meaning, which otherwise simplifies the formulation of the electron energy equation and of the backward rates. J.F. Shaw, M. Mitchner, and C.H. Kruger derived their NMEVD for $kT_e << E_i$. This condition is fulfilled for our rare gas shock waves with Mach numbers about 9 or temperatures about 0.8 eV as compared to $E_1 \approx 10$ eV.

**TWO-STEP MODEL AND CALCULATION OF RATE COEFFICIENTS**

To study at first a simple and thus more transparent case we used the well known two step model with ionization energy $E_{io}$ and only one intermediate level $E_1$ which allows for the following reactions:

$$M + A \rightarrow M + A^n; \quad M + A^+ \rightarrow M + A^{+} + e$$

(3)

The collision partner $M$ can be an atom $A$ or an electron $e$, giving rise to the rates

$$h_{1(a)} = k_{01} n_A^n + k_{+1} n_A n_e - k_{1+} n_A n_1 - k_{10} n_A n_0$$

(4)

$$h_{a(e)} = k_{1+} n_A n_1 - k_{+1} n_A n_e$$

(5)

$$h_{1(e)} = k_{01} n_A n_e + k_{+1} n_A n_1 - k_{1+} n_A n_{1+} - k_{10} n_A n_{10}$$

(6)

$$h_{e(a)} = k_{1+} n_A n_{1+} - k_{+1} n_A n_{e(a)}$$

(7)

where the coefficients $k$ are the rate coefficients for excitation/ionization resp. de-excitation/recombination. The super- (sub-) scripts $a$ and $e$ denote atom and electron collisions, respectively. The subscripts $0, 1, +$ relate to the ground, intermediate, and ionization level.

In principle every rate coefficient $k^a$ has to be calculated using the NMEVD. Since this function is practically identical with the Maxwellian in the range below $0.8 \times E_i$ containing the overwhelming majority of de-exiting and recombining electrons, the rate coefficients $k_{01}^a$ and $k_{10}^a$ can be calculated on the basis of a MEVD in the usual manner via the principle of detailed balancing.\(^14, 15\) For the forward rate coefficients $k_{+1}^a$ and $k_{1+}^a$ analytical expressions have been obtained by integration over the Shaw-Mitchner-Kruger distribution function under the usual assumption of a linear cross section law. These two rate coefficients are much more complicated in form than in the MEVD.
case and are now dependent on the particle densities, too.

The rate coefficients $k^2$ have the usual form determined under the assumption of a Maxwellian velocity distribution for the heavy particles with $T_a = T_i = T_p$. It goes without saying that a fluid particle travelling through the relaxation zone experiences a different temperature history in the MEVD case as compared to the MEVD case (see fig. 6 and the following section). Consequently, the rate coefficients for atom-atom collisions $k^a$ at a specific point of the relaxation zone will be different, too.

**Nonequilibrium Flow Equations and Electron Energy Equation**

The non-equilibrium gas dynamical equations describing the (weakly) unsteady shock tube flow read

\[
\begin{align*}
\frac{D_p u}{Dt} + \frac{\partial p}{\partial x} &= R \\
\frac{D_p h}{Dt} + \frac{\partial p}{\partial x} &= 0 \\
\frac{D_p \eta}{Dt} &= \frac{\partial p}{\partial x} = 0
\end{align*}
\]

where $R$ is a mass loss term due to the boundary layer and $h_j (j = 1, e)$ the total rate for excitation/ionization. $\rho$ denotes the mass density, $u$ the flow velocity, $p$ the pressure and $h$ the specific enthalpy.

This set of equations has to be completed by the electron energy equation,

\[
\frac{3k}{2} \frac{D_p T_e}{Dt} + k \frac{D_e}{Dt} = \frac{\partial}{\partial x} \left( \frac{n_e}{\rho_a} (\bar{v}_{eH} + \bar{v}_{eT}) k(T_a - T_e) \right) - \frac{1}{n_e} \left( \bar{h}_{1(e)} E_1 + \bar{h}_{2(e)} E_{1\text{on}} \right)
\]

The first term at the right hand side gives the energy gain of the electron gas by elastic collisions with all heavy particles while the second term represents the energy loss by inelastic electron-heavy collisions leading to excitation/ionization. Comparing the Maxwell and the non-Maxwell case one concludes that on behalf of the differently evaluated rates $\bar{h}_{1(e)}$ and $\bar{h}_{2(e)}$ the values of the electron temperature $T_e$ determined from this energy balance will differ. Strictly speaking, there is a more complicated interdependence since the collision frequencies $\nu_{eH}$ and $\nu_{eT}$ depend on $T_e$.

To find the energy weighted average of the momentum transfer collision frequency

\[
\bar{v}_{e_j} = n_j \bar{\sigma}_{e_j}^{(m)}
\]

one has to calculate the average momentum transfer cross section $\bar{\sigma}_{e_j}^{(m)}$ and the mean electron velocity $\bar{c}$. Since the value of the integral

\[
\bar{c} = \int_c f(c) \, dc
\]
Meyer-Prüßner and Demmig

virtually is not influenced by the high velocity tail of the distribution function \( f(c) \), i.e. where the NMEVD deviates substantially from the MEVD (see figs. 1 and 2), this integral can be evaluated with a Maxwellian to give

\[
\bar{c} = \left( \frac{8 \, kT}{\pi m_e} \right)^{1/2}
\]

(15)

For \( \bar{v}_{\text{rel}}^{(m)} \) we used a polynomial approximation to the data given by R.S.Devoto.16

RESULTS

The values of the parameters \( C_0 \) and \( P_2 \) for krypton shock waves with Mach numbers in the range of 9 indicate a distinct deviation of the electron velocity distribution from a Maxwellian in the initial relaxation zone. To show the influence of the NMEVD in more detail figs. 5 and 6 reproduce the theoretical 

![Fig. 5](image1)

Electron density profiles in the relaxation zone of a krypton shock wave with average Mach number of 10.44. Solid curves: computed on the basis of the non-Maxwellian NMEVD and the Maxwellian MEVD, respectively. Crosses: experimental \( n_e \) values \( (P_1 = 7.92 \text{ Torr}, \quad T_1 = 308.7 \text{ K}) \).

![Fig. 6](image2)

Computed \( T_H \) and \( T_e \) profiles referring to the conditions of fig. 5.

[202]
values of \( n_e \), the gas temperature \( T_h \), and the electron temperature \( T_e \) computed on the basis of a NMEVD resp. MEVD at a fixed location using the same set of cross section constants \( S_{f1} = 1.5 \times 10^{-3}, S_{f1} = 0.5, S_{f2} = 1.1 \times 10^{-2}, S_{f2} = 4 \text{ m}^2/\text{We} \). The most prominent difference between these two cases is a relaxation time approximately 15% longer for the NMEVD case. The electron density \( n_e \) (NMEVD) is smaller than \( n_e \) (MEVD) since the collisions able to fill the excited level are much less frequent in view of the strong drain of high energy electrons from the tail of the distribution. Also, there is a striking difference in the behaviour of \( T_e \) in the initial relaxation zone; \( T_e \) (NMEVD) there is clearly higher than \( T_e \) (MEVD). The flow velocity \( u \) does not differ very much for the NMEVD and MEVD (see fig. 7). This is an integral effect since the flow is strongly influenced by the ionisation processes only in the final relaxation zone where the ionisation enthalpy becomes important (maximum ionisation degree about 2%).

In contrast to the above shock wave with an average Mach number of 10.44 a weaker shock wave with average Mach number 8.28 does not lead to equilibrium though the time scale of fig. 8 extends to 250 \( \mu \text{s} \), i.e. 0.44 m downstream. Again, the electron density \( n_e \) (NMEVD) is smaller than \( n_e \) (MEVD). Similar to \( n_e \) the density \( n_j \) of excited atoms reflects the difference between the NMEVD and the MEVD case, which amounts to 100% after 130 \( \mu \text{s} \) (see fig. 9). \( T_h \) (NMEVD) is virtually identical with \( T_h \) (MEVD) since the ionisation degree is smaller than 10% such that the flow acts like a heat bath. However, as \( T_h \) (MEVD) initially follows closely \( T_h \), \( T_h \) (MEVD) is apparently less than \( T_h \) because immediately behind the shock front the inelastic Maxwellian rate \( \lambda_1(\phi) \) is greater than the corresponding non-Maxwellian one and hence the electron gas is cooled more...
effectively (compare fig. 10).

Fig. 8
Electron density profiles in the relaxation zone of a krypton shock wave with average Mach number of 8.28 based on a non-Maxwellian NMEVD and a Maxwellian MEVD, respectively. Equilibrium is not attained ($P_1 = 40.1$ Torr, $T_1 = 304.2$ K).

Fig. 9
Profiles of excited particle density $n_1$, referring to the conditions of Fig. 8. The initial increase of $n_1$ within a fraction of a microsecond is not displayed.

Fig. 10
Temperature profiles referring to the conditions of Fig. 8. The gas temperature profiles based on the MEVD and the NMEVD are virtually identical.
DISCUSSION

To discuss an important implication of our findings we assume for the moment that the values of the boundary layer parameter $\beta_0$ and all relevant cross sections are reliably known. Only the cross section constant $\sigma_0$ is to be determined by comparison of experimental and theoretical $n_e$ values as shown in fig. 5. As stated above, a value of $\sigma_0 = 1.8 \times 10^{-8}$ chosen to fit the Maxwellian $n_e$-curve to the experimental points (crosses) leads to a distinctly deviating non-Maxwellian $n_e$-curve. Since there is a clear theoretical evidence for a deviation from the Maxwellian electron velocity distribution at small ionization degrees, which has also been experimentally confirmed in glow discharges, one concludes that this value of $\sigma_0$ has to be corrected. Hence the evaluation of relaxation measurements on the basis of a Maxwellian can result in considerable systematic errors.

If one interprets the experimental $n_e$-curve of fig. 5 on the basis of a NMEVD then an additional computation shows that the cross section constant $\sigma_0$ has to be enlarged from $1.8 \times 10^{-8}$ to $2.0 \times 10^{-8} m^3/s$ in order to fit the NMEVD $n_e$-curve to the experimental points. We obtained a similar result evaluating the $n_e$ values of experiments at lower Mach numbers in the range of 8. The theoretical NMEVD-curve seems to fit the experimental one tendentially better in some experiments. However, the present experimental material is not yet sufficient to give an additional support to the evidence of a NMEVD since, in contrast to the clear-cut assumption made above, the values of the boundary layer parameter and the cross sections are known only to within fairly large error limits.

The measurements at low electron densities ($n_e < 3 \times 10^{13} m^{-3}$) have been performed by 70 GHz microwave interferometry.\textsuperscript{17} Measurements with a HCN-laser interferometer are in preparation in order to reach a $n_e$-region where the non-Maxwellian effects are more pronounced (see fig. 8). Also, our shock tube group plans to perform absorption experiments to determine the electron collision frequency which should be suited too to discriminate between the non-Maxwellian and the Maxwellian case in the initial relaxation zone.
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A diagnostic technique for measuring the velocity distribution of electrons in an ionized argon flow has been developed. The argon plasma is generated by the reflected shock in a hydrogen driven shock tube (7 < M_s < 10; 5 < p_i / mbar < 26; i.d. 14 cm) and expanded through a nozzle (dia. 1-1.5 mm) in the end wall. The centerline of the expansion flow is sampled by a movable skimmer which forms a molecular beam. The velocity distribution of the electrons in this beam is registered by a magnetic analyzer with an electron multiplier attached to it. The magnetic field of the analyzer is swept during the test time and the whole velocity distribution function, i.e. the electron current distribution, is scanned. The diameters of the nozzle and skimmer together with the characteristics of the analyzer allow to neglect the divergence of the electron flow. Under these assumptions the parameters of the distribution are evaluated. The comparison of the evaluated electron temperatures for different values of the nozzle-skimmer distance shows good agreement with a theoretically predicted temperature decay in the expansion flow. Constant reservoir conditions are terminated by the effects of interaction between the reflected shock and contact surface. During the test time the influence of the thermal wall boundary layer is negligible.

INTRODUCTION

The knowledge of the electron velocity distribution promises better understanding of ionization processes and phenomena of ionized gas flow. By the development of a magnetic analyzer it was possible to measure directly the precursor electron distribution in front of electromagnetically driven strong shocks1. During each run of these experiments the magnetic field was kept constant and only one point of the distribution could be obtained. For the experiments described in this paper, however, a different approach was chosen. Within the test time (600-700 sec)
The magnetic field was varied and the velocity distribution was registered by counting the electrons leaving the analyzer.

EXPERIMENTAL EQUIPMENT AND MEASURING TECHNIQUE

The experiments were conducted using the region behind the reflected shock as plasma source. A conventional, pressure driven shock tube (i.d. 14 cm) with a double diaphragm chamber was employed. Hydrogen was used as driver gas. Incident shock Mach numbers varied from 7 to 10, using argon as working gas with pressures from 5 to 26 mbar. Piezo-electric pressure probes together with 10 MHz-counters were applied for registering shock speeds.

Attached to the end wall of the shock tube is the molecular beam apparatus. Figure 1 shows a schematic diagram of the device.

The skimmer in the first stage adjacent to the end wall is movable on the axis of the system. The diameters of the nozzle throat, the skimmer and collimator inlets were calculated to match the pumping capacity available for these experiments. The first stage was pumped by a 3000 l/s diffusion pump, the second and third by two 450 l/s turbomolecular pumps. With a nozzle throat diameter of 1.5 mm and a pressure in the shock tube of \( p_1 = 26 \) mbar the first stage was kept at a level of about \( 2 \times 10^{-3} \) mbar. The first stage was buffered by a dump tank not shown in the diagram of approximately 300 l to reduce the pressure rise during the test time after the shock reflection. The skimmer inlet diameter was 3 mm, the inlet to the analyzer chamber 4 mm. The pressure in this chamber was about \( 5 \times 10^{-6} \) mbar. The orifice in the end wall is closed after each run by a solenoid valve.

The magnetic analyzer utilizes the properties of a homogeneous magnetic field to focus electrons onto the exit aperture of the device. Figure 2a shows the trajectory of an electron that enters the magnetic field through the entrance aperture. The exit of the analyzer (on the right-hand side of Fig. 2b) is located where the trajectory with entrance angle \( \alpha \) crosses the axis. The housing of the analyzer is built as a cage of \( \mu \)-metal bars to
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Shield disturbing fields. The field coil is wound on a hollow cylinder of Teflon whose wall is also perforated to ease evacuation of the system.

![Diagram](image)

Fig. 2a. Electron trajectory  
Fig. 2b. Analyzer housing with field coil

The electron crosses the axis for a value of \( z_0 \) given by the expression

\[
z_0 = z \cdot D \cdot \cos \alpha
\]

with

\[
D = \frac{2mv}{eB}
\]

With the exit aperture at a fixed distance \( z_0 \) from the inlet and for a given mass/charge ratio \( m/e \) only those electrons can reach the exit whose velocity \( v \) satisfies Eq. II for a given value of the magnetic field \( B \). The deviation \( \Delta \alpha \) of the entrance angle is limited by two annular slits. These slits also exclude electrons with multiple revolutions. The resolution obtained with this configuration is \( v/\Delta v = 225 \).

By variation of the magnetic field, i.e. the current in the field coil, the whole velocity distribution of the electrons at the entrance of the analyzer can be scanned. The electrons leaving the exit aperture are accelerated by a potential of 300 V to hit the entrance of the electron multiplier. In this energy range the multiplier has its highest detection efficiency.

In order to test the whole system a glow discharge as stationary electron source was used (Fig. 3). The distribution of the electron current \( dj \) together with the coil current \( I \) is shown in Fig. 4. The curve of \( dj \) is obtained by a frequency to voltage conversion of the counted electrons per unit time.

A different way to display the distribution had to be developed for the experiments carried out with the shock tube. Because of the necessary fast changing of the magnetic field the u-metal cage caused nonlinearities and a time delay in the variation of
the field vs. the coil current. Therefore the field was measured by an induction coil with a subsequent RC-integration. The output of the integrator is proportional to the magnetic field. This signal was used for the vertical deflection of the oscilloscope.

![Schematic arrangement of measurements with a continuous glow discharge](image)

The output of the electron multiplier is amplified and fed to the z-input of the oscilloscope. Thus the beam of the scope is intensity-modulated for each registered electron by a light dot. In this way the electron density is displayed vs. the magnetic field, i.e. the electron velocity (Fig. 5).

To facilitate the evaluation of the display obtained in this manner the time dependence of the magnetic field should be linear in the section that corresponds to the velocity range under examination. By biasing the magnetic field with an appropriate current a suitable part of the transient response is adjusted to cover this range. The marker in Fig. 5 shows the point where the magnetic field is zero. With alternating triggering of the two channels of a dual beam oscilloscope (Tektronix 556) it is possible to stretch the time scale of the display and obtain a high resolution.
MEASUREMENTS AND RESULTS

Under the assumption of a Maxwellian velocity distribution of the electrons at the entrance of the skimmer, the measured electron current distribution component in x-direction, the axis of the system, is given by

\[ dj(v_x) = n \cdot \sqrt{\frac{m}{2\pi kT}} \cdot v_x \cdot e^{-\frac{m}{2kT}(v_x - v_D)^2} \cdot dv_x \]

with the number density \( n \), mass \( m \), temperature \( T \), velocity \( v_x \), and superposed drift velocity \( v_D \). This represents the measured current density if one can consider the sampled electron beam as one-dimensional. The geometry of the skimmer-collimator configuration together with the characteristics of the analyzer allow only electrons moving almost parallel to the axis of the skimmer to reach the multiplier; thus the divergence is negligible.

For the determination of the parameters by the method of least squares Eq. III is developed into a first order power series. The set of linear equations obtained in this manner is solved by matrix inversion. The diagonal elements of this matrix allow to calculate the inherent errors in the parameters due to data scattering.

The curves in Fig. 6 show the best fit to measurements of the electron velocity displayed in this case as energy distribution obtained from the glow discharge. Distributions at different distances from the orifice are plotted to prove the applicability of the experimental set up and the numerical evaluation procedure.

An example of the evaluation of the shock reflection experiment shown in Fig. 5 presents Fig. 7. Due to the low number of electrons counted per unit time, in the order of 5 to 10 per 20 \( \mu \)sec, the deviation from the best fit is larger than in the measurements carried out with the stationary discharge.
During this experiment the shock heated, partially ionized gas expands through the end wall orifice into the molecular beam system. This situation is a typical example of a decaying plasma. In a plasma at rest with adequate density the dominating recombination process is composed of triple collisions between electrons and ions which convert ions to excited atoms.
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\[ A^+ + e \rightarrow A^+ + e + e \quad (1) \]

The ground state is then reached by collisions or emission of radiation:

\[ A + e \rightarrow A^+ + e \quad (2) \]

\[ A + h\nu \rightarrow A^* \quad (3) \]

The energy transferred to the electrons by the process in Eq. 2 causes the temperature of the electron gas to remain higher than the neutral gas temperature. The loss of energy due to radiation depends on the optical thickness of the plasma. In the optically thick case the radiation is absorbed within the plasma, whereas it is lost in the optically thin case.

Based on this model of a decaying plasma at rest the influence of the flow on the recombination parameters in a nozzle and a free jet expansion was studied by Talbot et al.5,6. Flow parameters for the axis of the free jet were calculated with the model of orifice flow6.

These calculations for an expanding plasma flow show a slower decrease of the temperature of the electrons than that of the atoms and ions. There is no observable difference in the components of electron temperature parallel and normal to the flow direction, since the collision frequency of electrons is high enough to maintain equipartition. Differences can be observed in ion- and atom temperature. This difference is influenced by the collision frequency in the flow source. By high collision frequencies the deviation from equipartition is reduced.

The results of the shock tube measurements were compared with the calculations of Chou and Talbot6 carried out for an argon source flow expansion of a partially ionized gas in the limits of optically thick and thin plasma (Fig. 8).

![Fig. 8](image-url)
The evaluated electron temperatures were related to the reservoir temperature $T_0$, i.e. the temperature behind the reflected shock. This temperature was calculated as a function of the incident Mach number assuming thermal equilibrium. The agreement of the measurements with theory is satisfying within the error bars which are due to the low count rates.

The plasma jet leaving the orifice in the end wall is influenced by the temperature boundary layer that develops there. The heated gas is cooled down by the wall which remains at room temperature. Assuming that the outflowing gas sample comes from a hemisphere with its center at the orifice, the center streamline will become influenced by the growing temperature boundary layer when its thickness gets equal or larger than the radius of the hemisphere. A comparison of the layer thickness with the radius of the gas volume shows that, during the test time, this can be neglected.

The presented measuring method shows the possibility to sample the electron velocity distribution in a flowing plasma. Difficulties that are inherent with electro-static probes are avoided.
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IONIZING SHOCK STRUCTURE FOR A STRONG SHOCK WAVE IN ARGON

HIROKI HONMA and HIRO YOSHIDA
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The effects of the charged particles on the internal structure of the shock front are investigated for 10-13 km/s shock waves in argon for the initial pressure $p_0 = 10$ and 20 Pa. A free piston double diaphragm shock tube is used to produce strong shock waves. The time characteristics for the ion probe current, the continuum and spectrum emission of light, and the pressure are compared with each other. The rise time $t_0$ of the probe current and the photo-emission is measured to be 0.1-0.5 usec, and the corresponding shock thickness may be considered as 2-5 mm, which is the same order of magnitude as the estimated thickness of the neutral shocks. The value of $p_0 t_0$ is found to decrease with increase of the shock speed. The internal structure of the front may be considered as affected by the charged particles.

INTRODUCTION

This paper discusses some features of ionizing shock structure for a strong shock wave in argon. As well known, for comparatively weak shocks (for the shock speed below 6-7 km/s in argon), the shock front structure is controlled by the dissipative processes of neutral atoms, and then most ionization reaction processes occur in the relaxation zone formed behind the shock front.

With increase of the shock strength, the number density of the charged particles increases within the front due to the effects of precursor ionization, electron thermal conduction, diffusion, radiation heating, and so on. Furthermore, for extremely strong shocks, the gas ahead of the shock becomes considerably ionized due to thermal radiation effects, and therefore, the shock front structure becomes controlled by the dissipative processes of the charged particles.

In the intermediate case, it may be expected that the internal structure of a shock wave changes from the atom-controlled structure to the ion-controlled structure with increase of the shock speed. This transitional behaviour of the shock structure is a matter of our primary concern.
In the present report, the effects of the charged particles on the internal structure of the shock front are investigated for 10-13 km/s shock waves. An experimental study is made, using a free piston double diaphragm shock tube. The time characteristics of the ion probe current and the photo-emission at the front are investigated.

EXPERIMENTAL APPARATUS AND INSTRUMENTATION

The free piston double diaphragm shock tube has been used as a powerful device for producing strong shocks. Figure 1 shows a schematic diagram of our shock tube. It consists of the high-pressure chamber of 100 mm internal diameter and one meter long, the compression chamber of 61.8 mm internal diameter and 3 meters long, the buffer chamber of 50 mm internal diameter and 1.5 meters long and the low-pressure chamber of 40x40 mm and 3.5 meters long. The compression chamber has been used as a piston tube for NO kinetics and laser research.

The bottled nitrogen gas is supplied to the high-pressure chamber, and gives a natural bursting of the unscribed aluminun diaphragm of 1 mm in thickness at the pressure of 47-49 kgf/cm². The high-pressure nitrogen gas drives the free piston along the tube. The piston is made of stainless steel, and has piston rings which are made of copper resin and teflon. It is 119 mm in length and 2.36 kgf in weight, and has a hemisphere nose, which protects the piston from its deformation at the clash against the end of the tube. The initial pressure of the helium gas in the compression chamber is chosen to minimize the impact on the end wall between 1,150 and 1,550. The cross scribed steel diaphragm of 3.2 mm in thickness is installed between the compression and buffer chambers, and burst at the pressure of about 680 kgf/cm² by the compressed helium.

The maximum shock Mach number measured at the end of the buffer chamber is about 6.1 for the initial pressure of 100 mmHg in helium. The cross scribed aluminum diaphragm of 1 or 1.5 mm in thickness is installed between the buffer and low-pressure chambers. The preliminary study shows that the maximum and constant shock speed can be attained at a distance of about 1.5 m from the diaphragm. Therefore, we choose this place as a test section.

Schematic diagrams of the test section are shown in Figures 2 (a) and (b), which correspond to two series of experiment. In the first, the plastic optical fiber (0.5 mm O.D., 30 cm long), the single probe and the piezoelectric transducer (PCB 1124A) are installed at the test section. The photo-emission of the high temperature argon is guided to the photomultiplier (TOSHIBA MS-96) through the optical fiber and the optical filter (TOSHIBA V-VIA), which transmits the light between 3,800 and 4,500 Å in wavelength. The response time of the system is measured by use of the light pulse of the discharge tube, and found to be less than 10 nsec.

The electrode of the probe is a tungsten wire with 0.3 mm O.D. and 2.7 mm long, and settled at the center of the test section, perpendicular to the flow. The probe circuit is a simple one, as shown Figure 1 (a). The side wall of the...
shock tube is grounded. The applied voltage is kept constant (5 V), while the load resistance is changed (10 - 50 kΩ). The response time of the system of the circuit is measured to be 20-50 nsec for a step input of the voltage.

Figure 2. Schematic diagrams of instrumentation at the test section.

In the second series, the glass window of the aperture of 3 mm is installed on the side wall, and the monochromatic emission of light is observed by use of a plane grating spectrometer (RIKO MG-30). The width of the incident slit is 50 μm. The double probe is also installed at the section. The electrodes of the probe are also tungsten wires with 0.3 mm O.D. and 2.7 mm long, and their spacing is about 1 mm.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3 shows the output signals of the ion probe, the photomultiplier and the pressure transducer. All signals are once memorized by the 2-channel transient recorder (BIONATION 8100, sampling time: 1-ch, 10 nsec; 2-ch, 100 nsec), and displayed on the oscilloscope.

(a) Two Ion Probes: Two single probes are installed at the same time in the test section. The load resistances are chosen as 50 kΩ and 5 Ω, respectively. For case of high R, the precursor ionization can be observed, and the output signal reaches an uppermost limit after the arrival of the shock wave. For case of low R, pulse signal can be seen at the front. The pulse width is about 2 usec. It can be estimated that the raising and falling portions of the pulse correspond to the shock front and the contact surface, respectively. It should also be noted that the raising behaviour of the signal for 5 Ω is the same as that for 50 kΩ. Both signals raise up at the same time regardless of the load resistance. This suggests that the probes primarily respond to the generated electric field at the shock front, while they respond to the ion number density in the other region.

(b) Pressure and Ion Probe: The characteristic response time of the pressure probe is estimated to be one usec. The pressure response starts at the peak of the ion probe output. This correspondence also suggests that the raising portion of the probe signal corresponds to the shock front.

(c) Ion Probe and Photo-emission: The trace of the photo-emission pulse is very similar to the trace of the ion probe pulse near the front. These behaviours of both signals seem to illustrate that the ion density rapidly increases at the raising portion of the pulse, and then decreases at the falling portion due to the fast radiation cooling.

(d) Ion Probe (Single): This is a fine time-resolving record to observe the details of the raising portion of the pulse. The same record is displayed in three time scales.

(e) Photo-emission (Continuous): This is a fine time-resolving record
Fig. 3 Output signals of the ion probe, the photomultiplier and the pressure transducer. $P_1$, initial pressure; $U_s$, shock speed.
for photo-emission for a case of continuum observation.

\( (f) \) Photo-emission (4158 A): This is a case of monocromatic observation at 4158 A (Ar I). The essential difference cannot be observed for both cases of photo-emission signals.

For the raising portion of the output signals of the ion probes and the photomultiplier, we define the characteristic rise time \( t_0 \) as shown in Figure 4. The digital data stored in the transient recorder are used for plotting. The values of \( t_0 \) thus obtained are shown in Figures (d), (e) and (f).

Fig. 4 The definition of the rise time \( t_0 \).

In Figure 5, the rise time of the probe current (single probe) is plotted against the shock speed \( U_s \) for the initial pressure of 10 and 20 Pa. The solid lines \( L = 2 \text{ mm} \) and \( 5 \text{ mm} \) denote the curves for the time required for the passage of the length \( L \). Therefore, if the raising portion of the probe signal corresponds to the passage of the shock front, the shock thickness may be considered to be measured as 2-5 mm. As shown in Figure 5, the rise time \( t_0 \) decreases with increase of the shock speed, and can be grouped in accordance with the initial pressure as shown by the broken lines.

Figure 6 shows a plot of \( p_0 t_0 \) as a function of the shock speed for all cases of the probe current and the photo-emission. The solid lines denote the curves for \( \lambda_1/6s = \text{const.} \), where \( \lambda_1 \) is the mean free path of the neutral atom ahead of the shock wave and \( 6s \) is the shock thickness. According to the existing results for the strong neutral shocks\(^{11-13}\), we have \( \lambda_1/6s = 0.2 \). That is, the measured thickness of the front is the same order of magnitude as the thickness of the neutral shock. Furthermore, the measured thickness can also be estimated to be the same order of magnitude as a fully ionized shock\(^{14}\). The value of \( p_0 t_0 \) tends to decrease with increase of the shock speed, though the data are scattered.

In summary, the raising portion of the probe current and the photo-emission can be considered as shock front. Their time characteristics seem to show that the internal structure of the front is considerably affected by the charged particles, though the extended experimental works should be done to assure the results described above.
Honma and Yoshida

Fig. 5 The rise time $t_0$ of the probe current (single) as a function of the shock speed $U_s$. [Δ $10 \text{ Pa}$, Δ $20 \text{ Pa}$.]

Fig. 6 $P_1 t_0$ vs. $U_s$ for the probe current and the photoemission. [Single probe; Δ $10 \text{ Pa}$, Δ $20 \text{ Pa}$. Double probe; Δ $10 \text{ Pa}$, Δ $20 \text{ Pa}$. Continuum; ○ $10 \text{ Pa}$, ○ $20 \text{ Pa}$. 4158 Å; ● $10 \text{ Pa}$, ● $20 \text{ Pa}$.]
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EFFECT OF SHOCK-TUBE CLEANLINESS ON THE INITIAL IONIZATION RATE IN ARGON PLASMA
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Ottobrunn, W. Germany
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The investigation described herein consisted of two parts. The first part was an exploration of methods of obtaining a very clean shock-tube. The cleaning method decided upon comprised glass bead peening of the shock-tube walls, followed by multiple flushing of the tube; this method, however, left a practically irreducible and non-negligible residue of sodium chloride vapor in the tube. The second part of the investigation, accordingly, consisted of the theoretical simulation of the observed time dependence of the electron density, the electron temperature, and the emitted sodium D light, in shock-heated argon contaminated by a small amount of sodium chloride vapor.

It was found that accounting for the effects of contaminants required important revisions in rate constants for pure argon from previously determined values.

INTRODUCTION

The fact that low ionization potential contaminants can influence ionization rate experiments is known, as is the fact that shock-tubes should be cleaned before attempting kinetics, particularly electron kinetics, experiments (7,13,17). The first objective of this investigation was to find a cleaning method to remove the residue (produced by an electric arc driver) from the interior shock-tube walls. As it is a non-destructive cleaning method, glass bead peening was chosen over other methods. After cleaning, the investigation took an unexpected turn with the discovery that the cleaning method was not perfectly effective and introduced new contaminants with non-negligible effects on the argon ionization. Fortunately, the nature of the contaminants was determinable. Their content could be reduced to a level much lower than that obtainable before cleaning the walls. Nevertheless, the level could not be reduced below the point where their presence could be neglected, and we were
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Accordingly forced to incorporate their effect in our simulation program. Temperature dependent changes of previously given reaction rate constants for pure argon (2,4,5) were needed to simulate the measured data. This suggests that the reaction rate constants for pure argon inferred from previous shock-tube experiments contain important errors, in that their corresponding data analyses failed to account for the non-negligible influence of impurities on the evolution of the gas behind the shock.

Tube Cleaning

Prior to this investigation, the electric discharge driver was replaced by a cold helium driver in combination with double diaphragm operation, as a pressure driver is known to cause relatively low contamination. Before the cleaning, combustion and ablation products from the arc chamber - e.g. of the tungsten wire for arc initiation or of the silicon rubber insulation - settled in the driven tube. They appeared in the forms of a fine black powder and of a harder residue layer strongly bonded to the metal surface. The powder was easily wiped off with the aid of solvents such as alcohol or acetone. The bonded layer could not be removed this easily, but had to be scraped off the wall. The testing of the powder and scraped-off smudge with hydrochloric acid solutions gave evidence mostly of iron (6,7). As a cleaning method for the removal of the bonded layer, glass bead peening with beads of 0.05 to 0.1 mm diameter was preferred over sand-blasting, or hand or machine honing, because this method does not damage the metal surface. After peening, the hard residue was completely removed. However, ionization experiments in argon revealed that peening did not remove the expected "clean" gas condition immediately. The beads contain at least 12% of Na₂O, 8% CaO and 12% Al₂O₃, i.e. molecules with low dissociation energies. Dissociation of these molecules produces molecules or atoms with ionization energies much lower than that of argon. Apparently, the peening process left a residue of the constituents of the glass beads on the walls of the shock tube.* After repeated testing in argon, including cleaning, pumping, and flushing after each of approximately 100 runs with the cold helium driver, the tube was sufficiently clean to permit the study of electron kinetics with inert gases, provided that a simulation program accounting for impurity effects was incorporated into the data reduction.

Diagnostics

The electron density of the argon plasma behind a shock was determined with microwave diagnostics and an electric wire probe both before and after peening. Microwaves of the frequency f = 35.0 GHz were transmitted across windows mounted in the shock-tube walls. Before the cleaning, and before a well-matched wide-aperture test section could be utilized, the microwaves were sent through a preliminary set-up with quartz glass windows framed by the shock-tube's portholes of 25 mm diameter. Since the transmission of waves is strongly influenced by refraction when aperture (25 mm) and wave length (8 mm) are of the same order of magnitude, measurement of the attenuation of waves in the plasma could not in practice be evaluated. The phase shift, however, was less affected by refraction as may be expected from previous experiments (8) where a microwave section was mismatched deliberately in order to produce a phase shift in the reflexion signal. An oscillogram typical for the 35 GHz phase shift and amplitude attenuation obtained with the preliminary test section is shown in fig. 1. The upper beam represents the phase shift signal, the lower beam the attenuation, both on a time base of 100 μs/division. For contrast, phase shift and attenuation for approximately the same test conditions measured with a matched

* In addition, sodium chloride molecules contained in the air will be adsorbed on the inner wall of the shock tube driven section, when the tube is opened for the purpose of installing a new diaphragm. While the driven tube section is being filled with the required test gas, vapor molecules will desorb and remain in the test gas (7).
Schneider and Hahne

section 97 are displayed in fig. 2.

Fig. 1 Microwave signals of transmission phase shift (upper beam) and attenuation (lower beam) by refraction. Time scale 100 μs/division, sensitivity: upper beam 2 mV/division, lower beam 5 mV/division. Test condition: \( u_s = 2.99 \) mm/μs, \( P_1 = 2.9 \) Torr argon, \( f = 25 \) GHz.

For the interpretation of the phase shift in fig. 1, additional information from the other diagnostics is needed, on account of the superimposed high frequency oscillation. The narrow portholes may act as side port feeding horns. They refract and scatter a portion of the transmitted waves and feed them in the direction parallel to the longitudinal shock tube axis. Signals due to interactions of the scattered waves with the moving ionized flow "piston" add to the phase shift. In order to separate the signals, the source of the unwanted oscillation and the onset of the phase signal had to be determined. The latter was accomplished by time coordination of the phase signal with the trace of the ionization probe /10/ in fig. 3, which measures qualitatively the conductivity of the ionized flow. The main sources of the stray signals are Doppler shift, beats, and standing waves in the tube. Additional tests which reveal that beats by interaction of waves with various ionized layers cause the stray signals, are explained in ref. /31/.

For the purpose of identifying the contaminant, the intensity of the sodium D doublet, located at 5889.95 and 5895.92 Å, was measured along with the microwave signals. A detailed description of the D line evaluation is given in ref. /7/. In order to confirm that sodium was the only significant impurity, the radiation from iron atoms, which were considered to be the second important contaminant that may contribute to ionization in the shocked gas, was also...
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measured in separate runs in the spectral region around 3735 Å.

Fig. 3 Signal of an electric wire probe taken simultaneously with fig. 1. Advance time with respect to fig. 1: 200 μs. Time scale 100 μs/div., sensitivity 20 V/div. Test cond. see fig. 1.

In addition, mass spectrograms were taken from the shock tube gas both under evacuation and under pressure \(\text{LZ}/\). These studies indicated that the impurity level in research grade argon was less than 1 ppm and that contaminants detected by this method consisted of 40% H\(_2\)O, 50% N\(_2\), 5% CO\(_2\), and 5% hydrocarbons (mostly CH\(_4\)) by volume to within ±20% of the mean. Oxygen content was below the measurable limit. Attempts to detect sodium and iron by mass spectrometry failed.

Experimental results

Both microwave signals in figs. 1 and 2 were recorded after the cleaning. The electron density and electron temperature extracted from the measured oscilloscope traces by means of an evaluation program \(\text{L2}/\) relating the plasma properties (electron density and electron collision frequency) to the transmission attenuation and phase shift of the microwaves. The electron density, taken from figs. 1 and 2, as function of the laboratory time, is compared with the density obtained in a test before the glass bead peening and in a test (with 33 GHz waves) in another (aluminum) shock tube \(\text{L1}/\) at test conditions very close to those of the experiments above, i.e. at a shock speed of \(\sim 3\) mm/μs in 3 Torr argon. From fig. 4, one sees that the initial electron density gradients before and after peening do not differ appreciably. This outcome derives mainly from the fact that the components of the silica glass beads \(\text{L12}/\) (which are listed above) participate in the ionization reaction. After approximately 100 test runs, including cleaning and flushing with nitrogen, the contamination level was significant lower. Then the initial argon ionization rate approaches the experimental result of McLaren and Hobson \(\text{L3}/\), a rate four times lower than the one previously measured by Kelly \(\text{L2}/\) which has so far been considered to present the best data for the least contaminated argon (i.e., argon with an impurity level of 1 ppm from outgassing materials of an approximate composition of 60% H\(_2\)O, 10% Na\(_2\), and 30% hydrocarbons).

ANALYTICAL SIMULATION

For analytical simulation, which was based on a computer program in refs. \(\text{L13,14}/\), the experimental results of two tests runs with different impurity levels were chosen. The measured time dependent data for these runs, identified as test nos. 128 and 140, consist of the electron density, the electron temperature, and the concentration of excited sodium. The simulation of the electron density and its time derivative includes the following collisional and radiative processes.

[225]
Electron number density as function of the laboratory time. Comparison of tests before and after peening with results in another (aluminum) tube and with data by Kelly and McLaren and Hobson.

Collisonal processes:

1. $\text{Ar} + \text{Ar} + 15.76 \text{ eV} \rightarrow \text{Ar}^+ + \text{Ar}^+ + e$
2. $\text{Ar} + e + 15.76 \text{ eV} \rightarrow \text{Ar}^+ + e + e$
3. $\text{Ar} + \text{NaCl} + 4.27 \text{ eV} \rightarrow \text{Ar} + \text{Na}^0 + \text{Cl}$
4. $\text{Ar} + \text{NaCl} + 5.8 \text{ eV} \rightarrow \text{Ar} + \text{Na}^+ + \text{Cl}^-$
5. $\text{Ar} + \text{NaCl} + 6.37 \text{ eV} \rightarrow \text{Ar} + \text{Na}^0 + \text{Cl}$
6. $\text{Ar} + \text{Cl} + 3.61 \text{ eV} \rightarrow \text{Ar} + \text{Cl}^-$
7. $e + \text{Cl} + 3.61 \text{ eV} \rightarrow e + \text{Cl}^-$
8. $\text{Ar} + \text{Na}^0 + 2.1 \text{ eV} \rightarrow \text{Ar} + \text{Na}^+$
9. $e + \text{Na}^+ + 2.1 \text{ eV} \rightarrow e + \text{Na}^0$
10. $\text{Ar} + \text{Na}^+ + 3.04 \text{ eV} \rightarrow \text{Ar} + \text{Na}^0 + e$
11. $e + \text{Na}^+ + 3.04 \text{ eV} \rightarrow e + \text{Na}^0 + e$
12. $\text{Ar} + \text{Na}^0 + 5.14 \text{ eV} \rightarrow \text{Ar} + \text{Na}^+ + e$
13. $e + \text{Na}^+ + 5.14 \text{ eV} \rightarrow e + \text{Na}^0 + e$
14. $\text{Na}^0 + \text{Cl} + 1.53 \text{ eV} \rightarrow \text{Na}^+ + \text{Cl}$

Radiative processes:

15. $\text{Ar}^+ + e \rightarrow \text{Ar} + \text{hv}$
16. $\text{Na}^+ + e \rightarrow \text{Na}^0 + \text{hv}$
17. $\text{Na}^0 + e \rightarrow \text{Na}^0 + \text{hv}$
18. $\text{Cl}^+ + e \rightarrow \text{Cl} + \text{hv}$
19. $\text{Na}^+ \rightarrow \text{Na} + \text{hv}$.

The reaction rates and equilibrium constants are taken from the literature sources indicated in the brackets following each reaction. The reverse reaction rate $k_2$ results from a curve fit to the experimental data in ref. 15, and the rate of reaction 3 is linearly extrapolated from measured data of ref. 16.
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### Reaction rates

<table>
<thead>
<tr>
<th>Reaction Rate</th>
<th>Expression</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{r1}$</td>
<td>$2.5 \times 10^{-23} \left(10^{-4} T\right)^{-6.5}$</td>
<td>2,22</td>
</tr>
<tr>
<td>$k_{r2}$</td>
<td>$4.1 \times 10^{-28} \left(10^{-4} T\right)^{-17.4}$</td>
<td>2,15</td>
</tr>
<tr>
<td>$k_{r3}$</td>
<td>$4.1 \times 10^{-37}$ exp $\left(\frac{11160}{T}\right)$</td>
<td>16,17</td>
</tr>
<tr>
<td>$k_{r4}$</td>
<td>$3.8 \times 10^{-36} \left(10^{-4} T\right)^{-3.6}$</td>
<td>7,17</td>
</tr>
<tr>
<td>$k_{r5}$</td>
<td>$5.1 \times 10^{-41} \left(10^{-4} T\right)^{-13.8} \exp \left(\frac{8550}{T}\right)$</td>
<td>7,17</td>
</tr>
<tr>
<td>$k_{r6}$</td>
<td>$1.27 \times 10^{-32} \left(10^{-4} T\right)^{-1.5}$</td>
<td>16,17</td>
</tr>
<tr>
<td>$k_{r7}$</td>
<td>$2.1 \times 10^{-31} \left(10^{-4} T\right)^{-5.4}$</td>
<td>7,17</td>
</tr>
<tr>
<td>$k_{r8}$</td>
<td>$2.28 \times 10^{-15} \exp^{0.5} (1 + \frac{2T}{24413})$</td>
<td>18,17</td>
</tr>
<tr>
<td>$k_{r9}$</td>
<td>$2 \times 10^{-7}$</td>
<td>19,17</td>
</tr>
<tr>
<td>$k_{r10}$</td>
<td>$4.12 \times 10^{-30} \exp^{-1.0} (1 + \frac{2T}{35214})$</td>
<td>18,17</td>
</tr>
<tr>
<td>$k_{r11}$</td>
<td>$6.2 \times 10^{-23} \exp^{-1.5}$</td>
<td>20,17</td>
</tr>
<tr>
<td>$k_{r12}$</td>
<td>$1.83 \times 10^{-30} \exp^{-1.0} (1 + \frac{2T}{35214})$</td>
<td>18,17</td>
</tr>
<tr>
<td>$k_{r13}$</td>
<td>$2.07 \times 10^{-23} (1 + 3 \exp^{-24413} \frac{T}{T_e}) \exp^{-1.5}$</td>
<td>20,17</td>
</tr>
<tr>
<td>$k_{r14}$</td>
<td>$2.88 \times 10^{-13} \exp^{-1.5}$</td>
<td>21,17</td>
</tr>
<tr>
<td>$a_{15}$</td>
<td>$2.17 \times 10^{-11} \frac{T}{T_e}^{-0.5}$</td>
<td>22,17</td>
</tr>
<tr>
<td>$a_{16}$</td>
<td>$9.9 \times 10^{-13} (10^{3} T_e^{-1}) \exp^{-0.728}$</td>
<td>23,17</td>
</tr>
<tr>
<td>$a_{17}$</td>
<td>$1.36 \times 10^{-17} \left(10^{-4} T_e\right)^{1.5} (2 - \frac{59638}{T_e} + \frac{59638}{T_e})$</td>
<td>23,17</td>
</tr>
<tr>
<td>$a_{18}$</td>
<td>$0.16 - a_{17}$</td>
<td>24,17</td>
</tr>
<tr>
<td>$A$</td>
<td>$6.28 \times 10^{-7}$ (Einstein factor)</td>
<td>24,17</td>
</tr>
</tbody>
</table>

### Equilibrium constants

<table>
<thead>
<tr>
<th>Equilibrium Constant</th>
<th>Expression</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>$2.656 \times 10^{16} \exp^{-\left(\frac{183100}{T}\right)}$</td>
<td>2,22</td>
</tr>
<tr>
<td>$K_2$</td>
<td>$2.656 \times 10^{16} \exp^{-\left(\frac{183100}{T}\right)}$</td>
<td>2,22</td>
</tr>
<tr>
<td>$K_3$</td>
<td>$1.71 \times 10^{27} \exp^{-\left(-51450\right)}$</td>
<td>25,17</td>
</tr>
<tr>
<td>$K_4$</td>
<td>$1.2 \times 10^{26} \exp^{-\left(\frac{58270}{T}\right)}$</td>
<td>25,17</td>
</tr>
<tr>
<td>$K_5$</td>
<td>$5.13 \times 10^{27} \exp^{-\left(\frac{75860}{T}\right)}$</td>
<td>25,26,17</td>
</tr>
<tr>
<td>$K_6$</td>
<td>$4.83 \times 10^{15} (4 + 2 \exp^{-\left(\frac{1270}{T}\right)} T^{-1.5} \exp^{-\left(-41900\right)}$</td>
<td>27,28,17</td>
</tr>
<tr>
<td>$K_7$</td>
<td>$4.83 \times 10^{15} (4 + 2 \exp^{-\left(\frac{1270}{T}\right)} T^{-1.5} \exp^{-\left(-41900\right)}$</td>
<td>27,28,17</td>
</tr>
<tr>
<td>$K_8$</td>
<td>$3 \exp^{-\left(\frac{24413}{T}\right)}$</td>
<td>26,28,17</td>
</tr>
<tr>
<td>$K_9$</td>
<td>$3 \exp^{-\left(\frac{24413}{T}\right)}$</td>
<td>26,28,17</td>
</tr>
</tbody>
</table>
As will be discussed in a following section, the simulation required changes of the listed reaction rate constants.

Discussion of the simulation

The experimentally determined electron densities in figs. 5 and 9 reveal plateaus which begin at 90 \mu s for run 128 (fig. 5), where a shock propagates at \( M = 8.98 \) into argon at \( p_1 = 5 \) Torr, and at approximately 100 \mu s for run 140 (fig. 9) with \( \gamma = 7.55 \) and \( p_1 = 10 \) Torr. Within the time period where the plateau occurs the rate of increase of electron density drops to values much lower than at any time after the shock begins. This one sees in figs. 6 and 10 where the rates of increase of electron density of runs 128 and 140, respectively, are plotted versus the laboratory time.

The tendency towards a plateau is weakly present in Kelly's data (fig. 7) as well; the weakness here is associated with a very strong shock (\( M = 9.55 \)) where the argon ionization quickly covers the effects of any impurity. It proves impossible to simulate the plateau with only argon reactions for the following reasons: the electron density rate from reaction 1 is constant in time while the rate resulting from reaction 2 is monotonically increasing with time. Therefore, no bump, such as clearly present in the rate data from run 128, is possible in pure argon. Moreover, the minimum value that the measured electron density rate takes at approximately 120 \mu s (fig. 5), is less than the rate of increase of electron density one would predict from Kelly's rate for reaction 1, if this were the only source of electrons at \( t = 120 \mu s \). Therefore, the rate of reaction 1 of ref. 2/7 is untenable despite the claim that an effective activation energy of \( \approx 11.6 \) eV - inferred from an Arrhenius plot of the initial rate data - indicates that initial ionization occurs by two successive atom-atom collisions involving an intermediate excited state \( A^\star \) which is rate controlling /2, 29/. With strong shocks, the collisional rate between electrons and argon, which also may involve the intermediate

\[\begin{align*}
10 \quad & K_{10} = 8.05 \times 10^{14} T_1^{1.5} \exp \left(-\frac{35214}{T}\right) \\
11 \quad & K_{11} = 8.05 \times 10^{14} T_1^{1.5} \exp \left(-\frac{35214}{T}\right) \\
12 \quad & K_{12} = 2.415 \times 10^{15} T_1^{1.5} \exp \left(-\frac{59650}{T}\right) \\
13 \quad & K_{13} = 2.415 \times 10^{15} T_1^{1.5} \exp \left(-\frac{59650}{T}\right) \\
14 \quad & K_{14} = K_{12}/K_6
\end{align*}\]
Shock-Tube Cleanness in Ionization

state $A^1$ strongly influences the early ionization period (fig. 6) and thus can explain the mentioned observation.

In our case, the minimum value of the measured reaction rate at $t_L = 120 \mu s$ is not significantly greater than the rate inferred from the measurement of McLaren and Hobson [37] for reaction 1. As mentioned, Kelly's measured electron density has an inflexion point which we infer to mean the presence of similar reactions in Kelly's shock tube experiment as in ours. Kelly, however, did not account for the presence of impurities in his simulation. Our program does include the impurity reactions 3 to 14, and as a result of our analysis we were forced to conclude that the rate constant for reaction 1 given by McLaren and Hobson should be preferred to the one proposed by Kelly. It may be seen from figs. 5 and 6 that our simulation only roughly approximates the experimental data of run 128. The source of discrepancy is yet to be found. However, our conclusion concerning rate constants is supported by the approximate simulation of sodium D light behind the shock shown in fig. 7. The agreement that we have obtained in simulating the time dependence of the electron temperature (fig. 8) offers only indirect support of the reaction scheme, for as explained elsewhere [30], the electron temperature behavior is not sensitive to sodium chloride impurity at a density less than about $10^{13}$ cm$^{-3}$; the agreement between simulation and experimental data only confirms the accuracy of the microwave measurement.

Run 140 is a case for which the NaCl concentration was about 10 times lower than in run 128. We have attempted to simulate run 140 with the assumption of $[\text{NaCl}] = 1 \times 10^{11}$ cm$^{-3}$ (A=1) and $[\text{NaCl}] = 2 \times 10^{11}$ cm$^{-3}$ (A=2). The impurity level A = 2 seems to be the better fit to the electron density inferred from the 24 GHz measurement (fig. 9), which we consider the more reliable data in this run. Note that the predicted long time electron production rate (fig. 10), which results overwhelmingly from reaction 2, is approximately proportional to the assumed NaCl concentration despite the latter's smallness. It is therefore practically unavoidable to account for the presence of NaCl in the simulation of the reactions in even slightly contaminated argon. As in run 128, the emitted sodium D light was successfully, albeit roughly, modelled with A = 2 (ref. 31)].
A large number of other experiments were made with the range of shock speeds ($2450 < U_p < 3050$ m/s), argon densities ($3 < p_A < 10$ Torr) and NaCl concentrations (as inferred from the approximate simulation of the intensity of the Na D light). For several of these runs, which so far have been evaluated with the simulation program, we achieved a similar degree of success in modeling the three quantities (electron density, electron temperature and sodium D light) as in run 128 and 140. In every case it was necessary to change the reaction rate constants from previously accepted values sometimes by factors as large as 10. In run 140 for instance, the factors of the rate constants $1-14$ are as follows: $C_1 = 0.2$, $C_2 = 10$, $C_3 = 0.1$, $C_4 = 10^{-4}$, $C_5 = 0.1$, $C_6 = 1$, $C_7 = 1$, $C_8 = 0.1$, $C_9 = 0.1$, $C_{10} = 10$, $C_{11} = 1$, $C_{12} = 1$, $C_{13} = 1$, $C_{14} = 1$. An exception is factor $C_4$, which is set to $10^{-4}$ in accordance with a suggestion of Galt [17], that NaCl dissociates to atoms via reaction 3 rather than to ions (reaction 4), which could be verified in this investigation. The other changes which we considered were necessary always consistent in direction and showed a smooth temperature dependence.
CONCLUSION

Previous investigators have sometimes unjustifiably neglected the influence of low ionization potential contaminants on the reaction rates in shock-heated argon. Our simulation gives a qualitative and only semi-quantitative approximation to the experimental data. In particular, we were not able to simulate in detail the very pronounced peak and valley in the time rate of change of the electron density. But the reaction models of other investigators assuming pure argon reactions are far more seriously at variance from experimental findings than the model we propose here. We believe, therefore, that our calculations show that temperature dependent changes of the reaction rate constants (1), (2), (3), (4), (5), (8), (9), and (10) are necessary to simulate the electron density evolution in shock-heated argon.
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INTERACTIONS OF SHOCK STRUCTURE WITH SHOCK-INDUCED QUASI-STEADY LAMINAR SIDEWALL AND FLAT-PLATE BOUNDARY-LAYER FLOWS IN IONIZING ARGON
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A combined experimental and theoretical investigation was conducted on the interactions of shock-wave structure with shock-induced quasi-steady flat-plate and shock-tube side-wall laminar boundary-layer flows in ionizing argon. Dual-wavelength interferometric shock-structure and induced flat-plate and sidewall boundary-layer flow data were obtained by using a 23-cm dia Mach-Zehnder interferometer with the UTIAS 10 cm x 18 cm Hypervelocity Shock Tube at initial shock Mach numbers $M_s = 13$ and 16 moving into argon at a pressure $P_0 = 5$ torr and temperature $T_0 = 300$ K. The plasma density and electron-number density in the shock structure and boundary layers were measured from the dual-frequency laser interferograms ($\lambda_1 = 6943\,\text{A}$, $\lambda_2 = 3471.5\,\text{A}$) and compared with analytical-numerical profiles. The present study deals basically with four parts: (1) effects of hydrogen impurities on shock structure and stability in ionizing argon, (2) effects of sidewall boundary-layer growth on shock structure, (3) shock-tube sidewall boundary-layer flows, and (4) quasi-steady flat-plate laminar boundary-layer flows.

INTRODUCTION

Experimental and analytical researches on ionizing shock-wave structure and induced laminar sidewall and flat-plate boundary-layer flows were initiated several years ago at UTIAS.1-10 This work is not only of interest in determining fundamental physical quantities such as species refractive indices and atom-atom collision cross-sections, for example, but is of importance in providing an understanding of the coupled chemical-kinetic and gasdynamics processes occurring in such complex flows. In turn, such information can be applied to practical problems in reentry physics and hypersonic flows.

Considerable work has been done already on ionizing shock-wave structure and boundary-layer flows during the past decade (see Refs. 4 and 6 for details). Most of these analyses treated in isolation the problems of shock-structure and boundary-layer flows. As shown by Glass and Patterson11 and
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** Institute of High Speed Mechanics, Tohoku University, Sendai, Japan.
† We dedicate this paper to the memory of our young colleague and friend, Peter Irving Brimelow, who died of bone cancer on May 16, 1978.
Interactions in Ionizing Argon

Mirels\textsuperscript{1,2} the flows between shock waves and contact surfaces in an actual shock tube is nonuniform owing to the existence of a sidewall boundary layer. The gross features of a shock-wave structure in an ionizing gas are altered by the sidewall boundary layer. Consequently, the induced ionizing boundary layer on a flat plate in the so-called quasi-uniform flow between the shock wave and the contact region is also affected by these mutual interactions.

The most important effects of the sidewall-boundary-layer growth on the freestream flow are the induced wall shearing stress and heat transfer and their consequent nonuniformities in the flow. In order to take into account the effects of the flow nonuniformities in a shock tube, Mirels\textsuperscript{2} obtained correlation formulae for a perfect gas. These relations are based on similarity solutions of the boundary-layer equations and the simplified quasi-one-dimensional flow equations. Local-similarity assumptions cannot be applied to cases where variations of freestream flow quantities are significant. It was shown\textsuperscript{6,7} that a similarity assumption is not valid for the electron-temperature and electron-number-density profiles for the sidewall boundary layer where ionizing nonequilibrium occurs in the freestream flow. The validity of Mirels' correlation formulae in ionizing gas flows needs further investigation. Nevertheless, Mirels' correlation was used by several investigators\textsuperscript{13-15} in their studies of shock structure in ionizing gases. Demmig\textsuperscript{16} examined the ionization relaxation in a shock tube under the influence of a weakly unsteady shock front and wall boundary-layer effects.

Enomoto\textsuperscript{13} studied the sidewall boundary-layer effects on ionizing shock structure in argon. He applied Mirels' perfect-gas correlation formulae\textsuperscript{2} to flow nonuniformities generated by the plasma-mass mixture. He obtained the important result that the relaxation length was significantly reduced by the growth of the sidewall boundary layer.

The present investigation provides a comprehensive analytical and experimental study of shock-wave structure and laminar boundary-layer flows in ionizing argon. In addition, the complex coupled interactions between the inviscid freestream and viscous sidewall boundary-layer flows also are investigated. The plasma density and electron-number-density in the shock structure, sidewall and flat-plate boundary layer flows were measured and compared with analytical-numerical profiles.

EXPERIMENTAL ASPECTS

The present experiments were conducted in the UTIAS combustion-driven 10 cm x 18 cm Hypervelocity Shock Tube. A Mach-Zehnder interferometer with a 23-cm dia field of view, equipped with a dual-frequency ($\lambda_1 = 6943\,\text{A}$, $\lambda_2 = 3471.5\,\text{A}$) giant-pulse (30 ns) ruby-laser light-source, was used as the main diagnostic instrument. From the two simultaneous interferograms it was possible to determine the electron-number density $n_e$, and the total plasma density $\rho$, throughout the flow. In turn, the degree of ionization $\alpha$ is obtained from $\rho$ and $n_e$. The details are described in Refs. 1-7.

THEORETICAL ASPECTS

The effective quasi-one-dimensional flow equations for an ionizing gas in a shock tube can be obtained\textsuperscript{10} by applying the flow area-average on the local instantaneous macroscopic balance equations. The governing equations for a steady one-dimensional flow for an ionizing gas are:

$$\frac{d}{dx} \left[ u(A - 5L) \right] = 0$$

$$\frac{d}{dx} \left[ u^2(A - 5L) + A \frac{d}{dx} \right] = -L \left( \nu \frac{du}{dy} \right)$$
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\[
\frac{5}{2} \frac{d}{d \tau} \left( \rho u (A - \delta_u L) + \frac{\partial P}{\partial x} \right) + \frac{d}{d \tau} \rho u a (A - \delta_a L) + \frac{1}{2} \frac{d}{d \tau} \rho u^2 (A - \delta_u L) \\
= -Q_r (A - \delta_r L) - L \left( \frac{3u}{\sqrt{\gamma}} \right) \frac{d}{d \tau} \rho u a (A - \delta_a L) \tag{III}
\]

\[
\frac{d}{d \tau} \rho u a (A - \delta_a L) = n_e a (A - \delta_a L) - L \left( \frac{c a}{\sqrt{\gamma}} \right) \frac{d}{d \tau} \rho u a (A - \delta_a L) \tag{IV}
\]

\[
\frac{5}{2} \frac{d}{d \tau} \rho u a T_e (A - \delta_T L) + \frac{\partial P}{\partial x} (A - \delta_T L) \frac{d}{d \tau} \rho u (A - \delta_u L) \\
= -L (Q_{el} + Q_{inel}) (A - \delta_u L) \tag{V}
\]

where the second-order terms in the momentum and energy equations are negligible compared with the wall-dissipation terms. Here \( \rho \) is the plasma density; \( u \) the velocity; \( A \) the shock-tube cross-section area; \( L \) the shock-tube perimeter length; \( p \) the plasma pressure; \( \mu \) the plasma viscosity coefficient; \( T \) the temperature; \( \alpha \) the degree of ionization; \( \delta_r \) the radiation energy loss; \( \rho_u \) and \( \rho_a \) the plasma-heat conduction and diffusive-energy fluxes, respectively; \( \delta_q \) the electron production rate; \( D_a \) the ambipolar-diffusion coefficient; \( R \) the plasma gas constant; \( Q_{el} \) and \( Q_{inel} \) are the elastic and inelastic energy-transfer rates to electrons, respectively; subscripts \( w, I, e \) denote wall, ionization and electrons, respectively. The following boundary-layer thicknesses are defined:

(a) \( \delta^* = \int \left( 1 - \frac{\rho u}{\rho_0 u_0} \right) dy \)

(b) \( \delta_u = \int \left( 1 - \frac{u}{u_0} \right) dy \)

(c) \( \delta_a = \int \left( 1 - \frac{\rho u}{\rho_0 u_0} \right) dy \)

(d) \( \delta_T = \int \left( 1 - \frac{\rho u a}{\rho_0 u_0 a_0} \right) dy \)

(e) \( \delta_T = \int \left( 1 - \frac{\rho u a T_e}{\rho_0 u_0 a_0 T_{e0}} \right) dy \)

where \( Q = Q_{el} + Q_{inel} \); \( y \) is the coordinate normal to the wall; subscript \( \delta \) denotes the edge of the boundary layer.

The governing equations for a quasi-one-dimensional ionizing-gas flow applied by Enomoto\(^{13}\) based on Mirels' method can be obtained from Eqs. I-V by letting all \( \delta \)'s, except \( \delta^* \), equal to zero and neglecting all wall-dissipation terms.

Equations I-V were solved\(^5\) for shock-wave structure in ionizing argon and krypton without considering the boundary-layer effects and the wall-dissipation terms. The results were compared with our interferometric data in some detail. The \( \delta \)'s and their derivatives with respect to the flow direction \( z \) in Eqs. I-V can be obtained by solving the two-dimensional boundary-layer equations for an ionizing gas. The details of an implicit six-point finite-difference method for solving the two-temperature nonequilibrium boundary-layer equations for ionizing argon are given in Refs. 6 and 9. Details of the derivation of Eqs. I-V can be found in Ref. 10.

EFFECTS OF HYDROGEN IMPURITY ON SHOCK STRUCTURE

The shock-wave structure in ionizing argon without considering the mutual
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interactions between freestream and sidewall boundary-layer flows was examined in Ref. 4. In the study of shock structure, it was found that the translational shock front developed sinusoidal instabilities which affect the entire shock structure including the ionization-relaxation region, the electron-cascade front and the final quasi-equilibrium state. By adding a small amount of hydrogen (0.5% of the initial pressure), the entire flow was stabilized. However, the relaxation length for ionization was drastically reduced to about one-third of its pure-gas value. Using the familiar two-step collisional model coupled with radiation-energy losses and the appropriate chemical reactions, it was possible to deduce from interferometric measurements a precise value for the argon atom-atom collisional excitational cross-section constant to be $1.0 \times 10^{-1}$ cm$^2$/eV with or without the presence of a hydrogen impurity. The reason for the success of hydrogen, and not other gases, in bringing about stabilized shock waves, is not clear yet.

It was also found that the electron-cascade front approached the translational shock front near the shock-tube wall. This effect appears to be independent of the wall materials and is not affected by the evolution of adsorbed water-vapour from the walls or by water-vapour added deliberately to the test gas. The effects of this phenomenon on the shock-tube sidewall boundary-layer-flow profiles are more pronounced for the stronger shock waves. Here as well, the reasons for the near-merging of the cascade front with the translational shock wave are not understood as yet.

Figure 1. Variations of $n_0/n_{E0}$ with distance $x$ for $N_0 = 13.1$, $p_0 = 5.16$ torr, $T_0 = 300$ K and $n_{E0} = 0.566 \times 10^{17}$/cm$^3$. Subscript $E$ denotes quasi-equilibrium value. A: first order result; B: Enomoto's model; C: the present result. Arrows show termination of relaxation.
EFFECTS OF SIDEWALL BOUNDARY LAYER ON SHOCK STRUCTURE

Figure 1 shows a comparison between the various analyses and the experimental data for the electron-number-density profiles for a lower shock-Mach-number case of $M_e = 15.9$, $p_0 = 5.16$ torr and $T_0 = 300$ K. Curve A is the first-order result without taking into account the effects of the sidewall boundary layer. Curve B is obtained from Enomoto's model. Curve C is the present result where the boundary-layer equations were solved by an implicit finite-difference scheme.

It is seen that the difference between the present model (curve C) and Enomoto's model (curve B) is significant for this lower Mach-number case. The electron-number density at the electron-cascade front from Enomoto's model is much higher than from the present model. The relaxation length, $x_R$, is very much reduced in Enomoto's model ($x_R = 7.8$ cm). The first-order result for $x_R$ is about 10 cm, while the present theory predicts an $x_R$ of 8.9 cm, which is in close agreement with the experimental value.

In order to investigate the effects of shock-tube diameter on shock structure, different cross-sections are used in the calculations. It is shown that the relaxation length decreases and the electron-number density increases at the cascade front as the shock-tube diameter decreases. A smaller shock-tube diameter means a more pronounced sidewall-boundary layer effect.

For the higher Mach-number case $M_e = 15.9$, $p_0 = 5.1$ torr, and $T_0 = 298$ K, the difference between the present model and Enomoto's model is much smaller. This is due to the fact that the relaxation length for the higher Mach-number case is much shorter (see Fig. 2). Here, the effect of shock-tube diameter on shock-wave structure is also much smaller. In this case, the relaxation length is reduced only by 6% due to the sidewall-boundary-layer effects.

From the previous comparisons between analyses and experimental data, we conclude that: (1) our value of the argon-argon collisional cross-section constant of $1.0 \times 10^{-19}$ eV/cm$^2$ is accurate; (2) the relaxation length is

![Figure 2](image-url)

Figure 2. Variations of $n_e/n_0$ with distance $x$ for $M_e = 15.9$, $p_0 = 5.10$ torr, $T_0 = 298$ K and $n_{e0} = 0.168 \times 10^{18}$/cm$^3$. For other notations see Figure 1.
significantly reduced for a weak shock wave owing to the growth of the sidewall boundary layer; (3) Enomoto's model which neglected the momentum and energy nonuniformities and the wall dissipations, exaggerates the effects of boundary-layer growth on shock structure for lower shock Mach numbers; (4) the effects of the sidewall boundary layer on the shock structure are more pronounced for shock tubes of small diameters. For further details see Ref. 10.

SHOCK-TUBE SIDEWALL BOUNDARY-LAYER FLOWS

Shock-tube sidewall boundary-layer flows in ionizing argon without mutual interactions effects between the inviscid and the viscous flows were analyzed and compared with dual-wavelength interferometric data in Ref. 1. Satisfactory agreement was obtained for the lower shock-Mach number case of \( M_e = 13.1 \). The experimental results lie between the frozen and nonequilibrium solutions. However, it was found that two-dimensional effects were significant for the higher Mach-number case of \( M_e = 15.9 \).

The present sidewall boundary-layer results were obtained by using the shock-structure solutions described previously as the edge conditions of the boundary-layer equations. The difference between the previous and the present results arises from the variations of the freestream-flow quantities. As expected, a change in the freestream conditions will induce some changes in the boundary-layer structure.

Figure 3 shows the results with and without coupled interactions for \( M_e = 15.1, P_o = 5.16 \) torr and \( T_o = 300 \) K together with the experimental data for the electron-number-density profiles. It is evident that the present results agree better with the experimental data than the first-order analysis.

The thickness of the electron thermal layer is much thinner than predicted by Honma and Komuro.\(^{17}\) They indicated a thickness almost an order greater than the present result. It is shown that the thickness of the electron...
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thermal layer is of the same order as the thickness of the viscous layer for the sidewall and flat-plate cases. A similar result was found by Hutten Mansfeld\textsuperscript{18} for a thermal Rayleigh boundary layer.

For the higher Mach number case, \(M_0 = 15.9, \rho_0 = 5.1 \text{ torr} \) and \(T_0 = 298 \text{ K}\), the agreement with the experimental data is worse using the mutual-interaction analysis, as shown in Fig. 4. The reasons for the discrepancy are as follows. The measuring station for this higher Mach number is 18 cm behind the shock front and is located in the radiation-cooling region. The radiation process affects both the inviscid and viscous flows when the distance between the measuring station and the shock front is greater than 2 cm. It has been shown\textsuperscript{8} that the flow is nonuniform. In the experiment, the electron-number density kept on increasing with distance from the wall and did not reach its asymptotic value.

![Figure 4. Comparison of analytical and experimental normalized electron-number-density profiles with distance \(y\) in the sidewall boundary layer at \(x = 18\) cm, \(M_0 = 15.9, \rho_0 = 5.10 \text{ torr}, T_0 = 298 \text{ K}\) and \(n_{e0} = 0.620 \times 10^{11}/\text{cm}^3\). For other notations see Figure 3.](image)

**FLAT-PLATE BOUNDARY-LAYER FLOWS**

Owing to radiation-energy losses and the changes in flow properties caused by the growing sidewall boundary layer, the flat-plate boundary layer generated by a stronger shock wave can no longer be considered as being generated in a quasi-steady flow.\textsuperscript{6} The quasi-steady flat-plate boundary layer was first analyzed without taking into account these unsteady effects.\textsuperscript{6} The analysis was compared with experimental results which had significant bumps in the electron-number-density profiles for the cases studied at \(M_0 =\)
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16.6, \( P_0 = 4.81 \) torr, \( T_0 = 296 \) K, and \( M_e = 12.8, P_0 = 5.01 \) torr, \( T_0 = 297 \) K. Quite good agreement was obtained for the measured plasma-density profiles. However, rather poor agreement was obtained using a first-order analysis for the electron-number-density profiles in a frozen or nonequilibrium flow for \( M_e = 16.6 \). Much better agreement was found for the electron-number-density profiles for \( M_e = 12.8 \), where the experimental results lie between the analytical nonequilibrium and frozen-flow profiles. The disagreement between first-order theory and experiment for the electron-number-density profile is discussed in detail in Ref. 6.

The effects of the mutual interactions on the flat-plate boundary layer are small compared with the sidewall case. As explained in Ref. 6, the main discrepancy between analyses and experiment arises from the unsteady-flow effects, which were neglected in the analyses.

Figure 5. Comparison of analytical and experimental normalized electron-number-density profiles with distance \( \gamma \) in the flat-plate boundary layer at \( x = 14 \) cm, \( M_e = 16.6, P_0 = 4.81 \) torr, \( T_0 = 296 \) K and \( n_{e0} = 0.378 \times 10^{17}/\text{cm}^3 \). A: the present nonequilibrium profile; B: the present frozen profile; C: first-order nonequilibrium profile; D: first-order frozen profile.

Comparisons of various analyses with experimental results for \( M_e = 16.6 \) and \( P_0 = 4.81 \) torr are shown in Figure 5 for the electron-number density. The experimental data show a significant bump, which was not observed in the sidewall \( n_e \)-profile. This is not predicted by either the nonequilibrium or the frozen-flow analysis. A similar bump does appear in the experimental degree of ionization profile.

For the second case, \( M_e = 12.8 \) and \( P_0 = 5.01 \) torr, the analytical results for the \( n_e \) profile are plotted in Figure 6 together with the experimental data. Unlike the high Mach-number case, the experimental results for \( n_e \) lie between the analytical nonequilibrium and frozen-flow profiles. The two-temperature frozen-flow solution predicts a larger bump than that obtained from the experiment, while no bump occurs in the nonequilibrium profiles. The differences between the first-order and the present analysis are small. Some improvements do occur using the present theory.
CONCLUSIONS

A comprehensive investigation was presented on ionizing shock-wave structure and its interaction with the induced laminar sidewall boundary layer. Their combined influence on flat-plate boundary-layer flows was also considered. The quasi-one-dimensional shock-structure model was based on a flow area-average concept. The analytical results are compared with our interferometric data.

The agreement between the analyses and the experimental results for the electron number-density and total plasma-density profiles are fair to excellent. The experimental data for the flat-plate boundary layers show bumps in the $n_e$ profiles. These were not observed in the sidewall boundary-layer cases.

The interactions between the inviscid freestream and viscous sidewall boundary-layer flows were investigated. It is shown that the relaxation length is significantly reduced by the growth of the sidewall boundary layer. This reduction of the relaxation length is more pronounced at lower shock Mach number where long relaxation lengths exist. However, the effects of the mutual interactions on the flat-plate boundary layer are small.

These investigations of shock structure, sidewall and flat-plate boundary layers and their mutual interactions are of particular interest since they were done under nearly-identical initial conditions in ionizing-argon shock-
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tube flows. Further discussions of their differences and similarities can be found in Refs. 4 to 10.
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PLASMA FLOW VELOCITY GAGE AT HIGH MAGNETIC REYNOLDS NUMBER

DENNIS W. BAUM, W. LEE SHIMMIN and STEPHEN P. GILL

Artec Associates Incorporated
Hayward, California, USA

A plasma flow velocity gage based on the principle of a Faraday generator has been developed for use in a shock tube at extreme conditions of pressure, temperature, and flow velocity. Barium ferrite permanent magnets provided a magnetic field transverse to the plasma flow and orthogonal with a pair of brass electrodes mounted nearly flush with the shock tube wall. The output voltage measured at the electrodes was proportional to the axial plasma flow speed and provided a velocity-time history independent of the pressure, temperature and electrical conductivity in the plasma. A laboratory mock-up with a spring-driven aluminum rod was used to simulate the plasma flow for calibration of the averaged, or effective, magnetic field strength and to verify the linearity of gage output at high magnetic Reynolds number. The gage output was found to be linear with flow velocity, and hence unperturbed by eddy currents, at magnetic Reynolds number up to 8.2. The velocity gage has been used successfully to measure plasma flow speed at pressures up to 1 GPa, temperatures of 50 kK, and flow speeds of 28 km/s.

INTRODUCTION

This paper reports on a plasma flow velocity gage developed for use in a shock tube at high temperature (10-50 kK), high pressure (1 MPa-1 GPa), high flow velocity (10-40 km/s), and high magnetic Reynolds number (Re=40). At these extreme conditions of plasma flow it is difficult to measure the properties of the plasma, and therefore it is fortunate that a simple MHD velocity gage can be adapted to furnish such a useful quantity as the axial flow speed history.

The velocity gage output has the advantage of being independent of both pressure and temperature, the upper limit on both being imposed by structural integrity of the shock tube. The gage output is also independent of plasma conductivity over several decades of conductivity. The low conductivity limitation relates to the measuring circuit impedance; for a 50 Ω readout the plasma interelectrode resistance should be less than 10 to provide an open circuit measurement. For sufficiently high conductivity and/or flow velocity eddy
current effects can limit the accuracy of the measurement if there are nearby magnetic field gradients.

The gage measures a bulk property of the plasma without intruding significantly into the flow. The gage is also self-activating, in that a transverse magnetic field having been provided, the plasma itself generates the voltage to be measured. Thus there is no need for an externally generated voltage source, and the gage can be provided with an absolute calibration beforehand. A simple static calibration of the gage is also possible by measuring the magnetic field strength between the electrodes.

The gage has been used successfully over the following range of conditions:

Flow Speed: 8.5 km/s to 28 km/s
Conductivity: 400 S/m to 26 kS/m
Temperature: 16 kK to 51 kK
Pressure: 2.4 MPa to 1.0 GPa

PRINCIPLES OF OPERATION

The velocity gage is based on the principle of a Faraday generator, shown schematically in Figure 1. When a conducting gas (a plasma) passes through a transverse magnetic field, a voltage is produced. When the flow velocity, magnetic field, and pickup electrodes are mutually orthogonal, the open circuit voltage (zero current) is given by

\[ V = buB \]

where \( b \) is the interelectrode distance in meters, \( u \) is the velocity in m/sec, and \( B \) is the magnetic field in tesla. With a known magnetic field and known electrode spacing the measured voltage provides the plasma velocity history by

\[ u(t) = V(t)/bB \]

The voltage is reduced when a current is flowing by resistive losses in the plasma:

\[ V = buB-IR \]

where the resistance is related to gas conductivity, \( \sigma \), by

\[ R = \frac{B}{\sigma d} \]
Here d is the shock tube diameter, and β is a geometric factor related to electrode configuration. Typically β ~ 1.2.

If the impedance of the measuring circuit is much greater than the generator resistance, the open circuit voltage of Equation 1 is measured, providing an exact absolute measurement of the flow velocity. If the plasma resistance is too high in comparison with the input impedance of the measuring circuit, then the IR loss dominates, and generator voltage is diminished by a factor depending on conductivity.

DESCRIPTION OF GAGE

In the work described here the driven section of the shock tube consisted of a Lexan tube with an inner diameter of 25 mm and a wall thickness of 3 mm. Inertial confinement of the shock tube was provided by casting the tube in Hydrostone (a high density plaster, ρ = 1.76 Mg/m³). The transverse magnetic field was provided by a pair of barium ferrite magnets placed on either side of the tube and cast in Hydrostone along with the tube. Figure 2 shows a cross-section of the velocity gage assembly. The magnet pieces were 25 mm thick and 51 mm high and extended at least 76 mm upstream and downstream of the electrodes.

The electrodes, shown in Figure 3, consisted of 13 mm diameter threaded brass rods screwed into the Lexan tube and bonded and sealed in place with epoxy. The electrode surfaces protruded into the flow with a 10° taper, while the leading edge was recessed 0.2 mm to minimize perturbation of the flow. The portion of the electrodes outside the tube had 16 mm by 38 mm brass plates soldered to them to act as ballast in preventing the electrodes from being pushed out of the tube during the flow.
The electrodes were connected to a 50Ω coaxial cable and were terminated with 50Ω at an oscilloscope. Since the plasma interelectrode resistance was less than 10mΩ, the 50Ω termination was essentially an open circuit. A wideband isolation transformer was used in the line to provide DC isolation of the ground lead since there were generally other sets of diagnostics with electrodes in contact with the plasma. When pairs of electrodes at different axial locations have different net voltages, connecting two of them together via a common external ground will result in current flow in the plasma to equalize the potential. The net result will be misleading voltage readouts at both axial locations. The transformers used were North Hill Electronics Type 0017-CC with a band width of 10 Hz to 5 MHz.

**CALIBRATION OF GAGE**

The velocity gage was calibrated in the laboratory by propelling a spring-driven aluminum rod through a mock-up of the velocity gage configuration. A dummy Lexan or glass tube served as the channel with the proper magnets positioned as on the shock tube. As the conductive aluminum rod passed through the magnetic field, a voltage was generated across the rod, proportional to the rod velocity, rod diameter and effective magnetic field. Copper braid brush contacts were used to contact the rod and pick up the generated voltage.

Precautions were taken in these calibration tests that were not necessary for the shock tube tests. For example, the tube was swabbed with anti-static compound before each test to eliminate electrostatic signals arising from charge buildup on the tube. This reduced the noise level on the voltage records well below the level of the generated rod voltage.

The aluminum rod speed was monitored on each test using a collimated light source and a photodiode to record the arrival and departure of the rod at a given axial location. The rod deceleration was monitored using a pair of such setups at different locations. The measured deceleration of 35 m/s² amounted at most to a 2.5 percent correction to the measured average rod speed.

The calibrations were performed at rod speeds ranging from 6 to 10 m/s and are shown in Figure 4. The magnetic field strengths calculated from the measured output voltages were 1 to 3 percent greater than the measured on-axis B-field. The effective B-field was determined to be 96 mT for the location whose calibration is shown in Figure 4. The calibration is accurate to within 5 percent, the greatest source of uncertainty being the effective electrode.
spacing. This is due to the fact that broad copper braid contacts were used which partially wrapped around the rod.

The aluminum rod conductivity was 25 MS/m, and the corresponding magnetic Reynolds number at the highest rod speed was \( \text{\( R_m = 8.2 \)} \). The magnetic Reynolds number is a dimensionless parameter which indicates the magnitude of eddy currents effects. It is defined as

\[
R_m = \frac{\mu_0 \sigma u d}{V}
\]

where \( \mu_0 \) is the permeability of free space (\( \mu_0 = 1.257 \times 10^{-6} \text{ H/m} \)), \( \sigma \) is the conductivity in S/m, \( u \) is the velocity in m/s, and \( d \) is the tube diameter in meters. The output voltage was linear with rod speed in this range and proportional to the measured B-field, indicating that the measurements were not significantly affected by an eddy currents or skin depth problems. Detailed theoretical analysis of magnetic field perturbation and gage response at high magnetic Reynolds number has been undertaken (Reference 1) and is consistent with laboratory calibration experiments.

RESULTS OF MEASUREMENTS

An example of a shock tube velocity gage measurement is shown in Figure 5.

This record was obtained on an explosively driven shock tube using xenon gas. The initial flow velocity was 18.5 km/s.

Since there were several diagnostic stations on the shock tube, the shock times-of-arrival provided a measure of the shock speed, and for the above example the shock speed was 19.7 km/s. The initial axial flow speed can be obtained from the shock speed by the strong shock relation,

\[
U = \frac{1}{2}(\gamma + 1)u
\]

where \( U \) is the shock speed, \( u \) is the flow speed, and \( \gamma \) is the isentropic exponent. The initial pressure of the driven gas (air) was 4.0 kPa, and for the conditions obtained here \( \gamma = 1.2 \). Thus the calculated initial axial flow speed based on the observed shock velocity was 18.0 km/s. The difference between this calculated flow velocity and the measured value is within the calibration error limits of the velocity gage.

This same basic type of velocity gage has been used successfully for several years in measuring high magnetic Reynolds number flow velocity histories. The dynamic calibration procedure described above has shown that the velocity gage response can be linear in velocity for a magnetic Reynolds number of more than 30. Future experiments using a compressed air gun will extend the range of calibration to \( R_m = 100 \) or greater.
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SHOCK PROPAGATION IN A TUBE WITH TRANSVERSE RIBS

JAMES E. CRAIG and KENNETH A. HAINES
Science Applications, Inc.
Santa Ana, California, USA

The propagation of strong shock waves in tubes with transverse ribs has been investigated in the NASA/Ames Electric Arc Shock Tube (East). Using holographic techniques, a pictorial description of the wave and flow structure as well as measurements of the density fields have been compiled for various times after shock arrival. Attention was directed at two features of the flowfield: 1) shock wave diffraction about the equally spaced ribs, and 2) viscous effects which may cause rapid boundary layer growth on the very rough wall. Laser shadowgrams of the main shock region revealed a multiple shock structure behind the leading shock. Offset fringe holographic interferometry was used to obtain a vertical fringe interferogram of the shock wave, revealing a strong compression process with the wall density exceeding twice the centerline density. A holographic interferogram of the late time flow shows separating and reattaching regions about the ribs; however, comparison with Mirels theory for the growth of turbulent boundary layers on smooth walls reveals that transverse ribs do not significantly increase the boundary layer growth rate in these short duration flows.

INTRODUCTION

This investigation was motivated by numerical calculations of airblast propagation in tunnels with transverse ribs. Two types of calculations were being performed in an attempt to predict shock strength decay. Two-dimensional finite difference calculations were being performed by Needham at the Air Force Weapons Laboratory, and one-dimensional calculations which modeled viscous effects were being performed by Kuhl at TRW. A complicated flow structure due to shock interaction with the ribs was predicted by inviscid two-dimensional calculations, but the effects of viscosity or boundary layer growth were absent from the calculations. One-dimensional calculations neglected the shock/rib interactions but did attempt to model viscous effects by invoking wall friction and heat transfer models. A physical description of the shock propagation was lacking from the calculations making their interpretation difficult, and a program was conducted to provide experimental data. Two experiments were configured, one in which shockwave attenuation was determined from the pressure waveforms measured at several points along a 50 diameter section of shocktube with transverse ribs, and the other in which the shock/rib interaction flow field was observed optically in a square test section with ribs on the top and bottom walls. The optical investigation is described in this paper.
Tube with Transverse Ribs

EXPERIMENTAL

Apparatus

A square test section (Figure 1) was constructed to accommodate optical measurements of the shock wave and boundary layer interactions with the ribs. To avoid complicated geometrical transitions from the cylindrical NASA shock tube, a cookie cutter was used, thus limiting the internal dimension of the test section to 5 cm. The test section was installed 90 diameters from the diaphragm. The transverse ribs were machined into the top and bottom walls over a 1 meter portion of the test section. A plexiglass optical port mounted flush with the side walls (Figure 2) was located 67 cm from the first rib.

Shock wave arrival time was measured every ten diameters in the NASA tube and at stations TS1, TS2, and TS3 in the test section. The laser was fired by a signal indicating shock wave arrival at Station 1, using an appropriate delay to allow the shock to reach the optical port. The actual firing time was verified by a detector placed within the laser beam.

Optics

A custom built laser holography system was used to record several types of flowfield images including laser shadowgraphy, conventional inline and off-
axis holography, and holographic interferometry. For this system, the source of coherent illumination was a Nd:YAG frequency doubled laser emitting 30 millijoules of 5320 Å light in 20 nanosecond pulses.

The optical system is shown schematically in Figure 3. The holographic camera has the capability of focusing the image of the center of the test section into the hologram plane when laser shadowgraphy is employed; or option-
ally focusing the image into a place upstream from the holograph plane when off-axis holography is employed. An optional off-axis reference beam provided the capabilities to perform off-axis holography. The laser was externally spatially filtered to provide a smooth beam, and the entire laser train was rail mounted for stability.

Holograms constructed with this system contain records of both the amplitude and phase of the object wave (the essence of holography), and the reconstructed image waves can be allowed to interfere with a reference wave to create interference fringes. The fringe structure contains information from which can be extracted details about the density for all points within the flow field. A second method of interferometry was implemented which has both advantages and disadvantages over this post event method. This second method requires that one record two exposures on the single photographic plate. One of the exposures represents the reference, and thus, the interferometric structure is contained within the single holographic image. An obvious disadvantage of the method is that the interferometric fringe structure is frozen and cannot be altered during the reconstruction and interrogation steps. An advantage is that the effects of the distortions and aberrations caused by the optics in the construction apparatus are automatically cancelled from the resulting fringe structure. The optical system and test section were installed in the EAST facility (Figure 4).
RESULTS

The shock tube was operated with air in the driven tube at an initial pressure of 0.1 atmospheres, and a preset driver condition sufficient to produce a shock speed of 2.5 km/sec at the test section. As the shock passes over the ribs, the resultant interaction attenuates the shock which decreases its propagation velocity to 2.3 km/sec between stations TS1 and TS2 and to 2.1 km/sec between stations TS2 and TS3.

Laser shadowgrams of the main shock region (Figure 5) confirm the existence of a multiple reflected shock structure predicted in the two-dimensional calculations of Needham. The source of the multiple shock structure is the reflection of the main shock off the ribs. Each shock/rib interaction generates a reflected shock, one end of which propagates along the main shock and the other end remains essentially stationary in the cavity between two ribs. The main shock moves about two tunnel heights before the reflected shock reaches the opposite side of the tunnel. By this time, most of the reflected wave has become stationary with a diagonal orientation across the tunnel. If the wave orientation is interpreted as the local Mach angle (30°) then the local Mach number is two.

FIGURE 5. LASER SHADOWGRAM OF SHOCK/RIB INTERACTION

The main features observed in the flow are the reflected shock interactions with the main shock (i.e., triple shock intersections) and the reflected shock interactions with the turbulent cavity flow.
An off-axis hologram of the main shock region was used to produce the reconstructed image shown in Figure 6. The photograph is interesting in that it shows how well a duplication of the shock phenomena of Figure 5 is achieved.

FIGURE 6. LASER HOLOGRAM OF SHOCK/RIB INTERACTION

An example of holographic interferometry with zero offset is shown in Figure 7 in which the first exposure occurred prior to shock propagation and the second exposure occurred with the shock in the optical port. This image of the main shock region is quite different in detail from the images shown in Figures 5 and 6. However, the fringe structure is of such a nature that interpretation is difficult, if not impossible, because with infinite fringe interferometry the sign of the density change between adjacent fringes is ambiguous.

To overcome this problem, the direction of the test section illumination wave (or alternatively the hologram construction reference wave) is slightly altered so that a residual linear fringe structure overlays the holographic image and reduces the ambiguities. The degree of directional change determines the residual fringe spacing; too great a tilt causes fringes which are too fine to be useful while not enough tilt contributes little to reducing ambiguities. This technique is sometimes denoted as offset fringe holographic interferometry. An example of the results of this technique is shown in Figure 8 in which the image is a vertical fringe interferogram of the main shock wave region. A comparison of Figures 6 and 8 is interesting in that it reveals how the complex details of flow phenomena become evident with interferometry.
FIGURE 7. DOUBLE PULSE LASER HOLOGRAM WITH ZERO OFFSET OF SHOCK/RIB INTERACTION

FIGURE 8. DOUBLE PULSE LASER HOLOGRAM WITH FINITE OFFSET OF SHOCK/RIB INTERACTION
Density profiles are determined from the fringe structure by relating fringe shift to index of refraction changes (which for gases is related to the density change). For these experiments the absolute density change, $\Delta \rho$, required to produce one fringe shift is

$$\Delta \rho = k \frac{\lambda}{D} = 4.71 \times 10^{-8} \text{ gm/cm}^3 / \text{fringe}$$

where the Gladstone-Dale constant for air ($k=0.25$ cm$^3$/gm), the wavelength of the laser radiation ($\lambda=5320$A), and the tunnel width ($D=5.0$ cm), were used to calculate the interferometer sensitivity. Density profiles were obtained by counting fringes outwards from the centerline of the test section. The absolute centerline density was estimated from the shock speed ($C_s = 2.2$ km/sec) and the initial density ($\rho_0 = 1.28 \times 10^{4}$ g/cm$^3$, air) to be $9.03 \times 10^{-4}$ gm/cm$^3$. The density profile one rib spacing behind the shock (Figure 9) reveals a strong compression process with the wall density exceeding twice the centerline density. This increased density was presumably a result of the reflection of the main shock off the ribs.

A laser shadowgram and a holographic interferogram of the flow field recorded when the shock was 30 cm beyond the optical port are shown in Figures 10 and 11. The shadowgram indicates that most of the flow field perturbations have decayed, as only weak shocks are apparent in the freestream and turbulence can be observed between the ribs. However, the interferogram shows that the flow symmetry still persists in the freestream; and in addition, some details of the separating and the reattaching flows about the ribs are more clearly illustrated. Interestingly, Mirels' turbulent boundary layer theory predicts a smooth wall boundary layer thickness of two rib heights which agrees qualitatively with the observed fringe shifts near the wall, and which indicates that the transverse ribs do not increase the boundary layer growth rate in these short duration flows.
FIGURE 10. LASER SHADOWGRAM OF QUASI-STEADY FLOW

FIGURE 11. DOUBLE PULSE LASER HOLOGRAM WITH FINITE OFFSET OF QUASI-STEADY FLOW
**SUMMARY**

Strongly two-dimensional flow fields have been observed near the shock wave propagating in a tube with transverse ribs. Shadowgrams of the shock revealed a complicated but symmetric wave structure composed of a perturbed main shock and reflected shocks originating at each rib. Further behind the shock, quasi-steady bow shocks are observed emanating from each rib. The major viscous effects are observed in the separation and reattachment regions about the ribs, which apparently do not promote the initial boundary layer growth.
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RECENT RESULTS OF RESONANT REFRACTIVITY STUDIES FOR IMPROVED FLOW VISUALIZATION
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Objective of this work is to achieve a two-order-of-magnitude increase in the sensitivity of refractive-type optical flow diagnostic techniques, e.g., interferometry, schlieren methods and shadowgraphy. Useful applications would include visualization of audio-frequency sound waves at moderate levels, vortices and other disturbances in nearly-incompressible flow, turbulent structure in shear layers and other flows, and boundaries of rocket exhaust and plume flows where the refractivity variations are marginal.

The method makes use of sodium vapor whose specific refractivity in the D-line region (589 nm) is several orders of magnitude higher than that of air or combustion gases. Injection of the vapor into a flow facility in highly diluted proportions (around $1 \times 10^{-3} - 1 \times 10^{-4}$, depending on flow conditions) would achieve the desired result. A tunable dye laser is required as the light source to provide the wavelength control and resolution needed in the resonant region.

By now the calibration measurements of resonant dispersion have been completed together with an analytic study of the effects of Doppler and collisional line broadening on the shape of the refractivity profile near resonance. The results confirm a successful trade-off between enhanced refraction and manageable absorption in the "near" region (several Å off resonance), a feature which makes the technique feasible.

INTRODUCTION

The sensitivity of nearly all refractive-type flow visualisation studies to date has been limited by the value of the specific refractivity parameter (Dale-Gladstone constant) of diatomic gases. That quantity, $K_0$, relates the refractive index $n$ and mass density $\rho$ in the well-known constitutive relation

$$n - 1 = K_0 \rho \left( \frac{\nu}{\nu_c} \right)$$

For air $K_0$ is relatively constant over the visible portion of the spectrum, equal to $2.3 \times 10^{-3} \text{m}^3/\text{kg}$. Physically, $K_0$ represents the volume density of dipole moment induced in the atomic or molecular gas by the electric field associated with the traversing light waves. This polarizability...
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is not highly dispersive, except near electronic ground-state transition frequencies, where its value increases by some orders of magnitude. Unfortunately, these resonances for air lie in the far vacuum ultra-violet. Indeed, such transitions in the visible spectrum are not easy to come by. The yellow-orange D_{2}-line of sodium vapor (wavelength $\lambda = 589.9963$ nm) was chosen after consideration of the possibilities. It turns out that the non-resonant refractivity for sodium, $K_{d,Na}$ is 4.05 m$^3$/kg, 17.6 times that of air, so there is already an initial advantage. At about 8Å off resonance this ratio increases to approximately 5,000. However, the latter figure is for so-called homogeneous line broadening as determined by Na-Na collisions. Line broadening for sodium highly diluted by a carrier gas X is of the heterogeneous type, controlled by Na-X collisions. For carrier gases of interest, the latter is another favorable factor: for example, the collision line width for sodium in argon is about 25 times smaller than for self-broadening in pure sodium vapor, which yields an additional factor of about 5 for the specific refractivity enhancement.

The calibration phase of the work consists of a combined experimental-analytical effort whose description forms the essence of the present paper. An experimental configuration was designed and constructed which measured the near-resonant dispersion of a sodium vapor column by interferometry. The analysis yielded a theoretical dispersion curve with which to compare the experiments. The theoretical basis starts with the Lorentzian analysis of electromagnetic wave dispersion by molecular dipoles, with the addition of Doppler and collisional line broadening features (Voigt profile). The formula-tion was done in terms of the Kramers-Kronig integral transforms relating refractive and absorptive dispersion, resulting in a computer output of both sets of profiles over the resonant region.

EXPERIMENT

The idea is illustrated in the schematic diagram of Figure 1. We see a

Figure 1. Overall schematic diagram for sodium resonant dispersion calibration.
double heat-pipe oven configuration occupying both arms of a Mach-Zehnder interferometer\(^2\), with a dye laser as the light source and various output devices used in different parts of the experiment. A few words are warranted about some of the components.

The heat-pipe oven is a relatively new concept\(^3\) for containing a uniform, steady-state column of metal vapor in a defined volume, buffered by an inert gas. Briefly, the steady-state behavior includes vaporization of sodium in the central portion of the tube surrounded by a clam-shell heater, occupation by the vapor of the heated volume at a pressure determined by the metal's vapor pressure-temperature curve, condensation of the vapor at the boundary of the heated and cooled regions, and transport of the condensate back to the center of the tube by capillary action along a stainless steel mesh lining the inside walls of the oven. The use of a double oven of different column lengths allows cancellation of boundary and end effects on the optical path difference measured by interferometry. For reference, we note that the vapor pressure of sodium (torr) is related to temperature (°K) by

\[
\ln P = 10.864 - \frac{5619}{T} + (3.45 \times 10^{-6}) T - 1.041 \text{ torr K}^{-1}
\]

The tunable dye-laser light source designed and built by us for the purpose, is the component which makes resonant refractive work possible in the first place. It is shown schematically in Figure 2. The cavity is defined by a high-resolution blazed grating with micrometer angular control and an output window having a very small wedge angle. The dye cell (Molelectron Co. No. D1051) contains rhodamine 6G and is magnetically stirred. Activation is supplied by a pulsed nitrogen laser (Molelectron U7300) at 3371 Å, with a repetition rate of 10 pps and a pulse duration of about 10 nsec and a peak power of 300 kw. Fluorescence emitted by the dye solution lies between 5680 Å and 6050 Å with a maximum around 5790 Å, enabling convenient tuning to the D-line wavelength at 5890 Å with the rotatable grating. The laser cavity is about 50cm long; thus a 10 nsec pulse allows for only a few light passes, helping to ensure a suitably high power output combined with a reasonably narrow band width. Specifications of the dye laser are given in Table I. The listed bandwidth of 0.24 Å was satisfactory for present purposes.
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TABLE I
Specifications of Dye-Laser

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dye Solution</td>
<td>Rhodamine 6G</td>
</tr>
<tr>
<td>Tuning Range</td>
<td>5860 - 6050 Å</td>
</tr>
<tr>
<td>Bandwidth (FWHM) at 5890 Å</td>
<td>0.24 Å</td>
</tr>
<tr>
<td>Wavelength Accuracy</td>
<td>&lt; 0.1 Å</td>
</tr>
<tr>
<td>Wavelength Reproducibility</td>
<td>&lt; 0.1 Å</td>
</tr>
<tr>
<td>Wavelength Stability</td>
<td>&lt; 0.1 Å</td>
</tr>
<tr>
<td>Output Peak Power at 5890 Å</td>
<td>31 kW</td>
</tr>
<tr>
<td>Output Pulse Energy at 5890 Å</td>
<td>155 μJ</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td>10 pps</td>
</tr>
<tr>
<td>Pulse Duration</td>
<td>5 ns</td>
</tr>
</tbody>
</table>

Sharpening the wavelength spread with a Fabry-Perot etalon would have resulted in a significant loss of output power, a feature we wished to avoid.

Wavelength accuracy, reproducibility and stability were determined with a McPherson 1-meter scanning monochromator (Model 2051) with a minimum instrumental line width of < 0.1 Å. It turned out that wavelength shifts due to temperature changes or other causes were smaller than this tolerance. Wavelength calibration was performed before each run, with the help of a sodium spectral lamp.4

Figure 3. Fringe shifts versus time resulting from an increase of sodium vapor density in one arm of the interferometer. A temperature rise of 11°K produced a shift of 95 fringes with the laser tuned to 5870.7 Å, nearly 19 Å off resonance.
The basic experiment consisted of measurement of shifts of the Mach-Zehnder fringes associated with a change in sodium vapor concentration; data was obtained at several wavelengths in the near-resonance region as described later in this paper. The shifting fringes traversed a 0.5 mm pinhole in front of a type R52 C11000F photomultiplier tube cooled to -30°C to increase signal to noise ratio by a factor of 10. Output was recorded with an x-y plotter (Hewlett-Packard Type 7004B). Figure 3 shows the type of data obtained. Fringe shifts were considered to be precise to 0.1 fringes.

THEORETICAL CONSIDERATIONS

Both collision and doppler broadening produce marked changes in the dispersion profiles near resonance for the conditions of the present calibration experiment, or in a typical flow application. Collision broadening is essentially Lorentzian, i.e., the functional form is \( \Delta \nu / (\Delta \nu^2 + \Delta^2) \), where \( \Delta \nu \) is the frequency separation from resonance, with \( \Delta \) a constant. Doppler broadening, on the other hand, is characterized by the exponential functional factor \( e^{-B(\nu)v^2} \), where \( B \) is also a constant; that factor stems from the random (Maxwellian)velocity distribution of the molecular dipoles. The combined collision-doppler phenomenon gives a convoluted Lorentzian-doppler shape termed a Voigt profile. The latter is represented by the following expressions for the refractive index \( n(\nu) \) and absorption coefficient \( k(\nu) \) as functions of the frequency \( \nu \):

\[
n(\nu) = 1 + \frac{\sqrt{n}^2}{2} \frac{c^2n_0^2}{\sqrt{n^0}^{n_r}} \int_{-\infty}^{\infty} \frac{e^{-\nu^2/2}}{(\nu^2 + \nu^2/4)} e^{-\lambda(\nu)^2/2} d\nu \tag{II}
\]

\[
k(\nu) = \frac{\sqrt{n}^2}{4\pi\sqrt{n^0}^{n_r}} \frac{c^2n_0^2}{\sqrt{n^0}^{n_r}} \int_{-\infty}^{\infty} \frac{1}{\nu^2 + \nu^2/4} e^{-\lambda(\nu)^2/2} d\nu \tag{III}
\]

where the usual symbols are used for well-known physical constants, and where \( f \) is the oscillator strength for the transition, \( N \) the atomic number density and \( \nu_D \) and \( \nu_L \) the characteristic doppler and lorentzian spectral widths, respectively, given by:

\[
\nu_D = \frac{4\pi c^2}{e} \sqrt{\frac{2kTn_n}{N}} \tag{IV}
\]

and

\[
\nu_L = 2C_rN \tag{V}
\]

with \( C_r \) a proportionality constant obtained from collision theory. Note also that \( N \) represents the atomic mass and \( \nu_r \) the resonant frequency.

Table II gives some basic numerical data for the sodium D-lines. The calibration studies were performed on the high-frequency side of the D2-lines. When expressed in suitable nondimensional form, the integrals in equations II and III can be treated as the imaginary and real parts, respectively, of the function

\[
W(z) = e^{-z^2} \text{erfc}(-iz) , \ z = u + ia \tag{VI}
\]
TABLE II
Resonant Parameters for Sodium D-Lines. Subscript r
Represents Resonant Frequency. \( C_r \) is the Parameter Which
Determines Collision Broadening of the Lines.

<table>
<thead>
<tr>
<th>( \lambda_r [\text{Å}] )</th>
<th>( \nu_r [10^{14} / \text{sec}] )</th>
<th>( f \theta )</th>
<th>( C_r [10^{13} \text{m}^3/\text{sec}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_1</td>
<td>5895.930</td>
<td>5.083345</td>
<td>0.327</td>
</tr>
<tr>
<td>D_2</td>
<td>5889.963</td>
<td>5.088500</td>
<td>0.655</td>
</tr>
</tbody>
</table>

where \( \text{erfc} \) represents the complementary error function and \( u \) is a non-
dimensional doppler width given by \( u = 2 \ln2 (\nu - \nu_r)/\gamma_D \); while \( a \), the
so-called Voigt parameter, is essentially a Lorentzian-doppler width ratio:
\( a = \gamma_L, \ln2/\gamma_D \). This formulation was used for the computer program. Results
for the dispersion are shown as the solid line in Figure 4, based on results
obtained in .01Å intervals.

![Figure 4. Wavelength dependence of refractivity parameter
K(\(\lambda^2\)) on high frequency side of sodium D_2 line. Solid
curve is the theoretical prediction on which are superimposed
measured points. Right-hand ordinate gives ratio to the non-
refractive value for sodium. Ratio to nonrefractive value for
air would be about 20 times larger.](image)

FURTHER DISCUSSION

The refractivity peaks occur at the frequencies of half-maximum absorp-
tion which, in practice, are of order of 10^{-2} Å away from resonance. This
spread comes from both collision and doppler broadening which, in turn, modify
appreciably the predicted peak refractivity enhancement. For typical
Blendstrup, Bersha1er and Lander

conditions in the present experiment, namely an atomic density of around \(10^{21}/\text{met}^3\) at a temperature in the range near \(750^\circ K\), peak refractive amplification lies somewhat under \(10^5\). In practice high absorption at or very near the refractivity maximum requires one to utilize the "near region" which is of the order of a few \(\AA\) away from resonance. This trade-off between absorption and dispersion works because the spectral region of highly enhanced refractivity is considerably broader than the absorption region. As seen in Figure 4, the calibration experiments were performed at wavelengths where the refractive constant for the sodium vapor is around \(10^4\) times its nonresonant value. Experimental points superimposed on the theoretical curve show good agreement between the two, establishing good confidence in the predicted dispersion. Vertical uncertainty segments on the measured points stem largely from a corresponding uncertainty in the effective length of the sodium vapor column in the heat-pipe oven. Further work is required for more accurate determination of the position and shape of the diffusion boundary between the condensing sodium vapor and the argon buffer gas. Another limitation is the degradation of signal to noise ratio when the increased absorption near resonance lowers the transmitted wavelength intensity relative to the broad band noise background associated with the pulsed dye-laser arrangement. For example, at \(7\AA\) away from resonance with \(T = 465^\circ C\), the absorption coefficient \((\text{met})^{-1}\), and fringe shift measurement becomes difficult. However, this problem becomes less severe with a more powerful light source, or in an aerodynamic application when sodium is diluted in a carrier gas, as described below.

In assessing the practical application of the resonant refractive method, one needs to apply the trade-off between enhanced refractivity and absorption to the flow parameters of the particular experiment and (3) decide on the objective. The latter determining which particular refractive diagnostic method will be used. Note that Fig. 4 also shows an ordinate which gives \(K_0\) in ratio to the nonresonant value for sodium \(K_{Na}\), and we note further that \(K_0 \cdot K_{Na} = 4.031 \times 10^{-3} \text{me}^3/\text{kg}\) while a typical value for \(K_{air} = 2.3 \times 10^{-4}\text{me}^3/\text{kg}\). Thus, with sodium seeded into a flow of nitrogen, for example, the ordinate ratios are increased by about a factor of 18. The corresponding total refractivity enhancement reaches a value of \(2.3 \times 10^3\).

Another favorable factor relates to the change of Lorentzian line width for the case of heterogeneous broadening (sodium in a bath of buffer gas such as nitrogen or argon) as compared with self-broadening in pure sodium vapor, as was the case in these calibration experiments. A sensitivity analysis of the parameters indicates that the magnitude of the absorption in the wings of its profile is proportional to \(\gamma_1\), whereas the refractivity line shape is relatively insensitive to this same parameter. Thus a decrease of \(\gamma_1\) would permit closer approach to the resonance wavelength with corresponding considerable increase in refractive enhancement. Recent calculations indicate that the collision line width is much smaller in the heterogeneous case, and this result, in turn, indicates an additional factor of 5 in refractive amplification compared to the case of sodium self-broadening. A sample calculation for flow visualization of sound waves is performed in another paper. Injection of small amounts of sodium vapor from an oven into a flow has been a technique used by research chemists and others, but needs further development in aerodynamic applications. For quantitative interferometric studies, the absolute concentration of sodium vapor will have to be known, that would not be the case for schlieren and shadow-type studies. All aerodynamic considerations, it looks quite feasible to improve sensitivities of these methods merely by one and possibly up to two orders of magnitude by suitable experimental design. The method also offers a quasi-localized diagnostic tool resulting from localized injection of the seed vapor. The results
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of the present calibration study and related analysis warrant development of a pilot facility designed to utilize the resonant refractive technique.
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MACH WAVE RADIATION OF HOT SUPersonic JETS
INVESTIGATED BY MEANS OF THE SHock TUBE AND
NEW OPTICAL TECHNIQUES

HERBERT OERTEL

Institut franco-allemand de recherches de Saint-Louis
Saint-Louis, France

The supersonic jet emits Mach waves which are rather regular ones. Likewise inside the jet besides the well known stationary Mach waves also moving ones do exist. The kinematics of these Mach waves has been investigated by means of double exposure interferograms, high speed movies, double exposure streak records and immobilizations on moving film. A laser microphone has been used for studying the dynamics outside the jet. Two different methods of producing the jet by means of the high pressure shock tube have been applied which allowed for varying the data of both the jet and ambient gas within very wide limits.

The experimental results can be represented by unpredictable simple relations. The Mach waves do accompany coherent mixing layer structures propagating downstream at three preferred speeds. The Mach angles depend on the jet Mach number and the ratio of sound velocities inside and outside the jet. No dependence on any length ratio or Reynolds number has been detected. Outside the jet strong and long Mach waves are conically spreading shock waves. The mean shock distances \( \lambda \) are linearly increasing with the production coordinate \( \xi \) and independent of the propagation coordinate \( \eta \). The maximum shock compressions turned out to be determined by \( \lambda/\eta \) and an initial shock compression which is independent of \( \xi \), the jet velocity and the jet diameter. The shock waves are so strong that theories based on acoustic approximations are considered to be inadequate.

The Mach waves can be suppressed by means of an appropriate subsonic envelope. For studying the waves inside the envelope a new method of simultaneous jet and envelope production by means of the shock tube has been developed.

INTRODUCTION

Supersonic jets emit Mach waves like those visualized in Fig. 1. In the case of about equal pressures at the nozzle exit and outside the jet these Mach waves are rather regular ones. They have been assumed to originate from turbulence or from coherent mixing layer structures of different kind. Previous experimental investigations did not definitely answer the question whether the one or the other or none of these assumptions correspond to reality. More experiments with jet data varied within wider limits were needed. At the 10th Shock Tube Symposium the high pressure shock tube and double exposure
interferometry were shown to be useful tools for
doing the parametric investigation. This investi-
gation has been continued.
Not only supersonic jets but also subsonic enve-
lopes surrounding such jets have been produced
by means of the shock tube. Once more new optical
techniques have been applied. The kinematics of
the Mach waves has been investigated using high
speed movies, double exposure streak records
and immobilisations on moving film. The dynamics
has been studied by means of a laser microphone.
The experimental results can be represented by
simple formulae which have not been predicted.

FACILITY

The I.S.I.-high pressure shock tubes were used. Its length \(20\) m, diameter \(10\) cm and nitrogen or hydrogen driver pressures up to \(800\) bars allowed for varying the jet data within very
wide limits. Inside the test chamber connected
to the end of the tube the ambient gas data
could be varied as well. From the five possible methods of supersonic jet pro-
duction presented on the 10th Shock Tube Symposium the two ones sketched in
Fig. 2 have been preferred. The well known reflected shock tunnel method
offers the advantage that the exit and ambient pressure equality can be ob-
tained without exit diaphragm and at high Mach numbers. The non reflected
shock method was used for producing very hot jets at moderate Mach numbers
without complicating real gas effects and with the possibility
of varying the exit boundary layer thickness by simply changing the
length of the inserted tube. Fig. 3 presents the method used for simulta-
neous supersonic jet and subsonic envelope production. The numerous
small supersonic jets join and transform into the subsonic flow.
This method is restricted to equal gases having equal stagnation
enthalpy. Cold helium envelopes covering hot nitrogen jets have
been produced by conventional blow down out of an annular slit. The
blow-down method was also used for producing some cold supersonic as
well as subsonic air jets for comparison. Most of the experiments
have been done with axial nozzles.
A few experiments have also been
accomplished with plane nozzles.
All nozzles were contoured for giving
parallel outflow.

OPTICS

Different versions of the well
known differential interferometer working with polarized
light and Wollaston prisms have
been used for visualizing the

---

Fig. 1 - Mach waves

Fig. 2 - Supersonic jet production

Fig. 3 - Subsonic envelope production
jet and its Mach waves. The basic instrument shown in Fig. 4 was adjusted to infinite fringe spacing and then employed for taking series of pictures each exposed by one single spark. At large aperture a λ/2 plate was used for improving the picture quality by 90° - turning the directions of polarization behind the prism W1. In some cases stationary or slowly moving phase objects had to be suppressed by complementary double exposure. This has been obtained by the two methods.

![Fig. 4 - Differential interferometer](image4.png)

![Fig. 5 - Complementary double exposure](image5.png)

Fig. 6 - Streak record

![Fig. 6 - Streak record](image6.png)

Fig. 7 - Pictures selected from a movie

![Fig. 7 - Pictures selected from a movie](image7.png)
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obtained by three different methods: The Cranz-Schardin-camera, the Früngeldrum-camera and the Cordin-rotating-mirror-framing-camera. The 16 pictures shown in Fig. 7 are selected from 80 pictures taken with the Cordin camera at 2ms-interval. The informations given in the pictures turned out to be highly dependent of the visualization optics and its adjustment as well as on the duration and interval of the exposures. This is due to the coexistence of different families of ordered waves outside and inside the jet as well as different families of coherent structures within the mixing layer which are modulated by turbulence. The light phase shifts produced by all these phase objects are integrated. Finally immobilisations on appropriately moving film have been found to be the most useful tool for separate visualization of objects travelling at different velocities. Fig. 8 compares the method to that of streak records with the slit set perpendicular to the jet axis. Fig. 9 presents three immobilisations taken from the same jet at three different speeds \( w'' < w < w' \).

The dynamics of the Mach waves outside the jet was investigated by means of the laser microphone presented in Fig. 10. The adjustment of the Mach-Zehnder-set up is stabilized by means of the piezo-translator. In order to get local data both beams are shielded except of a short sensitive length between small windows closing capillaries. Shock fronts being exactly parallel to the sensitive length have been recorded with about 0.5 ns rise time. Signals like that shown in Fig. 11 were digitized, stored, transmitted to the computer and finally submitted to various statistical evaluations.

**KINEMATICS**

The kinematics of the Mach waves has been investigated with the jet data varied within the following limits: \( 1.3 < d/mm < 100 ; 0.1 < \rho_a/bar < 5.5 ; 300 < u_1/m < 3500 ; 1 < M_f < 4.4 ; 0.5 < a_1/a_m < 3.2 \).

\( d = \) diameter of the nozzle exit. \( \rho_a = \) ambient pressure. \( u_1 = \) jet flow velocity.
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$M_i = \text{jet flow Mach number.}$ Sound velocities $a_i$ inside and $a_\infty$ outside the jet: Air, nitrogen, helium and different mixtures of these gases were used as jet gases and ambient gases.

Two families of strong Mach waves outside the jet as well as two families inside exist. They do accompany coherent mixing layer structures propagating downstream at three preferred speeds $w'' < w < w'$. The 327 experimental points in Fig. 12 can be fitted by the following Mach number equations:

$$
\frac{w}{a_\infty} = \frac{u_i - w}{a_i} \pm \delta \quad (1)
$$

$$
\frac{w'}{a_\infty} = \frac{u_i - w'}{a_i} + 1 \pm \delta' \quad (2)
$$

$$
\frac{w''}{a_\infty} = \frac{u_i - w''}{a_i} - 1 \pm \delta'' \quad (3)
$$

The standard deviations are: $\delta = 0.064$, $\delta' = 0.081$, $\delta'' = 0.068$.

The velocity ratios presented in Fig. 13 as well as the Mach angles do solely depend on $M_i$ and $a_i/a_\infty$:

$$
\frac{1}{\sin \gamma} = \frac{a_i - w}{a_\infty} = \frac{M_i}{1 + \frac{a_\infty}{a_i}} \quad (4)
$$

$$
\frac{1}{\sin \gamma'} = \frac{a_i - w'}{a_\infty} \quad (5)
$$

$$
\frac{1}{\sin \gamma''} = \frac{a_i - w''}{a_\infty} \quad (6)
$$

No dependence on any length ratio or Reynolds number has been detected.
The \( \gamma' \)-Mach waves outside the jet are most easily recognized and are those which have already been visualized in the past. They appear at \( u_j > a_\infty \). The proof of existence of the \( \gamma' \)-Mach waves inside the jet has been given by immobilizations like that shown in Fig. 9. They appear at \( u_j > a_\infty \). The \( \gamma' \)-Mach waves can only exist at high \( u_j > a_\infty + a_\infty \). They are much shorter than the other ones because their angle is much larger. This fact is illustrated in Fig. 14 and 15. The proof of existence inside the jet could not be given because they have equal angles inside and outside provided they exist. But there is no reason for assuming the existence at one side without the coexistence at the other side of the mixing layer.

STRUCTURES

The structures accompanied by strong Mach waves are more or less annular ones. High speed movies have given the impression that they are rapidly deforming themselves. But this may be an optical effect due to turbulence. On the other side the behaviour of the Mach waves as well as the appearance of the structures on immobilisations support the statement that they are coherent in the sense of having much longer life and more lateral extent than the random turbulence. Some of them could be identified from the beginning down to the transonic portion of the jet. This statement does not imply any answer to the question about the physical nature of the structures. They may be vortices, vortex sheet deformations or pressure waves, and they may be cause or effect of the pressure waves outside the mixing layer.

Coherent and obviously growing structures travelling at speed \( w \) have also been detected at the beginning of subsonic jets. There they are accompanied by strong and quasistationary pressure fields which are vanishing with increasing distance from the jet. This can be seen from Fig. 16. Besides these rather big structures always numerous fine and nearly parallel filaments have become visible on pictures and immobilisations of supersonic as well as subsonic jets. They prefer angles about \( 30^\circ \) and \( 60^\circ \) and are convected with all velocities up to \( u_j \). Pictures like that presented in Fig. 17 and 18 suggest that such filaments are due to vortex stretching. The contribution to the jet noise is unknown.

DYNAMICS

The dynamics of the Mach waves outside the jet has been investigated with the jet data varied within the following limits:

\[
3.75 \leq \frac{d}{\text{mm}} < 20 ; \quad 520 < \frac{u_j}{M_\infty} < 2120 \\
1 < M_\infty < 4 ; \quad 0.75 < \frac{a_j}{a_\infty} < 1.53
\]
Air has been used as the jet gas and air or mixture of nitrogen and helium as the ambient gas the pressure of which was always atmospheric. The sensitive length of the optical microphone was placed at the following distances \(x\) from the exit plane and distances \(y\) from the jet:

\[0.5 < x/d < 11; \quad 0.5 < y/d < 7.5\]

The strong Mach waves are shock waves. The following considerations are restricted to those having shock compressions higher than the local rms-value \(\Delta p\) of the pressure fluctuations and recorded with rise times shorter than 3 ps. By this restriction shock fronts crossing at angles above 10° have been excluded. The mean shock compressions \(\Delta p\) of such shock waves turned out to be about twice and the maximum shock compressions \(\Delta p\) four to seven times \(\Delta p\). Such shocks are not rare events, but are the dominant contribution to the near field noise.

The mean shock distance \(\lambda\) was found to grow with increasing production coordinate \(\xi = x - y \tan \gamma\) and to be practically independent of the propagation coordinate \(z = y / \cos \gamma\). The experimental points presented in Fig. 19 can be approximated by the following relation:

\[\lambda = \lambda_0 = A \left(\frac{\omega}{\omega_0} - \frac{a}{a_0}\right)(\xi - \xi_0)\]  

(7)

\[\xi_0 = \frac{\omega}{a_0} \lambda_0\]  

(8)

\[\lambda_0 = \left(\frac{\omega}{a_0} + 1\right) \lambda_0\]  

(9)

With constant \(A = 1/11\) and \(\lambda_0 = 1.2 \text{ cm}\) the standard deviation \(\delta = 0.16\) is smaller than the scatter at equal experimental conditions. The Mach waves appear beyond some small \(\xi_0\).

The influence of \(\xi_0\) on \(\lambda\) decreases with increasing \(\xi\). The growth of \(\lambda\) with increasing \(\xi\) seems to be due to some loss of \(w^+\)-structures by interaction with \(w^0\)-structures. The mean shock frequencies \(\alpha_\lambda / \lambda\) were higher than the 16000 cps-limit of audibility. But extrapolation suggests that they become audible if the supersonic portion of the jet is longer than a certain critical length which for instance in the case \(M_1 = 2\) and \(a_1 = a_\infty\) is about 160 mm.

The mean shock compression \(\Delta p\) grows with increasing \(\lambda / n\) in a manner which seems to be weakly dependent of the jet diameter \(d\). On the other side no dependence
of the maximum shock compression \( \Delta \beta \) on \( d \) has been detected. The experimental points presented in Fig. 20 can be approximated by the relation:

\[
\frac{\Delta \beta}{p} = \frac{\lambda}{1+C_2^{\frac{\lambda}{2}}} \quad (10)
\]

\[
B = \frac{2+f_{w}}{1+f_{w}}; \quad f_{w} = \frac{2}{C_{p_{0}}/C_{V_{0}} - 1} \quad (11)
\]

\[
C = B \frac{p_{w}}{p_{\text{exp}}} - 1 \quad (12)
\]

Once more the standard deviation \( \delta = \sigma_{l0} \) is smaller than the scatter Fig. 20 - Maximum shock compression at equal experimental conditions. No experimental constant at all does appear explicitly in this relation which has been established from the hypothesis of conically spreading sawtooth-waves. The initial shock compression \( \Delta \beta_{0} \) at \( \eta = 0 \) has been assumed to be independent of \( u_{i} \) and \( f_{w} \):

\[
\frac{\Delta \beta_{0}}{p_{0}} = \frac{\Delta \beta_{0}}{p_{\text{exp}}} (y = 0) = \frac{2+f_{w}}{2f_{w}} \quad (13)
\]

This initial shock compression which in the case \( f_{w} = 5, a_{m} = a_{i} \) and \( p_{\text{exp}} = 1 \) bar amounts to \( \Delta \beta_{0} = 175 \) mbar is as high as that of the bow wave of a 7.5 mm-300m/s -bullet at propagation distance \( \eta = 30 \) mm from the trajectory [14, 15].

ENVELOPES

The formula for \( w' \) suggests the prediction that a subsonic envelope having flow velocity \( u_{m} \) and sound velocity \( a_{m} \) rises the structure speed from \( w' \) to \( w'_{m} \) fulfilling the following condition:

\[
\frac{w'_{m} - u_{m}}{a_{m}} = \frac{u_{i} - w'_{m}}{a_{i}} + 1 \quad (14)
\]

If this is all right, then \( w'_{m}/a_{m} \) is higher and \( (w'_{m} - u_{m})/a_{m} \) is smaller than \( w'/a_{w} \). The Mach waves will perhaps disappear at \( w'_{m} < u_{m} + a_{m} \) which is obtained at \( u_{m} + a_{m} > u_{i} \).

The results of some preliminary experiments support these suggestions. With thin helium envelopes the beginning of Mach wave emission is shifted downstream to a certain point where the helium is nearly completely swallowed by the mixing layer. This may be seen from Fig. 21.

Within the shifted beam of Mach waves the \( \lambda \) are about the same as without envelope. The \( \Delta \beta \)'s are reduced. With thick and hot nitrogen envelopes having \( u_{m} + a_{m} > u_{i} \) it has been demonstrated that the strong Mach waves can actually
be completely suppressed. Immobilisations like that presented in Fig. 22 have shown, that within thick envelopes having \( u + a < u \), the Mach waves are refracted from angles above to angles below \( \gamma' \) as expected. But because of the uncertainty of the \( a \)-profile calculated from the measured \( u \)-profile the \( \gamma' \)-relation cannot yet be considered to be verified.

**CONCLUSIONS**

The results as a whole have shown that the strong and long Mach waves are not due to random turbulence but do accompany coherent mixing layer structures. The physical nature of these structures is still unknown. But whatever this nature may be, the Mach number relations suggest that the reason for the preferred speeds may not be found inside, but outside the mixing layer. They may be due to the coupling of shock waves coexisting on both sides.

These shock waves are so strong that theories using acoustic approximations are considered to be inadequate. Outside the jet the shock compressions are mainly determined by the deformation of conically spreading expansion waves between the shocks. It seems that also the initial shock compression and the shock distances do not depend on mixing layer characteristics. But this needs verification by future experiments. The physical meaning of the two constants entering into the similarity laws has not yet been found. This problem is now attacked inside the mixing layer by means of a special continuously recording laser anemometer.

The formulae have led to the proposal of Mach wave suppression by means of an optimized subsonic envelope. The method works. Moreover measurements inside the envelope are hoped to give additional insight into the mechanism of Mach wave production. The Mach waves are, of course, only one of various contributions to the supersonic jet noise. But another important contribution coming out of the transonic zone seems also to be due to the same structures. This can be seen from Fig. 23 where the jet exit diameter 1,9 m has been chosen such that the transonic zone was within the viewing field. Studying the transonic zone will be our next step.

Most results would not have been obtained without varying the jet data within wide limits. Once more the shock tube has proven to be a valuable tool for doing such parametric investigations. The new optical measuring techniques developed for these investigations can also be applied to other fields of research. The combination of interferometry and immobilisation is especially well suited for visualizing waves and persistent vortices in turbulent flows. The laser microphone offers capabilities far beyond that of mechanical ones.

**ACKNOWLEDGEMENTS**

The optical instruments have been prepared and most of the microphone measure-
Machwave Radiation

ments have been done by Dr. G. Smeets and G. George. Most of the pictures, streak records and immobilisations have been taken by A. Sarner. The envelope investigations have been done by Dr. G. Patz and the subsonic jet investigations by M. Flechter. Computations have been programmed by F. Gatau.

REFERENCES

(3) H. Michalke. DLR-FB-70-51
(4) H. Gropengießer. DLR-FB-69-25
(7) H. Oertel. Proc. 10th Int. Shock Tube Symp. Kyoto 1975
(9) H. Oertel. Tubes à choc in "Chocs et ondes de choc", p. 347-512
(10) G. Patz. ISL-N 30/70, N 27/71, N 28/71, N 29/71
(13) H. Oertel. ISL-Bericht N 19/74
(14) G. Smeets, A. George. ISL-Bericht 39/72
(15) G. Smeets. JASA 63,3 (1977) 872-75
(16) H. Oertel. DEFA. LRBA - 23/49
(17) H. Oertel. Ss. Angew. Physik 4,5 (1952) 177-183

[273]
A NEW TYPE OF FLAP VALVE FOR GENERATING SONIC BOOMS IN A PYRAMIDAL HORN

J. J. GOTTLIEB*, W. CZERWINSKI, N. N. WAHBA and R. E. GNOYKE

Institute for Aerospace Studies
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The design, operation and performance of a sonic-boom simulator, featuring a radically new dual-flap valve and electromechanical control system, are described. This new flap valve with its large maximum throat area (160 cm$^2$) was designed to regulate the air flow from a low-pressure reservoir (up to 1.2 atm) into the apex of a large pyramidal horn (25 m long, 3 by 3 m base), where the incoming low-speed air flow (up to 150 m/s) produces a travelling simulated sonic boom or N-wave with little superposed high-frequency flow noise. As a consequence the N-wave has minimal jet noise superposed on its signature, a major advance over past work with such horn-type simulators. The simulated sonic boom is full scale, having an N-wave duration from 100 to 300 ms and longer, a peak amplitude up to 600 N/m$^2$ and higher, and a suitable rise time of 5 to 15 ms. Additionally, an advanced gasdynamic and acoustic analysis is presented to predict the characteristics of the simulated sonic boom (waveform, amplitude, duration and rise time). The gasdynamic part of the analysis describes the time varying reservoir conditions and the mass flow rate of air through the flap valve. The mass flow rate is then used in the acoustic part of the analysis to predict the simulated sonic boom in the pyramidal horn. Predicted and measured overpressure signatures at the test section are shown to be in excellent agreement.

INTRODUCTION

In order to successfully simulate a sonic boom from a supersonic transport (SST) or military aircraft, a simulation facility should have the capability of producing an N-shaped wave (Fig. 1) having the correct peak overpressure, rise time and duration. Typical values of the peak overpressure, duration and rise time are 100 N/m$^2$, 300 ms and 5 ms respectively for a current SST (Concorde, TU-144) and a large military bomber (B-58). In the case of a shorter supersonic fighter aircraft (F-16) only the duration is significantly different, being correspondingly shorter at about 100 ms. In the late 1960s and early 1970s many different types of sonic-boom simulators were constructed and tested.$^1$-$^3$ Most of these simulators were only partially successful (i.e., they produced an N-wave having the correct peak overpressure and possibly rise time but not duration), and only a few met all of the desired requirements adequately.$^4$-$^9$

*Now at the Defence Research Establishment Suffield, Kalamazoo, Alberta, Canada
Of interest in the present paper is one type of successful simulator in the form of a pyramidal horn, which has a fast-acting control valve at the apex to regulate the release of air from a high-pressure reservoir into the horn, where the incoming air flow produces the simulated sonic boom. The first horn-type simulator which was developed at the General Applied Science Laboratories (GASL) had a large concrete pyramidal horn (31 m long, 2.5 by 2.5 m base). This simulator used a high-pressure reservoir (up to 75 atm) and a small plug valve (maximum flow area of 6.5 cm²) to produce a full-scale simulated sonic boom. A major problem was the very intense high-frequency jet noise superposed on the N-wave. This jet noise was generated by the high-speed air flow at the plug valve.

The second horn-type simulator developed at the University of Toronto’s Institute for Aerospace Studies (UTIAS) benefitted from a knowledge of the jet-noise problem. A similar facility was designed with a larger plug valve (maximum flow area of 35 cm²) and a lower reservoir pressure (up to 10 atm), in order to reduce the air-flow speed at the plug valve and thus the jet-noise intensity. Additionally, a low-pass acoustic absorber was designed for the horn interior. Without the acoustic absorber the jet noise superposed on the N-wave was less severe than that for the GASL facility, but it was still very intense. With the acoustic absorber, however, the jet noise was markedly less intense, but it was still a problem. It essentially limited the performance of the UTIAS Travelling-Wave Horn to N-waves having a peak overpressure less than 200 N/m² and a duration shorter than 150 ms.

In order to further reduce the jet noise and markedly improve the performance of the UTIAS Travelling-Wave Horn, a dual-flap valve with a much larger throat area (up to 200 cm²) was designed. By virtue of its large throat area the reservoir pressure requirement decreased substantially (to less than 1.5 atm), and thus both the flow speed through the flap valve and the jet noise from this flow were significantly reduced. The slow-speed air flow through the large throat area still produces the high mass flow rate required to generate a full-scale simulated sonic boom. In the next two sections the design, operation and performance of the new dual-flap valve and its electro-mechanical control system are described. Then, in a following section, an advanced gasdynamic and acoustic analysis is presented to predict the mass flow rate of air from the reservoir into the horn and the resulting simulated sonic boom in the horn interior.

DESCRIPTION OF THE TRAVELLING-WAVE HORN

A plan view of the UTIAS Sonic-Boom Laboratory and Travelling-Wave Horn is shown in Fig. 2. The pyramidal horn with a total divergence angle of 7.2 degrees is 25 m long and has a square base which is 3 m on each side. The horn is made mainly of steel-reinforced concrete (20 cm thick), in order to minimize wave-energy losses and the resulting waveform distortion as the simulated sonic boom propagates from the small to the large end of the horn. The air reservoir system consists of a large cylindrical tank (3.4 m³) located inside the control room, two additional cylindrical tanks (3.4 m³ each) outside the control room, and an air compressor with a small high-pressure reservoir (0.025 m³). Their combined volume is sufficient to maintain a reasonably constant reservoir pressure during the generation of a simulated sonic boom.

The mass flow valve with its dual flaps in the valve housing, three-bar linkage, cam, clutch, flywheel and electric-motor drive are shown schematically in Fig. 3. The primary function of this flap valve is to release in a controlled manner higher pressure air from the reservoir into the horn, where the air
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flow generates the simulated sonic boom. To achieve this simulation each valve flap must execute a one-cycle, oscillatory rotational motion such that the valve-throat area is approximately a parabolic function of time. For essentially constant reservoir conditions the mass flow rate of air through the flap valve has the same parabolic profile. This particular mass-flow-rate distribution, from zero to a maximum and back to zero again, produces the N-shaped overpressure signature of the simulated sonic boom.3,9

When the valve flaps are in their normally closed state, as shown in Fig. 3, the higher pressure reservoir air is prevented from flowing into the horn. Although the electric motor rotates the flywheel and the nearest part of the disengaged clutch at constant speed, the cam and the valve flaps are motionless. To actuate the valve the stationary half of the clutch is allowed to move axially toward the rotating half and engage it, causing the cam shaft and cam to suddenly rotate at constant speed. The rotating cam forces the three-bar linkage to synchronously rotate the flaps, first outward to increase the throat area and mass flow rate and then inward to decrease them. After one cam-shaft revolution the clutch disengages automatically and also suddenly stops the cam and cam-shaft rotation. The flaps have now returned to their original positions and the
Flap Valve for Sonic Booms

A more detailed drawing of the flap valve and its central fairing is given in Fig. 4. During most of the valve opening and closing stages, as shown, the central fairing is aerodynamically shaped to minimize flow turbulence and thus jet noise. Although the central-fairing plates are shown in their outermost position, they also have an innermost position when the valve is closed, allowing the closed flaps to be recessed in the central fairing. During the initial outward motion of the flaps, the fairing plates are forced by the compression spring to follow the flaps and maintain an air seal. When the flaps move beyond the central fairing the fairing plates suddenly stop. Consequently a rapid transition from no flow to flow through the valve occurs when the plates stop, which is necessary to achieve a short rise time for the first shock of the N-wave. When the flaps return and re-establish contact with the fairing plates, a rapid transition from flow to no flow helps to produce a short rise time on the second shock of the N-wave.

The two valve flaps are 28 cm long and 20 cm wide, and their pivot shafts are 22 cm apart. Although the cam shaft which dictates the desired flap rotation has to be made quite precise, this is not a major difficulty. The present cam shape is designed to give a maximum valve-throat area of 156 cm². This value could be as high as 200 cm² for a larger cam.

The open base of the pyramidal horn is covered by a specially designed reflection eliminator (Fig. 2), which is in the form of a recoiling porous piston. This device adequately minimizes the undesirable reflection and its subsequent echoes. It is worth mentioning that many more design details of the UTIAS Travelling-Wave Horn with its dual-flap valve and electro-mechanical drive system can be found in Refs. 9 and 10.

PERFORMANCE OF THE TRAVELLING-WAVE HORN

The Travelling-Wave Horn with the dual-flap valve has proven to be a practical facility for the simulation of a sonic boom from either a SST or supersonic military aircraft. The N-wave duration requirements are more than sufficiently satisfied because the easily adjusted motor speed can be set to give valve open-to-close times and thus durations from 100 to 300 ms and even longer. Owing to the flexibility of setting the reservoir pressure from as low as 1 atm (absolute) to as high as 2 atm, the facility has the capability of producing an N-wave having a lower, equivalent or higher amplitude than that of an actual sonic boom. Peak overpressures as high as 1200, 600 and 400 N/m² can be easily achieved for N-wave durations of 100, 200 and 300 ms respectively. The rise
times of the front and rear shocks of the simulated sonic booms are not constant but depend very weakly on N-wave amplitude and more strongly on duration. For example, a typical rise time of the front shock, defined as 1.25 times the time for the overpressure to rise from 10 to 90% of its peak value, is about 6, 8 and 10 ms for corresponding durations of 100, 200 and 300 ms. The rise time of the rear shock is always somewhat longer (10 to 25 ms).

The capability of the Travelling-Wave Horn for generating both different amplitude and duration simulated sonic booms having a good N-shaped signature is aptly demonstrated by the measured overpressure signatures shown in Fig. 5. These signatures show that low-amplitude and short-duration booms are virtually free of jet noise, and that significant jet noise only occurs superposed on infrequently used booms having a high amplitude and long duration. The precursor noise (ahead of the front shock) in only the 100-ms duration N-waves is due to mechanical banging of clutch parts during the fast clutch engaging process.

![Simulated sonic booms measured in the test section of the Travelling-Wave Horn (Reservoir pressures for Rows a, b and c of 1.068, 1.136 and 1.204 atm respectively).](image)

The simulated sonic booms produced by the Travelling-Wave Horn have the correct N-wave shape and duration, adequate rise time for both shocks, and more than sufficient amplitude to perform structural response, fatigue and damage tests. This is, in fact, the main function of the facility. Furthermore, the facility has the capability of producing repeatable booms at a high repetition rate (1 to 10 or more booms per minute) to facilitate such structural response investigations. Owing to the rather long rise times (6 to 10 ms and longer) of the two shocks, the simulated sonic booms can be used for only limited human and animal response studies.

**ANALYSIS FOR THE TRAVELLING-WAVE HORN**

A combination of gasdynamic and acoustic theory is used to successfully predict the main features of the simulated sonic boom. Gasdynamic theory is used first to describe the time varying conditions in the reservoir and the mass
flow rate of air out of the reservoir through the flap valve into the pyramidal horn. Acoustic theory is then used to describe the resulting wave motion in the horn. Because of certain assumptions made in the gasdynamic analysis, the mass-flow rate of air out of the reservoir can be determined without solving for the wave motion in the horn, and it thus serves as a convenient boundary condition for the separate acoustic analysis. Although this type of analysis is based on work given originally in Refs. 5 and 6 and much more completely in Ref. 9, the present analysis features not only a new interesting method of solution but also new results.

Gasdynamic Analysis of the Reservoir

The properties of the air in the finite-volume reservoir are not fixed with time but vary continuously as the air discharges out through the flap valve. In order to predict the reservoir conditions, the state properties are assumed to be spatially uniform and all changes with time are taken to be adiabatic and reversible. Then the following isentropic expressions can be used to relate the time-dependent reservoir temperature \( T_0(t) \), sound speed \( a(t) \), pressure \( p_0(t) \), and density \( \rho_0(t) \) to their initial values which are denoted by an overhead bar.

\[
\frac{T_0(t)}{T_0} = \left( \frac{\rho_0(t)}{\rho_0} \right)^{-\gamma} = \left( \frac{p_0(t)}{p_0} \right)^{-\gamma} = \left( \frac{\rho_0(t)}{\rho_0} \right)^{-\gamma} \quad \text{I}
\]

Now assume that the air flow from the reservoir through the flap valve, which is essentially a convergent-divergent duct flow with a slowly varying throat area, is not only adiabatic and reversible but also one-dimensional and quasisteady. Isentropic expressions given below then relate the time-dependent properties of the reservoir air to those at the valve throat (denoted by a subscript *).

\[
\frac{T_0(t)}{T_0} = \left( \frac{\rho_0(t)}{\rho_0} \right)^{-\gamma} = \left( \frac{p_0(t)}{p_0} \right)^{-\gamma} = \left( \frac{\rho_0(t)}{\rho_0} \right)^{-\gamma} = 1 + \frac{Y-1.2}{2} N_*(t) \quad \text{II}
\]

The mass flow rate of air per unit area at the valve throat \( m_*(t) \) can be expressed as follows as a function of the Mach number \( M_*(t) \) which is simply the ratio of the flow speed \( u_*(t) \) and sound speed \( a_*(t) \).

\[
m_*(t) = \rho_*(t) a_*(t) H_*(t) \quad \text{III}
\]

If the flow-area variation \( A_*(t) \) at the valve throat is expressed as \( A_*(t) N_*(t) \), where \( A_0 \) is the maximum throat area and \( N_*(t) \) describes the area variation, then the mass flow rate is \( m_*(t)A_0 N_*(t) \) or \( \rho_*(t) a_*(t) N_*(t) A_0 N_*(t) \). For this mass flow rate of air out of the reservoir having a volume \( V \), the resulting rate of decrease of reservoir-air mass is simply \( V \rho_0(t) \), where the prime denotes differentiation with respect to the variable in the following brackets. The reservoir density is thus governed by the following differential equation.

\[
\frac{\rho_0(t)}{\rho_0} + \rho_*(t) a_*(t) H_*(t) \left( A_0 H_*(t)/V \right) = 0 \quad \text{IV}
\]

In order to solve this equation in conjunction with previous expressions, an equation of state \( (p = \rho RT) \) and a sound-speed relation \( (a^2 = yRT) \), one needs to specify a boundary condition for the flow at the valve throat.

In the case of choked flow at the valve throat this boundary condition is simply \( H_*(t) \) equal to unity. However, in the present case the flow is always unchoked or subsonic at the valve throat. For this case a reasonable boundary condition is to take the static pressure \( p_0(t) \) at the throat as being constant and equal to atmospheric pressure \( P_0 \). An immediate consequence which follows from Eqs. I and II is that all other throat conditions such as \( T_0(t) \), \( a_*(t) \), and \( \rho_0(t) \) are also constant. By using the previous assumption and Eqs. I and II, the differential equation for the density (Eq. IV) can be recast in terms of only one unknown \( H_*(t) \), as given below.

\[
[1 + (\gamma-1)N_0^2(t)/2]^{2-\gamma/2} \left( \frac{\rho_0(t)}{\rho_0} \right) + \frac{\rho_0(t) a_0(t) H_0(t) A_0 H_0(t)/V}{V} = 0 \quad \text{V}
\]
Although an exact implicit solution can be derived for \( N_s(t) \) for certain values of the specific heat ratio (e.g., 5/3, 3/2, 7/5), a much simpler approximate solution, which is accurate, explicit for \( N_s(t) \), and good for all relevant values of \( \gamma \), can be obtained. If \( N_s(t) \) is first expressed in the form of a suitable series, starting with its initial value \( N_s(t) \), and then substituted into Eq. V, the following third-order perturbation solution can be derived.

\[
N_s(t) = \bar{N}_s + a_1 a I(t) + a_2 a^2 I^2(t) + a_3 a^3 I^3(t) \tag{VI}
\]

\[
a = \bar{a} \bar{a} \frac{t}{t_0}, \quad I(t) = \frac{1}{2} \int_0^t H_s(y) \, dy
\]

\[
N_s = \frac{2}{t_0^2} \left[ \frac{\bar{P}_0}{\bar{P}} \right]^{\gamma-1/\gamma} - 1, \quad \bar{a} = a_0 \left[ \frac{\bar{P}}{\bar{P}_0} \right]^{\gamma-1/2\gamma}
\]

\[
a_1 = -4 \gamma \gamma \left( 2 + (2-\gamma)N_s^2 \right)
\]

\[
a_2 = -18(2-\gamma) / 8(2 + (2-\gamma)N_s^2)
\]

\[
a_3 = 48(2-\gamma)(2 - 6(2-\gamma)N_s^2) / 81(2 + (2-\gamma)N_s^2)
\]

The symbol \( t_0 \) denotes the flow duration, and \( \bar{P}_0 \) is the initial reservoir pressure. Note that \( a(t) \) is the small parameter in the perturbation solution.

The normalized function \( N_s(t) \) for the throat-area variation has thus far been left in a general form. At this stage, however, it is worthwhile to introduce the ideal parabolic form for \( N_s(t) \), which is given below.

\[
N_s(t) = \begin{cases} 0 & t < t_0 \,
0 & t > t_0 \,
4(1 - t/t_0) & t_0 < t < t_0 \end{cases} \tag{VII}
\]

As mentioned earlier, the cam-shaft and valve-flap rotation are designed to produce this parabolic throat-area variation, in order to generate a good simulated sonic boom.

Once \( M_s(t) \) has been determined by using Eqs. VI and VII for a fixed initial reservoir pressure \( \bar{P}_0 \) and sound speed \( \bar{a}_0 \), the time-varying reservoir conditions and the mass flow rate follow from Eqs. I and II. For example, the expressions for the mass flow rate per unit area and the reservoir pressure are given below.

\[
\frac{m_s(t)}{\bar{a}} = \frac{\bar{a}}{\bar{a}_0} \left[ \frac{\bar{P}_0}{\bar{P}} \right]^{\gamma-1/2\gamma} N_s(t) \tag{VIII}
\]

\[
\frac{P_0(t)}{\bar{P}_0} = \frac{P}{\bar{P}_0} \left[ 1 + \frac{1}{2} \frac{\bar{a}_0^2}{\bar{a}_0^2} N_s^2(t) \right]^{\gamma-1} \tag{IX}
\]

Although it may not be readily apparent from Eqs. VI, VII, VIII and IX, the initial reservoir pressure \( \bar{P}_0 \) and the nondimensional parameter \( a \) or \( \bar{a} \bar{a}_0 \bar{P}_0 / \bar{P} \) in the solution of \( M_s(t) \), \( m_s(t) \) and \( p_0(t) \) determines how fast the reservoir conditions and mass flow rate per unit area change with time. The changes are more rapid for a low initial reservoir pressure \( \bar{P}_0 \), small reservoir \( V \), large valve \( \bar{a}_0 \), and long valve open-to-close time \( t_0 \).

The time histories of the mass flow rate and the reservoir overpressure are illustrated in Fig. 6, for one typical \( a \) or \( \bar{a} \bar{a}_0 \bar{P}_0 / \bar{P} \) value of 0.10. The distortion in the mass-flow-rate profile, as compared to the ideal one (dotted line), and the change in the reservoir overpressure are not small and insignificant. For larger values of \( \bar{a} \bar{a}_0 \bar{P}_0 / \bar{P} \) the effects are similar but proportionally larger. Note that many more graphical illustrations of the flow Mach number, mass flow rate, pressure, temperature, and density are given in Ref. 10.

**Acoustic Analysis of the Simulated Sonic Boom**

The well-known spherical wave equation given on the following page is employed to describe the acoustic wave motion in the pyramidal horn. In this equation the symbols \( \theta \) and \( \phi \) respectively denote the velocity potential and the
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Fig. 6. Mass-flow-rate and reservoir overpressure variation with time.

radial distance measured from the horn apex. Because only an outward moving

\[ \frac{\partial^2 (r^2 \varphi)}{\partial t^2} = \frac{\alpha^2}{\beta^2} \frac{\partial^2 (r^2 \psi)}{\partial r^2} \]

wave is generated by the air entering the horn and the reflection of this wave
at the reflection eliminator is neglected, the general solution to the wave

\[ \psi = f(t)/r \]

\[ \tau = t - (r-r_0)/\alpha \]

The symbol \( r_0 \) denotes the radial distance at which the flap valve is joined to the pyramidal horn (1.58 m), and \( \tau \) is a retarded time having an initial value of zero at the wave front.

The overpressure \( \Delta p \) and the particle velocity \( \Delta u \) of the wave in the horn
are related to the velocity potential \( \psi \), and also to the general function \( f(t) \)
which describes the wave signature, as illustrated below.

\[ \Delta p = -\varrho \frac{\partial \psi}{\partial t} = -\varrho \frac{f'(t)}{r} \]

\[ \Delta u = \frac{\partial \psi}{\partial r} = -f'(t)/r - \frac{f(t)}{r^2} \]

It is worth noting that the overpressure is directly proportional to the derivative of \( f(t) \) and decays with distance like \( 1/r \). The particle velocity, however, is essentially directly proportional to \( f(t) \) at small radii (near-field) and diminishes like \( 1/r^2 \), whereas at large radii (far-field) it is directly

proportional to \( f'(t) \) and decays like \( 1/r \). Hence, the overpressure and particle

velocity signatures have the same shape only in the far-field.

In order to determine the function \( f(t) \) and thus the overpressure of the
simulated sonic boom, the mass-flow rate at the valve throat from the gasdynamic
analysis \( m_i(\theta) \) is used as the boundary condition for the acoustic
analysis. Firstly, it is assumed that the flow is quasisteady from the valve throat to the downstream location where the flap valve is joined to the horn. This location is designated by radius $R_o$ and area $A_o$. The mass flow rate at this location is $m_o(t)/A_o$ or $\tilde{\omega} m_o$ to first order. Then, the mass flow rate can be equated to $m_o(t)/A_o N_o(t)$ from the gasdynamic analysis, and $\tilde{\omega} m_o$ can be eliminated from the resulting expression by using Eq. XIII, to give the following differential equation for $f(t)$.

$$f(t) + \frac{\partial}{\partial t} f(t) = -\frac{\partial}{\partial t} f(t) \frac{\partial}{\partial t} m_o(t) N_o(t)$$

This equation can be solved in general form to give explicit integral expressions for both $f(t)$ and $f'(r)$.

From the explicit results of $f'(r)$ and Eq. XII, the general solution for the overpressure is given below.

$$Ap(T) = \exp\left(-\frac{\alpha}{r_0} T\right)$$

If $T < T_o$,

$$Ap(T) = \exp\left(-\frac{\alpha}{r_0} T\right)$$

If $T > T_o$,

$$Ap(T) = \exp\left(-\frac{T}{T_o}\right)$$

Note that both $\alpha$ and $\beta$ are small parameters, and that the solution is accurate to third order in these parameters.

The characteristic amplitude $Ap$ in Eq. XVI can be expressed in a more convenient form. Firstly, $\tilde{\omega} A_o$ can be replaced by $\tilde{\omega} A_o$, where $\tilde{\omega}$ is an equivalent radius corresponding to the maximum throat area $A_o$. For example, if $A_o$ is 156 cm$^2$ for the UTIAS facility, the $\tilde{\omega}$ equals 1.0 m. Secondly, the initial mass flow rate per unit area $m_o(t)$ and the initial flow Mach number $N_o$ can be expressed in terms of the initial reservoir pressure $P_o$. After some rearrangement the desired expression for $Ap$ is given below.

$$Ap(T) = \exp\left(-\frac{\alpha}{r_0} T\right)$$

If $T < T_o$,

$$Ap(T) = \exp\left(-\frac{\alpha}{r_0} T\right)$$

If $T > T_o$,

$$Ap(T) = \exp\left(-\frac{T}{T_o}\right)$$

Note that both $\alpha$ and $\beta$ are small parameters, and that the solution is accurate to third order in these parameters.

The expression for the particle-velocity signature can be derived in a similar manner. However, now that the results for the overpressure are known, it is much simpler to use these in the following equation to obtain the particle-velocity signature.

$$Au(T) = \frac{Ap(T)}{\rho \tilde{\omega}} + \frac{T_o}{\rho \tilde{\omega}} \int_0^T Ap(y) dy$$

[284]
Because the integration can be done rather easily to obtain the final results for \( \delta_{0} \), these lengthy results are not presented. Note that Eq. XVIII can be obtained directly from Eqs. XII and XIII.

To illustrate some interesting and important features of the overpressure signature, consider the following simplified case. Let \( \alpha \) or \( \alpha \) be zero, which corresponds to the case of a reservoir having an infinite volume. Hence, the reservoir conditions are constant during the generation of a simulated sonic boom. Also, let \( \delta \) or \( \delta \) be zero. This corresponds to the case of a point source for which the reservoir air enters the horn at its apex (\( \gamma_{0} = 0 \)). Then the overpressure \( \delta p(T) \), from Eq. XVI, is given simply by \( \frac{\delta p}{P}(1 - 2T) \). The signature is N shaped (Fig. 1) with two equal-amplitude shocks having instantaneous rise times.

More interesting features of the overpressure signature can be illustrated by letting \( \beta \) or \( \beta \) be zero as in the previous case, but now letting \( \alpha \) or \( \alpha \) be nonzero in Eq. XVI. Two sets of graphical results for different reservoir pressure ratios of 1.007 and 1.015 are shown in Fig. 7. It can be seen that the distortion in the signatures from the ideal N shape becomes worse with diminishing values of the reservoir pressure (\( P_{0} \)) and increasing values of \( \alpha \) (larger valve, longer duration, smaller reservoir). These results illustrate that, if a long-duration simulated sonic boom having a good N-shaped signature is to be generated with a simulator having a large valve, then the reservoir volume (\( V \)) must be sufficiently large to offset large values of the throat area (\( A_{0} \)) and duration (\( T_{0} \)). The parameter \( \alpha \) should therefore have a value which is less than 0.1.

Further interesting and important features of the overpressure signature can be illustrated by letting \( \beta \) or \( \beta \) be nonzero (finite source) and \( \alpha \) or \( \alpha \) be zero (infinite reservoir) in Eq. XVI. The effects of nonzero values of \( \beta \) are illustrated graphically in Fig. 8. The essential result of a nonzero
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The front and rear shocks of the profile both have a finite rise time. It can be seen that the two rise times become longer relative to the N-wave duration as the value of $\frac{r_0}{\sqrt{\gamma \rho_0}}$ increases. Hence, a larger valve which is joined to the horn at a larger $r_0$ value results in a simulated sonic boom with a longer rise time. On the other hand, for a simulator with a fixed value of $r_0$, the predicted rise time of each shock is more or less constant. For the UTIAS simulator the predicted rise time is roughly $2\frac{r_0}{\sqrt{\gamma \rho_0}}$ or 9 ms.

Comparison of Predicted and Measured Results

Three overpressure signatures having nominal durations of 100, 200 and 300 ms were traced from the oscillograms in Fig. 5 (Row b) and are reproduced in Fig. 9a, 9b and 9c. It can readily be seen that the predicted and measured signatures are in good agreement. In general the overpressure signatures measured in the Travelling-Wave Horn can be predicted successfully by the analysis given earlier in this section.

An additional measured overpressure signature having a nominal duration of 200 ms is shown in Fig. 9d. For this case the reservoir pressure was 1.034 atm and the reservoir volume was reduced to one-third from 10.2 to 3.4 m$^3$. Included in the figure is the corresponding predicted profile, which is again in good agreement with the measured signature. Note that both the measured and predicted results differ fairly markedly from the desired N shape required for a good simulation of a sonic boom, owing to an inadequate reservoir volume. Such a result illustrates the importance of having a reservoir with sufficient volume.

DISCUSSION AND CONCLUSIONS

The UTIAS Travelling-Wave Horn has proved to be a practical facility for the simulation of a full-scale sonic boom. Owing to both the large flap valve and air reservoir, it has the desired capability of producing a good N-shaped overpressure signature with little superposed jet noise. The N-wave amplitude and duration can be controlled individually to be less than, equal to, or more than that of an actual sonic boom. Repeatable booms at a high repetition rate (1 to 10 booms per minute) can be produced to facilitate structural response, fatigue and damage studies, which are the primary objectives of the facility.

The combined gasdynamic and acoustic analysis successfully describe the wave motion in the pyramidal horn. The gasdynamic analysis has the capability
of predicting the pressure, temperature and other reservoir properties as well as the mass flow rate and the flow Mach number of the air discharging through the flap valve. The acoustic analysis is able to predict the overpressure and particle-velocity signatures of the simulated sonic boom, including the peak overpressure, duration and rise time. One important result of the analysis is a suitable criterion of how large the reservoir volume must be, in order that the overpressure signature is not significantly distorted from the N shape. The nondimensional parameter $a_*/A_r/V$ should be less than 0.05, 0.10 and 0.15 to avoid significant distortion in an N-wave having a duration of 100, 200 and 300 ms respectively.

It is worth mentioning that a compromise has to normally be made when a mass flow valve is designed for a sonic-boom simulator. On one hand, a large valve is required to reduce the flow speed at the valve and thus minimize jet noise superposed on the N-wave. On the other hand, the analysis indicates that a small valve joined to the horn at a small radius ($r_0$) is necessary to achieve short rise times on the two shocks of the N-wave. Instead of compromising for these two effects, the trick is to design a large valve which functions like a small valve during the initial opening and final closing stages, in order to achieve rapid transitions from no flow to flow initially and from flow to no flow finally. In past work a specially designed central fairing with more responsive, rapidly moving fairing plates gave a rapid transition, and the rise time of the front shock was as low as 1 ms. This central fairing is not normally used in the present flap valve because it frequently jammed and failed mechanically. However, the short rise time obtained from its use illustrates that a flap valve can be designed to produce a simulated sonic boom with a fast rise time of the order of 1 ms.
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DOMAINS AND BOUNDARIES OF NONSTATIONARY OBlique
SHOCK-WAVE REFLECTIONS IN PERFECT AND IMPERFECT
MONATOMIC AND DIATOMIC GASES

GABI BEN-DOR* and IRVINE ISRAEL GLASS
Institute for Aerospace Studies
University of Toronto, Toronto, Ontario, Canada

The reflection of oblique shock waves in nonstationary flows of monatomic and diatomic gases was investigated analytically and experimentally. It is shown analytically that seven different diffraction domains exist in nitrogen and six in argon in the range \( 1 < M_s < 10 \). The diffractions (Figure 1) consist of the four well-known regular reflection (RR), single-Mach reflection (SMR), complex-Mach reflection (CMR) and double-Mach reflection (DMR). All the transition boundaries were established analytically for both perfect and imperfect monatomic and diatomic gases in thermodynamic equilibrium. It was shown that real-gas effects significantly affect the transition boundaries between different reflections as well as the size of each domain. The analysis was substantiated by over 100 experiments performed in the 10 cm x 18 cm Hypervelocity Shock Tube in nitrogen and argon at initial temperatures of nearly 300 K and pressures of 15 torr. The shock-Mach-number range covered was \( 2 \leq M_s \leq 8 \) over a series of wedge angles in the range \( \theta = 6^\circ \leq \theta_w \leq 60^\circ \). The nonstationary process was recorded using the UTSAS 23-cm dis field of view Mach-Zehnder interferometer, equipped with a dual-wavelength \( (\lambda_1 = 6943\text{Å}, \lambda_2 = 3471.5\text{Å}) \), giant-pulse ruby laser. In addition to our numerous results, the available data for nitrogen, oxygen, air, argon and helium obtained by various investigators over the last three decades were also utilized. The experimental data from all sources substantiate the present analysis.

INTRODUCTION

When a planar incident shock wave encounters a sharp compressive corner in a shock tube, two different processes take place simultaneously. The incident shock wave itself is reflected by the wedge surface, whereas the shock-induced nonstationary flow behind it is deflected by the wedge corner. The former process is called shock-wave reflection, the latter flow-deflection and the overall phenomenon is known as shock-wave diffraction.

It is well known that the reflection process depends on the combination
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of the incident shock-wave Mach number $M_s$, and the wedge angle $\omega_w$. However, we have shown\(^1\),\(^2\),\(^3\) that real-gas effects have a significant influence on shifting the boundary lines between the domains of different types of reflection processes. Consequently, the reflection process depends additionally on the thermodynamic state of the gas ahead of the incident shock wave, i.e., the initial pressure $P_0$ and temperature $T_0$.

The shock-wave-reflection process can be either one of the four well-known (Figure 1) regular, single-Mach, complex-Mach or double-Mach reflections. The shock-induced flow can negotiate the corner through either an attached or a detached bow shock wave. Since the shock-wave-diffraction process results from the interaction of these two processes, it is theoretically possible to have eight different configurations of oblique-shock-wave diffraction.

![Figure 1](image-url)

Figure 1. Illustration of four possible oblique shock-wave reflections (interferograms are on the left and explanatory sketches on the right). The interferograms ($I = 6043\lambda$) were taken with the 23-cm dia Mach-Zehnder interferometer of the UTIAS 10 cm x 18 cm Hypervelocity Shock Tube in argon at initial pressure $P_0 \approx 15$ torr and temperature $T_0 \approx 300$ K. $I, I_1$ - incident shock waves; $R, R_1$ - reflected shock waves; $M, M_1$ - Mach stems; $S, S_1$ - slipstreams; $T, T_1$ - triple points; $\chi, \chi'$ - triple-point-path angles; $K$ - kink; (0) to (5) - thermodynamic states; $\omega_w$ - actual wedge angle; $\omega'_w$ - effective wedge angle; $M_s$ - shock-wave Mach number. (a) regular reflection (RR), $\omega_w = 60^\circ$, $M_s = 2.03$; (b) single-Mach reflection (SMR), $\omega_w = 20^\circ$, $M_s = 2.82$; (c) complex-Mach reflection (CMR), $\omega_w = 30^\circ$, $M_s = 5.29$; (d) double-Mach reflection (DMR), $\omega_w = 50^\circ$, $M_s = 7.03$.

During our investigation,\(^1\),\(^2\),\(^3\) all the formation and termination criteria for the different types of reflection were established analytically in the $(M_s, \omega'_w)$ and $(M_s, \omega_w)$-planes for the first time. The analytical results were then substantiated by the present experiments as well as those from other available sources.

**ANALYSIS**

In analyzing the shock-wave reflection problem, two major difficulties were overcome: the nonlinearity of the oblique-shock-wave equations that
describe the various reflections and the inclusion of real-gas effects. Consequently, the fourteen nonlinear oblique-shock-wave equations (with fourteen unknowns) describing the first triple point of SMR, CMR and DIR and the nine equations (with nine unknowns) for the reflection point of a RR, were solved for the first time for imperfect gases.

The imperfect-gas model takes into account the excitation of internal degrees of freedom such as rotation-vibration coupling, vibration and dissociation in nitrogen and electronic excitation and ionization in argon. It was found that real-gas effects significantly influence the transition boundaries between various reflections and diffractions as well as the size of their domains.

In a frame of reference attached to the reflection point P (Fig. 1a) of a RR the incident and reflected shock wave (I and R, respectively) can be treated using a steady-flow analysis. Treating I and R separately, and making use of the equations of motion across an oblique shock wave one obtains for a RR:

for I:

\[ \rho_o \tan \theta_o = \rho_1 \tan (\theta_o - \theta_1) \]  
I

\[ \rho_o U_o \sin \theta_o = \rho_1 U_1 \sin (\theta_o - \theta_1) \]  
II

\[ P_o + \rho_o U_o^2 \sin^2 \theta_o = P_1 + \rho_1 U_1^2 \sin^2 (\theta_o - \theta_1) \]  
III

\[ h_0 + \frac{1}{2} U_o^2 \sin^2 \theta_o = h_1 + \frac{1}{2} U_1^2 \sin^2 (\theta_o - \theta_1) \]  
IV

for R:

\[ \rho_1 \tan \theta_1 = \rho_2 \tan (\theta_1 - \theta_2) \]  
V

\[ \rho_1 U_1 \sin \theta_1 = \rho_2 U_2 \sin (\theta_1 - \theta_2) \]  
VI

\[ P_1 + \rho_1 U_1^2 \sin^2 \theta_1 = P_2 + \rho_2 U_2^2 \sin^2 (\theta_1 - \theta_2) \]  
VII

\[ h_1 + \frac{1}{2} U_1^2 \sin^2 \theta_1 = h_2 + \frac{1}{2} U_2^2 \sin^2 (\theta_1 - \theta_2) \]  
VIII

where the boundary condition is:

\[ \theta_2 = -\theta_1 \]  
IX

If thermodynamic equilibrium is assumed, two thermodynamic properties are sufficient to define a thermodynamic state, i.e., the flow density and enthalpy are expressed as functions of P and T, or \( \rho = \rho (P, T) \) and \( h = h(P, T) \). Consequently, the above equations have only thirteen independent variables, namely \( P_0, P_1, P_2, T_0, T_1, T_2, U_0, U_1, U_2, \theta_0, \theta_1, \theta_2 \) and \( \theta_1 \). Thus if four of them are known the remaining nine can in principle be determined. The four known parameters are usually the pressure \( P_0 \) and temperature \( T_0 \) of the flow ahead of the initial shock wave, the flow velocity \( U_0 = U_0 \sec \theta_0 \) and its angle of incidence with the incident shock wave \( \theta_0 = 90^\circ - \theta_w \).

In the case of SMR, CMR and DMR the frame of reference is attached to the first triple point (Fig. 1b, c and d). Again the incident and reflected shock waves and the Mach stem (I, R and M, respectively) are treated separately to obtain the appropriate set of oblique shock-wave equations. The equations are:

for I:

\[ \rho_o \tan \theta_o = \rho_1 \tan (\theta_o - \theta_1) \]  
X

\[ \rho_o U_o \sin \theta_o = \rho_1 U_1 \sin (\theta_o - \theta_1) \]  
XI

\[ P_o + \rho_o U_o^2 \sin^2 \theta_o = P_1 + \rho_1 U_1^2 \sin^2 (\theta_o - \theta_1) \]  
XII
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\[ h + \frac{1}{2} U^2 \sin^2 \phi_0 = h_1 + \frac{1}{2} U_1^2 \sin^2 (\phi_0 - \phi_1) \]  

for \( R \):

\[ \rho_1 \tan \phi_1 = \rho_2 \tan (\phi_1 - \theta_2) \]  

\[ \rho_1 U_1 \sin \phi_1 = \rho_2 U_2 \sin (\phi_1 - \theta_2) \]  

\[ P_1 + \rho_1 U_1^2 \sin^2 \phi_1 = P_2 + \rho_2 U_2^2 \sin^2 (\phi_1 - \theta_2) \]  

\[ h_1 + \frac{1}{2} U_1^2 \sin^2 \phi_1 = h_2 + \frac{1}{2} U_2^2 \sin^2 (\phi_1 - \theta_2) \]  

for \( M \):

\[ \rho_0 \tan \phi_3 = \rho_3 \tan (\phi_3 - \theta_3) \]  

\[ \rho_0 U_0 \sin \phi_3 = \rho_3 U_3 \sin (\phi_3 - \theta_3) \]  

\[ P_0 + \rho_0 U_0^2 \sin^2 \phi_3 = P_3 + \rho_3 U_3^2 \sin^2 (\phi_3 - \theta_3) \]  

\[ h_0 + \frac{1}{2} U_0^2 \sin^2 \phi_3 = h_3 + \frac{1}{2} U_3^2 \sin^2 (\phi_3 - \theta_3) \]

where the boundary conditions are:

\[ P_2 = P_3 \]  

\[ \theta_3 = \theta_1 \pm \theta_2 \]

If thermodynamic equilibrium is assumed, the above fourteen equations have eighteen unknowns, namely, \( P_0, T_0, U_0, U_1, U_2, U_3, \phi_0, \phi_1, \phi_2, \theta_1, \theta_2 \) and \( \theta_3 \). Consequently, if four of them are defined the remaining fourteen can in principle be calculated. The four chosen quantities are again \( P_0, T_0, U_0 = U_0 \sec \phi_0 \) and \( \phi_0 = 90^\circ - \theta_0 \), where \( \theta_0 = \phi_0 + \chi \) and \( \chi \) is the first triple-point-trajectory angle. Unfortunately, unlike the case of RR the known quantities, namely, \( P_0, T_0, M_0 \) and \( \theta_0 \) are not sufficient to define them since \( \theta_0 \) involves an additional unknown, \( \chi \).

One way of overcoming this problem was suggested by Law and Glass who assumed a straight Mach stem perpendicular to the wall. Consequently, they introduced an additional independent geometrical relation:

\[ \phi_3 = 90^\circ - \chi \]

Equation XXIV together with Eqs. X to XXIII are solvable in principle since they have only fifteen unknowns.

Since the reasons for the formation and termination of the various reflections were published recently\(^1\)\(^2\)\(^3\) only a brief discussion is given. The criterion for the termination of RR makes use of the boundary condition that the flow downstream of the reflection point must be parallel to the wall, i.e., \( \theta_1 + \theta_2 = 0 \) (Eq. IX). When this is violated, i.e., \( \theta_\infty \) decreases to a point where it forces \( \theta_1 \) to exceed in magnitude the maximum deflection angle \( \theta_{2m} \). RR terminates. Therefore, the termination criterion of RR is:

\[ \theta_1 + \theta_{2m} = 0 \]

When RR terminates, three different types of reflection, SRR, CHR or DAM, can occur depending on the Mach number of the flow behind the reflected shock wave. As long as this flow is subsonic with respect to the first triple point \( T \), SRR occurs. When this flow becomes supersonic with respect to \( T \), a kink \( K \) develops in the reflected shock wave \( R \), SRR terminates and DAM forms. Therefore, the SRR to DAM transition criterion is:

[291]
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\[ M_{2T} = 1 \] \hspace{2cm} XXVI

where \( M_{2T} \) is the flow Mach number in state (2) behind \( R \) with respect to 1.

When the flow behind \( R \) becomes supersonic with respect to the kink \( K \), a second triple point \( T_1 \) develops at \( K \). CMR terminates and DMR forms. Thus, the CMR-DMR transition criterion is:

\[ M_{2K} = 1 \] \hspace{2cm} XXVII

where \( M_{2K} \) is the flow Mach number behind \( R \) with respect to \( K \) of CMR or \( T_1 \) of DMR. The value of \( M_{2K} \) can be found from:

\[ M_{2K} = M_{2T} \left[ 1 + \left( \frac{V_{T_1T}^2}{U_2^2} \right)^2 - 2 \left( \frac{V_{T_1T}^2}{U_2^2} \right) \cos(\theta_1 - \theta_2) \right]^{\frac{1}{2}} \] \hspace{2cm} XXVIII

where \( V_{T_1T} \) is the velocity of the second triple point (or kink) with respect to the first triple point is given by:

\[ V_{T_1T} = U_1 \frac{\sin \theta_1}{\sin(\theta_1 + \theta_0 - \theta_1)} \] \hspace{2cm} XXIX

Note that all the variables in Eqs. XXVIII and XXIX are known once Eqs. X to XXIII are solved.

The domains of different types of reflections in the \((M_s, \theta_w)\)-plane, for both nitrogen and argon are shown in Figures 2(a) and (b), respectively. The solid boundary lines are for an imperfect gas with four different initial pressures \((P_0 = 1, 10, 100 \text{ and } 1000 \text{ torr})\) at a constant initial temperature \((T_0 = 300 \text{ K})\). The dashed boundary lines are for a perfect gas.
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Figure 2. Regions of different oblique shock-wave reflections in \((M_s, \theta_w)\)-plane. Lines (1) to (4) are for imperfect gas with \(P_0 = 1, 10, 100 \text{ and } 1000 \text{ torr}\), respectively, and \(T_0 = 300 \text{ K}\). Line (5) is for a perfect gas, (a) nitrogen, (b) argon.

The domains of different types of flow-deflection in the \((M_s, \theta_w)\)-plane, for nitrogen and argon are shown in Figures 3(a) and (b), respectively. Again
the dashed lines are for a perfect gas while the solid lines account for real-gas effects.

Figure 3. Deflection processes of shock-induced quasi-steady flow (2') as a function of $M_s$ and $\theta_w$; lines (1) to (4) are for imperfect gas, $T_0 = 300 \text{ K}$ and $P_0 = 1, 10, 100$ and $1000 \text{ torr}$, respectively. Line (5) is for a perfect gas, (a) nitrogen, (b) argon.

The overall phenomenon can be obtained by superimposing Figures 2 and 3, respectively. However, the vertical axis of Figure 2, $\theta_w$, is different from that of Figure 3, $\theta_w$. They are related through the triple-point-trajectory angle $\chi$, i.e., $\theta_w = \theta_w + \chi$. Therefore, the reflection process should be transformed from the $(M_s, \theta_w)$-plane to the $(M_s, \theta_w)$-plane, by subtracting $\chi$ from the appropriate boundary lines of Figure 2, prior to any superposition. An analytical version of the graphical method of Law and Glass was developed to obtain a better prediction of $\chi$ as a function of $M_s$, $\theta_w$, $P_0$, and $T_0$. The reflection process was then transformed from the $(M_s, \theta_w)$-plane to the $(M_s, \theta_w)$-plane. The reflection process in the $(M_s, \theta_w)$-plane for nitrogen and argon is shown in Figures 4(a) and (b), respectively. Only lines corresponding to imperfect nitrogen and argon at $P_0 = 15 \text{ torr}$ and $T_0 = 300 \text{ K}$ are reproduced.

The reflection process in the $(M_s, \theta_w)$-plane (Figure 4) was then superimposed with the flow-deflection process in the $(M_s, \theta_w)$-plane (Figure 3), to provide the overall shock-wave diffraction in the $(M_s, \theta_w)$-plane. The overall diffraction process is shown in Figures 5(a) and (b) for nitrogen and argon, respectively. (The experimental data points will be discussed subsequently.)

Out of the maximum of eight possible shock-wave diffractions only seven are obtained in nitrogen (Figure 5a) and six in argon (Figure 5b) in the range $1 < M_s < 10$. The seven different shock-wave diffractions in nitrogen are: RR with a detached shock wave (region 1), detached SMR (region 2), attached SMR (region 3), detached CMR (region 4), attached CMR (region 5), detached DMR (region 6), and attached DMR (region 7). The unobtainable diffraction is an attached RR. If, however, the line $\theta_1 + \theta_2 = 0$ and the attached/detached-line are extrapolated beyond $M_s = 10$, or the initial pressure is reduced, these two lines might intersect, resulting in a RR with an attached shock wave at the wedge corner.
Figure 4. Regions of different oblique-shock-wave reflections in \((M_s, \theta_w)\)-plane. All boundary lines are for imperfect gas with \(P_0 = 15\) torr and \(T_0 = 300\) K, (a) nitrogen, (b) argon.

Figure 5. Domains of different oblique-shock-wave diffractions in \((M_s, \theta_w)\)-plane and experimental verification. All boundary lines are for imperfect gas with \(P_0 = 15\) torr and \(T_0 = 300\) K. Regions: 1 - detached RR, 2 - detached SMR, 3 - attached SMR, 4 - detached CMR, 5 - attached CMR, 6 - detached DMR, and 7 - attached DMR.

(a) nitrogen, experimental data: air - White\(^6\) ▲▲; nitrogen - present ▲▼▼▼▼▼▼(b) argon, experimental data: argon present. (For data from References 9 and 10, see our References 1, 2 and 3.)
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In the case of argon, both an attached RR and an attached DMR are not possible in the range $1 < M_0 < 10$. However, if the line $\theta_1 + \theta_2 = 0$, $M_2 = 1$ and the attached/detached-line are extrapolated beyond $M_0 = 10$, or the initial pressure is reduced, the former two lines might intersect the latter one, resulting in the missing two diffractions.

EXPERIMENTAL RESULTS

Over 100 experiments were performed in the 10 cm x 18 cm UTIAS Hypervelocity Shock Tube in both nitrogen and argon, at initial pressures of about 15 torr and temperatures of 300 K. The incident shock-Mach-number range was $2 < M_0 < 8$ over a series of wedge angles $2^\circ < \theta_w < 60^\circ$. Dual-wavelength $(\lambda_1 = 6943\AA, \lambda_2 = 3471.5\AA)$ laser interferograms were obtained using a 23-cm dia field of view Mach-Zehnder interferometer.

Our experimental results\(^{1,6}\) as well as those from many other sources\(^{7-10}\) are shown in Figure 5. It is seen that in the case of nitrogen (Figure 5a) all the data points fall inside their predicted regions. Consequently, one can conclude that the present analysis of the shock-wave-diffraction process in nonstationary diatomic gases is substantiated, and the seven types of diffraction are all valid. In the case of argon, only one experimental point ($M_0 = 4.44$, $\theta_w = 40^\circ$) that corresponds to a DMR lies outside its predicted domain, in the CMR region. This we believe is due to the assumptions used in calculating the CMR/DMR boundary line\(^1\) ($M_2 = 1$) that were found by Law and Glass\(^5\) and Bazhenova et al\(^{10}\) to be in good agreement with experimental results only in the range $0 < \theta_w < 40^\circ$. For the range $40^\circ < \theta_w$ the agreement becomes progressively worse. All the other experimental points lie inside their predicted domains. Unfortunately, out of the six different diffractions predicted by the present analysis in argon, only five were observed experimentally. The remaining CMR with an attached shock wave at the wedge corner (region 5 in Figure 5b) was not observed. This domain starts at $M_0 = 9.4$ and extends beyond the safe upper limit of incident shock wave ($M_0 = 8$) which can be used without damaging the high-quality optical test-section windows of the shock tube. However, in light of the verification of five regions out of six shown in Figure 5(b) it can be concluded that the present analysis for the diffraction of oblique shock waves in nonstationary monatomic flows is substantiated and that six different types of shock-wave diffraction exist in the range $1 < M_0 < 10$.

DENSITY FIELDS

In order to have a deeper understanding of the overall shock-wave diffraction process, the density fields, as well as the density distribution along the wedge surfaces, of the various diffractions were deduced from the corresponding interferograms. The interferograms were evaluated using a new approach to interferometry which was developed recently by Whitten at UTIAS.\(^{11}\) The results were then used to understand the similarities and differences between the various diffractions\(^{1,2,3}\) and compare them with numerical predictions.\(^{12}\)

A typical example of an attached CMR in nitrogen and a detached CMR in argon are shown in Figures 6(a) and (b), respectively. It is seen that when the shock wave at the wedge is detached (Figure 6b) the constant-density lines (isopycnics) tend to run along the shock wave, while for an attached shock wave (Figure 6a) the isopycnics run across this direction. All our results revealed the same difference between attached and detached reflections. It is worthwhile to note that our results for the density field of CMR verified the hypothesis of Henderson and Lozzi\(^{13}\) who advanced the idea that a compression wave should exist at the kink of a CMR. Figure 6 indicates that a compression wave does indeed emanate from K. The strength (density jump) of the compression waves in Figures 6(a) and (b) are approximately 1.17.
Figure 6. Actual flow isopycnics corresponding to: (a) an attached CMR (region 5, Figure 5a) in nitrogen; (b) a detached CMR (region 4, Figure 5b) in argon.

(8.127/7.477) and 1.03 (5.070/4.917), respectively. It was further found that the stronger the incident shock wave the stronger is the compression wave, and in turn the sharper is the kink.

Our comparison of actual with numerical experiments revealed that the existing computer codes for RR and SMR are capable of predicting the shock shapes of the diffraction process. However, they fail to predict the location and values of the isopycnics. Unfortunately, no computer codes exist for CMR and DMR. Undoubtedly numerical codes that will reliably predict RR, SMR, CMR and DMR in real-gases will evolve in the future. Our interferometric data for all these cases then should provide a solid base for comparison.

CONCLUSION

The present analysis and experiments have brought order and clarity to the problem of oblique-shock-wave reflections in nonstationary flows. The domains and transition boundaries of the various types of oblique-shock-wave diffractions have been established analytically for perfect and imperfect monatomic and diatomic gases. The analysis is substantiated by our numerous data as well as results from other sources.

Our very comprehensive isopycnic data are the first since the pioneering work of White. Our results provide an important base for testing available and future computational codes for such complex flows.
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Attempts to find relaxation effects in the transition to Mach reflexion have been unsuccessful in the past, the equilibrium transition condition being observed throughout. In this paper we report on experimental results in ionizing argon and dissociating nitrogen which show significant qualitative and quantitative relaxation effects. The most important of these is that the shock angle at transition in relaxing argon flow lies between the equilibrium and frozen values which are separated by more than 10°. While the expected double Mach reflexion is observed in nitrogen, it does not occur in argon flows where weak complex Mach reflexion is observed. In both cases the reflected shock shows distinct curvature due to relaxation. The experiments use the free piston shock tube with Mach-Zehnder interferometry. A nitrogen laser pumped dye laser, incorporating a fibre optic beam expander and a tuning interference filter provides an excellent 5 ns light source for such work.

INTRODUCTION

In real gas dynamics it is important to distinguish between situations in which the gas may be considered to be in thermodynamic equilibrium and those in which the relaxation times are not negligible compared with the time scale of the flow. The former - equilibrium flows - differ from perfect gas flows only in their more complex equation of state. In the latter - relaxing flows - at least one new dimensionless parameter is introduced, i.e. the ratio of relaxation time to the flow time scale.

The influence of equilibrium real gas effects on the transition to Mach reflexion of shock waves has recently been examined in some detail by Ben-Dor and Glass, who considered the pseudosteady situation of a plane shock impinging on a stationary wedge at an angle \( \alpha \). They mapped out the regions in which simple, double and complex Mach reflexion occurs by numerical...
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calculations for nitrogen and argon up to shock Mach number, $M_s = 10$. They used the term complex Mach reflexion for the situation when the reflected shock of a simple Mach reflexion is not monotonically curved but has a concave kink. They supported their calculations with experimental results in both gases up to $M_s = 8$, with generally good agreement. No relaxation effects seem to have been observed.

An attempt to discover relaxation effects on the transition condition in both pseudosteady and steady flow was made by Hornung, Oertel jr. and Sandeman. Although the relaxation length after the primary shock in pseudosteady nitrogen flow was comparable to the model dimension, no relaxation effect could be observed. The measurements agreed best with the calculated transition condition for frozen incident and equilibrium reflected shock $(I_f, R_e)$. Both in argon $(M_s \leq 9)$ and nitrogen $(M_s \leq 13)$ double Mach reflexion was observed, in agreement with Ben-Dor and Glass.

In this paper we address ourselves to the problem of how relaxation after the primary shock affects transition to Mach reflexion in pseudosteady flow. The important length scale in pseudosteady flow is the distance from the wedge tip to the intersection of the shock and wedge, $w$, which increases linearly with time, see figure 1. It is clear that at a sufficiently small time after the shock encounters the wedge tip, $w$ is smaller than the incident shock relaxation length, $\ell_i$. At later times, $w$ becomes larger than $\ell_i$. In the limiting cases $w \ll \ell$ and $w \gg \ell$ there is no doubt that the frozen and equilibrium conditions respectively must apply. The observation of Hornung et al. for nitrogen, that the transition condition agrees best with $(I_f, R_e)$, is consistent with this in view of the relaxation lengths after the incident and reflected shocks in their experiments. However, the difference between the calculated transition angles, $\alpha_{tr}$, for $(I_f, R_e)$ and $(I_e, R_e)$ is smaller than the resolution limit of their experiment.

In order to be able to ascribe a more clearly defined relaxation length to the experimental data it was decided to examine argon flows. The sudden onset of ionization at a clearly measurable distance from the shock waves makes this possible. A pilot experiment was therefore set up in which a shock at $M_s = 15$ into 10 Torr argon (relaxation length = 4 mm) was photographed with a Mach-Zehnder interferometer and an image converter camera at $2 \times 10^6$ frames s$^{-1}$. An example of the results is given in figure 2, which shows a set of infinite fringe interferograms. The end of the relaxation zone (onset of ionization) is clearly visible as a dark fringe resulting from the negative fringe shift due to the increase of the electron density. This and finite fringe photographs like it show what appears to be double Mach reflexion, as expected from Ben-Dor and Glass calculations. They also seem to indicate that the growth of the shock configuration is not self-similar, the distance between the first and second Mach stem remaining constant and
Infinite fringe interferograms taken with the image converter camera at \(2 \times 10^6\) frames/sec. Argon, \(M_s = 15, p_1 = 10\) Torr, \(\phi = 60^\circ\).

being apparently controlled by the relaxation length after the primary shock. However, the image converter camera does not give very sharp definition (8 line pairs per mm, with a frame size of 15 mm). It was therefore decided to use a different camera, which could obtain better definition but could only take one frame per shot, in order to resolve the detail of the small region near the Mach stems. It was also decided to examine a second condition in argon at \(M_s = 12, p_1 = 30\) Torr, at which the relaxation length \(\xi_1\) is 11 mm, as well as one in nitrogen at \(M_s = 15, p_1 = 10\) Torr giving \(\xi_1 = 3\) mm. The two important differences between argon and nitrogen relaxation are, firstly, that nitrogen relaxes with a rapidly decaying rate, while argon ionizes suddenly after a delay during which no significant ionization occurs, and secondly that the ratio, \(\xi_1/\xi_R\), of the relaxation lengths associated with the incident and reflected shocks is very large in nitrogen and of order one for argon at the chosen conditions.

EXPERIMENT

The facility used in the experiments was the large free piston shock tube known as T3, described in more detail by Hornung and Stalker\(^3\). The free piston technique is particularly suitable for this work because its driver condition flexibility makes it possible to obtain a given shock speed at a variety of initial pressures, \(p_1\), merely by adjusting the appropriate pressures in the free piston compressor. In this manner, the relaxation lengths may be adjusted at constant shock speed. The free piston machine is also able to produce shocks at high Mach number with very small attenuation. Typical values for shock attenuation are 5% per m at 4 km s\(^{-1}\) falling to 2% per m at 8 km s\(^{-1}\). However, these may be reduced even to negative values by changing the piston trajectory, at the expense of the service life of the buffers which absorb the excess energy of the piston after diaphragm rupture. The shock tube is 7 m long and has a diameter of 7.6 cm.

The Carl Zeiss Mach-Zehnder interferometer was used together with a home-made dye laser light source. The dye cell is pumped by a home-made nitrogen laser with an exposure time of 5 ns. The cell is located in a cavity of 25 cm length, the rear and front mirrors being 100% and 40% reflecting respectively. Initially, the dye laser beam was expanded by a microscope objective with spatial filter pinhole. While this gives an ideal light source for our purpose in some respects, its transverse spatial coherence causes the
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Image of every sharp edge to have an associated diffraction pattern around it. An example of the picture quality achievable with this system is shown in figure 3a. While better definition is obtained with this than with the image converter camera, the diffraction patterns sometimes lead to misinterpretation of the gasdynamic features shown in the interferograms. This problem was solved by replacing the beam expander system with a fibre optic. One end of the fibre optic was placed in the dye laser beam, the other at the focus of the input lens of the interferometer. Not only does this expand the beam to a suitable angle, but it also destroys its spatial coherence, so that the diffraction patterns are eliminated. Furthermore, the tiresome necessity of aligning the nitrogen laser, dye laser and interferometer accurately relative to each other is obviated, the flexible fibre optic allowing the interferometer to be separated from the light source. To show the improvement in the picture quality, figure 3b presents the same conditions as figure 3a photographed with the modified system. A sketch of the experimental setup is shown in figure 4.

A second difficulty arose from the high self-luminosity encountered in the high speed argon experiments. Most of this comes from the steady flow over the wedge after the primary shock. The steady flow lasts for approximately 50 μs compared with the laser flash of 5 ns. While it is a simple matter to change the relative intensity of self-luminosity and laser light on the photographic plate by means of a stop placed at the output focus of the interferometer, this also reduces the quality of the definition. With the $M_s = 15$ argon flow the stop size had to be reduced to such an extent that the picture quality was not much better than with the image converter camera, even though an interference filter of 10 nm bandwidth passing only the wavelengths of the laser light had been used. This problem was successfully overcome by inserting a tuning interference filter of 0.8 nm bandwidth in the dye laser cavity, thus concentrating more of the laser power into this narrow wavelength range. A second filter passing the same wavelengths was inserted near the focus of the output lens of the interferometer. This reduced the relative intensities of luminosity and laser light at the photographic plate approximately by a factor of 4. An example of the improvement is shown in figures 5a and 5b. Note that although figure 5b was taken with a much larger stop size, the self-luminosity is not any worse. As can be seen in figure 5b speckle is introduced in the photograph because of the reduced bandwidth.
RESULTS AND DISCUSSION

Relaxation after the primary shock

It is necessary to begin with to verify the fringe shift observed in the various relaxation regions against previously measured dissociation and ionization rates. To show that the qualitative behaviour is as expected, figure 6 shows finite fringe interferograms of the shock in the three chosen conditions. The argon flows (6a,b) show the characteristic initial positive fringe shift followed, after a small delay, by the negative fringe shift due
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Fig. 6a,b  Finite fringe interferograms of shock waves into argon just outside the shock tube.

a) \( M_s = 15, p_1 = 10 \) Torr, \( \ell_I = 4 \) mm. Note the initial positive fringe shift followed after some delay by the negative fringe shift due to the ionization.

b) \( M_s = 11.8, p_1 = 30 \) Torr, \( \ell_I = 11 \) mm. Similar features as in a).

c) Finite fringe interferogram of double Mach reflection in nitrogen.
\( M_s = 15, p_1 = 10 \) Torr, \( \alpha = 60^\circ, \ell_I = 3 \) mm. Note: fringe shift is positive downward.

to the onset of ionization. Calculations made with the model of Wong and Bershader\(^4\) give good agreement with the measured fringe shift. In the case of nitrogen (6b), the relaxation length is more difficult to define because of the asymptotic approach of the fringes to their equilibrium value. However, calculations made using the rates measured by Kewley and Hornung\(^5\) again give good agreement with the measured fringe shift, except where the experiment is not able to resolve the initial fringe shift across the frozen shock.

ARGON, \( M_s = 15 \)

Figure 7 shows a sequence of infinite fringe interferograms of shocks at \( M_s = 15 \) into 10 Torr argon. From these it is immediately clear that what we had interpreted as double Mach reflection in the experiments with the image converter photographs, is in fact just the fringe shift due to the onset of ionization after the Mach stem. Actually, simple Mach reflection is observed. The reflected shock shows up only weakly and could not be resolved by the image converter photograph of figure 2. This is contrary to the expectation that double Mach reflection should be observed at this condition in equilibrium flow (Ben-Dor and Glass\(^1\)), and is possibly a relaxation effect. A large number of photographs were taken at this condition in an attempt to discover whether the self similarity of the shock configuration is destroyed by the fixed relaxation length. However, to be able to test this, photographs have to be taken with the shock near the tip, \( \omega = 0(\ell) \). At the tip the self-luminosity is most intense, especially when \( \alpha = \alpha_s \), so that, even with the tuning filter, the stop size on the camera has to be reduced to such an extent that it is not
Fig. 7  Infinite fringe interferograms of argon flows $M_0 = 15$, $p_1 = 10$ Torr, $L_T = 4$ mm.

a) $\alpha = 68^\circ$, instrumentation as in fig. 5a, stopsize = 5 mm.

b) $\alpha = 60^\circ$, instrumentation as in fig. 5a, stopsize = 3 mm.

c) $\alpha = 53^\circ$, instrumentation as in fig. 5b, stopsize = 10 mm.

d) $\alpha = 50^\circ$, instrumentation as in fig. 5b, stopsize = 5 mm.

Note that in 7a)-c) the simple Mach reflection is almost obscured by the dominant fringe shift accompanying the rise of electron density. The weak reflected shock is relatively obscure.

Note that in 7a)-c) the simple Mach reflection is almost obscured by the dominant fringe shift accompanying the rise of electron density. The weak reflected shock is relatively obscure.

possible to resolve the very small shock configuration. In the regions examined no departure of the triple point trajectory from self-similarity could be detected.

ARGON $M_0 = 11.8$

The most striking features of the shock configuration in this case are that complex Mach reflection is observed and that the reflected shock shows a definite change in slope at the end of the relaxation region after the primary shock. This is clearly brought out by figure 5b. The feature emanating from the junction of the "slip-line" with the wedge is clearly the fringe shift due to the onset of ionization, which occurs even further upstream behind the Mach stem.

These features can be seen, though much less definitely in figure 8b at an angle close to $\alpha_{xx}$. Note that, though the Mach stem is considerably shorter, the relaxation length is fixed and the reflection configuration is considerably narrower. This change in the aspect ratio is another clear manifestation of a relaxation effect. Although the relaxation length is larger here than at $M_0 = 15$, and a large number of pictures were again taken both with $w = 0(L_T)$ and $w > L_T$, no departure could be detected from self-similarity of the triple point trajectory. Figure 8a is taken at similar conditions to 5b but with $w = L_T$. The configuration is more obviously complex Mach reflection. Again there is a change of slope of the reflected shock at the end of the relaxation region, this time occurring on a more strongly curved part of the shock. Thus the relaxation destroys the self-similarity of the overall shock configuration.
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Infinite fringe interferograms of argon flows at $M_s = 11.8$, $P_i = 30$ Torr and $\zeta_i = 11$ mm. Compare with figure 5.

a) $\alpha = 58^\circ$, $\alpha = 1\$mm. Note the clearly evident complex Mach reflection and the bend in the shock at the end of the relaxation zone, near the wedge tip.

b) $\alpha > \zeta_i$, $\alpha = 54^\circ$. Note that the size of the features governed by the relaxation does not change significantly, though the Mach stem is much reduced relative to figure 5b. Result is a changed aspect ratio of the configuration.

In contrast with the argon flows, the relaxation length after the reflected shock in nitrogen is so much smaller than that after the incident shock that it is not resolvable. This is shown in the regular reflection of figure 9a. Figures 9b and c show that in the nitrogen flow the double Mach reflection expected from Ben-Dor and Glass calculations clearly does occur. The relatively lower self-luminosity of the gas permits a larger stop size to be used, with consequent improvement of the definition, allowing even small reflexion configurations such as that in figure 9b to be resolved in detail. Again, no significant departure of the first triple point trajectory from self-similarity can be measured. However, as the double Mach reflexion configuration increases to a size larger than the relaxation length, it becomes possible to detect a convex curvature in the first reflected shock (see figure 9c). The bulge in the Mach stem of figure 9c is repeatable, and we cannot explain it.

**TRANSITION CONDITIONS**

The transition conditions are determined to an accuracy of $\pm 1.0^\circ$ by extrapolating the dimensionless Mach stem length, $s/w$, to zero. This is shown in figure 10 for the case of argon ($M_s = 11.8$, $p_i = 30$ Torr) giving $\theta_{tr} = 42.2 \pm 1.0^\circ$. Similar plots of the argon $M_s = 15$ and nitrogen results yield the values given in table I which also gives the calculated transition conditions for various cases (I,R). The slope of the best straight line through the experimental points in the plot of $s/w$ versus $\alpha$ turns out to be the same in both argon flows (0.46/radian) but for nitrogen is larger (0.74/radian).

**Table I**

<table>
<thead>
<tr>
<th>Gas</th>
<th>$M_s$</th>
<th>$P_i$ Torr</th>
<th>$\zeta_i$ mm</th>
<th>$\theta_{tr}$/deg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>11.8</td>
<td>30</td>
<td>11</td>
<td>46.7</td>
</tr>
<tr>
<td>Ar</td>
<td>15.0</td>
<td>10</td>
<td>4</td>
<td>49.4</td>
</tr>
<tr>
<td>Ar</td>
<td>15.0</td>
<td>10</td>
<td>3</td>
<td>49.3</td>
</tr>
</tbody>
</table>

In order to put these results into context with the previous measurements of Hornung et al. and with calculated conditions, figure 11 shows plots of...
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Fig. 9 Interferograms of nitrogen flows. $M_s = 15$, $p_1 = 10$ Torr, $L_T = 3$ mm.

a) $\alpha = 50^\circ$, regular reflexion, note small $l_R$.
b) $\alpha = 57^\circ$, double Mach reflexion, with $s = 1$ mm.
c) $\alpha = 60^\circ$, double Mach reflexion. Note curvature of reflected shock.

Fig. 10 Determination of transition angle by extrapolating dimensionless Mach stem length to zero. --- straight line of best fit.

$a_{tr}$ versus $M_s$. Figure 11a, giving the nitrogen data, shows that the increase to $M_s = 15$ does not alter the relative position of the experimental and theoretical values. The points lie consistently above the curve for $(l_f, R_h)$, which is appropriate for the nitrogen experiment in view of the relative magnitude of the relaxation lengths $l_f$ and $l_R$. This is explained by Hornung et al.² as a viscous boundary layer effect.

The viscous effect is even more strongly evident in the previous results for argon at $M_s = 7$ and 9, shown in figure 11b, the measured $a_{tr}$ being again larger than the most appropriate theoretical value $(l_f, R_h)$. However, in the new results at $M_s = 11.8$ and 15, where the relaxation lengths are comparable with the scale of the reflexion configuration, the experimental points fall below the $(l_f, R_h)$ curve. Since the viscous effect can only raise the experimental result for $a_{tr}$ above the appropriate theoretical curve, we interpret the fact that both points lie between the frozen and equilibrium theory as an effect due to finite relaxation length. This is substantiated by the fact that the discrepancy between experiment and $(l_f, R_h)$ increases with relaxation length. The fact that only the argon and not the nitrogen flows show such a relaxation effect is due to the larger $l_R$ in the argon case.
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![Graph showing transition angle versus Hs]

Fig. 11 Transition angle versus Hs. O, Hornung et al.\(^2\) present results.

a) Nitrogen. Calculated values with equilibrium vibration for \(p_1 = 10\) Torr: \(\dot{I}, \dot{R}_e\); \(\dot{I}, \dot{R}_e\); \(\dot{I}, \dot{R}_e\). Calculated values with frozen vibration: \(\dot{I}, \dot{R}_e\), i.e. perfect gas.

b) Argon. Calculated values for \(p = 10\) Torr: \(\dot{I}, \dot{R}_e\); \(\dot{I}, \dot{R}_e\). Note: The calculations for \(p_1 = 30\) Torr differ insignificantly from these, \(\dot{I}, \dot{R}_e\), perfect gas, i.e. \(\dot{I}, \dot{R}_e\).

CONCLUSIONS

1. Two important qualitative effects of relaxation on pseudosteady Mach reflexion have been demonstrated for the first time in argon at \(H_s = 11.8\) and 15 and in nitrogen at \(H_s = 15\):

   a) The double Mach reflexion expected from equilibrium calculations\(^1\) does not occur in argon, but it does occur in nitrogen. This is explained in terms of the relaxation lengths after the incident and reflected shock.

   b) The reflected shock shows a distinct bend at the end of the relaxation zone in argon and a convex curvature in nitrogen flows. The self-similarity of the overall shock configuration is lost because of relaxation, though the triple point trajectory follows a straight line.

2. A significant quantitative effect due to relaxation is the reduction of the shock angle at transition in the case of argon. As might have been expected, this reduction increases with relaxation length. It does not occur in nitrogen at the conditions tested, because the relaxation length after the reflected shock is too small to be resolvable.

3. The nitrogen laser pumped dye laser has been made into a high quality light source for very short exposure Mach-Zehnder interferometry by incorporating in it a fibre optic to expand the beam and to destroy transverse spatial coherence. This allows the image quality to be considerably improved over image converter photography. The latter led to serious misinterpretation which was easily detected in the better quality "one per shot" interferograms.
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EXPERIMENTS ON THE GROWTH OF THE MACH STEM FOR SHOCK REFLECTIONS IN A SHOCK TUBE

A. Lozzi

Department of Mechanical Engineering
The University of Sydney, Sydney N.S.W. 2006, Australia

The growth of the Mach stem is examined for shock reflections generated by two types of experimental configurations in a shock tube. It is found that at the onset of Mach reflection the Mach stem grows very rapidly and from the vicinity of the 'extreme angle condition'. On the other hand for reflections free of solid boundaries, between symmetric shock waves near the centre of the shock tube, the onset of Mach reflection takes place smoothly and close to the 'normal Mach stem' condition. This last experimental configuration gives results which are in agreement with data obtained from wind tunnel experiments, but on the basis presented here comparisons cannot be readily made with wind tunnel results. For reflections free of solid boundaries in a shock tube no Mach stem is detected until $\chi$, the extended angle of the Mach stem to the origin of the reflection, becomes $0.5^\circ$ or larger. A difference in wave angle of this magnitude appears to be the absolute limit of resolution of our wave angle measurements technique. A model is suggested here for the physical conditions which may govern the growth of the Mach stem in shock tube reflections. Viewing the reflection in side elevation, it is proposed that the gas initially contained in the volume swept by the Mach stem is relocated in the new volume bounded by the slip line, the Mach stem and by the solid boundary. The ratio of these two volumes is then to be in the same ratio as the density jump across the Mach stem. It is then this density jump which controls the required Mach stem height. This model is reasonably successful in predicting the Mach stem height.

INTRODUCTION

There are two principal types of reflections which take place when a plane shock wave meets a solid boundary: these are of course the regular (RR) and the Mach reflection (MR). The understanding of the flow parameters which determine the transition between these two reflections was substantially established by von Neumann (ref. 4). Theoretically the condition for transition can be one of three possibilities, and it has been left to experimental evidence to establish which of these actually apply. Unfortunately the available data has not been unequivocal in favour of a single criterion. The three criteria described in terms of the incident wave angle $\omega_0$ are: (1) the normal Mach stem
Growth of the Mach Stem

In the work published by Henderson and Lozzi (ref. 2) essentially it was reported that of the four different experimental configurations investigated, in only one did the transition occur near the then normally accepted criterion of the extreme wave angle: $\omega_m$. The other three configurations all indicated $\omega_h$ as the most likely transition point, and perhaps significantly by a closer margin than did the one exception. Of the four configuration referred to above, two produced stationary flow conditions in a wind tunnel, and two pseudo-stationary conditions in a shock tube. The configuration which gave the anomalous result was that of the plane compression corner type as used in shock tubes, and as it is probably the one which is most commonly studied its special properties are therefore very important.

It is the purpose of this paper to examine the growth of the Mach stem at a plane compression corner in a shock tube, to compare it to the growth in the other configuration in a shock tube and to suggest a mechanism which may govern its development.

EXPERIMENTS

There is a considerable amount of evidence to indicate that in shock tube experiments the flow behind the Mach stem may be trapped or contained by the slip line, the Mach stem and the wall. Interferograms (such as Figure 14a of Law and Glass’s paper ref. 1) clearly indicate that the Mach stem flow has very little space between the vortex sheet and the wall to propagate into its surrounds. Although the diffusion rate across the vortex sheet must be high, the time available is correspondingly short, and it will be assumed here that the effects of this diffusion are negligible. White (ref. 6) states that, for sufficiently strong waves, the slipstream will curl under itself at the boundary, and from there it will join the reflected wave with a new wave.

On Figure A1 of Weynants’ report (ref. 5), we can see that this trend becomes more pronounced as the incident shock Mach number is increased. The new shock now moves away from the wall and up the slip line. The slip line itself becomes a spiral, and an abnormally high pressure in the Mach stem flow is evident from the forward bulge of the Mach stem itself.

In search for a mechanism which may explain the apparently spurious growth of the Mach stem (or persistence of regular reflection), the above observations suggested the model detailed on Figure 1, in which the slip line and the shock...
The Mach stem waves are assumed to be adequately represented by straight lines. The Mach stem flow is trapped where the vortex sheet is joined at the wall by the additional shock wave (or compression waves). The wave is produced where a supersonic flow above the slip line is caused by the wall to rotate to a direction parallel to it. The gas originally contained in triangle TOM is now contained in TCD. The Mach stem is assumed to have a constant pressure ratio equal to that expected at the triple point. From these geometric and mass continuity considerations, the relationship between the angle $\chi$ and the density ratio across the Mach stem is given by:

$$\tan \chi = \frac{(\eta - 1) - (\gamma^2 - 2\eta + 1 - \gamma\eta)\sqrt{\gamma}}{2\eta}$$

where:
- $\eta = \rho_s/\rho_o$ the density ratio across the Mach stem
- $\tau = \tan \delta_m$ the tan of the deflection at the triple point
- $\gamma = 1.402$ ratio of specific heats)

For given conditions at the triple point, $\chi$ may therefore be calculated. Law and Glass (ref. 1) assumed that:

$$\chi = 90^\circ - \omega_m$$

where $\omega_m$ is the wave angle of the Mach stem at the triple point. Law and Glass pointed out that this assumption is equivalent to the Mach stem's being perpendicular to the boundary at the triple point, but that is does not require the stem to be straight between there and the boundary. They showed that for wedge angles ($\Omega$) close to the transition, the above equation gave a good approximation to the actual value of $\chi$. Within $5\%$ for $\chi \sim 4^\circ$, for more developed Mach reflection, $\chi \sim 11^\circ$, the error grows to approximately $10\%$. It is of interest to note that, if the Mach stem is straight, the size of $\chi$ will be larger than if it is of the normally assumed shape.

Figures 2 and 3 show the development of the incident wave angle $\omega_0$ at a plane compression corner (shown on Figure 1 here and Figure 1d of ref. 2) in a shock tube, near the transition condition $\rho_s = \rho_r$. These experiments were carried out at an incident Mach number of 4.0 in air and are the same experiments as those shown in Figure 6 of Henderson and Lozzi's paper (ref. 2). As shown in Figure 1, the wave angle $\omega_0$ is given by:

$$\omega_0 = 90^\circ - (\theta - \chi)$$

**Figure 2.** Experimental value of $\omega_0$ plotted against $\omega_0$ set showing the development of the triple point angle $\chi$. Triple point Mach No. of 4.0, at a plane compression corner.
the wedge angle $\theta$ may be set very accurately for each experiment and $\omega_0$ is the wave angle which may be measured most precisely on the negatives. Therefore, in a plot of $\omega_0$ against $(90 - \theta)$, any deviation from equality will be due to development of $\chi$ (the triple point trajectory angle). Figure 2 shows all the experimental data, while 3 gives the average $\omega_0$ for those with common $\theta$. This last figure gives a convincing demonstration of the almost instantaneous growth of $\chi$, at an incident wave angle well past the normal shock criterion $\omega_N$, but also past the extreme angle $\omega_0$ condition as well.

Working from data shown in ref. 1, Figure 10, the present author interpolated into Smith’s results (ref. 3), to determine values for a constant incident Mach number of 4.0. These are shown on Figure 3, together with magnitude of $\chi$ calculated using the present author’s model. Smith’s results fall closer to the theory than the present author’s results, but the difference may be insignificant, considering the difficulties of working with Figure 10 of ref. 1.

Figure 4 shows the growth of $\omega_0$ for a constant incident Mach number of 3.0, again a rapid growth of $\chi$ is observed. Figure 5 shows the development of the Triple point angle $\chi$ as the incident wave angle $\omega_0$ is increased, for the configuration shown of Figure 1d of ref. 2. In that experimental configuration the reflection takes place between symmetrically disposed shock waves, in the

Figure 3. Experimental value of $\omega_0$, as for Figure 2 except:
- Average value of $\omega_0$ from Figure 2, for experiment repeated with the same initial condition.
- Data derived from Law and Glass (ref. 4).
- Value of $\chi$ calculated with equation 1.
- Estimated curve of best fit.
- Plot for regular reflection.
Figure 5. Experimental values of $\omega_0$ plotted a constant Triple point Mach number of 3.0, between two similar shock waves free of any solid boundary in a shock tube. For symbols see captions of Figure 3.

Centre of the shock tube, free of any solid boundary. This was the only other configuration which readily allows $\chi$ to be measured, and is presented here to highlight the singular nature of the transition between regular and Mach reflection at a plane compression corner. Figure 5 shows a finite and constant growth of $\chi$ with $\omega_0$ beginning within 0.5° from the normal Mach stem condition: $\omega_m$. Figure 4 on the other hand shows the very fast growth of $\chi$ with $\omega_0$ at transition, 1.8° from the extreme deflection condition: $\omega_e$. Figure 6 gives the results of L.G. Smith, together with the value of $\chi$, calculated by the present authors for an incident Mach number of 5.0.

Figure 6. Experimental values of $\omega_0$ for a constant Triple point Mach no. of 5.0: For symbols see caption of figure 3.

Conclusions

For shock wave reflections at a plane compression corner, it appears reasonable to conclude that the rapid growth of the Mach stem and the related persistence of regular reflections are valid. These features are not normally observed in other types of experimental configurations. In particular, from the experimental data presented here, for shock reflections free of solid boundaries in a shock tube, transition occurred smoothly at the normal Mach stem condition with no significant persistence of regular reflection.

[312]
Growth of the Mach Stem

The model suggested here to describe the development of the Mach stem appears useful particularly away from the transition conditions, and in all cases indicated an onset of Mach reflection near the \( \omega_1 \) condition and not the \( \omega_2 \) one. The almost instantaneous growth of the Mach stem at transition for a plane compression corner belies the smooth transition predicted by any of the transition theories, and implies that some kind of suppressing mechanism is at work.
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The transition between regular and Mach reflection were investigated by both experiments and theory. We indicate that the transition process is much affected by the wall curvature. In the case of the transition from regular to Mach reflection, we construct the theoretical treatment concerning to the critical angle defined by the incident angle at the onset of Mach reflection applying Ray shock theory. We see that this theory well predicts the experimental results. However, in a case of the transition from Mach to regular reflection, we see that this theory cannot predict the transition between them. In a concaved curved wall boundary case, we consider the length of Mach-stem and construct its theory, and we see that this theory well predicts the experimental results. Using this theory, we estimate the transition from Mach to regular reflection. We see that this theory well estimate the experimental results besides a weak shock strength case.

INTRODUCTION

As is well known when a travelling normal shock strikes a solid boundary it reflects in one of two configurations, regular R.R, or Mach reflection, M.R. If a shock interacts with a convexed or concaved wall boundary, the transition between R.R and M.R occurs as a transmitted shock propagating towards downstream (ref.1 - 3). These transition processes were investigated, usually, by Two shock theory (ref.4), or Three shock theory (ref.5). Henderson (ref.6) investigated in cases of curved wall, he concluded that this process was obeyed by Three shock theory.

We investigated the transition process between R.R and M.R at a convexed or a concaved curved wall boundary using an usual pressure driven shock tube with 50mm x 70mm rectangular duct. We also constructed a theoretical treatment for the transition from R.R to M.R by applying Ray shock theory developed by Whitham (ref.7). We see that this theory well predicts the transition from R.R to M.R, but it cannot estimate the critical angle defined by the onset of regular reflection in a case of concaved curved wall boundary. We construct the theoretical treatment concerning a length of Mach-stem in this case, and this theory well predicts the experimental results besides a small incident angle. Moreover we modify this theory and we estimate the critical angle in the case of a concaved wall boundary. We see that this theory comparatively well predicts the experimental results except a weak shock strength.
Theoretical Treatment

We first show a theoretical treatment for the transition from R.R to M.R. From its geometry, we get following relations:

\[ L = N_0 a_0 dt \]
\[ S = M_1 a_0 dt \]
\[ L' = S \sin(\Theta_{crit}) \]

(1)

where \( a_0 \) is a sonic velocity at undisturbed region ahead of a transmitted shock, and \( dt \) is an infinitesimal time, and \( N_0 \) and \( M_1 \) are Mach number of an incident and a Mach stem, respectively.

If \( L' \) becomes to be greater than \( L \), we recognize the onset of Mach reflection, so that we define the critical angle which is the incident angle at the onset of Mach reflection, as following:

\[ L' = L + \Theta_{crit} \]

(2)

where \( \Theta_{crit} = \pi/2 - \alpha_{crit} \). As taking \( dt \to 0 \), \( M_1 \) is well estimated by Ray shock theory with applying as a wedge wall boundary case. The relation between the wall angle \( \Theta_w \) and the strength of Mach stem is given as following:

\[ \Theta_w = M_1 \left\{ \frac{1}{N_0} \left( \frac{N_0^2 - 1}{(N_0^2 - 1)(K(N))^{1/2}} \right) \right\} \]

(3)

where \( K(N) \) is called as Chester's function and it takes 0.5 \( (N + 1) \) and 0.3941 \( (N + \infty) \). If we suppose that \( K(N) \) is constant and equals to \( n \), the integration of eq.(3) is very easy to next equation;

\[ \frac{M_1}{N_0} = \frac{1}{2N_0} \left\{ \left( 1 + N_0 \exp\left( \frac{N_0^2 - 1}{2N_0} \Theta_w \right) \right) + \left( 1 + N_0 \exp\left( \frac{N_0^2 - 1}{2N_0} \Theta_w \right) \right)^{-1} \right\} \]

(4)

First, supposing \( n = n_0 \), then we calculate \( N_1 \) using eq.(4) and \( n_{mean} = (N_0 + N_1)/2 \) and \( n = K(n_{mean}) \). We repeat these procedures until \( n \) coincides with \( n_0 \), iteratively, to get a solution.

In the extreme case of \( N_0 = 1 \), eq.(4) becomes to next equation:

\[ \frac{M_1}{N_0} = \cosh\left( \frac{1}{2} \Theta_w \right) \]

(5)

Developing eq.(5) by \( \Theta_w \), we get a equation for weak shock case as following;

\[ \frac{M_1}{N_0} = 1 + \frac{1}{2} \Theta_w^2 \]

(6)

In the extreme case of \( N_0 = \infty \), we get next equation;

\[ \frac{M_1}{N_0} = \exp\left( \frac{N_0}{2} \Theta_w \right) \]

(7)

Combining eq.(4) with eq.(2), we get next equation;

\[ \frac{1}{2N_0} \left\{ \left( 1 + N_0 \exp\left( \frac{N_0^2 - 1}{2N_0} \Theta_w \right) \right) + \left( 1 + N_0 \exp\left( \frac{N_0^2 - 1}{2N_0} \Theta_w \right) \right)^{-1} \right\} \sin \Theta_w = \tan \Theta_w \]

(8)

Supposing a suitable value of \( \Theta_w \), then using eq.(4), we obtain \( N_1 \). We put this value into eq.(8) in order to get the critical angle of \( \Theta_{crit} \) after a few of iterations.
Ito and Iwaya

The results obtained by eq. (8) are shown in Fig. 2. In this figure, the intersection of a straight line with a slope of unity and each of curved line indicates the theoretical critical angle.

In the case of concaved curved wall boundary, we construct the theoretical treatment for a length of Mach stem using a model as seen in Fig. 3. We suppose that the Mach stem is straight and normal to the tangent of curved wall, then the strength of Mach stem is uniformly at any point on it. In this figure, \( \theta_0 \) is an initial angle of concaved curved wall boundary, and \( \lambda \) is a nondimensional length of Mach stem. From its geometry, we get following equations:

\[
A = \lambda \\
A_0 = \cos \theta_0 - (1 - \lambda) \cos (\theta_0 + \phi) \\
1 - (\lambda + d\lambda) \sin (\theta_0 + \phi + d\phi) = (1 - \lambda) \sin (\theta_0 + \phi) = L
\]

(9) (10)

where \( A \) is a ray tube of area and \( A_0 \) is the undisturbed ray tube of area, and \( L = M_0 \\frac{\partial \alpha}{\partial t} \), and \( \frac{\partial \alpha}{\partial t} \) is a shock position at any time \( \frac{\partial t}{\partial t} \) and it equals to \( \alpha \cdot \frac{\partial t}{\partial t} \).

If we suppose that \( d\lambda \ll \lambda \) and \( d\phi \ll 1 \), we get next relation:

\[
\frac{d\lambda}{d\phi} = \frac{1 - \lambda \tan (\theta_0 + \phi)}{\sin (\theta_0 + \phi)} \left( \frac{d\alpha}{d\phi} \right).
\]

(11)

Following Bryson & Gross, \( \frac{d\alpha}{d\phi} \) is obtained as following:

\[
\frac{d\alpha}{d\phi} = (1 - \lambda \tan \frac{1}{N}).
\]

(12)

Finally, combining eq. (12) with eq. (11), we get next equation:

\[
\frac{d\lambda}{d\phi} = \frac{1 - \lambda}{\tan (\theta_0 + \phi)} - \frac{1 - \lambda \tan \frac{1}{N}}{\sin (\theta_0 + \phi)} \left( \frac{M_0}{N} \right).
\]

(13)

In an extreme case of \( M_0 \ll \alpha \), we get a next relationship between \( A \) and \( N \):

\[
\frac{A}{A_0} = \left( \frac{M_0}{N} \right)^{\nu}
\]

(14)

where \( \nu = 2/K(\alpha) = 5.0743 \).

From eq. (8), (13) and (14), we obtain a relationship between \( \lambda \) and \( \phi \).

\[
\frac{d\lambda}{d\phi} = \frac{1 - \lambda}{\tan (\theta_0 + \phi)} - \frac{1 - \lambda \tan \frac{1}{N}}{\sin (\theta_0 + \phi)} \left( \frac{M_0}{N} \right)
\]

(15)

Eq. (15) cannot to be solved analytically but numerically with a suitable initial value. The numerical result in a case of \( M_0 \) of infinity and \( \theta_0 \) of 0° is shown in Fig. 4. The initial value of \( \lambda \) is given by the distance between the straight line with a slope of \( \tan m \) and a concaved curved wall at \( \phi \) of 0.5°. The term of \( m \) indicates a characteristic angle given by next equation:

\[
\tan m = \left( \frac{\left( \frac{M_0^2 - 1}{2} \right) K(N)}{2N} \right)^{1/2}
\]

(16)

The critical angle which is defined by the incident angle at the onset of regular reflection is obtained as the incident angle at which the length of Mach stem equals to 0.

RESULTS AND DISCUSSION

Typical Schlieren records are shown in Fig. 5. We see that in a case of concaved curved wall boundary, Mach stem is much curved by the effects of disturbances occurred at a rear part of Mach stem. However, we recognize that a
Regular and Mach Reflection

Fig. 1. Shock wave system in the vicinity of a transition point (O). \(\chi\) indicates a shock-shock angle. IS and RS are an incident shock and a reflected shock, respectively. MS is Mach stem and TS is a transmitted shock. T is the tangent at point O on curved wall.

Fig. 2. Numerical results obtained by eq. (8). The intersection of a straight line with a slope of unity and each of curved line indicates the critical angle. M.R. and R.R correspond to the region of Mach reflection and of regular reflection, respectively.

Fig. 3. Theoretical model for the length of Mach stem in a case of concaved curved wall boundary. \(\lambda\) is a nondimensional length of Mach stem, \(\Theta_0\) is an initial angle of concaved curved wall. \(A\) is a ray tube of area.

Fig. 4. Theoretical result for the length of Mach stem in a case of \(No\) of infinity and \(\Theta_0\) of \(0^\circ\).
(a) In a case of convexed curved wall.

\[ r = 25.53 \text{ mm} \]
\[ T = 38.66 \text{ usec} \]
\[ \rho = 46.29 \text{ Usec} \]

(b) In a case of concaved curved wall \( \Theta_0 \) of 0°.

\[ T = 10.31 \text{ usec} \]
\[ T = 21.43 \text{ usec} \]
\[ T = 28.85 \text{ usec} \]

(c) In a case of concaved curved wall \( \Theta_0 \) of 10°.

\[ T = 10.10 \text{ usec} \]
\[ T = 18.93 \text{ usec} \]
\[ T = 26.61 \text{ usec} \]

(d) In a case of concaved curved wall \( \Theta_0 \) of 20°.

\[ T = 7.85 \text{ usec} \]
\[ T = 24.43 \text{ usec} \]
\[ T = 50.01 \text{ usec} \]

Fig. 5 Typical Schlieren records in each case of curved wall boundary and of a initial angle. \( \tau \) indicates the time after striking a normal shock with a tip of curved wall boundary.
Reflection

Mach stem is almost straight and normal to a tangent of concaved curved wall. We also see that a reflected shock is very weak at \( \Theta_0 \) of 0°, and it becomes to be stronger as \( \Theta_0 \) increases.

The critical angle of the transition from regular to Mach reflection against the pressure ratio ahead to rear of the incident shock, \( \xi \), are shown in Fig.6. In this figure, Heilig's and Henderson's results are also seen for comparison. We see that the theoretical treatment of \( \Theta \) given by eq.(8) well predict the experimental results.

The locus of triple point which is the intersection of a reflected and a transmitted shock and Mach stem are shown in Fig.7. The solid line started from \( \Theta_0 \) corresponds with a theoretical locus obtained by a method of characteristic (ref.2) with an initial value of \( \Theta_0 \) which is a critical angle obtained by eq.(8). Another solid line is a same theoretical locus of triple point started from a critical angle obtained by Two shock theory. We see that the locus of triple point are well estimated by the method of characteristic with a critical angle obtained by eq.(8) as an initial value. In a case of \( Mo \) of 1.8, the locus of triple point at both concaved and convexed curved wall boundaries are shown in Fig.8. In this figure, a solid line indicates the theoretical locus obtained by the method of characteristic, and a chain dotted line indicates a straight line with a slope of \( \tan(m) \) given by eq.(16). We see that in the neighbourhood of a tip of a concaved curved wall, this straight line well predicts the experimental result.

The Schlieren records obtained at the same incident angle in both cases of convexed and concaved curved wall boundaries are shown in Fig.9. We see that there are such difference between them. This may be caused by the effects of disturbancies occured at the region rear of Mach stem.

Figure 10 shows the locus of triple point obtained at a concaved curved wall boundary at each case of \( \Theta_0 \). Each of straight line indicates the locus of shock-shock at wall angle of \( \Theta_0 \) and \( \Theta_0 \). This shock-shock angle is given by next equation;

\[
\tan \chi = \frac{A_1}{A_0} \left( \frac{1 - (\frac{No}{N_0})^2}{1 - (\frac{A_1}{A_0})^2} \right)^{1/2}
\]

where \( \chi \) is shock-shock angle. As seen in Fig.10, in the neighbourhood of a tip of the curved wall, this shock-shock angle well predicts the locus of triple point.

By considering above results, we use a distance between a straight line with a slope of \( \tan(\chi + \Theta_0) \) or \( \tan(m) \) and a curved wall at initial value of \( \Theta_0 \) as an initial length of Mach stem, in each case of any \( \Theta_0 \) and \( \Theta_0 \) of 0°, respectively. Figure 11 shows the results of length of Mach stem at \( \Theta_0 \) of 0°. We see that the theoretical value indicated by solid line well predicts the experimental result in each case of \( Mo \) besides a large value of \( \Theta_0 \). It seems that, at a large value of \( \Theta_0 \), an effect of disturbance is so remarkable that the discrepancy between them is appeared. This discrepancy between them may be increased as \( \Theta_0 \) increases (see Fig.12). These discrepancies may be caused by a lacking of the effects of the disturbancies and a reflected shock in estimating of \( N \).

We modify the theory of the length of Mach stem by using \( A - N \) relation proposed by Milton (ref.8). This is given by following equation:

\[
\frac{dA}{A} = \left( \frac{-2N}{(N^2 - 1)K(N)} \right) + \frac{-N}{N} n
\]

\[
n = 0.548(1 - \frac{No}{N_0})^2 + \frac{1}{2} \ln(\frac{A_0}{A})
\]

[319]
Fig. 6 Critical angle for each of incident shock strength. \( \xi \) indicates the pressure ratio ahead to rear of the incident shock. \( \xi \) are after Heilig and \( \Delta \) are after Henderson. Eq. (8) indicates the theoretical critical angle obtained by eq. (8). \( \alpha_{\text{two}} \) and \( \alpha_{\text{three}} \) indicate the theoretical critical angle obtained by Two shock and Three shock theory, respectively.

Fig. 7 The locus of triple shock point. \( \alpha_{\text{two}} \) indicates the theoretical critical angle obtained by eq. (8), and \( \alpha_{\text{two}} \) is the theoretical critical angle obtained by Two shock theory. \( \Delta \) are after Heilig. The solid lines indicate the theoretical locus of triple point obtained by a method of characteristic.

Fig. 8 The locus of triple point at both convexed and concaved curved wall boundaries. A solid line indicates the theoretical locus obtained by a method of characteristic. A chain dotted line is a straight line with a slope of \( \tan(\xi) \).

Fig. 9 Schlieren records obtained at same incident angle in both cases of convexed and concaved curved wall boundaries.
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Fig. 10 The locus of triple point at concaved curved wall boundary with any initial angle. The straight lines indicate the locus of shock-shock angle at $\alpha_0$.

Fig. 11 The length of Mach stem in the case of $\alpha_0$ of 0°. The solid lines are obtained by eq.(13) with eq.(4). $\lambda$ is a nondimensional length of Mach stem.

Fig. 12 The length of Mach stem in a case of concaved curved wall boundary with an initial angle. The solid lines indicate the theoretical value obtained by eq.(13) with eq.(4).
Fig. 13 The length of Mach stem in a case of concaved curved wall boundary with \( \theta_0 \) of 20°. Solid lines indicate the theoretical length obtained by eq.(13) with a modified A-M relation. Another lines are same as in the case of in Fig. 12.

Fig. 14 The theoretical locus of triple point in the case of concaved curved wall boundary. Solid lines indicate the theoretical locus of triple point.

Fig. 15 Critical angle for each of incident shock strength in the case of concaved curved wall boundary. Solid line is obtained by eq.(13) with a modified A-M relation. A chain dotted line is obtained by eq.(13) with eq.(4). \( \theta_0 \) and \( \theta_1 \) are the theoretical critical angle obtained by Two and Three shock theory, respectively.
Using a modified $A-M$ relation, we estimate the theoretical length of Mach stem. The results for $\theta_0$ of $50^\circ$ are shown in Fig.13. We see that at large value of $\phi$, the theoretical value used a modified $A-M$ relation indicated by solid line well predicts the experimental results, but at smaller of $\phi$, it is appeared a discrepancy between them. This may be caused by the manner of modifications. We used a strong shock case of modifications. However, as pointed out by Milton, using an exact solution for them is too complex to calculate in view of the accuracy of the results.

The locus of a triple point are shown in Fig.14. Each of solid line indicates the theoretical locus obtained by eq.(13) with a modified $A-M$ relation. We see that the experimental results are well agreement with theory in each case of $\theta_0$ and $\phi_0$.

Theoretical critical angle for the transition from M.R to R.R against the initial shock strength of $\xi$, are shown in Fig.15. In this figure, $\alpha_{Two}$ and $\alpha_{Three}$ indicate the theoretical critical angle obtained by Two and Three shock theory, respectively. The theoretical critical angle obtained by eq.(13) with a modified $A-M$ relation are comparatively well predicts the experimental results besides the weak shock strength (see solid line in this figure). However, a fully discussion concerning with the transition from M.R to R.R is one of the subject to be cleared.

**CONCLUSION**

Shock reflexion at convexed and concaved curved wall boundaries were investigated by both experiments and theory applying Ray shock theory. We conclude as following;

The theoretical treatment for the transition from R.R to M.R. well predicts the experimental results. However in a case of the transition from M.R to R.R, we see that this theory cannot predict the experimental results. In the case of convexed curved wall, the locus of triple point are well estimated by the method of characteristic with an initial angle obtained eq.(8). We, also construct the theoretical treatment for the length of Mach stem in the case of concaved curved wall boundary, and we see that this theory well predicts the experimental results besides a smaller of incident angle which equals to a larger of $\phi$. We, moreover, modify this theory considering the effects of disturbances occurred at the region rear of Mach stem and a reflected shock. We see this modified theory comparatively well predicts the experimental results in the case of smaller of incident angle.

The theoretical treatment for the transition from M.R to R.R are comparatively well predicts the experimental results besides the weak shock case. For a weak shock strength, a more suitable modifications for theory may be necessary.

**REFERENCE**

4. J. Von Neuman, Collected works, vol.6, Pergamon, 1963
The stability of a converging cylindrical shock wave to the disturbances produced by interference with a small circular aperture is investigated experimentally in an annular air to air shock tube. This interference is characterized by shock diffraction and Mach reflection processes which result in the appearance of a pair of expansion fans and secondary shock waves sweeping around the collapsing shock front. Measurements from spark-schlieren photographs indicate that the initial shock front perturbation, shock shape and angular variation are reasonably well predicated by simple theoretical models based on Whitham's ray-shock theory. It is noted that the disturbance is fairly well tolerated by the collapsing shock in the sense that the relative size of the perturbations tends to decrease somewhat at large shock radii. However, at smaller radii, an eventual instability is manifest by the appearance of Mach reflection, a rapid growth in the relative size of the shock front perturbations, and the presence of binary vortices behind the expanding shock which follows the implosion process. The experiment results are in good agreement with Butler's square root amplification law for cylindrical converging shock waves.

INTRODUCTION

Recent interest in black holes by astronomers promotes further studies of converging shock waves. A black hole may become a singularity which is created by the collapsing of gravitational waves which overcome the radiation force of an exhausted star. The hole has a volume which diminishes sufficiently rapidly that its density approaches infinitely large values. The existence of such phenomena in the universe can be detected by X-radiation and is suggested by the observation of gases swirling around like giant vortex-pairs surrounding regions of enormous gravitational forces. Such phenomena are similar to the collapsing of imploding shock waves in gasdynamics, especially with regard to the appearance of mathematical singularities, binary vortices and instability. The instability of a collapsing shock is known to be the source of later vortex generation.
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Cylindrical Converging Shock

In addition to black hole studies, several recent investigations have sought to take advantage of the high enthalpy gas which may be produced behind strong converging shock waves. These include controlled thermonuclear fusion, the production of diamonds from graphite, a cylindrical analog of the Hartmann-Sprenger tube, and detonation coating of materials. For cylindrical converging waves, significant shock amplification occurs only at relatively small radii, hence the maintenance of shock front symmetry is one factor which controls the ultimate gas states which may be achieved. Since the inherent instability of converging cylindrical shock is well established, it is worthwhile to determine which type of disturbance is best tolerated by such shock.

The present study investigates the stability of a converging cylindrical shock which is perturbed by bleed effects resulting from its passage over a small circular aperture. The net effect of this interference is a local attenuation of the shock owing to a loss of mass, momentum and energy through the opening. Within the aperture, this is initially manifest by shock diffraction and then Mach reflection which are somewhat similar to that observed in shock-slot interactions. The interaction between Mach reflection and the converging shock results in angular and circular perturbations which are measured to determine the converging shock stability.

EXPERIMENTAL APPARATUS

All tests were conducted in an annular air to air shock tube in which a cylindrical implosion chamber is formed by the circular end plates of a 10.2 cm inner tube and a 15.2 cm outer tube, as described previously in Reference 7. The test section is fitted with three successive conical contractions which turn and transform a plane annular incident shock into a cylindrical imploding wave. For schlieren viewing, the implosion chamber contains a mirrored inner wall and a plate glass window in the outer wall. The window exposes 6.9 cm diameter field of view, and the chamber wall spacing (h) is variable. For the tests, a single aperture of diameter (d) equal to 6.4 cm is drilled in the window at a distance 2.45 cm from the geometric center of chamber. A single-pulsed spark, controlled by a time delayed circuit, is employed to produce a single schlieren photograph for each firing of the shock tube. Pressure measurements are accomplished by replacing the window with an aluminum plate containing piezoelectric transducers.

RESULTS AND DISCUSSION

Spark schlieren photographs showing the shock-aperture bleed effect on a converging cylindrical shock wave are presented in Figure 1 for a test chamber spacing h = 2.5 cm and h/d = 0.39. According to pressure measurements, the reference shock Mach number is M₀ = 2.10 at R₀ = 2.45 cm. The edge of the aperture appears dark and irregular due to over-streaming of the window resulting from drilling. The photographs clearly show that the flow through the aperture causes expansion waves which accompany diffraction of the incident shock wave. Although the expansion-head wave is seen to remain perpendicular as it sweeps around the converging cylindrical shock front, the latter curiously appears to be largely unaffected until after it has traveled some distance away from the aperture. Then, a pair of secondary shocks and associated contact discontinuities suddenly appear as shown in photographs (b) to (e). In photograph (e), these are seen to stretch back to the aperture where they merge with the jet which is discharging through the aperture. Photographs (c) to (e) show that imploding shocks become quite distorted at small radii. This breakdown in shock front curvature which is shown in photograph (f) is known to be responsible for the formation of a pair of clockwise and counter-clockwise rotating vortices observed behind the reflected exploding cylindrical shock in photographs (g) to (d). It is noted that these binary vortices do not spread out with time but remain close to the centre of the cylindrical chamber.
Figure 1: Schlieren photographs showing band effects. $Re = 2.10$, $Ro = 2.45$, $M = 0.39$, $a$ scale: viewing diameter = 0.5cm.
Cylindrical Converging Shock

In general, the shock-aperture interaction is obviously complex, and a complete description should include the spreading of disturbances in the direction tangential to the collapsing shock front and normal to the walls. Analytically, however, these effects can be treated in an approximate manner. For \( h/d \ll 1 \), the transverse waves on the converging wave front experience repeated reflection between the chamber walls. Then, as the implosion process continues, these disturbances become more diffuse so that the shock strength may be regarded as essentially uniform across the chamber width. Therefore, if the converging shock is considered to be locally planar, the tangential propagation of disturbances can be treated by Whitham's theory. Within this two dimensional assumption, the disturbances carried by the characteristics (kinematic waves) can propagate outside the circular boundary representing the aperture. It is postulated that all characteristics on the boundary are tangent to the boundary. Clearly, the characteristics form a simple wave so that the Mach number and ray angle are constant on each. With this information, the shock shape and Mach number distribution can be determined by iteration. However, as the shock propagates away from the aperture, a transition from regular to Mach reflection occurs so that a triple point, or break, appears on the transmitted shock front. Then, the initial perturbation may be defined as \( \xi_0 = \lambda/M_0 \) where \( \lambda \) is the transition distance measured from the downstream edge of the aperture. For the experimentally observed conditions: \( M_0 = 2.10 \), \( R_0 = 2.45 \text{cm} \), \( d = 6.4 \text{mm} \) and \( h = 0.5 \text{m} \), the present theory gives \( \xi_0 = 0.198 \) calculated from \( \lambda = 0.55d \) and \( R_0 = R_0 - \lambda - d/2 \), but the measurement from a schlieren photograph yields \( \xi_0 = 0.164 \). Thus, despite the rather approximate nature of analyses, the experimental value tends to be rather close to the theoretical one.

\[ \text{Figure 2. Sample of wave diagrams for shock-aperture interaction.} \]

\( M_0 = 2.10 \), \( h = 2.5 \text{mm} \) & \( h/d = 0.39 \). __________, shock wave; __________, shock-shock; __________, kinematic wave.
Figure 3. Isometric view of perturbed shock shape. A, initial shock of $M_0 = 2.10$; B, diffracted shock; C, Mach stem; D, shock-shock; a-b, line between B and C; c-d, curved shock on the wall.
Another feature of the shock-aperture interaction can be described by the ray-shock theory\(^6\) in the following approximate fashion. This is accomplished by subdividing the aperture into 16 narrow slots and treating the flow as two-dimensional in each. The individual solutions may then be joined as a somewhat approximate estimate of the true shock shape. For example, the wave diagrams constructed for \(M_0 = 2.10\) and \(h/d = 0.39\) are shown in Figure 2. Here, for brevity, only the diagrams for the first, fifth, and eighth subdivisions are illustrated. Each is constructed for a unit chamber width and according to the techniques for plane shock-slot interactions\(^6\). Diffraction of the incident shock is described by a family of simple kinematic waves centered at the upstream edge of each slot. In the inner subdivisions, as in Fig. 2(a), a relatively large portion of the incident shock is affected, as compared with 2(c). It can be seen that at the downstream edge of each slot, the diffracted shock experiences Mach reflection, and the shock-shock trajectory is shown as a dashed line on the diagrams. Downstream of the aperture, the transmitted shock front is then repeatedly traversed by shock and expansion waves which experience multiple reflections from the walls. Consequently, the shock front perturbation varies in a cyclic fashion with decreasing amplitude.

The synthesized shock shape downstream of the aperture as obtained from the wave diagrams is shown in an isometric view in Fig. 3. It is observed that the shock surface consists of three main parts: an undisturbed region (A), a diffracted, curved portion (B), and a Mach stem portion (C). Line a-b separates the latter two portions and the dash-dotted lines represent a shock-shock surface (D). Line c-d on the lower chamber wall represents a distorted concave shock whose curvature increases with distance traveled. This is so because the shock-shocks in the outer segments of the aperture have already suffered multiple reflections from the chamber walls so that the transmitted shock front is relatively planar there. Thus, the greatest shock front curvature occurs in the inner regions, and Fig. 3 demonstrates that the bleed effect of the aperture on the converging shock can be illustrated by applying Whitham’s ray-shock theory.

![Figure 3. Propagation of curved shock. --- shock wave; --- --- ray; number, Mach number; scale: line a-c = 2.64mm.](image)
As shown in Figure 3, line c-d is a distorted concave shock. While propagating downstream, the shock curvature increases with distance as illustrated in Figure 4 which is marked with local Mach numbers as calculated based on Whitham's theory. It is known that through the shock focusing process, Mach reflection is eventually formed and a Mach stem is attached to the converging cylindrical shock. The experimental evidence can be clearly shown in the photographs of Figure 1.

By measuring the reference shock Mach number \( M_0 \) at radius \( R_0 \), the theoretical shock Mach number at radius \( R_s \) can be calculated from

\[
f(M_0) = f(M_s) \frac{R_s}{R_0}
\]

(1)

\[
f(M) = \exp \left( - \int_{1}^{M} \frac{\lambda(M)}{M^2 - 1} \, dM \right)
\]

(2)

Plotting theoretical and experimental shock Mach numbers versus \( R_s/R_0 \) where \( M_0 = 2.10 \) at \( R_0 = 2.45 \text{cm} \) as noted before yields very close agreement as shown in Figure 5, excepting those close to the imploding center.

Although it is difficult to completely describe the shock-aperture interaction by existing theory, another important feature may be treated by analytic methods using the Mach-number-area rule, following a method originally developed to describe the propagation of disturbances on imploding detonation waves. If \( \theta \) is the angle swept by the expansion heads on the converging shock as shown in Figure 5, \( \theta \) may be calculated for shock waves of moderate to strong strength by noting that the expansion head traverses the shock front at the local sound speed \( a_1 \). The shock Mach number \( M_0 \) at radius \( R_s \) is \( \frac{V_s}{a_0} \) where \( a_0 \) is the sound speed ahead of the collapsing shock. The swept angle \( \theta \) can then be derived from

\[
a_1 = R_s \frac{d\theta}{dt} = R_s \frac{dR_s}{dt} \frac{d\theta}{dR_s} = R_s \frac{M_0}{a_0} \frac{d\theta}{dR_s} \]

(3)

\[
d\theta = \frac{a_1}{a_0} \frac{1}{M_0} \, d(\ln R_s)
\]

(4)

Applying Equations (1) and (2) for Equation (4) and then integrating

\[
M_0 = \int \left( \frac{a_1}{a_0} \right) \frac{R_0/f(M_0)}{M_0} \left( \frac{\lambda(M)}{M^2 - 1} \right) dM
\]

(5)

\[
a_1/a_0 = \left[ \frac{27}{2 \gamma N^2 - (\gamma - 1) \left( \gamma - 1 \right) N^2 + 2} \right] / \left[ \frac{1}{\left( \gamma + 1 \right)^2 N^2} \right]
\]

(6)

\[
\lambda(M) = \left[ 1 + \frac{2 \left( 1 - \mu^2 \right)}{(\gamma + \mu)} \right] \left[ 1 + 2 \mu + N^2 \right]
\]

(7)

\[
\mu^2 = \frac{(\gamma - 1) N^2 + 2}{2 \gamma N^2 - (\gamma - 1)}
\]

(8)

Photographic measurements of the disturbed arc length \( (\theta R_s) \) are presented in Figure 5 which shows very reasonable agreement with Equation (5). It is noted that the stability of a converging cylindrical shock perturbed by a rod has large discrepancy between theoretical and experimental values of \( (\theta R_s) \). This is due to the fact that the rod-induced shocks do not traverse the converging shock front at the speed \( a_1 \) and they are not normal to the converging shock.
To indicate the converging shock stability, photographic measurements of the shock front perturbations (c) due to the aperture bleed-effect at different shock radii \(R_s\) are presented in Figure 6 for the same reference \(M_0\) and \(R_0\) and for \(h/d\) varying from 0.08 to 0.39. First, it is seen that at a constant \(R_s/R_0\), decreasing \(h/d\) leads to larger \(c/R_s\), owing to a different degree of initial disturbances. Secondly, for a fixed \(h/d\), in the early stages of the imploding process, \(c/R_0\) decreases as \(R_s/R_0\) decreases. This finding means that the converging shocks are stable at large shock radii. It is apparently due to the fact that the initial disturbances are dominated by expansion waves to enable the converging shock to stabilize somewhat as demonstrated by Figures 1(b) and 1(c) that the appearance of Mach reflection is delayed. Figure 6 shows that in this situation the shock perturbation is in proportion of \[(R_s/R_0)^{**} (0.6)\] where \(R_s/R_0\) can be transformed in time (t) by the same derivation as Equation (14). Then the converging shock waves follow a one-half-power decay law which becomes the same as a planar wave. Finally, however, as implosion proceeds, \(c\) is observed to increase at smaller shock radius and to rise steeply as \(R_s/R_0\) approaches zero, indicating that the collapsing shock eventually becomes unstable to the disturbances. For \(R_s/R_0\) approximately less than 0.5, the experimental results for \(h/d = 0.39\) can be expressed as
\[
\frac{c}{R_0} = 0.072 \left(\frac{R_s}{R_0}\right)^{**} (-0.6)
\]
Equation (9) gives that the shock radius has to be less than half that of the aperture, and the value (0.072) is only applied for \(h/d = 0.39\) but the power factor (-0.6) is the same for those \(h/d\) as employed.
Butler\textsuperscript{13} showed that for the converging cylindrical shock waves the perturbations $\varepsilon/R_s$ are a function of shock radius $R_s/R_0$

$$\varepsilon/R_s = (\text{experimental constant}) \times (R_s/R_0)^{-0.5987} \quad (10)$$

Comparing Eq. (9) to (10) yields that the experimental constant is 0.072 for $h/d = 0.39$, and the respective shock amplification rates are in good agreement. Since the motion of converging cylindrical shocks for $\gamma = 1.4$ can be written\textsuperscript{14}

$$R_s = \text{constant} \times (-t) \times (0.8352) \quad (11)$$

differentiating Equation (11) and satisfying the reference conditions yield

$$V_s = 0.8352 R_s/(-t) \quad (12)$$

$$(-t_0) = 0.8352 R_0/(a_0 M_0) \quad (13)$$

$$(R_s/R_0) = [a_0 M_0 (-t) / (0.8352 R_0)] \times (0.8352) \quad (14)$$

Combining Eqs. (10) and (14) and having $M_0 = 2.10$, $R_0 = 2.45\text{cm}$, $a_0 = 333.4\text{ m/s}$, and experimental constant = 0.072, one obtains

$$\varepsilon/R_s = 389 \times 10^{-6} \times (-t)^{(-1/2)} \quad (15)$$

Equation (15) demonstrates that Butler's one-half-power shock amplification law for converging cylindrical shock is true in the region close to the collapsing center for the present investigation.

Figure 6. Perturbation of the collapsing shock front.
CONCLUSIONS

It is concluded that simple theoretical models based on Whitham's ray-shock theory has been successfully employed to approximate some features of the interference of a converging cylindrical shock with a small, circular bleed-aperture. Diffraction of the incident wave within the aperture and tangential spreading of the accompanying expansion wave are found to be responsible for a relatively large initial shock front perturbation. Experiments have shown that the size of the perturbation with respect to the shock radius first decreases but then begins to rapidly increases at a radius about half that at which the disturbance is introduced. Thus, although instability is ultimately observed, it appears that this type of disturbance is more tolerable at large radius than that produced by solid obstructions such as a circular rod. In addition, for the present case, the perturbed arc lengths are observed to be in good agreement with those predicted by Whitham's theory since the disturbance tends to be more diffuse owing to its expansive character. At smaller radii, the measured perturbations are found to obey Butler's square root amplification law for cylindrical converging shock waves.
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ON THE DIFFRACTION OF WEAK BLAST WAVES
OVER CONCAVE CORNERS

L. F. HENDERSON and A. SIEGENTHALER
Department of Mechanical Engineering
The University of Sydney, N.S.W., 2006, Australia

Shock tube experiments were done with weak shocks $\xi > 0.433$
diffracting over single concave corners, the inverse shock
strengths were $\xi_4 = 0.905 \pm 0.003$, $\xi_1 = 0.83 \pm 0.01$, and $\xi_2 = 0.49$
$\pm 0.01$. It is shown that for weak shocks the corner signal
always catches up with a Mach reflexion MR so the MR is
always partly attenuated. The well known von Neumann three
shock theory fails for weak MR because it does not take the
attenuation into account. Experiment suggests that the
true transition condition between regular RR and Mach
reflexion MR is where the Mach stem is a normal shock.
This is consistent with what Henderson and Lozzi found for
strong diffraction.

INTRODUCTION

The classic theory of regular RR and Mach reflexion MR is due to von
Neumann (1943). He defined the incident shock to be weak or strong by means of
a polynomial equation of eighth degree - the variable was the Mach number
downstream of i. If $\xi_i = P_o/P_i$ is the inverse strength of i, where P is the
pressure and the subscripts o, i refer to conditions upstream and downstream of
i then for air the boundary between the weak and the strong types is at
$\xi_4 = 0.433$. Hence i is weak when $\xi_i > 0.433$ and strong when $\xi_i < 0.433$. Kawamura
and Saito (1956) gave essentially the same classification more conveniently in
terms of the polar diagram, figure 1.
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Figure 1. Nomenclature for diffracting blast waves.
i, incident shock; r, reflected shock; s, Mach shock; c.s., corner signal; cd, contact discontinuity; \(\omega_0\), angle of incidence; \(\omega_l\), measured angle of reflection; \(\omega_m\), wave angle of Mach shock; \(\delta_s\), streamline deflexion through Mach stock; \(\delta\), streamline deflexion; P, pressure.

It has been known since the pioneering experiments of Smith (1945) and the discussion by Bleakney and Taub (1949) that the von Neumann theory of weak MR is an apparent failure. This was a surprising result because the same theory was found to succeed brilliantly for strong MR, except occasionally near transition to RR, denoted here by RR \(\rightarrow\) MR, or when there were significant variations in the specific heats. For RR, the theory succeeded for both weak and strong i except for the conditions just mentioned. These conclusions were substantially confirmed by Kawamura and Saito and by Henderson and Lozzi (1975).

The data is usually presented as a plot of the measured angle of reflection \(\omega_l\) of the reflected shock r against the angle of incidence \(\omega_0\) of i, figure 1, with \(\xi_4\) held constant, but Henderson and Lozzi gave their data for constant free stream Mach number \(M_0\) upstream of i. One finds that for given \(\omega_0\) that \(\omega_l\) is sensitive to variations in \(\xi_4\) and the 1945 and 1956 data is open to the
criticism that no information was published on the variation of $\xi_4$ from its nominal values, namely $\xi_4 = 0.9, 0.8$ and $0.5$. Furthermore when the $\xi_4 = 0.8$ data of Smith is compared with that of Kawamura and Saito there is some discrepancy between them.

In this paper data is presented with a prescribed tolerance on the variation of $\xi_4$. Then the conditions for the corner signal to catch up with $i$ are examined and it is found that this occurs before transition to MR. It is also found that even the von Neumann theory of RR becomes increasingly inadequate as transition is approached. Some of the experimental data suggests that at transition the Mach stem $s$ is very nearly a normal shock, this is consistent with what Henderson and Lozzi found for a variety of strong shock transitions - but not for all. Finally although the von Neumann theory of weak MR has so far failed to agree with experiment, we demonstrate that in principle it can be reconstructed to agree with some of the data presented here. In all of this work there is no evidence of imperfect gas effects having any significant effect on the results.

EXPERIMENTS

The experiments were done in a conventional shock tube by diffracting weak plane shock waves in air over single concave corners, figure 1. Two methods were used to obtain $\xi_4$: firstly with a Kistler 603B transducer which measures $(P_1-P_0) \left[ 1 + \frac{P_1-P_0}{P_0} \right]^{-1}$, and secondly with three Atlantic Research Corp. LC71 transducers which were spaced a known distance along the tube. From then we obtained two measurements of the shock speed and by measuring the undisturbed gas temperature we could calculate the shock Mach number $M_s$ and hence two values of $\xi_4$. These were combined with the Kistler value to obtain a mean $\xi_4$. Typically the variations between the three values were less than $\pm 1\%$. The diffracting shocks were photographed with the aid of a Zeiss schlieren system with off-axis parabolic mirrors accurate to about 1/12 wavelength, and 20 cm aperture, the camera lenses were Haseblad. The wave angles were measured by enlarging the photographs by a factor of about 10 on a Nikon profile projector which could measure to about 1 min. of arc, but the resolution of our photographs seldom allowed this accuracy. In the RR range the experimental errors were estimated to be $\pm 0.2^\circ$ for both $\omega_b$ and $\omega_1$, while in the MR range we estimated $\pm 0.2$ for $\omega_b$, $\pm 1.5^\circ$ for $\omega_1$, and $\pm 2.0^\circ$ for $\omega_b$.

RESULTS AND DISCUSSION

Our data for $\xi_4 = 0.9, 0.8$, and $0.5$ are presented in figures 2, 3, and 4 respectively, and it will be seen that there are prescribed limits on the variation of $\xi_4$, these are a maximum of about $\pm 2\%$ from the nominal value. In the RR range all the figures show that the von Neumann perfect gas theory agrees very closely with the data provided that $\omega_b$ is not too close to the extreme angle $\omega_0 = \omega_0$, beyond which there are no real solutions for RR. For these circumstances it is concluded that the theory is correct and that there are no significant imperfect gas effects due to viscosity or variation of the specific heats. However as $\omega_0 - \omega_0$ some discrepancy does develop, especially for the $\xi_4 = 0.9$ data, but the range of $\omega_0$ for which the discrepancy is evident becomes smaller as $\xi_4$ approaches the strong shock boundary, thus compare figure 4 with 2. In all the figures the data displays the well known persistence of RR into the MR range, that is RR still exists for some $\omega_0 - \omega_b$. The measured angle $\omega_b$ for transition RR -> MR is denoted by $\omega_0 - \omega_0$. For $\omega_0 - \omega_0$ the von Neumann...

Henderson and Lozzi gave the variation in their data in terms of $\pm \omega_0$. 

[336]
theory of MR apparently either fails completely as for $r_1 = 0.9$ and 0.8, or is inaccurate as for $r_1 = 0.5$. Our $r_1 = 0.8$ data disagrees in some places with the earlier data, but we found best agreement with Kawamura and Saito. The Smith data disagrees significantly both with our data and that of Kawamura and Saito for $\omega_0 = 60^\circ$.

Figure 2. Comparison of experimental data with the von Neumann two-shock theory $2T$ for $r_1 = 0.905 \pm 0.050$. $\bigcirc$, RR data; $\triangle$, PRR data; $\Delta$, MR data; $-$, $2T$ theory; $\Theta$, $\omega_M$ point, i.e. $(\omega_M, \omega_M')$ point.

Figure 3. Comparison of experimental data with the von Neumann two-shock theory $2T$, for $r_1 = 0.83 \pm 0.01$. $\bigcirc$, RR data; $\triangle$, PRR data; $\Delta$, MR data; $\Theta$, theoretical point in the MR range, calculated from the measurements of $(\gamma, \xi_1, \omega_0, \beta_1)$, note that two of the points coincide; $X$, theoretical point in the PRR range calculated from the measurements of $(\gamma, \xi_1, \omega_0, \beta_1)$, with the assumption that $\beta_1 = \omega_1$. 
Henderson and Siegenthaler

Figure 4. Comparison of experimental data with the von Neumann two-shock 2T, and three-shock 3T theory, and with the modified M3T theory for $\xi_1 = 0.49 \pm 0.01$. The following symbols are the same as for the caption in Figure 3, $\circ$, $\triangleright$, $\triangle$, $\bigcirc$, $\bigtriangledown$.

Figure 5. Wave angle of the Mach shock $\beta_2$ versus angle of incidence $\omega_0$ for a weak diffracting blast wave, $\xi_1 = 0.49 \pm 0.01$. $\beta_2 = \omega_0 - \delta_2$; ---, linear regression line obtained from three shock theory; ----, linear regression line through experimental data. Estimated experimental error for $\beta_2$ is $\pm 3.2^\circ$.

With the help of the Nikon Projector we measured the so-called catch-up condition at which the corner signal first reached the foot of $\ell$. As far as we could determine this occurred close to the sonic point $\omega_0 = \omega_{0s}$ of the RR theory, that is where the Mach number of the flow downstream of $r$ is sonic $M_s = 1$. This means that catch-up takes place before transition $\omega_0 = \omega_t$, and it follows that weak Mach reflection is always compounded with the corner signal expansion wave. As a consequence both the reflected $r$, and Mach $s$ shocks are partly attenuated.

A STEP TOWARDS THE RECONSTRUCTION OF THE VON NEUMANN THEORY FOR WEAK MACH REFLECTION

Here we attempt to reconstruct the theory so that it will fit the data in the RR range. In our experiments it was always possible to measure $\xi_1$, $\omega_0$, and
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$\omega$ is sometimes for MR we could in addition measure for wave angle $\omega_0$ and the streamline deflexion angle $\delta$ of the Mach stem, figure 1. Actually it was more convenient to measure the equivalent set $\xi$, $\omega_0$, $\omega'_i$, $\beta_1$, and $\beta$, where $\beta_1$, $\beta$ are the angles between $r$ and the contact discontinuity $cd$, and between $s$ and $cd$. Any four of these quantities are sufficient to define a three shock confluence completely, given only that the shocks must satisfy the shock wave equations and the well known compatibility equations, namely

$$\begin{align*}
\delta_0 + \delta_1 &= \delta_s, \\
\xi_i &= \xi_r = \xi_s,
\end{align*}$$

where $\delta_0, \delta_1, \delta_s$ are the streamline deflexions across $i$, $r$ and $s$, respectively. We took a set of the four quantities $\xi_i$, $\omega_0$, $\omega'_i$, and $\beta_1$ whose numerical values we had measured and substituted them into the shock wave and compatibility equations and calculated a value of $\beta$, which could then be compared to the experimental value of $\beta$. The quantity $\beta$ was singled out for this purpose because the experimental error was larger for it than any of the other quantities. The equations are too lengthy to be given here, but the results for $\xi = 0.5$ are shown in figure 5. The linear regression line for the experimental data is,

$$\beta = 170 - 1.92\omega_0,$$

with a coefficient of determination of 0.93, while for the calculated values we obtained,

$$\beta = 181 - 2.18\omega_0,$$

with a coefficient also of 0.93. The maximum discrepancy between theory and experiment occurs at $\omega = 60^\circ$, and is about $3.5^\circ$ which is about our estimated error. It seems therefore that it is possible to construct a three shock confluence which satisfies the shock wave and compatibility equations for weak Mach reflexions. However the method used here is not yet sufficient to enable the solution to be obtained from a convenient set of assumptions. This will require further study to obtain a better understanding of the wave geometry.

It is interesting to notice that in figure 5, $\beta = 90^\circ$ as $\omega$ approaches the transition condition from the MR side, MR+MR. It is tempting to conclude that the Mach stem becomes normal to the flow at transition, and furthermore we find that when $\beta = 90^\circ$ then $\omega_0 = 42.0^\circ$ which is the corner signal catch-up point! Hence for $\xi = 0.6$ the normal shock point coincides with the sonic point $\omega_0 = 42.0^\circ$. It is tempting to conclude that this is the true transition condition, and if so it would mean that the Mach stem although of zero length would be normal to the flow, and in addition there would be sonic speed of the gas $H = 1$ downstream of the reflected shock. The normal shock condition would be consistent with what Henderson and Lost found for many, but not all strong shock transitions. However $\xi = 0.5$ is close to the strong shock limit $\xi = 0.433$ and this may be the dominant effect. Unfortunately the von Neumann theory provides no solution for MR when $\xi = 0.8$ or 0.9, and it is difficult to measure $\beta$ because the contact discontinuity is often faint or invisible. Therefore we have no evidence of the effect for these values of $\xi$. [339]
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CONCLUSIONS

(i) The discrepancy between the data of previous researchers appears to be due to variation in $E_i$.

(ii) The catch-up condition takes place near the sonic point of regular reflection, that is where the flow downstream of the reflected shock moves at the speed of sound. This means that catch-up always occurs before the onset of transition and therefore that weak Mach reflection is always partly attenuated by the corner signal.

(iii) It is possible to construct a three shock wave confluence for weak Mach reflection which satisfies the shock wave and compatibility equations and which agrees with the data presented here within the limits of experimental error.

(iv) If the regression line through the $S_B$ data for $E_i = 0.5$ is extrapolated to $S_B = 90^\circ$ then $\omega_0 = 42.0^\circ$ which is the catch-up condition (sonic) of the corner signal. Simultaneously the flow downstream of the reflected shock is sonic, and the Mach stem (if it exists) will be of zero length and normal to the flow. It is not known if this circumstance is valid for other values of $E_i$ in the weak shock range.
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The stability of plane shock waves, moving in ideal gases and having non-constant velocity, is studied using numerical methods. The shock waves are generated by: (a) moving a corrugated piston into the fluid, and (b) prescribing the boundary pressure pulse on the corrugated fluid surface. A small perturbation solution is obtained assuming that the amplitude of corrugations is small compared to their wavelength. Linearization of the two-dimensional flow equations about the one-dimensional, non-uniform wave solution yields a set of partial differential equations with variable coefficients. Using Fourier series expansion of the perturbations with respect to the lateral coordinate, the perturbation equations are reduced to a set of one-dimensional hyperbolic equations. Numerical integration by the method of characteristics is employed for both the perturbation equations and the basic one-dimensional equations. Results of calculations show that the shock front is stable for both the piston-driven and the pressure-driven shocks. For the case of an applied pressure, however, the fluid surface is found to be unstable, and its corrugations acquire a constant rate of growth, asymptotically.

INTRODUCTION

The inherent stability of plane shock waves forms the basis for shock tube operation. The actual bursting of a diaphragm is far from being simultaneous, and consequently the shock wave is initially non-planar. Due to the stability of the shock, however, deviations from planarity are smoothed out rapidly, and the shock front becomes planar after travelling a short distance.

Freeman was the first to analyze the stability of a plane shock wave, formed by moving a corrugated piston into an ideal gas. He obtained an analytic expression for the behavior of shock front perturbations, and showed that the perturbations decay asymptotically like $t^{-2}$. Richtmyer found a similar behavior for the transmitted and reflected shock waves generated when a plane incident shock wave crosses a corrugated interface between two ideal gases.

In the present work, we are interested in studying two effects which were not considered by previous investigators: (1) the effect of shock acceleration on its stability, and (2) the effect of various boundary conditions on the shock front behavior. Two types of boundary conditions are studied in this work: (a) a corrugated piston and (b) a pressure pulse applied at the fluid surface.
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The shock waves generated in this manner have non-uniform velocity; the acceleration or deceleration level of the shock may be controlled by the rate of change of the piston velocity or the boundary pressure.

EQUATIONS OF FLOW

The equations governing two-dimensional unsteady flow of an inviscid incompressible fluid are:

\[
\begin{align*}
\rho_u + (\rho u)_x + (\rho v)_y &= 0 \\
u_x + \rho u_x + \rho v_y + p_x/\rho &= 0 \\
u_y + \rho u_x + \rho v_y + p_y/\rho &= 0 \\
s_x + \rho u_x + \rho v_y &= 0 \\
p &= f(p, s)
\end{align*}
\]

Here \( t \) denotes the time, \((x,y)\) are Cartesian coordinates, \((u,v)\) are the velocity components in \((x,y)\)-directions, \( p, \rho \) and \( s \) are the pressure, density and specific entropy, respectively. The last relation is the equation of state of the fluid. The \( x \)-axis is assumed to be aligned with the basic one-dimensional flow.

Considering two-dimensional perturbations, we let any flow variable \( q \) be represented as:

\[ q(x,y,t) = q^1(x,t) + \tilde{q}(x,y,t) \]

Assuming that the perturbations are small, the flow equations are linearized, yielding a set of partial differential equations for \( \tilde{q} \). The variable coefficients in the linearized equations are functions of the one-dimensional flow, i.e., are functions of \((x,t)\) only. This allows the following Fourier expansion:

\[ \tilde{q}(x,y,t) = \tilde{q}_i(x,t) \cos(k_i y + \epsilon_i) \]

The Fourier coefficients \( \tilde{q}_i \) are governed by the following first-order, linear partial differential equations:

\[
\begin{align*}
\tilde{\rho}_i &= \tilde{u}_i^2 \tilde{\rho}_x + \tilde{u}_i \tilde{\rho}_x + \tilde{\rho}_x^2 \tilde{u}_x + \tilde{u}_i \tilde{\rho}_x - \rho^1 k^2 \tilde{\rho} = 0 \\
\tilde{u}_i &= \tilde{u}_i^2 \tilde{u}_x + \tilde{u}_i \tilde{u}_x + \tilde{\rho}_x / \rho^1 - \tilde{\rho}_x / (\rho^1)^2 \tilde{\rho} = 0 \\
\tilde{v}_i &= \tilde{u}_i^2 \tilde{v}_x + \tilde{v}_x / \rho^1 = 0 \\
\tilde{s}_x &= \tilde{u}_i \tilde{s}_x + \tilde{s}_x \tilde{u}_x = 0 \\
\tilde{p} &= f_p(\rho^1, \rho^1) \tilde{\rho} + f_s(\rho^1, \rho^1) \tilde{\rho}
\end{align*}
\]

The process of linearization and Fourier expansion is applied also to the boundary conditions on the fluid perturbed surface and the perturbed shock front, yielding the necessary boundary conditions for the \( \tilde{q} \) variables.

NUMERICAL SOLUTION

The two sets of equations for the \( q^1(x,t) \) and the \( \tilde{q}(x,t) \) variables are integrated numerically using the method of characteristics. The following features of the numerical solution are worth mentioning:

1. Continuous rezoning of the mesh. At every time-step the zone between the shock front and the fluid surface is divided into equally spaced net
Non Uniform Shock Waves

points, thus avoiding irregular mesh segments with small segments near the boundaries.

(2) Monitoring of the total energy conservation in the numerical solution, for both the one-dimensional and the perturbation flow. This helps to trace errors or inaccuracies due to inappropriate time-steps.

(3) Use of integration time-steps larger than those imposed by the Courant-Friedrichs-Lewy condition (Kot). This procedure requires additional interpolations, but reduces the total computing time considerably.

RESULTS AND DISCUSSION

Calculations were carried out for two types of boundary conditions on the fluid surface: (a) a piston moving into the fluid with a prescribed velocity time history and (b) a pressure pulse applied at the fluid surface. In each case the time variation of the prescribed function was given by an exponential decay or growth:

\[ F(t) = F_0(M) e^{-at} \]

where \( F \) is the piston velocity (for case (a)) or the pressure difference at the surface (for case (b)), \( M \) is the initial shock Mach number, and \( B \) is an acceleration or deceleration parameter.

For simplicity in presenting the results, non-dimensional quantities are used. As the unit of length we choose the perturbations wavelength \( 1/k \), and as a unit of time \( 1/c_0k \), \( c_0 \) being the speed of sound in the quiescent region ahead of the shock.

Before proceeding to summarize the results of calculations, a definition of shock stability is necessary. We have adopted Freeman's definition, namely: a shock of Mach number \( M_1 \) is defined to be less stable than a shock of Mach number \( M_2 \) if the amplitude of perturbations \( A_1 \) is greater than the amplitude \( A_2 \) after the shocks have traversed the same distance. (In this comparison the sinusoidal variation is disregarded).

The results of calculations are shown in Figs. 1-7 for a variety of initial Mach numbers \( M \) and acceleration parameters \( B \). Fig. 1 shows a piston-driven shock with \( B = 0 \), i.e., a uniform velocity piston. This is actually the case treated by Freeman. Detailed comparison between the present numerical solution and the analytical solution of Freeman (evaluated using a digital computer) showed agreement to at least four significant figures, thus validating the computer program developed in this work. (The differences between the numerical and analytical solution cannot be resolved on the scale of Fig. 1).

Effect of Deceleration

Before proceeding to the discussion of results, one basic conclusion regarding the relative stability of uniform shocks must be stressed, namely: for uniform shocks, stability decreases with Mach number (for \( M \) above a critical value of about 1.1). This behavior is depicted in Fig. 1.

The effect of deceleration on the shock stability is shown in Fig. 2 for moderate decelerations, and in Fig. 3 for strong decelerations. It can be concluded from these results that a decelerating shock wave is more stable than a uniform one. However, the enhanced stability of the decelerating shock could be explained also by the fact that after some deceleration, the shock becomes slower, and therefore more stable. To clarify this point, we refer to Fig. 4, where the amplitude of shock perturbation for three combinations of initial Mach number \( M \) and deceleration \( B \), is plotted vs. the local (instantaneous) Mach number, \( M' \). It is clear from this plot that the stability of the different shocks is determined mainly by the local conditions of the flow, and much less
Fig. 1. Amplitude of Shock Front Perturbation vs. Distance Uniform Piston Velocity.

Fig. 2. Amplitude of Shock Front Perturbation vs. Distance for $M = 4$ and Various Decelerations.
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1. Amplitude of Shock Front Perturbation vs. Distance, for $M = 1.5$ and Various Decelerations.

2. Rate of Decay of the Shock Front Perturbation as Function of Instantaneous Mach Number.
Fig. 5. Amplitude of Shock Front Perturbation vs. Distance for a Step Pressure Pulse Applied at the Surface.

Fig. 6. Amplitude of Shock Front Perturbation vs. Distance for an Applied Pressure Pulse with $M = 1.5$ and Various Decelerations.
by the initial conditions. Consequently, we may conclude that the effect of deceleration is itself small. It affects the shock stability indirectly by lowering its speed.

Effect of Boundary Condition

Figs. 5-7 give the results of calculations for the shock wave generated by applying a pressure pulse at the fluid surface.

Fig. 5 shows the amplitude of shock perturbation vs. distance for a step pulse ($\beta = 0$) and various initial Mach numbers. These results are the analog of the uniform velocity piston case shown in Fig. 1. It is observed that the shocks of Fig. 5 decay much faster. Since in an actual shock tube the boundary condition may be regarded as an intermediate state between the two cases considered here (prescribed velocity and prescribed pressure), it may be expected that the stability of the shock wave in a shock tube would be bounded by these two extremes.

Fig. 6 shows the effect of deceleration on stability for the applied pressure case. Considering the difference in scale between Fig. 5 and Fig. 6, it may be concluded that the deceleration adds little to the already very stable shock.

Fig. 7 gives the rate of growth of the fluid surface perturbation. The surface is unstable, and acquires a constant rate of growth, asymptotically. The instability of the surface is expected on the basis of the incompressible theory (Taylor instability) for impulsive acceleration (Richtmyer\(^2\)). However, the asymptotic values of the growth rate do not agree with Richtmyer's formula very well. A closer agreement is found with results of Kivity\(^4\) for the interface instability in a shock tube configuration.
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INTRODUCTION

The blast field emerging from a gun muzzle or from a rocket motor venturi grows three dimensionally, expanding not only in the outward direction of the main axis of the muzzle or nozzle because of the directed momentum but in a sphere-like manner about the point of emergence. Comparative studies have been made of certain weapons which showed that the expanding blast field can be quite different for each weapon and moreover in the case of tube launchers and recoilless guns can comprise a mixture of the impulsive flows from both the muzzle and venturi. (Fig. 1).

A detailed study of the way this blast wave develops around full scale weapons is difficult to accomplish, both from the hazard of live ammunition and the difficulty of separately controlling relevant parameters. In addition measurements of blast overpressure around existing guns and rockets to sufficient depth to predict confidently the overpressure for a new gun or rocket motor are expensive. Centre line measurements are not normally possible due to the hostile environment.
Despite the strength and propagation characteristics of blast waves from explosions being well documented and scaling laws established, when the energy source of the blast is the emerging propellant gas the resultant blast cannot be predicted with any confidence.

AIM

The establishment and validation of scaling laws for gun blast would be achieved more conveniently if instead of a weapon firing a projectile, a blast simulator could be used. Compressed gas being impulsively released from a tube or nozzle is an obvious possibility. Clearly, equivalent pressure magnitudes can be generated though in this work environmental and safety factors limited the maximum pressure to 30 bar, but a principal difficulty arises when endeavouring to provide a compressed gas which at ambient temperature has gas properties similar to propellant gas. One seeks a gas of specific heat ratio $\gamma = 1.24$ and speed of sound $a = 970$ m/s. In available gases at ambient temperature these properties cannot be obtained in the same gas e.g. helium $\gamma = 1.66$, $a = 965$ m/s, carbon dioxide $\gamma = 1.3$, $a = 256$ m/s. Some research has therefore been done using different gases and examining the effect on resulting blast strength and profile of specific heat ratio and speed of sound. The effect of conical nozzle angle was also examined although the parallel nozzle was of most interest.

EARLIER WORK

Simulation of a spherically growing blast wave (as from a point charge of explosive) has been superbly demonstrated by Glass using frangible glass spheres pressurised with gases such as helium, air and sulphur hexafluoride. Esparza and Baker subsequently used the same technique to measure static pressure distributions and showed that the characteristic blast profile obtained for compressed gas differed significantly from explosive. The simulation of weapon blast requires both cylindrical and spherical symmetry, indeed Nettleton using a circular shock tube to study the decay of an expanding shock wave at an abrupt area change computes the wall shock attenuation assuming cylindrical symmetry, a necessary stage in the study of diffraction of the blast around a muzzle or nozzle. Skews identifies the fluid disturbances resulting from a range of abrupt convex corners, but following Whitham only considers two dimensional area expansions.
BLAST GENERATOR AND FLOW FIELD SENSORS

Generator

Blast waves were produced in the laboratory by pressurising a small cylinder with gases up to a pressure of 28 bar and bursting a Mylar diaphragm (0.025 mm) with a manually operated spike. The gas was released through a nozzle into the atmosphere: for this study conical nozzles of constant throat diameter of 15 mm and semi-cone angle a ranging from 0 to 11° were used.

Flow field sensors

The study was divided into two types of measurement: the use of optical techniques for blast wave location, velocity and flow development, and the use of pressure transducers for blast overpressure and time of arrival.

The temporal growth of the blast wave emerging from the nozzles was recorded by single, dual and multiple-spark light-sources in a parallel focussed schlieren system comprising a pair of 2.44 m (8.0 ft) focal length 0.305 m (12 in) diameter concave mirrors in the conventional 'Z' layout. Triggering for the spark light sources was derived from a piezo-resistive transducer in the plenum chamber. The spark light sources were argon-stabilised and used with a vertical graded filter or knife edge as appropriate. A multiple-spark light source (Hartley Measurements) having a capacity of 10 sparks firing across a single gap (with a minimum time between sparks of 70 μs) was used to follow the diffracted blast wave through the parallel optical beam.

The transient rise in side-on pressure above atmospheric as the blast wave arrived at a given radial location was measured by an array of four one-eighth scaled models of the internationally known 'pancake' blast gauge (variously called AWRE B12, RARDE H3C and USBRL). These Meclec gauges represented the smallest size of 'pancake' gauge of similar profile to the RARDE H3C that could be made with available quartz discs yet generate sufficient output charge to measure pressure steps of about 0.1 psi. The pressure sensitivities that were obtained in a low pressure shock tube were typically 0.8 pC/psi. More promising for gun blast overpressures appears to be the H1 or 'hatchet' gauge developed by RARDE for explosive testing but used at RCS for measuring side-on pressures close to the muzzle of a 7.62 mm gun. The charge outputs of the transducers were processed by charge amplifiers (Meclec M142/Kistler 5001) and stored in a Physical Data 515A 6-channel digital transient recorder (10 bit word accuracy, 2 MHz maximum sampling rate).

BLAST FIELD DEVELOPMENT

The sudden release of energy can give rise to local step changes of pressure, density and temperature and this is evidenced by the propagation of blast and rarefaction waves. The strength and velocity of propagation are found to depend upon the rate of release of energy, explosive for example giving an almost instantaneous release, and propellant and compressed gases being progressively less efficient. Since we are using compressed gases to simulate the blast field from propellant gas, comparisons are made with gun blast fields where appropriate.
Specifically our simulation has to model the flow emerging from a gun or venturi tube, i.e. a flow field comprising axial symmetry close to the tube and having spherical symmetry at larger distances. Thus in the near-field conventional Hopkinson scaling has been to little effect. This paper reports only times of arrival, velocity and overpressure at various calibres distant from our simulator since a satisfactory method of scaling has not yet been found. The penultimate chapter discusses some approaches.

Fig. 3 showing the blast wave propagating from a parallel nozzle due to helium gas. The time between each spark is 70 μs.

In order that the blast wave growth around each nozzle could be followed for each blast a multiple spark light source was used (Fig. 3). Analysis shows that the forward-going blast velocity greatly exceeds those at 90° and rearward along the muzzle wall. Displacements measured from multiple spark photographs are compared in Fig. 4 with dual-spark and image-converter photographs at different times and for separate blasts. The same trends are shown and as expected the scatter is reduced when the multiple spark source or framing image converter camera is used.

Fig. 4 compares the use of 3 photographic techniques to measure blast trajectories for 3 gases from a parallel nozzle.

Differentiating the x-t curve of a blast wave is an inaccurate method for deducing its velocity. Far more applicable is to use a dual-spark light source. Fig. 5a was obtained by using two in-line individual spark sources, one focussed into the plane of the other, and a delay of approximately 5 μs between them. The actual time interval is monitored by a fast photo-diode which switches a 0.1 μs chronometer. Some blast wave velocity measurements made in this way are shown in Fig. 5b. These show both the significant increase in blast wave velocity on the centre line when helium gas is used, and then for these reservoir pressures, the velocity falls rapidly towards the ambient speed of sound in air (341 m/s) within a few calibres. Simultaneous measurements of
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Blast wave velocity can of course be made at any angle around the nozzle and this is an attractive aspect of the technique especially for nozzle-like flows since unlike centred static explosions the outflows have axially directed momentum.

Fig. 5a Dual spark photo of helium emerging from parallel nozzle.

Fig. 5b Blast wave velocities on centre line of parallel nozzle.

These directed flows are jet-like (Fig. 6a) and usually supersonic. Certain similarities with steady jet theory are discussed in the next section.

MACH DISC DEVELOPMENT

The characteristic structure of a highly under-expanded supersonic jet is a jet plume that contains one or more enclosed 3 dimensional shock wave cells. Above a certain pressure ratio the barrel shock terminates in a triple point Mach disc configuration (Fig. 6b), beyond which there is a region of subsonic flow bounded by a slipstream emanating from the triple point. In steady state flows the distance of this disc from the exit of the nozzle has been adequately correlated as $\frac{D}{L} \sim M_e \left( \frac{\gamma}{\gamma - 1} \right)^{\frac{\gamma - 1}{\gamma}}$ where $M_e$ is the exit flow Mach number, $\gamma$ and $p_e/p_o$ are the specific heat ratio of the nozzle gas and exit static pressure ratio respectively. Thus the Mach disc distance is strongly dependent upon nozzle pressure ratio, and if this is time-dependent then the characteristics of the supersonic plume will change accordingly.

Fig. 6a Single spark photo of air emerging from parallel jet.

Fig. 6b Idealised steady jet structure.
The sequence of spark schlieren photos in Fig. 7 confirms the temporal growth of the shock bottle from the RMCS simulator and shows that it has a quasi-steady structure. The exit plane of the nozzle was radially extended for these measurements so that the blast field expanded in half space and generated no other waves. It should be noted that though the blast wave continues to expand radially the distance of the Mach disc from the nozzle passes through a maximum value.

Fig. 7 The developing shock bottle from a parallel nozzle due to air at 34 us, 95 us, 145 us, 195 us and 245 us from blast emergence.

The time-dependence of the Mach disc location in the RMCS simulator and in a 5.56 mm gun is shown in Figs. 8a and b. The abscissa on Fig. 8a has been magnified in order to show that the value of x/d has a maximum value in a similar time to that of the gun. The different maximum values obtained in Fig. 8a and b reflect the relative magnitudes of the nozzle/muzzle gas pressure ratio. Schmidt furthermore showed that the establishment of the Mach disc location in the muzzle blast flow field, though initially delayed by the bullet, is determined by the momentary muzzle pressure of the propellant gas.

Lewis and Carlson presented data on Mach disc location due to helium, nitrogen and carbon-dioxide gases emerging from conical nozzles (a = 15°) for two different area ratios. Their facility was a blow-down tunnel (i.e. quasi-steady flow) operating at a nominal reservoir pressure of 6 bar. Superimposed
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on some of their data in Fig. 8c are our data for a parallel nozzle with a reservoir pressure of 28 bar but with a flow duration of a few milliseconds. The measured maximum value of $z/d$ has been used in the correlation. Fig. 7 shows a typical sequence of Mach disc and blast wave displacements for compressed air from a parallel nozzle. Additionally in Fig. 8c are plotted values extracted from measurements by Schmidt for two different calibre guns$^{14,15}$ showing that the same correlation exists for short duration as well as nominally steady state flows.

CHARACTERISTICS OF NOZZLE FLOWS

The single spark photos in Fig. 9 were taken at a time when the retreating blast wave had reached a fixed pressure transducer in the shadow of the nozzle on the $150^\circ$ radial. The similarity in the arrival time for each of the three gases at this point means that each photo has occurred at a similar time from blast emergence. A discernible structure for each gas is evident; the blast wave shape is similar for CO$_2$ and Air but much "fuller" for helium, and whereas the shock bottle and Mach disc are clearly visible for $0 < \alpha < 8^\circ$ they are not discernible for $\alpha = 11^\circ$. This may be due to the fact that an increase in the exit diameter of the nozzle requires more time for the flow field to establish. As expected the stronger blast wave due to helium results in a steeper density gradient across the blast wave. Expansion waves from the corner of the nozzle structure can be seen, particularly in Fig. 5a.

<table>
<thead>
<tr>
<th>Nozzle Exit semi-dia.</th>
<th>$\theta$ exit angle (mm)</th>
<th>CO$_2$</th>
<th>Air</th>
<th>He</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>2.205</td>
<td>2.29</td>
<td>2.52</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>2.76</td>
<td>2.94</td>
<td>3.44</td>
</tr>
<tr>
<td>11</td>
<td>38</td>
<td>3.14</td>
<td>3.41</td>
<td>4.17</td>
</tr>
</tbody>
</table>

Fig. 9 shows characteristic near-blast-field for each nozzle and gas.

PEAK BLAST OVERPRESSURE DISTRIBUTION

From Smith$^{16}$ it is known that the directed momentum of the propellant gas from a gun results in a downstream motion of the effective blast source. Over-pressure measurements should therefore be made with omni-directional transducers and if near-field then the dimensions of the transducer should be comparable with or smaller than the dimensions of the blast source. These criteria were satisfied by using the Meclec miniature transducers (25.4 mm dia) rather than the large H3C 'pancake' gauge (216 mm dia) or the H1 'hatchet' gauge which is directional (Fig. 10e). The response of each of these 3 gauges to a 7.62 mm rifle firing standard L2A2 ammunition when positioned at 0.3 m (this was the nearest reasonable location for the larger gauge) on the $90^\circ$ azimuth radial is shown in Fig. 10b. The small initial pulse is known as the
'precursor' blast and is due to the supersonic expulsion of the air resident in the gun barrel prior to propellant ignition.

The propellant blast has the characteristics of a Friedlander wave and though each of the traces was from a separate firing the similarity is evident as far as peak overpressure is concerned, though the frequency response can be seen to be best for the Meclec gauge. The fluctuations in the signal following the blast wave are compounded from unsteady flow fields and induced resonance in the gauge supports. No electronic filtering, other than the 180 kHz band pass of the charge amplifiers, has been employed.

Peak blast overpressure ratios measured around each of the 4 nozzles are plotted in Fig. 11 for various calibre radii and azimuth angles. On studying these results, certain trends and differences become apparent: (a) The overall level of overpressure is significantly higher for helium driven blasts than for air or carbon dioxide. In addition, those for air are higher than those for carbon dioxide. (b) The variation in overpressures from 0° to 150° azimuth angle for a given distance from the nozzle exit increases from carbon dioxide to air and from air to helium. (c) The variation in overpressure from 0° to 150° azimuth angle for a given distance from the nozzle decreases with increasing nozzle angle, as the flow tends more and more towards a spherical blast from a small compressed gas source of a type investigated by Esparza and Baker. (d) The pressures measured on nozzle centreline (0°) for helium show a more rapid decay with radius than those for the other two gases. This is also noticeable on the 30° and 60° radials but only closer to the nozzle exit. In all cases it is apparent that the blasts have become weak by the time they have travelled a distance of 1 metre. (e) The overpressures measured along the 90°, 120° and 150° radials rise with increasing nozzle angle for all gases.

In an attempt to find a normalising factor to relate overpressures for varying driver gases, several methods have been considered. In order to minimise the effects of forward momentum of the issuing gas (and, in the case
Fig. 11 Azimuthal pressure distributions for 4 nozzles and 3 gases.
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of the parallel-sided nozzle, eliminate them), results along the 90° radial
have been considered. This procedure has been suggested by Smith16 in
distinguishing between the effects of spherical growth and forward momentum
and has been utilised by Westine17 to correlate successfully results from a
number of service weapons. Glass et al.18 in the context of acoustic waves
reported that the rate of change of mass flow rate is a valuable parameter for
normalising weak blast overpressures. In an earlier paper Grimshaw and
Pennelegion19 demonstrated that if the overpressures on the 90° azimuth were
normalised by the mass flow rate through the nozzle, the pressure distributions
from three different gases could be closely correlated. This correlation
resulted from an error in calculations and unfortunately cannot be
substantiated.

DISCUSSION OF CURRENT AND FUTURE STUDIES

The purpose of this research is: i) to study the establishment and
structure of the initial blast field from a gun or rocket nozzle, and ii) to
apply the understanding to devising ways of protecting the gunner from harmful
blast overpressures. Currently we have developed suitable techniques to
quantify laboratory scale blast fields. The chief constraint of this study was
that the physical size of the miniature transducers prevented close-field
measurements with nozzles of these calibres. For future studies the 3D
diffraction process will be examined more closely by generating stronger blast
waves from larger nozzles. In this way higher mass flow rates result and the
existing transducers may be used at closer scaled distances to the nozzle exit
without significantly perturbing the flow.
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Recent studies of the scattering of shock waves by continuous and discrete scatterers in random media are described. The effect on shock waves of fluid nonuniformities and, conversely, the flow field generated by passage of shocks through nonuniform media are studied. Two sets of experiments have been conducted, one in a 43 cm dia shock tube to study shock propagation through a continuous random medium, and the other in a 15 cm dia shock tube in which interaction with a random array of discrete scatterers has been studied. In the first experiment, the random medium consists of incompletely mixed helium and Freon, in which the initial rms fluctuation of sound speed is approximately 6%. High-speed motion pictures have been made using both schlieren photography and speckle interferometry to visualize the motion in the flow field. Individual frames are analyzed to study the changes that take place with time. In the second experiment preliminary observations of the interaction of shock waves with a random array of small helium-filled soap bubbles have been made with shadow photography.

INTRODUCTION

This paper reports recent progress in a research program to study the interactions which occur when shock waves propagate through nonuniform random media, originally described two years ago at the Xth Shock Tube Symposium. In reference 1 the problem and some preliminary results were described in general terms and in reference 2 further details were presented. Of central interest in this research is the nonlinear interaction between shock-wave propagation and turbulence, that is, the way in which fluid nonuniformities affect shock propagation, and, conversely, the effect the shock wave has on the nonuniformities. This coupling, or 'feedback', is particularly important in flows in which the shocks are relatively strong and the nonuniformities large; typically high speed and high energy turbulent flows. In this situation the basic nonlinearity of fluid mechanics is important both in the wave propagation and in the motion of the turbulent fluid, so nonlinear interactions are the most complex. So far in the present work, only relatively weak shocks (up to $M_s = 1.3$) and weak 'turbulence' have been studied.
Consider an initially plane shock wave incident upon a volume of fluid in which initially there exist random fluctuations of, say, sound speed (e.g., entropy). The propagation speed of the wave varies from point to point in the fluid so the wave front distorts and no longer remains plane. In general, when the direction of the wave propagation is not parallel to the initial gradient of sound speed, slip streams or vortex sheets are generated in the fluid because of the differential acceleration of fluid of varying properties. As the vortex sheets subsequently roll up due to Helmholtz instability, the entropy gradients are intensified by stretching. Furthermore, the portions of the wave front that are concave in the direction of propagation tend to focus, generating localized regions of intense vorticity. A field of scattered waves develops behind the shock, and transverse waves propagate back and forth along the front. This is the problem studied in the present work. In this paper recent results obtained from two experiments, one in which the shock wave interacts with a continuous random medium and the other in which the interaction is with discrete scatterers, are described.

EXPERIMENTS AND RESULTS

Continuous Random Medium

This experiment is carried out at atmospheric pressure in the GALCIT 17" diameter shock tube. As illustrated schematically in figure 1, a 25 cm square by 35 cm long rectangular volume of randomly

![Figure 1. Schematic diagram of scattering experiment.](image)

inhomogeneous gas is generated in an apparatus which consists of two two-dimensional 7 arrays of fine jets alternately of helium and Freon-12 located on opposite sides of a box behind coarse grids. Just before shock arrival, the grids retract to cover the jet orifices and make the side walls of the box smooth. The two other side walls of the box are fitted with 15 cm dia optical windows for diagnostics. The upstream and downstream faces of the box are fitted with shutters which can be opened rapidly just before firing the shock tube. The gas mixture is made neutrally buoyant in and with the same average acoustic impedance as air, so the mean interface between the scattering region and the uniform air in the shock tube remains parallel to the incoming wave, and has minimum effect on the wave propagation. It is important that, on the scale of the experimental apparatus, the fluctuations in the random medium are homogeneous and isotropic, so large-scale perturbations of the shock wave that might overshadow the effects of scattering are avoided. All these characteristics are demonstrated by measurement with a special density probe and also by demonstrating (figure 4, reference 2) that when the random medium is allowed to mix for a long time (2.5 sec) before shock arrival it becomes uniform, and essentially no perturbation of the shock wave is caused. The rms sound-speed
fluctuation prior to shock arrival is measured with the density probe to be 6%. Recent research has concentrated on obtaining photographic records using two different types of optical diagnostics; schlieren photography and speckle interferometry. The optical setup is shown in figure 2.

![Figure 2. Schematic diagram of optical setup.](image)

With a pinhole (or dot) of order 1 mm dia at the back focal plane of the schlieren mirrors, a light field (or dark field) schlieren image of the test section is formed in the image plane (designated 'film plate' in the figure). On the other hand, the random diffraction pattern generated by propagation of the coherent optical radiation from the laser source through the random medium can be enhanced by introducing a very small pinhole (low-pass filter) at the same location. If the pinhole is small enough that the resolution cell of the optical system is larger than the largest scale of the object being illuminated (in this case the random medium and the shock wave) then the diffraction pattern (speckle) will be dominant in the image. The scale \( \delta \) of the speckle pattern is given by the diameter \( d \) of the pinhole, the focal length \( f \) of the imaging system, and the wavelength \( \lambda \) of the incident radiation,

\[
\delta \approx \frac{\lambda}{d},
\]

and in the present experiments, with \( d = 200 \mu m \), is a few mm. Therefore, the size distribution of the speckle pattern is not among the properties that can be used for quantitative diagnostic measurements of the random medium because it is determined primarily by the characteristics of the optical system. However, the motion of the speckle pattern, which can be used to measure velocity \( v \), the time required for the pattern to decorrelate, which is a measure of a 'mixing time', or the wavelength-dependence of the speckle pattern, which is related to the fluctuations of the phase of the optical radiation \( \delta \) and, therefore, to the fluctuations of index of refraction and their correlation length in the random medium, are useful for quantitative measurements. Use of the wavelength dependence to measure fluctuation amplitude has been reported previously.

The purpose of the present discussion of speckle is to introduce a high-speed motion picture, shown during the presentation at the Symposium, to illustrate the motion of the speckle pattern before, during and after passage of the shock wave through the scattering medium.

As indicated schematically in figure 2, two recording instruments have been used in these experiments; a high-speed photodetector resolving a small portion of the image field for quantitative pointwise measurements, and a high-speed rotating-drum framing camera which...
in these experiments is operated at 15,000 frames per second.

Figure 3 shows a sequence of five consecutive frames of the shock wave propagating from left to right through the scattering volume. When the shock enters the field of view it has propagated 10 cm through the nonuniform medium and, as can be seen, has already been considerably dispersed by scattering. It can be seen from the appearance of the random medium in the first and last frames that considerable change is caused by passage of the shock wave. This is further illustrated in figure 4, which shows three frames, one taken immediately before shock arrival, one just after shock departure, and the third sometime later. One of the goals of the present research is to quantify and explain the considerable differences that exist between these three frames. On the other hand, speckle patterns (figure 5), in contrast to the behavior of the schlieren images, show no significant change of scale with time, as explained above.

Images from frames similar to those shown in figure 4 have been read and digitized using a microdensitometer, and preliminary analysis of the data has been made. Figure 6 shows the power spectrum (arbitrary scale)(302,671),(688,812) of the spatial distribution of photographic density on
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Figure 4. Three frames showing increasing predominance of small scales with time.

Figure 5. Speckle pattern before shock passage and 1.5 msec after.

two different frames, one just before shock arrival and the other 2.5 msec later. The spectra were obtained by averaging data from several widely spaced horizontal sweeps across each frame. The straight lines drawn on the spectra are to emphasize the qualitative behavior. They exhibit the effect already pointed out in the discussion of figure 4, namely that as time (and mixing) increases the radiation intensity at large scales decreases and high frequencies become relatively more important than low. Comparative analysis of digitized data from different frames promises to yield important information about the behavior of this flow field and considerably more analysis and image processing will be carried out in future work. Slow-motion films made up of 100 frames from the high-speed schlieren motion pictures, projected at the Symposium at speeds 2,000 and 10,000 times less than real time, show the violent mixing that occurs after shock-processing of the random medium.
Discrete Scatters

Another series of experiments to study the interaction of a shock wave with a random array of discrete scatterers has been initiated in a 15 cm diameter shock tube. In this case the scatterers are neutrally buoyant, helium-filled soap bubbles of approximately 2 mm dia. The bubbles are generated at the downstream end of a 9 cm square test section in the shock tube and, just before the experiment, occupy approximately the last 40 cm of the test section. Figure 7 shows shadowgraphs of shock waves of two different strengths interacting with the bubbles. The magnitude of the difference between sound speeds inside and outside the bubbles is not yet known with certainty, but apparently conditions are such that the scatterers have little effect on the shock wave (though in some photographs weak reflected waves can be seen around some bubbles near the shock). On the other hand, dramatic changes in the random medium caused by the shock wave are easily seen. In particular, a 'relaxation time' for the response of the bubbles to shock excitation, of approximately 70 μs for the weak shock and 25 μsec for the strong shock, is observed. Rather complete mixing behind the stronger shock is seen after only 100 - 200 μs. Future work will concentrate on maximizing the difference in sound speed between the gas in the bubbles and the ambient medium in order to increase the interaction between shock wave and scatterers.
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ELECTRIC AND MAGNETIC FIELDS OF SHOCK FRONTS
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The strong charge carrier gradients in ionizing shock waves produce electromotive forces (emf) which are responsible for space charge fields, electrical currents and magnetic fields. We have attempted to measure the magnetic field, and have studied the open circuit electric field and the current under load in standing shock fronts. Voltages were obtained using as working fluid either argon gas or the reaction products of acetylene oxygen detonations. The plasma of the shock front acts like the hot electrode in a thermionic convertor or a thermocouple. The supersonic flow provides the power to maintain the configuration and prevents heating of the cold electrode. Electrical power generation with the emf produced in standing shock waves can therefore be considered as an alternate principle for direct energy conversion from high temperature supersonic flow fields, in a temperature range where so far only MHD generators may be applied.

INTRODUCTION

This paper attempts to provoke discussions about an aspect of shock waves - namely electric and magnetic effects - which has received little attention but which may have implications for fields which are as far apart as the formation of stars and direct energy conversion. We have started to look into this subject in a series of experiments and model discussions but we are fully aware that some of our calculations should be considered as order of magnitude estimates and some of our measurements are only of qualitative or preliminary nature. However, it is hoped that they will illustrate the potential for interesting investigations in this area of shock tube research.

It has been known for some time that an electric field $E$ can exist inside an ionizing shock front $^{1,2,3,6}$. This electric field is caused by space charge separation due to the diffusion of electrons away from the regions of high concentration in the direction parallel to the propagation of the shock wave. In the frame of the moving shock front this space charge field is constant, but in the laboratory frame the space charge profile is moving with the shock speed so that a spontaneous magnetic field $B$ must be produced. Tidman $^{7}$ has discussed such magnetic fields, and large magnetic fields have been observed...
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in laser blowoff plasmas\textsuperscript{4,5}, which contain shock fronts.

The transport of charged particles may be described by the generalized ohms law\textsuperscript{6} written for steady state condition

\begin{equation}
J(n, e, e_0) + \sigma(n, e, E_0) = e(c_0 - e_0) \text{grad} \, p_e + n_2(c_0 - e_0) e^2 \times \nabla E_0 \\
\end{equation}

where \( J \) is the current density, \( p_e \) the electron pressure and \( \epsilon_{kl} \) are the friction coefficients defined as

\[ \epsilon_{kl} = \frac{4}{3} \sqrt{\frac{m_p}{m_e} \frac{\sigma_{kl}}{m_k m_l}} \rho \]

and \( n_1, n_0, n_e \) are the number densities and \( \sigma_{kl} \) is the collision cross section.

If no external electric and magnetic fields are present the above equation may be simplified as

\begin{equation}
J = \sigma \left( \frac{p_e - m_e \text{grad} \, p_e}{m_e} \right)
\end{equation}

where \( \sigma \) is the DC conductivity of the plasma. It is defined in terms of the collisional frequency \( \nu_{ei} \) as

\[ \sigma = n_e e^2/(m_i \nu_{ei}) \]

Equation (II) shows that a current must flow if a pressure gradient is present. A strong gradient for the electron pressure is always generated in an ionizing shock front. Consider a volume element which has just been reached by a shock so that an electron density gradient has been set up. There will be an initial current described by (II), however, the current must quickly build up a space charge which in turn creates an electric field that stops the current. The structure of an ionizing shock front is shown in Fig.1. The spatial distance of the charge separation must be of the order of the Debye length \( \lambda_D \).

If the development of the space charge is prevented by short circuiting the plasma externally, a continuous current can be maintained. This situation may be achieved in a standing shock produced by inserting a conducting obstacle into a supersonic flow field, Fig. 2.

---

\[ \text{Figure 1. Structure of an Ionizing shock front} \]

\[ \text{Figure 2. Bow shock in a supersonic flow and electrical circuit to short the space charge field.} \]
THE SPONTANEOUS MAGNETIC FIELD

The spontaneous magnetic field of a shock observed in the lab frame of reference can be estimated from the special relativity transformations of \(E\) and \(B\) fields. In the frame of a free running shock the magnetic field is absent and the electric field due to the space charge separation is constant. The electric field is of course only present within the charge separation layer, and it points in the direction of the shock propagation (except in cases where the planar geometry of the charge layers is not maintained, namely near the boundary layer of a shock in a shock tube and in situations as described by Tidman\(^3\). The transformation equations are

\[
B_y' = \gamma (B_y + \frac{\gamma v}{c^2} E_z) \quad \text{(III)}; \quad B_z' = \gamma (B_z + \frac{\gamma v}{c^2} E_y) \quad \text{(IV)}
\]

where

\[
\gamma = \frac{1}{\sqrt{1 - (\frac{v}{c})^2}}
\]

For most cases the shock velocity is small compared with the speed of light, \(c\). The magnetic field is therefore of the magnitude \(E v_0/c^2\). Since the electric field is approximately given as \(E = kT/e 6\pi\) (see below), the magnetic field can be approximately given as

\[
B \approx (\frac{v_0}{c^2} E) \frac{kT}{\epsilon \delta x} \quad \text{(V)}
\]

A similar result is obtained if one calculates the magnetic field of a positive and a negatively charged disc separated by a distance \(\delta x\) and travelling together at a velocity \(v_0\). If the abrupt electron density discontinuity in the boundary layer of the shock front is replaced by a gradual changing distribution, the magnetic field is obtained from a term \(E v_0 6\pi \times \gamma\) as in ref. 3. The approximate relation (V) yields a magnetic field of about \(10^{-5}\) Gauss for the temperature step and debye length found in a Mach 11 shock wave travelling through the test gas argon of 5 torr initial pressure. The direction of the magnetic field is indicated in Fig. 3. The field is only expected at the edge of the shock front.

We attempted to measure this magnetic field (unfortunately before estimating its magnitude) of a free running Mach 11 shock with a Rogowski coil wound around the shock tube, Fig.3.

\[
\begin{align*}
\text{shock} & \quad \text{Rogowski coil} \\
\text{shock tube} & \quad \text{R} \\
\end{align*}
\]

Figure 3. Shock tube with Rogowski coil R for measurement of the magnetic field \(B\). Insert: typical signal obtained.

The tube diameter is 2.5 cm and the minor and major diameters of the coil are 0.17 cm and 2.84 cm respectively. The coil has 113 turns per cm for a total of 920 turns. A typical obtained signal is shown in Fig.3b. Unfortunately this signal does not reverse its polarity when the coil is flipped around. Hence it cannot be the wanted signal of the magnetic field but must be a capacitatively induced signal associated with the shock front. This capacitive signal unfortunately masks any signal of the magnetic field which we tried to measure.
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MAGNETIC FIELDS NEAR INTERSTELLAR SHOCK FRONTS

Shock waves are sometimes produced at the edges of HII regions in the interstellar space. (HII regions are regions of hydrogen plasma in the vicinity of hot young stars. The hydrogen is photoionized by the intense ultraviolet radiation). The shock always propagates ahead of a radiation front into the surrounding neutral gas. Often this background gas is not uniformly distributed but condensed into clouds of typically 1 solar mass. Therefore the ionization and shock front is interrupted. Space charge discs will then be set up and spontaneous magnetic fields be produced at their edges, as indicated in Fig.4. The magnetic field would produce a Zeeman splitting of the spectral lines emitted in this region and such Zeeman splitting has indeed been measured for instance in the Crab nebula which indicates a direction of the magnetic field as predicted by this spontaneous field generation mechanism. Hence it is possible that all or part of the magnetic field near interstellar shock fronts is spontaneously created by moving space charge discs.

It has been argued, that stars are formed out of these hydrogen clouds. The initial acceleration of matters is due to the gravitational collapse and it is triggered by the passage of the shock waves which are generated at the edge of the HII region of a nearby star. It is then quite likely that the self generated magnetic fields which surround the shock discs accelerate the gravitational collapse. This arises because the density is so low that the interstellar matter is essentially frozen to the field lines. The tension along the field lines (which makes them shrink like stretched rubber rings) contracts the shock front and thereby adds to the compression of matter in the hydrogen clouds.

CURRENTS AND ELECTRIC FIELDS

In order to estimate the electric field of a shock in open circuit configuration, we return to Ohms law (II) and assume that no current is flowing (J=0). Also taking \( m_e << m_i \) we have

\[
\frac{E}{e} = -\nabla \rho_e
\]

The potential difference across the electron density step is obtained by integration of (VI) from the conditions 1 to the state 2.

\[
v = \int \frac{kT_e}{e} \ln \frac{n_e}{n_i} \, dx + \int \frac{kT_e}{e} \frac{\partial T_e}{\partial x} \, dx
\]

\[
= \int \frac{\partial T_e}{\partial x} \ln \left( \frac{n_e}{n_i} \right) \, dx + \Delta T'
\]
where $T' = kT/e$ is the electron temperature expressed in electron volts. In general the potential is of the order of the temperature step $\frac{k}{e}(T_2-T_1)$. This means physically that the potential difference across a shock is proportional to the jump of internal energy. Typical values for a Mach 10 shock travelling through 5 torr argon of room temperature are $E=10^5$ volt/m and $V=0.8$ volt.

Potential differences across free running shocks have been measured previously. We have performed similar measurements in standing shocks. Such measurements are of course relatively convenient because the reference frame is stationary in the laboratory, while it is moving with respect to the lab in free running shocks. If a steady supersonic flow of plasma is available, one can obtain the steady electric field for as long as the flow lasts. More importantly the potential of a standing shock can be used to drive currents through external circuits which are connected to the plasma on both sides of the shock front. It is then possible to extract electrical energy with a "bow shock generator" out of a supersonic gas flow of high temperature in a regime which is otherwise only accessible to MHD generators. A bow shock generator differs, however, fundamentally from an MHD generator since a different electromotive force is used, and since no magnetic field is required. (The emf of the bow shock generator is the grad $P_e$ term whereas the emf of an MHD generator is the $v \times B$ term in Ohms law). Bow shock diodes also carry certain similarities with thermocouples or thermionic convertors.

The experiments with bow shocks require a partially ionized supersonic flow which can be produced in a shock tube. The column of shocked test gas travels supersonically in the lab frame but subsonically with respect to the moving shock front. We are interested here only in the shocked gas which is steady for some test time. The conditions in this test gas can be calculated for instance by using a computer code (which has been verified by many experiments) if the shock velocity and the initial fill gas conditions are given.

Our experiments were performed with a shock tube of about 1 m length and a cross section of 6.3 cm$^2$. The initial pressure in the test gas argon ranged from 5 to 10 torr at room temperature. The test time is slightly longer than 20 usec. The shock tube has a gaseous detonation driver, which is operated with an acetylene oxygen mixture of 150 to 250 torr. A detonation wave is ignited by a spark plug at one end of the driver chamber. The detonation pressure is slightly amplified by area convergence before reaching the membrane between the driver and the test gas, so that shock Mach numbers of $M=11$ can be easily achieved in this apparatus. The velocity of the shock wave was measured with a smear camera and from the delay between two pressure probe signals mounted at different positions in the shock tube. The shock velocity is of course needed to obtain the pressure, temperature and flow velocity of the plasma slug behind the shock wave, which is the working medium for the bow shock experiments. The obstacle to create the standing shock is mounted at a distance of 1 m from the shock tube membrane. The experimental set up is shown in Fig.5.

![Figure 5. Shock tube facility to generate a supersonic flow field for current and voltage measurements at standing shock fronts. $R_L$ load resistance](image-url)
The experiments were initially carried out in a tube with cylindrical test section using a cone shaped bow shock obstacle mounted on axis. Comparison with model calculations is, however, difficult for this geometry since one cannot treat the flow around the cone as a 2-dimensional oblique shock. We have therefore lately converted the apparatus to a test section with square cross section, where a wedge shaped obstacle is employed, Fig.5. The flow field may now be treated as a 2-dimensional oblique shock. The shock tube is fabricated out of lucite, planar wedges with various angles of attack and conducting surfaces can be mounted in the tube. They serve as the downstream electrode. The other electrode is mounted flush with the wall at a place behind which the oblique shock is produced while the slug of (shock heated and shock accelerated) test gas passes by. Fig.6 shows how the bow shock voltage is expected to vary with flow Mach number and angle of attack. For instance for a wedge with 130° apex angle and the flow created by a Mach 10 shock wave one expects a bow shock potential drop of 0.6 volts. (The Mach 10 shock creates a plasma of about 9000 K with 0.8% ionization, a pressure jump of 125, a density jump of 4 and a flow Mach number with respect to the wedge of M 1.4). The measured voltage signal includes a potential drop at the anode and the cathode (plasma sheath potential) which is proportional to the electron temperature of the nearby plasma. We have not yet found a method to quantitatively determine the magnitude of the sheath potential so that quantitative comparison between measurements and the calculated bow shock potential has not yet been carried out. Nevertheless, the two sheath potentials at different electrodes tend to cancel each other and the measured signal give a voltage quite close to our expected value with the sheath potentials neglected. Typical voltage signals of the bow shock diode are shown in Fig.7. The initial negative spike is due to the shock

![Fig. 6](image)

**Fig. 6** Calculated oblique shock potential as a function of flow Mach numbers and wedge angle.

![Fig. 7](image)

**Fig. 7** Typical signal of bow shock diodes. Wedge angle=12°, flow Mach number=1.5 and R = 100Ω. The test time is only 30 usec long.
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wave that generates the supersonic plasma slug. The test time is slightly longer than 25 usec. If one wants to develop such a bow shock diode into a power conversion system, one must know the current and power extraction characteristics under load. Therefore the load resistance $R_L$ and the current and voltage was measured. Fig. 8 shows the current voltage characteristics and the extracted power for a 12° wedge obstacle. The flow is generated by a Mach 11 shock. The output power peaks at a load resistance of 0.6 ohm. The bow shock diode has properties of a low voltage high current device. The voltage is limited by (VII), and the current density by (II), but the total current can be increased by increasing the surface area of the standing shock. (see later).

SUPERSONIC FLOW PRODUCED WITH COMBUSTION PRODUCTS

We have wondered whether one could produce currents and voltages in a similar fashion from supersonic flow fields which are produced with combustion products in Laval nozzles. This should be possible in a flow which contains charged radicals rather than atomic ions and electrons if there is a significant difference in the mobility between positive and negative charge carriers. The first preliminary experiment to test this concept was carried out with the products of an acetylene oxygen detonation exhausted into a Laval nozzle, Fig. 9, a device which has been used for other purposes. Since the detonation is ignited in one end of the chamber and oscillating motion is set up in the reaction chamber which leads to a nonsteady flow in the nozzle. Pressure gauges

![Figure 8](image_url)

**Figure 8**
Current and Voltage characteristics and output power of a 12° wedge in a Mach 1.5 flow field.

---

![Figure 9](image_url)

**Figure 9.** (a) Bow shock generator in Laval nozzle with products of C$_2$H$_2$ plus oxygen as working fluid. (b) Signal observed. 0.1V/div, 5 msec/div.
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mounted upstream and downstream of the nozzle throat show large pressure oscillations with a period of 1 msec. A conical bow shock obstacle mounted in the laval nozzle produces (open circuit) voltage signals with the same frequency. The magnitude of the signals is consistent with (1/11). We consider these experiments as proof of principle, but felt that we did not understand the reaction kinetics sufficiently to interpret the results in a quantitative manner. Therefore we have abandoned this experiment. Recently a second set of experiments has been initiated, in which an acetylene oxygen combustion is produced at high pressure and exhausted into a Laval nozzle. The first crude system operated at a pressure greater than 2 atm and it exhausted directly into ambient pressure. The hot gas was blown onto a graphite obstacle. A steady electrical signal of about 0.1 volt was obtained. So detailed analysis of the flow field in this crude device was possible, instead the construction of a versatile and controllable test facility has begun.

POWER OUTPUT AND EFFICIENCY

In order to judge the potential of bow shock generators for power conversion, one would like to estimate the efficiency of the device. An upper limit for the power extraction can be obtained by multiplying the open circuit voltage by the short circuit current. The short circuit current can be estimated from (11). We assume $\tilde{\iota}_0 > \chi_{eo}$ and treat the case of strong ionization, where $n_0 \approx \chi_{eo}$. Then one finds

$$ J = \frac{e}{kT} \frac{E}{n_0} \frac{1}{\chi_{o}} = \frac{e}{kT} \frac{E}{n_0} \frac{1}{\chi_{o}} \chi_{o}.$$

(11)

If one approximates $\sqrt{\chi_{o}} \approx kT/n_0$ and estimates the scale length $l = 1/n_0$ to 10, the short circuit current becomes

$$ J = \frac{\chi_{o}}{\sqrt{n_0}} \frac{1}{\chi_{o}} \frac{\chi_{o}}{\sqrt{n_0}} \frac{1}{\chi_{o}}.$$

(12)

The open circuit voltage was derived above as $V = kT/e k\tilde{\iota}_2/e$. Hence an upper limit of the power density is $\omega_0 = V_0 J_m$ (watt/m$^2$)

$$ \omega_0 = \frac{V_0 J_m}{\chi_{o}} \frac{1}{\chi_{o}} \frac{1}{\chi_{o}} \frac{1}{\chi_{o}}.$$

(13)

where $a_{ch} = (kT/e \chi_{o})^{1/2}$ is approximately the acoustic speed of the electrons on the hot side of the standing shock. For typical values of the collision cross sections $\chi_{10}$ and $\chi_{en}$, one has

$$ \omega_0 = n_e \chi_{10} a_{ch} \chi_{en}.$$

(14)

and for a total surface area $A_m$ one has the power output

$$ W_0 = \omega_0 A_m = V_0 J_m \frac{1}{\chi_{o}} \frac{1}{\chi_{o}} \frac{1}{\chi_{o}} \frac{1}{\chi_{o}}.$$

(15)

The efficiency of the bow shock generator in a Laval nozzle may be estimated with reference to Fig. 10. The power flux through the throat of the Laval
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Figure 10. Fluid parameters $T$ and $n$ in supersonic nozzle with wedge and standing shock BS. $A_1$ is the area of the nozzle at position $X_1$.

A nozzle containing a fully ionized gas is approximately

$$P = v^4 2n_e^2 e^4 A^4 \quad (XII)$$

where $A^e$ is the throat area, and the flow velocity $v^e$ equals the speed of sound $a^e$ in the nozzle. The generator efficiency is then

$$\eta = \frac{\mu}{P} = \frac{0.06}{\pi} \frac{T}{P^2} \frac{\delta n_e}{\delta n} \frac{A^e}{A^1} \quad (XIII)$$

where we have used the condition $n^e = n^e A^e = v^e A^e$, $A^e = N a^e n^e A^1$. The Mach number in the nozzle ahead of the standing shock, $M_1$, is of the same order as the compression ratio $\Delta n_e/\delta n$ across the shock. If the temperature $T_2$ rises in the shock compressed region to about the same value as $T^e$, the efficiency can be approximated as

$$\eta = \frac{0.06}{\pi} \frac{\delta n_e}{\delta n} \frac{A^e}{A^1} \quad (XIV)$$

It depends not only on the ratio of the hot electron sound speed $a_{e2}$ to the cold ion sound speed $a_1$ but also on the ratio of the bow shock area $A_e$ to the nozzle area $A_1$ at the position 1. Clearly the estimate (XIV) is an upper limit and we do not place too much confidence in the value of the numerical constant, but it appears that one could obtain efficiencies of a few percent if a reasonable fill factor $A_e/A_1$ can be achieved. Such an efficiency may be significant if a bow shock generator is used (similar to an MHD generator) as a topping device of a conventional thermal power plant.

Equation (XIV) points to the importance of covering large areas of a flow field with bow shock diodes and at the same time keeping the current paths through the plasma short (to minimize the internal resistance). We believe that both ends can be met with arrays of parallel bow shock generators, as shown in Fig. 11. We have set into operation a second shock tube with larger cross section ($3 \times 3 \text{ cm}$) which is capable of accommodating several wedges. One design has the two electrodes mounted on opposite side of the wedge body, so that series and parallel circuits can be tried.

[374]
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Figure 11. Array of wedges to produce several standing shocks across a supersonic flow field. The electrodes 1 and 2 connected to the fluid ahead of and behind the standing shocks are mounted in insulating material.
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Two problem areas which result from the interaction of electrical discharges in supersonic flow are experimentally investigated. The first is the effect of the flow on the transition from glow to arc. Static discharges are also observed and compared to the transition of a discharge in flow. A large difference in the performance limits between the two cases is shown. Second, density disturbances which result from the nonuniform heat release in the cathode fall are studied. The resulting thermal layer near the cathode surface was carefully examined in static discharges. The measured thickness of the layer cannot be accounted for by gas kinetic values of the diffusivity. Based on observations, a model for the phenomena is suggested which correlates with the measurements. The important role of the boundary layer in determining glow to arc transition of the discharge is emphasized experimentally. By removing the cathode surface from the existing boundary layer into the core flow, the power loading per unit volume is found to increase by a factor of two.

INTRODUCTION

High pressure, large volume glow discharges have become an important topic in recent years due to the development of high power electric lasers. Supersonic flows are often used in the discharge region of these lasers to provide cryogenic temperatures for operation and to remove waste heat. The theoretical performance of these systems using a combination of electric discharge and supersonic flow are very attractive. But problems have been encountered experimentally which affect the performance and efficiency of the laser system. It is known, for example, that the energy per unit mass that can be deposited in the gas by the discharge is much lower than predicted, due to early glow to arc transition. Additionally, enhanced boundary layer growth in the region of the discharge reduces useful volume of the test section as well as causes undesirable density disturbances in the core flow. While there is considerable published material in the field of laser performance, little of it has been devoted to the basic interaction of the flow and discharge physics in closed channels.

A small scale experiment was designed and built to simulate a continuous e-beam controlled discharge in steady supersonic flow in order to investigate some of the problems. Quasi-steady flow is provided by a Ludvieg tube. A plasma-diode electron-beam gun is adopted and used for the first time in a supersonic system for the ionization source. The high current density of this gun results
in high power loading in the sustained discharge which enables the small scale experiment to simulate larger thermionic systems. In order to determine the effect of flow on the transition from glow to arc, the characteristics of discharges without an external flow were observed and compared to discharges with flow. The transition to arc in static discharges was also observed and compared to discharge breakdown in flow. Based on observations, a correlation was developed between the time lag for breakdown and the electrical energy deposited in the gas prior to the arc.

Density disturbances, resulting from the heat release in the cathode fall, were carefully observed in the static experiments using laser interferometry. The acoustic wave originating at the cathode at the initiation of the discharge has been previously investigated by others for different conditions; however, the thick thermal layer which follows the wave was omitted from their discussions. This layer was examined carefully in the present research. The measured thickness of the disturbance cannot be accounted for by gas kinetic values of diffusivity. A model is proposed which suggests that heat transfer occurs by convectively enhanced diffusion. The results obtained in static experiments are used to help explain the interaction of the flow boundary layer with the discharge.

THE EXPERIMENTAL SETUP

The experimental setup is composed of three main systems which can be controlled independently: the flow system, the electron-beam gun, and the main discharge. The flow is provided by a Ludweig tube and nozzle arrangement. Premixed gas is expanded to \( M = 3.2 \) via a contoured 2-D nozzle to temperatures and pressures on the order of 800K and 100 Torr, respectively. In this apparatus, following a starting process of 1.5 milliseconds, quasi-steady flow is obtained for approximately 8 milliseconds. As the duration of the discharge is only on the order of 0.5 milliseconds, it is easy to synchronize it and operate it during the steady flow conditions. The Mach number, flow quality, and boundary layer thickness were examined by laser holographic interferometry and pressure measurements and found to be within the nominal design requirements.

An electron-beam gun, which is located above the test section, is used as an external source of electrons that preionizes the gas and provides the necessary conditions to sustain the discharge. A plasma diode e-beam gun, as described by O'Brien, is adopted and used for its high current density emission and the simplicity of its operation. It can operate with current density outputs more than one order of magnitude greater than that of thermionic guns. The cross section of the gun is shown in Fig. 1. The discharge takes place in a pyrex cylinder (1) filled with ultra pure He at pressures from 20 to 70 millitorr. An aluminum cathode (2) is centered in the pyrex cylinder with about 0.12 cm gap around the walls. The edges of the cathode were carefully rounded. The cathode is typically placed about 17.8 cm above the anode (3) which has a rectangular opening corresponding to the size of the discharge in the test section. The e-beam chamber is separated from the test section by a 1 mil Kapton foil, through which high energy electrons can penetrate to the test section. Complete details can be found in Ref. 10. Power was supplied from a capacitor bank charged to a voltage of

Fig. 1 Cross Section of the Test Section
135 kV. Even at the highest current setting the resulting voltage drop on the capacitor bank was only 10% for a 1/2 millisecond run time, thus simulating nearly constant voltage during the experiment.

The main discharge is applied across two electrodes in the test section. The power for this discharge is supplied by a separate capacitor bank with large energy storage. The initiation and termination of the discharge is done separately from the e-beam. The flow test section is 4 cm in height and 20 cm wide with the electrode spacing equal to the test section height. The discharge dimensions are 4 cm in the flow direction and 14 cm transverse to it, thus giving a 4 cm insulating region on each side of the discharge to prevent interaction with the side wall boundary layer.

DISCHARGE CHARACTERISTICS AND BREAKDOWN

Measurements of the sustainer discharge characteristics in $N_2$ were carried out first. A typical oscilloscope trace from which the discharge characteristics were obtained is presented in Fig. 2. The e-beam discharge is turned on first (upper trace) and the sustainer voltage is applied 100 usec later (center and lower traces) to allow the e-beam current to reach steady state. Over the entire range of experiments (100 Torr to 400 Torr), the discharge is found to be recombination dominated and the current density, $j_s$, is given by

$$j_s = \frac{n_e v_d e}{e_{eb}} f_n(E/N) \sqrt{J_{eb} N}$$

where $n_e$ is the electron number density, $v_d$ is their drift velocity, $J_{eb}$ is the e-beam current density, and $E/N$ is the ratio of sustainer field strength to gas number density. These results from the static experiments may be put into one curve by plotting $j_s/\sqrt{J_{eb} N}$ versus $E/N$, as shown in Fig. 3. The points show almost linear dependence of the two parameters in a wide range of experimental conditions. Similar current-voltage measurements were also performed in flow with $N_2$ as the test medium. The discharge was also found to be recombination dominated, as in the static case. The presentation of the data in the case of the flow experiments is based on the computed free stream density. As in the static case, the electrical field strength is taken to be equal to the ratio of the applied voltage divided by the electrode gap. These data fall along the curve established by the static measurements. The slope agrees very well with the static
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cases. This correlation shows that the free-stream density controls the current-voltage characteristics in flow situations. Similar experiments were performed in mixtures of $N_2$ and Ar and similar correlation was found between the flow and static discharge parameters.

Discharge breakdown experiments were intentionally performed in the sustainer to determine the upper voltage limits of its performance. The experiments were conducted in a mixture of 90% Ar and 10% $N_2$ rather than in pure $N_2$ because of the lower voltages required to initiate an arc in Ar mixtures. Thus, high energy release by the arc and subsequent possible damage to the sustainer are avoided. Arcs are observed to occur in both flow and static experiments at different times after the initiation of the discharge. Since the time that a molecule stays in the discharge in flow varies from 80 usec approximately in the free-stream to infinity at the test section walls, it is suggested that the transitions from the glow to arc with times less than 80 usec are subject for comparison.

It is observed that the time required for an arc to develop depends on many discharge parameters. Based on preliminary experiments, it was found that the best correlation of data was the time to arc versus power loading of the discharge. Additional experiments were carried out and the time to arc, $t_{arc}$, was plotted as a function of $E/N - J_s$ and is presented in Fig. 4. Each point on the graph corresponds to the average power introduced to the gas in the time interval prior to the arc. In other words, each point determines the energy deposited per unit mass during the glow discharge stage of the process. The curve of constant energy is an hyperbola, one of which at 350 J/gram, is shown in the figure. The somewhat sparse and scattered data makes it difficult to state that $t_{arc}$ is directly related to the energy deposition, but a trend is observed. The results from flow experiments (N based on the free-stream density) are contained in the same figure for comparison. It is easily seen that the electrical power input for a given time to arc is considerably smaller by a factor of at least 3 to 4 in the discharges with flow than in the static case. While the ratio of field strength to the free-stream density was used successfully to compare the current-voltage characteristics of the discharge between the static and the flow experiments, the correct value of $E/N$ for comparison between the discharge breakdown characteristics is more in doubt. From measurements of the electrical field strength distribution done elsewhere, it can be assumed that the electric field distribution is independent of the gas conditions and nearly represented by the average field strength $E$. But the gas density varies from the free-stream value to less than a quarter of it in the boundary layers of the flow situation as the temperature varies from 700 K to 3000 K. If $E/N$ was computed on the basis of the density at the wall rather than at the free-stream value, the results of the two experiments would fall more closely together. This observation implies that if the energy deposition is the parameter controlling the arc, the presence of the boundary layers is a cause for the breakdown in the flow.

---

<table>
<thead>
<tr>
<th>$P_a$ (Pa)</th>
<th>$E/N$ (V/m·mbar)</th>
<th>$J_s$ (A/m²)</th>
<th>$t_{arc}$ (µsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>89</td>
<td>70</td>
<td>0.15</td>
<td>16</td>
</tr>
<tr>
<td>71</td>
<td>400</td>
<td>6.0</td>
<td>30</td>
</tr>
<tr>
<td>79</td>
<td>400</td>
<td>6.15</td>
<td>90</td>
</tr>
<tr>
<td>105</td>
<td>250</td>
<td>7.9</td>
<td>95</td>
</tr>
</tbody>
</table>

**Fig. 4** $t_{arc}$ as Function of the Power Input.
THE EFFECT OF THE SUSTAINED GLOW DISCHARGE ON THE FLOW BOUNDARY LAYERS

(a) The Interaction Mechanisms

The primary interaction between the electric discharge and the flow is through heating of the gas. Measurements have shown that approximately 5% to 10% of the discharge energy shows up as heat in the supersonic core flow region. The turbulent boundary layers are affected by the discharge because of an adverse pressure gradient due to volumetric heat release in the confined supersonic core flow. The boundary layers are also subject to volumetric heat addition, but, due to density variations in the boundary layer, the heat deposition process is non-uniform. The trend of this process has been evaluated and it can be shown that the heat deposition per unit mass, $c$, is proportional to $\sigma^{-a}t_{bl}$, where $a$ varies between 0 and 1, depending on the gas, and $\sigma$, the density within the boundary layer varies, of course. The parameter, $t_{bl}$, is the time at which a fluid element is exposed to the discharge within the boundary layer and is equal to $t_0u^{-1}dx$. Very near the cathode this result is no longer valid as the plasma is not neutral. In this region the volumetric heat release is orders of magnitude larger than in the rest of the boundary layer and core flow. The region is very thin, being on the order of $10^{-3}$ cm thick, so that this heat release may be treated as a surface heating phenomenon. The gas at the wall expands drastically and moves away from the cathode, causing streamline deflections in the boundary layer. In supersonic flow, a stationary oblique compression wave is developed at the cathode leading edge through which the flow is turned.

The first two processes are independent of the discharge polarity and are as effective on the anode side of the boundary layer as on the cathode side. The latter process is related only to the cathode as it stems from the cathode fall region. From interferograms in various discharge and flow conditions it is observed that the boundary layer on the cathode side exhibits much higher growth rates than the one on the anode side. This points out that the adverse pressure gradient and volumetric heating influence on boundary layer growth is less than the cathode surface heating phenomena.

(b) Static Discharge Investigation

The cathode fall thickness is thought to be on the order of $10^{-3}$ cm, whereas the boundary layer thickness is measured on the order of 1 cm. Thus, the flow speed is small in the region of the cathode fall. Experiments were therefore carried out under static conditions in order to observe more easily the details of the cathode phenomena. Density disturbances resulting from the heat release in the cathode fall were carefully observed. Fig. 5 presents interferograms of a series of static discharge experiments which were performed in $N_2$ at 300 Torr. The sensitivity, $\delta p/\rho = 4.2\%$ per fringe, is based on the cathode width of 14 cm. The local increase of the density

![Interferograms of the Density Disturbances at the Cathode in a Static Discharge, $\delta p/\rho = 4.2\%$/fringe shift]
variation at the cathode edges is neglected. The interferograms are taken at times specified on each picture. In all these experiments, the e-beam current was 14 amps at 110 kV (jeb = 15 ma/cm^2). At a sustainer voltage of 3 kV, the resulting sustainer current was nearly constant at 360 amps. The light from a laser interferometer is separately recorded in order to determine the time at which the hologram is taken. The times indicated in the figure are measured from the initiation of the sustainer discharge.

A wave, which propagates away from the cathode, is seen in the first two pictures. The source of this wave is the density disturbance associated with the layer due to cathode fall heating. Very little disturbance and no wave were seen on the anode side of the discharge. From the position of the wave and the time indicated, the average wave speed is calculated to be 360 meters per second, or within a few percent of the speed in unheated N_2. The density variation across the wave is on the order of 1/2 fringe shift. The corresponding velocity behind the wave can be estimated from acoustics to be

\[ v_\delta = \frac{\Delta \rho}{\rho_m} = 360(1/2)(0.042) = 7.5 \text{ m/sec} \]  

where \( \Delta \rho \) is the density variation, \( \rho_m \) and \( \rho_o \) are the sound speed and a density of the undisturbed gas.

Another phenomenon on the interferograms is the relatively thick density variation adjacent to the cathode. The growth rate of the layer at the cathode, as measured from subsequent pictures, is on the order of 40 m/sec. The gas velocity, computed above, cannot account for it, nor can the thickness be explained on the basis of ordinary thermal diffusion. In fact, the gas-kinetic diffusivity is from two to three orders of magnitude too small to explain the observation. Other possible mechanisms, such as higher heat conductivity due to the partially ionized gas or non-uniform electron density that could enhance a non-uniform heating rate, were eliminated on the basis of other measurements.

A closer look at the details of the density variations unveils non-uniformities in the density profiles. The fact that the interferogram is averaged along the whole cathode width implies that there are areas where the gas withstands higher heating and the density is much lower than is seen on the hologram. To verify this observation, photographs of the cathode were taken during a 20 usec discharge pulse. These are shown in Fig. 6. These photographs show a large non-uniformity in illumination over the cathode surface, thus implying a non-uniform current distribution and heat release at the cathode surface. This observation suggests that the discharge current is confined to small areas rather than covering the entire cathode surface, which is a phenomena of the normal glow discharge. From these pictures and interferograms a model is proposed where local heating gives rise to a small scale flow with an apparent heat conductivity orders of magnitude greater than the gas kinetic value. To evaluate this idea, a detailed study of the interferograms is necessary.

Fig. 7 shows the density profiles as measured from the holograms in Fig. 5. These curves are results from measurements at a few horizontal locations on each hologram and averaged to eliminate the small
scale density fluctuation. The profiles can be represented by a single curve using the following transformations. Define $\eta = y/\delta$, $\bar{\rho} = \rho/\rho_w$, $\bar{p}_w = p_w/\rho_w$ where $\delta$ is the layer thickness and the subscript $w$ refers to the wall. Forming a dimensionless group by $\bar{p} = (1-\bar{\rho})(1-\bar{p}_w)^{-1}$, the reduced density is plotted vs. $\eta$ and shown in Fig. 8. The analytic expression

$$\bar{p} = (1-\eta)^{1.5}$$

well approximates the data. Using this result with the one dimensional form of the continuity equation

$$\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial y} (\rho v) = 0$$

(4)

the velocity distribution in the layer may be obtained. Integrating Eqn. 4 with respect to $y$ gives

$$v = \frac{\partial \rho}{\partial t} \frac{\partial}{\partial y} \left( \frac{\partial}{\partial y} \right)$$

(5)

treating $\rho_w$ as a constant. Introducing Eqn. 3 and carrying out the integration gives

$$v = \frac{1}{\rho_w} \left( \frac{\partial \rho}{\partial t} + 1.5(1-\bar{p}_w) \frac{\partial \delta}{\partial t} \left( \frac{(1-\eta)^{2.5}}{2.5} - \frac{(1-\eta)^{1.5}}{1.5} \right) + \frac{\partial p}{\partial t} \frac{(1-\eta)^{2.5}}{2.5} \right)$$

(6)

The velocity at the edge of the layer is given by

$$v_\delta = 0.4 \left[ \delta(1-\bar{p}_w) \right]$$

(7)

The product $\delta(1-\bar{p}_w)$ can be obtained from the profiles in Fig. 7 and is shown as a function of time in Fig. 9. The slope of this curve is nearly constant after 20 msec. Using Eqn. 7, these results give a speed equal to 8.5 m/sec. The result is in rough agreement with the previous estimate of the flow behind the acoustic wave. The velocity distribution within the cathode layer is shown in Fig. 10 at 50 msec by the solid line.

Integrating the inviscid 1-D momentum equation shows that the pressure change across the layer is on the order of $\rho_w v_\delta^2$. For the current experiments, this is less than 1 torr and can be neglected. Thus, from the equation of

Fig. 7 Density Profiles behind the Cathode Wave

Fig. 8 Normalized Density Profile
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![Graphs showing velocity distribution and temperature profiles.]

The temperature distribution described by the results of Fig. 11 may be analyzed by using the enthalpy equation outside the cathode fall region. Neglecting body forces, dissipation, and taking the pressure to be uniform in space gives

\[
\frac{\partial h}{\partial t} + \frac{\partial (pvh)}{\partial y} = \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + J \cdot E_{\text{eff}}
\]

where \( h \) is enthalpy and \( k \) is the thermal conductivity. Near the cathode fall, it is estimated that \( \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) \gg J \cdot E_{\text{eff}} \)

giving

\[
\frac{\partial h}{\partial t} + \frac{\partial (pvh)}{\partial y} = \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial p}{\partial y}
\]

If pressure variations are neglected (\( \rho h = \text{const.}, \frac{\partial p}{\partial y} = 0 \)), Eqn. 10 can be integrated to give the velocity at the edge of the layer as

\[
\frac{V_d}{Y} = \frac{-\frac{1}{2} \frac{\partial q_w}{\partial y}}{Y} = -\frac{1}{2} \frac{k}{\partial y} \frac{\partial T}{\partial y}
\]

where \( q_w \) is the heat transfer to the gas at the wall from the cathode fall (at \( y=\delta, q=0 \)). Using \( v_d=8.5 \text{ m/sec} \), \( q_w \) is calculated to be 114 w/cm² for the conditions of Fig. 5. This value is much smaller than the heat released in the cathode fall. Assuming a cathode fall voltage of 200 volts and current density of 4.62 amp/cm², the heat release is 920 w/cm². Thus, most of the heat is conducted into the wall and little is conducted into the gas, as may be expected.

The temperature distribution can also be obtained using Eqsns. 10 and 4. That is

\[
\frac{\partial h}{\partial t} + \frac{\partial (pvh)}{\partial y} = \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right)
\]

Neglecting the convection term (estimated to be less than 10% of the first term) gives the ordinary heat diffusion equation for variable density. It is emphasized that \( k \) in this equation is as yet not known. Assuming the usual boundary layer assumptions that \( \text{Pr} = \text{constant}, \mu = \text{constant}, \) and using the transformation of the \( y \) coordinate as \( y = \int_0^y \rho_w^2 \), Eqn. 12 is reduced to

\[ [383] \]
\[ \frac{\partial h}{\partial t} = \frac{\partial^2 h}{\partial x^2} \]

where \( h \) is the diffusivity. The diffusion equation was solved for constant heat flux at the wall and found to be

\[ h = h_{\infty} + \frac{q_w}{\rho c_p \eta} \text{erfc} \left( \frac{\eta \omega}{\sqrt{2 \eta \Delta T}} \right) \]

where \( \eta = 1/2c_{\infty} \). Assuming \( c_p \) is a constant, the temperature at the wall is

\[ T_w = T_{\infty} + \frac{1.1284 \rho w^2}{\rho \omega c_p \Delta T} \]  

This functional dependence is in agreement with the temperature results \( \theta = 0 \) shown in Fig. 11. Using \( q_w = 114 \, \text{w/cm}^2 \), the apparent heat diffusivity can be obtained from each of the curves in Fig. 11. On the average \( \alpha_w \) is nearly a constant and equal to 88 cm\(^2\)/sec, a value 150 times the gas kinetic value. Using this result in Eqn. 14 yields the temperature variations as a function of space and time. The calculated values are shown in Fig. 11 for comparison. Using Eqn. 14, the result for \( v \) can be shown to be

\[ v = v_0 \text{erf} \left( \frac{1/2c_{\infty}}{\sqrt{2 \eta \Delta T}} \right) \]  

This velocity relation is shown in Fig. 10 by the dashed line. Similar experiments were performed at different pressures and discharge conditions. However, the value of \( \alpha_w \) was always larger than the gas kinetic value with the discrepancy getting larger at lower pressures. For example, \( \alpha_w \) is about 450 times the gas kinetic value at \( p = 100 \, \text{torr} \).

(c) The Effect of Heat Release at the Cathode in Supersonic Flow

The contribution of the cathode phenomena to the boundary layer's growth can be separated experimentally from that due to volumetric heat addition. The
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effect of the cathode on the boundary layer is well shown in Fig. 12. A flat plate having the same planform as the cathode surface is placed above the wall boundary layer to serve as a sustainer electrode. Fig. 12a shows the density disturbances due to the presence of the plate in the supersonic flow without a discharge. A very thin boundary layer is observed as would be expected because of the nearness of the leading edge. There is not much change in this boundary layer when the discharge is applied, if the plate serves as the anode. When an equal voltage with opposite polarity is applied, the boundary layer thickness triples (Fig. 12c). Increasing the power to the discharge results in an even thicker layer (Fig. 12d). The oblique wave at the leading edge is clearly enhanced by the discharge in Figs. 12c and 12d. The relative density jump across the wave changes from 5 to 15 percent when sufficient power is applied.

This disturbance level can be estimated on the basis of the static results by the analogy between one-dimensional non-steady motion and two-dimensional supersonic flow. When supersonic flow is superimposed on the discharge, the stream will deflect by the perpendicular outflow produced by excessive heating from the cathode side. It was found in static experiments that $v_2$ is constant with time, and from theory, it is only a function of the heat flux at the wall and the static pressure. The result for $v_2$ obtained from the static experiments can be applied to estimate the free stream deflection angle $\theta$. By the principle of superposition, this angle is $v_2/U_\infty$. An oblique wave is then developed in the flow, with its origin at the cathode leading edge. The density ratio across the wave can be calculated from weak shock theory as

$$\frac{\rho_2}{\rho_1} = 1 + \frac{M^2}{2} \frac{\theta}{\Pi - 1} \quad (17)$$

Applying the results for $v_2$ from the static experiments gives an estimate for $\theta$ which in turn is in qualitative agreement with the density changes measured across the wave.

In removing the cathode from the existing boundary layer as shown in Fig. 12, the power loading per unit volume can be increased by a factor of two before arcing occurs. Energy input reached 1000 J/lit.ama. corresponding to 5000w/cm³ before the arc was developed after one flow time. This is a significant improvement in the flowing gas case and suggests that additional gains are possible when boundary phenomena in discharges are fully understood.
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Some recent theoretical results on high power gasdynamic lasers obtained at the University of Maryland and at the Politecnico di Torino are reviewed in this paper. Moreover new results concerning both premixed gasdynamic lasers and downstream mixing gasdynamic lasers are presented. These results refer to the effect of a multireflected shock wave on a lasing medium and to the influence of initial flow conditions on the mixing downstream of the nozzles exit.

INTRODUCTION

Since the suggestion of Hurle and Hertzberg in 1965 that a lasing medium could be created in the rapid, nonequilibrium expansion of an initially hot gas through a supersonic nozzle, it was evident that the development of such lasers would involve the solution of complex fluidmechanical problems. The laser power output and the beam quality are strictly connected with the behaviour of the flow in the nozzle and in the cavity. Later on, with the advent of the concept of the downstream mixing gasdynamic lasers in 1970, many and more complicated fluidmechanical problems arose.

The theoretical analysis of such flows has required the development of complete and sophisticated numerical methods, owing to their complexity and to the interaction between fluidmechanics and reaction rates.

The goal of this paper is to review some recent results obtained by means of numerical procedures at the University of Maryland and at the Polytechnic of Torino for the prediction of the performance of CO₂-N₂-H₂O gasdynamic lasers and to present new results concerning both premixed gasdynamic lasers and downstream mixing gasdynamic lasers.

PHYSICAL PROBLEMS AND METHODS OF ANALYSIS

a) Premixed Gasdynamic Lasers

In a conventional CO₂-N₂-H₂O premixed gasdynamic laser, the mixture of hot and high pressure gases is expanded very rapidly through a supersonic nozzle. Due to the rapid cooling, the mixture becomes a lasing medium and a beam of laser energy may be extracted from the cavity.

The nozzles are very short, generally minimum length nozzles, and the area ratio very high; the flow Reynolds number is generally low, particularly for the case of combustion driven gasdynamic lasers. Complex fluid mechanical phenomena...
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occur, in which the viscosity may play an important role. Moreover, even if the molecular vibrational energy of the gas is a small amount of the total energy of the mixture, the phenomena related to molecular reactions are strictly coupled with fluidmechanical phenomena.

In order to study such internal flows, a sophisticated numerical analysis has been developed. The reacting, nonequilibrium flow field into the nozzle is considered inviscid everywhere except in that region close to the wall where a viscous boundary layer develops. The coupling between the inviscid core and the viscous boundary layer is achieved by means of an iterative procedure.

The boundary layer is assumed as laminar. As far as the vibrational energy is concerned, the two extreme cases of fully catalytic and non catalytic wall are considered.

Following the kinetic model of Anderson the vibrational relaxation of the mixture is described by two vibrational temperatures, $T_{vib1}$ for the $v_1$ and $v_2$ modes of the $CO_2$ and $Tvib2$ for the $v_3$ mode of the $CO_2$ and the $v=1$ level of $N_2$.

The vibrational energies are assumed as frozen through the shock.

b) Downstream Mixing Gasdynamic Lasers

In the downstream mixing gasdynamic laser, vibrationally excited $N_2$ is expanded through a supersonic nozzle and mixed with $CO_2$ and $H_2O$ downstream of the nozzle exit. The transfer of energy from the $N_2$ to the $CO_2$ in the mixing region creates the lasing medium.

Two advantages are evident with respect to the conventional premixed gasdynamic laser:

i) The reservoir temperature of $N_2$ can exceed 4000K and then more vibrational energy in the gas is available for lasing with respect to the premixed configuration. For this one, there is an upper limit of 2300K, because the $CO_2$ starts to dissociate above this temperature and the laser performance deteriorates.

ii) More efficient freezing of the $N_2$ vibrational energy is obtained during the expansion, because of the absence of $CO_2$ and $H_2O$, which act as contaminants on the $N_2$.

It is evident that the performance of the laser depends strictly on the behaviour of the flow in the mixing region and on the local interaction between reaction rates and fluid mechanics. Prediction methods must include all physical effects related to the mixing of reacting gases; this requires the development of reliable physical models and very complex computational methods.

Some results of a very precise and complete numerical analysis will be shown here, where two-dimensional Navier-Stokes equations, fully coupled with the finite-rate vibrational rate equations, are solved. This analysis allows the direct calculation of axial and transverse pressure gradients as well as the temperature and gain profiles in the mixing region.

The analysis is referred to the case of very small nozzles and very low pressures, leading to Reynolds numbers on the order of $10^3$. Hence, the mixing is assumed laminar.

Due to the low cavity pressures considered, the Anderson model for the vibrational energy is not appropriate for this study, because the assumption of instantaneous equilibrium between the $v_3$ mode of $CO_2$ and the $v=1$ level of $N_2$ leads to an overestimation of the gain. Hence, the three-vibrational temperatures model of Munjee has been assumed.

RESULTS AND COMMENTS

The results shown in Figs.1÷12 refer to the case of premixed gasdynamic lasers, the results in Figs.13÷30 refer to the case of downstream mixing gasdynamic lasers.

For more detailed comments on Figs.1÷7 and on Figs.14÷22 the reader may refer to and 6.

Promising results may be expected from the CH4-Air combustion-driven gas-
dynamic laser. The optimal characteristics of this laser are \( C_d/C^* = 72 \); the area ratio, \( C_d/C^* = 72 \); the throat height, \( C^* = 0.15 \text{ mm} \); the mixture composition, \( X_{\text{CO}_2} = 0.138 \), \( X_{\text{N}_2} = 0.768 \), \( X_{\text{H}_2} = 0.074 \); the pressure and temperature in the reservoir \( p_0 = 30 \text{ atm} \), \( T_0 = 1955^\circ \text{K} \). Few results are here shown related to the performance of this laser. Figs.1 - 7 refer to a contoured nozzle. In Fig.1 isobares along the inviscid core are reported; the details of the two-dimensional expansion through the nozzle are clearly shown. In Fig.2 the pattern of the resulting small signal gain \( G_0 (\text{m}^{-2}) \) is shown. In Figs.3,4 and 5 curves of constant static temperature \( T/T_0 \) and constant vibrational temperatures \( T_{\text{vib}}/T_0 \) and \( T_{\text{vib}}/T_0 \) are reported. Results of the boundary layer calculations are shown in Fig.6 and 7, where temperature profiles and the small signal gain \( G_0 \) are displayed. The wall temperature \( T_w \) is supposed to vary linearly from the value in the reservoir down to 300\(^\circ\text{K}\) at the throat and then it remains constant. Results are shown for catalytic and noncatalytic wall. The similar type nondimensional coordinate \( n \) is defined as,

\[ n = \left( \frac{\mu}{\rho \mu_x} \right) \int_0^y \rho dy \]

where \( \mu_x \) is the velocity at the edge of the boundary layer, \( \rho_0 \) and \( \mu_0 \) are the density and the coefficient of viscosity of the gas mixture in the reservoir, \( x \) is the curvilinear coordinate along the wall, \( y \) the transverse coordinate.

In some configurations of practical interest, multiple reflected shock waves may occur in the cavity, downstream of the nozzle array exit or inside the nozzles, if these are not contoured. An example showing how a lasing medium may be affected by a multiple reflected shock wave inside the nozzle is reported in the next five figures. This refers to a gas mixture having the optimal characteristics \( C_d/C^* = 80 \); the area ratio \( B = 0.15 \), the pressure and temperature in the reservoir are \( p_0 = 34 \text{ atm} \) and \( T_0 = 1862^\circ \text{K} \). The nozzle area ratio is \( C_d/C^* = 80 \), the throat height is \( C^* = 0.15 \text{ mm} \). The geometry of the nozzle is a 15.5 degrees wedge matched with a constant cross-sectional area duct. The boundary layer has been neglected. Details of the shock development and of its downstream propagation are reported in Fig.8. In the wedge shaped portion of the nozzle, the pressure is about constant at each axial location; a shock originates downstream from the wall.

The results in Fig.9 must be observed in comparison with those in Fig.2. For the contoured geometry, the gain \( G_0 \) increases continuously along the nozzle up to a value of about 1.5 at the exit section, where it shows a variation of about 7\% going from the axis to the wall. The picture in Fig.9 is quite different, the small signal gain \( G_0 \) decreases steeply through the shock, owing to the growth of static temperature and then starts to increase again downstream. It seems from Figs.11 and 12 that the vibrational energies are not greatly affected by the shock wave. The variation of \( G_0 \), from the axis to the wall, at the last section shown in the figure is about 17\%.

The following figures refer to results concerning the downstream mixing gasdynamic laser. Fig.13 illustrates the physical set-up of these lasers. Here, a supersonic stream of \( \text{N}_2 \) is mixed with a supersonic stream of \( \text{CO}_2 \) and \( \text{H}_2 \). Typical dimensions of the nozzles considered are reported in the picture. The conditions of the two streams at the cavity inlet are tabulated in Table 1.

These conditions refer to results from Fig.14 to Fig.19. Nozzle wall boundary layers have been here neglected, the results refer to the fluid dynamics. The laminar mixing between two initially uniform, parallel streams. The velocity profiles at various \( x/h \) locations along the cavity are shown in Fig.14; at \( x/h = 0 \) the velocity ratio between the two streams is \( u_1/u_2 = 0.5 \), at \( x/h = 200 \), an almost uniform velocity is achieved across the complete flow-field. Static temperature profiles are displayed in Fig.15, where an increase of temperature is shown along the cavity, due to the viscous dissipation and to the collisional deactivation of vibrational energy to translational energy. Fig.16 is a plot of the \( \text{N}_2 \) mass-fraction profiles. The vibrational energy distributions in modes (12) and (3) of \( \text{CO}_2 \) are indicated in Figs.17 and 18. The small signal gain \( G_0 \)
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Fig. 1 Contoured nozzle
\[ \ln \left( \frac{p}{p_0} \right) = \text{const. curves} \]

Fig. 2 Contoured nozzle
\[ \frac{G_0}{m} = \text{const. curves} \]

Fig. 3 Contoured nozzle
\[ \frac{T}{T_0} = \text{const. curves} \]

Fig. 4 Contoured nozzle
\[ \frac{T_{vib}}{T_0} = \text{const. curves} \]

Fig. 5 Contoured nozzle
\[ \frac{T_{vib}}{T_0} = \text{const. curves} \]

Fig. 6 Temperature profiles in the B.L.

\[ T, T_{vib}, T_{vib2} \]

Fig. 7 \( G_0 \) profiles in the B.L.

\[ \text{(--)} \text{Catalytic, (--) non catalytic wall. } T_w = 300^\circ \text{K} \]

\[ \text{(--)} \text{Catalytic, (--) non catalytic wall. } T_w = 300^\circ \text{K} \]
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Fig. 13 Nozzle configuration

![Nozzle configuration diagram]

Fig. 14 Transverse profiles of velocity at various axial locations in the cavity.

![Velocity profiles diagram]

Table 1

<table>
<thead>
<tr>
<th></th>
<th>STREAM 1</th>
<th>STREAM 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>p n/m²</td>
<td>656</td>
<td>656</td>
</tr>
<tr>
<td>T °K</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>ρ kg/m³</td>
<td>1.094×10⁻²</td>
<td>7.36×10⁻²</td>
</tr>
<tr>
<td>Θ CO₂ kg/m³</td>
<td>1.051×10⁻²</td>
<td>-</td>
</tr>
<tr>
<td>Θ H₂O kg/m³</td>
<td>4.280×10⁻⁶</td>
<td>-</td>
</tr>
<tr>
<td>Mach No</td>
<td>3.3</td>
<td>5.3</td>
</tr>
<tr>
<td>TVIB °K</td>
<td>300</td>
<td>2000</td>
</tr>
</tbody>
</table>

Fig. 15 Transverse profiles of static temperature at various axial locations in the cavity.

![Temperature profiles diagram]

Table 2

<table>
<thead>
<tr>
<th></th>
<th>STREAM 1</th>
<th>STREAM 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>p n/m²</td>
<td>740</td>
<td>720</td>
</tr>
<tr>
<td>T °K</td>
<td>306</td>
<td>308</td>
</tr>
<tr>
<td>Θ CO₂</td>
<td>0.96</td>
<td>-</td>
</tr>
<tr>
<td>Θ H₂O</td>
<td>0.04</td>
<td>-</td>
</tr>
<tr>
<td>Mach No</td>
<td>2.94</td>
<td>5.22</td>
</tr>
<tr>
<td>TVIB1 °K</td>
<td>-</td>
<td>1985</td>
</tr>
<tr>
<td>TVIB2 °K</td>
<td>524</td>
<td>-</td>
</tr>
<tr>
<td>TVIB3 °K</td>
<td>634</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 16 N₂ mass-fraction profiles.

![Mass-fraction profiles diagram]
profiles are shown in Fig. 19, where values of $G_0$ are at least a factor of two higher than a conventional premixed gasdynamic laser (with the same reservoir temperature) are demonstrated. In Figs. 20, 21 and 22 the values of the gain, integrated with respect to $y/h$, are displayed along the mixing region. The results in Fig. 20 assess the influence of the initial velocity ratio of the two streams. It is shown that the one-to-one velocity ratio gives higher gain; this is due to the fact that in this case the mixing is totally obtained by diffusion; the viscous dissipation is minimized and consequently the static temperature in the mixing region is kept lower than in Fig. 15. The influence of the $\text{H}_2\text{O}$ content on the integrated gain is shown in Fig. 21; the best gain is obtained with no $\text{H}_2\text{O}$ in the mixture (notice that a small amount of $\text{H}_2\text{O}$ is required for power extraction). Fig. 22 demonstrates the effect of increasing the vibrational temperature of the $\text{N}_2$ stream up to 4000 K; very high gains are obtained showing clearly the substantial improvements of the downstream mixing gasdynamic laser over the conventional premixed configuration.

Owing to the low Reynolds number involved, thick boundary layers will be originated within the nozzles. To study the effect of such boundary layers on the downstream mixing, calculations have been performed inside the nozzles, starting from the reservoir, in order to obtain the real gas conditions of the two streams at exit section. The nozzle wall temperatures, from the throat down to the exit section, have been considered constant and equal to 300 K. The case of noncatalytic wall has been considered. For the gas conditions of Table 1, boundary layers fill a large part of the nozzles; for both, the $\text{N}_2$ nozzle and the $\text{CO}_2$-$\text{H}_2\text{O}$ nozzle the displacement thickness at the exit is about 20% of the section semi-height. Displacement thickness have been taken into account for the nozzle contours. The gas conditions at the nozzle exits, in the inviscid core, are tabulated in Table 2. Profiles of quantities in the boundary layers may be deduced from the diagrams describing the mixing region, for $x/h = 0$. In Fig. 23 profiles of velocity along the cavity are shown. Even if they are initially affected by the inlet velocity distributions, they become relatively uniform beyond $x/h = 150$; that is, the boundary layer structure does not persist for large distances from the nozzle exit. The same conclusions as above apply to the static temperature profiles displayed in Fig. 24. However, the viscous dissipation is stronger than in the case of initially uniform profiles, leading to higher static temperature at large distances downstream from the nozzle exit. This increase in static temperature tends to reduce the gain, as it will be shown. Fig. 25 reports the $\text{N}_2$ mass-fraction profiles at various $x/h$ locations. The vibrational energy distributions in modes (12) and (3) and in $\text{N}_2$ are indicated in Figs. 26, 27 and 28. Owing to the increased static temperature higher values of $\text{evib}_{12}$ are observed when compared with those in Fig. 17. Moreover $\text{evib}_1$ and $\text{evib}_2$ result decreased at the lower centerline with respect to the case of initially uniform profiles, because the boundary layer profiles tend to inhibit the mixing and the diffusion of $\text{N}_2$ into the $\text{CO}_2$ stream (see Fig. 25). As a consequence the small signal gain behaves as it is shown in Fig. 29. The peak in the mixing region near the nozzle exit depends on the fact that the $\text{CO}_2$, $\text{H}_2\text{O}$ and the $\text{N}_2$ molecules have a residence time in the boundary-layer mixing region longer than in the uniform profiles case. The negative gain in the regions near the lower centerline depends on the local behaviour of $\text{evib}_1$ and $\text{evib}_2$.

Finally in Fig. 30, the integrated values of $G_0$, obtained starting the mixing calculations with real initial conditions, are compared with the results obtained assuming uniform inlet profiles. The main result is that the peak small-signal gain, integrated across the duct, turns out to be about one half with respect to the case where nozzle boundary layers have been neglected.
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Fig. 17 Profiles of vibrational energy in mode (12).

Fig. 18 Profiles of vibrational energy in mode (3).

Fig. 19 Transverse profiles of $G_0$ at various axial locations in the cavity.

Fig. 20 Variation of integrated gain with distance along the flow; comparison between different velocity ratios.

Fig. 21 Variation of integrated gain with distance along the flow; comparison between different H$_2$O contents.

Fig. 22 Variation of integrated gain with distance along the flow; comparison between different vibrational temperatures.
Fig. 23 Transverse profiles of velocity at various axial locations in the cavity.

Fig. 24 Transverse profiles of static temperature at various axial locations in the cavity.

Fig. 25 N₂ mass-fraction profiles

Fig. 26 Profiles of vibrational energy in mode (12).

Fig. 27 Profiles of vibrational energy in mode (3).

Fig. 28 Profiles of vibrational energy in N₂.
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Fig. 29. Transverse profiles of $G_0$ at various axial locations in the cavity.

Fig. 30. Variation of integrated gain with distance along the flow; comparison between the case of uniform inlet profiles and real inlet profiles.
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The collision of microscopic particles at high velocities (10^8 cm/sec) offers, in principle, the possibility of
attaining plasmas of very high density and temperature.
A study was made of the entrainment of such particles
behind spherically converging shock waves. Analytical and
numerical calculations show that submicron particles can
be accelerated to a significant fraction of the gas velocity.
A discharge chamber with shaped side walls was constructed
to generate spherically converging shocks. Results to-date
indicate that imploding speeds of about 10^7 cm/sec can be
achieved. An approximate analysis suggests the use of a
novel type of "laser beam plasma confinement" scheme, for
which analytical expressions are derived.

INTRODUCTION

The use of spherically imploding shock and compression waves as a means
of heating, compressing, as well as inertially confining plasmas, has recently
received much attention in connection with laser pellet fusion. In this case
the implosion is generated by surface ablation of a pellet by a converging
optical beam. The use of shaped side walls of a shock tube in order to
generate an imploding shock has been suggested by Milton and Archer. Spherically convergent shocks were produced by Lau from electromagnetically
driven plane and cylindrical shocks. Lui obtained toroidal focusing of a
shock in a coaxial electromagnetic shock tube by using a suitably shaped end
wall. The three methods are diagrammatically depicted in Fig. 1.a-c. The
common feature in these approaches is the use of Whitham's theory to calculate
the appropriate shape of the end or side wall to generate the imploding shock.
The requisite profile depends on the geometry chosen; starting with a plane
shock, the convergence will, in general, produce a focus lying in the shaped
wall (Fig. 1.a,c). However, if the initial shock is cylindrical (Fig. 1.b) the
appropriate side walls end in cusps, hence the collapsing shock wave will
generate a focus well away from any material surface. The effect of the side
walls on the heat loss from and contamination of the plasma is therefore likely
to be a minimum in the case of the cylindrical wave. For this reason, the
latter geometry was chosen in our case.

WALL PROFILE CALCULATIONS

Whitham's "ray-shock theory" is based on two partial differential
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If the cylindrical net \((r,z)\) with the polar angle \(\theta\) is chosen, the equations can be written in characteristic form thus:

\[
\begin{align*}
d\theta + \frac{1}{\tan m} \frac{dM}{r} + \\
\tan m = 0
\end{align*}
\]

along \(\frac{d\alpha}{dr} = \tan (\theta - m)\)

\[
\begin{align*}
d\theta - \frac{1}{\tan m} \frac{dM}{r} - \\
\tan m = 0
\end{align*}
\]

along \(\frac{d\alpha}{dr} = \tan (\theta + m)\)

where: \(\tan m = A \frac{dB}{N} \frac{d\alpha}{N} = A.C \)

\[
= 0.4748
\]

where \(a = \) constant denotes the shock position, \(b\) that of a ray, \(M\) the shock Mach number, \(A\) the area between successive rays. The characteristic net is now constructed as in Fig. 2 with the condition that \(PQ\) \((a = \) const.) is a quadrant of a circle and \(QR\) \((\text{straight line, } \theta = 0)\) is the first characteristic due to wall curvature. The values of \(\theta\) along the positive characteristic are then computed and the wall shape \(PR\) is faired in starting from \(P\), where \(\theta = 90^\circ\).

**EXPERIMENTAL REALISATION**

Small-diameter, converging cylindrical shock waves are comparatively easily realisable by means of \(Z\)- or theta pinches. Larger diameter shocks tend to exhibit local irregularities due to "holes" in the driving current sheets. This has been overcome using the arrangement shown in Fig. 3. A cylindrical conducting box is divided horizontally by a conducting disc on a cylinder which is insulated from the box by a glass bushing. When a high potential is applied between the box \((\text{ground})\) and the disc, the gas breaks down in a ring close to the bushing as in an "inverse pinch", whereby the magnetic pressure inside the current sheet quickly forces it outward towards the rim of the disc. There, it "folds over" and becomes a regular \(Z\)-pinch in the upper part of the chamber. This configuration has the added advantage that the initial breakdown region lies in the "shadow" of the converging current sheet and its strong UV radiation, thus preventing unwanted restrikes. The inner portion of the disc and part of the upper surface of the chamber contains the cusped sections of the shaped side walls. These are made of non-conducting material.

The discharge chamber was electrically switched to a Marx-connected.
condenser bank with a maximum energy of 100 kJ and a bank voltage up to 100 kV. Diagnostics included image converter photography of the luminous phenomena, magnetic probes and soft x-ray emission monitors. A small nebulizer has been designed which can generate a spray of liquid deuterium droplets in the desired size range. This will be incorporated in the future.

RESULTS

If it is assumed that the current sheet is not "leaky" and that it drives a shock wave ahead of itself in the manner of an impermeable piston, equilibrium temperatures behind the shock can be readily estimated from the tables of Miller and Wilder. It then appears that the temperature corresponding to a shock speed of $10^7$ cm/sec should be 12 eV. Treating the shock as one-dimensional, the temperature on reflection will be 30 eV. Lui has shown that the convergence process may increase the shock temperature by another factor of eight, hence the ion temperature may be close to 240 eV. It must be realised that the duration of the maximum compression phase is very short, making it unlikely that the electron temperature will be of the same order as the ion temperature. It is therefore to be expected that the electron temperature as determined by soft x-ray emission may be somewhat lower.

The image converter camera and the magnetic probes register a current sheet velocity of $5 \times 10^6$ to $10^7$ cm/sec in the lower chamber, whereas velocities of $10^7$ cm/sec have been observed in the upper chamber. In Fig. 4 the convergence process is shown in pictures 1-5. In H₂, convergence was obtained at 1 torr pressure and less, and there are indications of spherical shock implosions at higher pressures. Unlike the plasma focus device, the maximum convergence occurs when the current is at or near zero. The x-ray pulse is coincident with the maximum compression on the image converter records and indicates electron temperatures of the order of those of the ions.

COLLISION OF MICROSCOPIC PARTICLES

Although very high temperatures and pressures can be achieved in the focus of converging spherical shock waves, it is unlikely that true thermonuclear conditions can be attained in this manner. The reason for this lies in the fact that the density increase across a plane shock wave reaches a limit for infinite shock strength. Some increase beyond this may be expected due to convergence, but not sufficient to make up for the extremely short inertial containment time given by reflection at the convergence centre. It was therefore decided to launch a preliminary study into the possibility of generating a very dense, hot plasma by means of collision of microscopic particles suspended in the gas behind converging shock waves. Harrison has shown that if particles of solid deuterium were made to collide with a relative velocity of $10^6$ cm/sec, close to thermonuclear conditions can be expected to be obtained. According to Guderley, the velocity of a spherically...
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Fig. 4 Experimental results for $p_0 = 0.5$ torr H$_2$; a - current waveform (350 kA/div; 5 μs/div); b - x-ray pulse (.2 volts div; 2 μs/div); c - image converter camera monitor (2 μs/div; time markings also presented on current waveform); image converter framing pictures (50 ns exposure) at times shown by c.

The converging shock wave increases as $x^{-0.53}$ where $x$ is the distance from the convergence focus. If the velocity at a distance $x_0$ is $10^7$ cm/sec, at $x_0/161$ it will be $10^8$ cm/sec. Thus, it is possible to create particle velocities of the right order of magnitude, provided the particles can be made to attain a high enough proportion of the gas velocity in which they are suspended.

A simplified theory will be presented in the following which permits calculation of the time-dependent acceleration of the particles after they have been enveloped by the incident and reflected shock waves. To simplify the problem and make it analytically tractable, Guderley's exact theory of converging shock waves is replaced by the asymptotic approximation of Stanyukovich. In addition, we confine ourselves to consideration of a gas
with $\gamma = 5/3$, which is reasonable, as in the high-temperature limit, our gas ($\text{H}_2$ or $\text{D}_2$) will certainly be fully dissociated and ionized.

The equation of motion of a particle of mass $m$ imbedded in a gas of velocity $u$ is:

$$mz' = a(u - x')$$

where primes denote differentiation with respect to time and $a$ is related to the Stokes drag. (The particle is assumed small enough to be always in the Stokes regime of flow of the gas.) Since $x'$ is always smaller than $u$, we shall neglect the former relative to the latter and write:

$$mz' = au$$

(1)

From Stanyukovich we find:

$$u = -b\frac{v}{d-1}/d$$

(II)

where for a monatomic gas in spherical convergence, $d = 0.688$ and $b$ is a constant depending on the initial conditions. Substituting (II) in (I), we find that the resulting equation is not integrable in finite terms unless we approximate $d$ by $2/3$. The error is about 3% and is unlikely to change the physical behaviour radically. Adopting this compromise and solving (I) with the initial conditions

$$x' = 0 \text{ when } x = x_o \text{ and } t = t_o$$

we find that the solution is the positive root of the cubic:

$$R^3 - \frac{3R(x_o)^{1/2}}{(3/4)(u-v_o)^{4/3}} + 2 = 0$$

(III)

where $u = t(ab/m)^{1/2}$ and

$$R = \frac{((x_o)^{1/2} - (x)^{1/2})^{1/2}}{(3/4)(u-v_o)^{4/3}}$$

To change to non-dimensional representation, we assume that we are given the shock Mach number $M_o$ at a distance $x_1$ and time $t = 0$ in a gas of sound velocity $c$, then the shock trajectory is:

$$x_o/x_1 = (1 - T_o)^d, \text{ where } T_o = t_o\omega_o/dx_1.$$ 

Equation (III) is written:

$$R^3 = 3Br + 2 = 0$$

(IV)

where

$$R = \frac{((x_0/x_1)^{1/2} - (x/x_1)^{1/2})^{1/2}}{(3/4)(\omega_0)^{4/3} (1 + \omega_0 e_0)^{4/3} (c-x_o)^{1/3}}$$

and
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\[ p = \frac{(x_0/x_1)^{\gamma^2}}{(3/4)(2\pi r^3 z_1)^{\gamma^2}((\gamma+1)\ln c_0^2)^{1/2}(x-z_0)^{\gamma^2}} \]

The relevant root of (IV) can be expressed by:

\[ R = 8p^{\gamma^2} \cos((\pi/2) + \pi^2 \cos^{-1}(p^{\gamma^2})) \]

If it is assumed that the particle is also overtaken by the shock reflected from the centre, we first must calculate the latter's trajectory. If \( x_2 \) is its position coordinate and we assume that the gas velocity behind it must vanish, we have:

\[ x_2' = (\gamma-1)u/2 = (\gamma-1)(\gamma+1)^{-1}M_0\sigma(x_1/x_2)^{(1-d)/d} \]

Therefore, by integration we have:

\[ x_2/x_1 = ((\gamma-1)(\gamma+1)^{-1}T_o^{-1})^{d} \]  

(V)

Since the particle now finds itself in an approximately stationary gas, its equation of motion is:

\[ m\ddot{x} = -aba' \]  

(VI)

with the initial conditions \( x = x_2, x' = x_1 \), when \( t = t_2 \), where \( t_2 \) is the time of arrival of the particle at the reflected shock. Integration of (VI) gives:

\[ x/x_1 = x_0/x_2 + (u/(\gamma+1)) \left(1 - \exp(-N(T-T_0))\right) \]  

(VII)

where \( N = abdx_1/(mcM_0) \) and

\[ u = \frac{d(x/z)}{dt} = -2(2\pi r^3/(\gamma+1))^{1/2}((x_0/z_1)^{1/2} - (x/x_1)^{1/2})^{1/2} \]

With eq. (IV) and (VII) the whole history of the particle motion under the action of incident and reflected shock is given. Shock and particle trajectories are depicted in Fig. 5. The figure must be thought of as the

Fig. 5 Analytical results - trajectories of micro-particles

[401]
upper half of a symmetric representation with the T-axis as line of symmetry. Particles originating on either side of this line can collide if their trajectories intersect. It will be seen that some particles starting too close to the centre, not only cannot pick up enough speed from the gas to collide with the necessary velocity, but may not even reach the centre at all. It must be remembered that in the part of the motion before arrival of the reflected shock, the particle is not accelerated indefinitely, but reaches at most the speed of the gas behind the shock.

Another interesting graph is obtained when the particle velocity $u_p$ is plotted as a function of the distance from the convergence focus (Fig. 6).

Fig. 6 Particle speed vs x

A different curve is obtained for each time after launching of the shock wave from the periphery of the chamber. We see that from a certain time onward, the curves become double-valued, hence, in principle, collision between particles travelling at different speeds can occur even before the centre is reached. However, this is found to be physically unreal, when the gas velocity $U_g$ is drawn into the graph. It will then be seen that in the upper branch, the particle velocity is higher than the gas velocity (due to neglect of the $x'$-term in (I)) which is, of course, impossible. As will be seen in the following, in practice the particles will travel with a velocity well below that of the gas behind the shock. In any case, the upper branch in Fig. 6 must be ignored.

### NUMERICAL CALCULATIONS

The foregoing treatment is only approximate and was supplemented by a more realistic numerical approach. The following assumptions have been adopted in the calculations:

- the gas follows the perfect gas laws
- the flow is one-dimensional
- the particles are uniformly distributed
- the particles occupy negligible volume and contribute no partial pressure
- there is no interparticle interaction
- the particles do not change shape and remain solid or liquid.

While in the analysis the momentum exchange was considered to proceed in one direction only, i.e. from the gas to the particles, in the numerical work, the gas flow is also affected by the presence of the particles. This is important in the case of high particle density. The momentum exchange is given by a free-molecular drag coefficient, also used by von Stein and Pfeifer. The justification for this lies in the fact that the Knudsen number (ratio of mean free path to particle diameter) is in all cases of practical interest, quite large. A one-dimensional hydrodynamic code was drawn up in which the starting values were obtained from the Stanyukovich profiles and the Rankine-Hugoniot relations across the shock waves were applied. The latter supplied the proportionality constants necessary to evaluate the Stanyukovich profiles.

Some of the results obtained are depicted in Fig. 7. The gas and particle speeds are made non-dimensional by division by the gas sound velocity $c$. Both graphs, 7.a and 7.b are plotted against the numerical cell number, a quantity proportional to the distance from the convergence centre. The curves in Fig. 7a will be found to be only little different from the classical results.
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Fig. 7 Numerical results for initial gas pressure = 1 Torr in D_2, particle diameter = .1 µm and initial shock Mach number = 150 at radius r = 1 cm; graph a - particle velocity u_p, graph b - gas velocity u_g (c = sound velocity). Times given by: 1 - 13.10 ns, 2 - 23.10 ns, 3 - 33.10 ns, 4 - 41.25 ns, 5 - 43.47 ns, 6 - 43.68 ns, 7 - 47.95 ns.

of converging shock theory, except that the absolute values of the ordinates are very slightly smaller due to the deceleration of the gas by the particles. Figure 7b shows the particle speeds as a function of radial distance with time after launching of the shock wave as a parameter. It can be seen that behaviour near the origin - where most of the interparticle collisions can be expected to occur - depends critically on the time of shock wave launching. This is due to the fact that, while the particle must spend a sufficient time immersed in the gas flow behind the shock in order to pick up enough speed, too long a time will cause it to be overtaken by the shock reflected in the focus, behind which the flow speed is very small and of the wrong sign! It follows that only particles associated with curve 6 have any hope of interacting with their opposite numbers coming from a direction beyond the focus. Even here, the particle Mach number is only about 30, a small proportion of initial shock Mach number of 150. The main source of this deficiency appears to be the reflected shock, as can be seen from curve 7 in Fig. 7b. If it were not for the cutoff due to this wave, the curve would continue to rise towards the origin, probably reaching values of over Mach 60.

Studies are currently underway to determine means to suppress the reflected wave. The pressure rise at the focus causing the appearance of this wave can be minimised, for example, by introducing near the focus a small venting duct. This is best done by splitting the upper chamber of the discharge vessel in two by the introduction of a solid horizontal plane containing a hole near the focus. An investigation along these lines will be initiated.
AUGMENTATION OF CONTAINMENT TIME BY MEANS OF A LASER BEAM

It is well known that in order for a fusion device to be effective, the product of plasma density and containment time must exceed a certain limit. In the foregoing we discussed means of increasing the density without thought of affecting the containment time. As an alternative, it has been suggested that a powerful converging laser beam be employed to irradiate the plasma ahead of the shock reflected from the focus. This spherical plasma takes the place, in some sense, of the pellet in conventional laser fusion experiments. The effect of the laser beam can be thought of as twofold: (a) as a means of stopping the outward flow of the plasma from behind the reflected shock, thereby providing some sort of "containment", and (b) recompressing the plasma by another inward going wave. As the laser beam interacts with a plasma, rather than with a solid surface, we cannot, in our case, think of the interaction as an ablation process. Instead, we consider the interaction to be mediated by a laser-supported detonation. As in the immediate neighbourhood of the interaction point the wave system can be looked upon as plane, the wave diagram can be drawn as in Fig. 8 and the relevant transition relations for plane waves employed. The original outward going shock \( S_1 \) is at time to augmented by an optical detonation wave \( D \). Self-consistency demands that in addition, a centered expansion fan \( E \), a contact surface \( C \) and a second shock \( S_2 \) be inserted. The calculations are rather involved, though elementary, as simultaneous algebraic equations of larger than fourth order are to be solved, hence generally valid relations cannot be obtained explicitly. However, a few expressions valid in the strong shock limit are readily derivable. For instance, once it is realised that "containment" in the above sense is established if the contact surface \( C \) is parallel to the beam-plasma containment time axis, the ratio of Mach numbers of the mechanism, detonation \( M_D \) to incident shock wave \( M_S \) is in the limit of strong shocks:

\[
N_D/N_S = \sqrt{2 + \frac{\gamma - 1}{\gamma + 1} \left(\frac{(\gamma - 1)\gamma}{\gamma + 1}\right)^{\frac{1}{2}} + \frac{1}{2}\left(\frac{\gamma - 1}{\gamma + 1}\right)^{\frac{1}{2}}}. 
\]

For physically realistic values of \( \gamma \), this expression varies around the value 1.5 by approximately ±5%. Similarly, one can calculate the density ratio on either side of the contact surface in the strong shock limit as:

\[
\frac{p_D}{p_S} = \frac{\gamma^\frac{1}{2}}{\gamma - 1} \left(\frac{\gamma + 1}{\gamma - 1}\right)^{\frac{1}{2}}\frac{\sqrt{\gamma + 1}}{\sqrt{\gamma - 1}}. 
\]

For the monatomic value \( \gamma = 5/3 \), this expression assumes a value of almost 24. Thus, although the plasma is not contained in a vacuum - which should ideally be the case - it is surrounded by a gas of a density considerably lower than its own. Moreover, the surrounding gas is of the same species as its own, therefore contamination of the plasma is ruled out.

To calculate the containment time, one would require to find the time the shock \( S_2 \) needs to collapse on the centre and re-emerge to interact with the contact surface \( C \). This has not been attempted yet, as it would require taking into consideration spherical flow effects and hence numerical computations.
Spherically Converging Shock Waves

CONCLUSIONS

It is shown theoretically and experimentally that by suitably shaping the side walls of a cylindrical pinch, it is possible to obtain spherically symmetric collapsing shock waves in hydrogen. A theoretical study on the feasibility of using such a device to effect high-speed collision between microparticles has yielded promising results, as have calculations on the use of laser beams to augment the containment time of the plasma behind the shock reflected from the centre.
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Part III: PHYSICAL AND CHEMICAL PROCESSES IN SHOCK WAVES
HOMOGENEOUS NUCLEATION IN METAL VAPORS. VI.
THE CONDENSATION OF SILICON

Kiyohiko Tabayashi and Simon H. Bauer
Cornell University, Department of Chemistry, Baker Laboratory, Ithaca, New York 14853, USA

The shock tube technique for preparing controlled levels of supersaturated vapors of refractory materials has been extended to the condensation of silicon. Silane, with impurity levels of O₂ < 5 ppm and H₂O < 2 ppm, was the precursor substance; the desired concentrations of silicon vapor were generated by shock heating 1.0–0.05\% of SiH₄ in Ar carrier; 1500 < T°K < 2800. Experiments were made both with incident and reflected shock heated samples. The turbidity and the intensity of light scattered at 90° were recorded, with a time resolution of ~1 µs. The laser beam passed along a diameter normal to the shock tube axis, near its terminus. The transmitted beam was incident onto a phototube, located 150 cm from the exit window. The light scattered from the tube center passed through a side window and was focused onto the entrance slit of a grating monochromator. Critical pressures for the onset of condensation, on the time scale of our measurements, were deduced from the scattered light intensities. As for Fe, Pb, and Bi the dependence of the critical supersaturation on temperature is an exponential function: \( \ln\sigma_c = 392.5 \exp(-2.26 \times 10^{-3} T) \). A number of measurements were also made of cluster growth rates, wherein we monitored both the scattered light and turbidity, in the incident shock regime. Mean radii were deduced as a function of time. The growth sequence for Si is similar to the growth curves we found for Pb vapor.

INTRODUCTION

A shock tube technique for preparing controlled levels of supersaturated metal vapors was first described by Kung and Bauer\(^1\), and subsequently applied to Fe, Pb, and Bi. The onset of avalanche condensation can be ascertained either from light scattering or increased turbidity. In this manner, the temperature dependence of the critical supersaturation for these metals was determined\(^1,2\). The growth rates for Pb clusters\(^3\) were estimated from the scattered intensity and turbidity which are coupled through their cross-section. In this report we extended our experimental approach to the condensation of Si. The homogeneous nucleation of Si is of interest in such...
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diverse areas as the preparation of solar cell devices and the mechanism of formation of iron silicide and silicate particles in stellar atmospheres and protostellar nebulae, the latter being the subject of several recent papers.\textsuperscript{4,5}

For generating a specified level of supersaturated Si vapor, we select SiH₄ as a source of silicon atoms. There are extensive reports on the rates of thermal decomposition of SiH₄.\textsuperscript{6} Purnell and Walsh\textsuperscript{7} investigated the pyrolysis of silane in a static system, over the temperature range 648-703°K: \( k_{\text{uni}} = 10^{15.16} \exp(-55,900/RT) \times [\text{SiH}_4]^{1/2} \) sec\(^{-1}\). Recently, Newman et al.\textsuperscript{8} subjected SiH₄ to shock heating in argon mixtures, over the temperature range 1204 \(< T°K \leq 1304 \) and found: \( k_{\text{uni}} = 10^{13.7} \exp(-56,100/RT) \) sec\(^{-1}\). They also observed that under their condition the fragmentation stoichiometry is: SiH₄ \( \rightarrow 0.7\text{Si} + 0.3\text{SiH} + 1.65\text{H}_2 \). By extrapolating the above rate expressions, one can estimate the time for 96% decomposition at 1500 and 1800°K, \( t_{96} = 6 \times 10^{10} / k_{\text{uni}} \approx 2.4 - 6.9 \) ms and 0.1 - 0.3 \( \mu \)s respectively. If the first elimination of H or \( \text{H}_2 \) is the rate limiting step for the subsequent stripping of H atoms, Si atoms would be produced within a few microseconds after passage of the shock front. On the other hand, the present experiments showed that at moderate supersaturations the time for complete condensation of Si vapor was the order of 300 \( \mu \)s.

The equilibrium concentrations of the product species were computed using the NASA "equilibrium shock" program.\textsuperscript{9} The species considered were: SiH₄, SiH₃, SiH₂, SiH, Si, Si₂H₂, H₂ and Ar. For each of these the thermochemical data were introduced as a polynomial in \( T \) with coefficients fitted to the tabulated JANAF values.\textsuperscript{10} For species not listed in JANAF, we estimated the necessary terms from mass spectroscopic data,\textsuperscript{11} and computed partition functions.\textsuperscript{10} At typical shock conditions, 1\% SiH₄ in Ar at \( T_2 = 1500°K \) and \( P_2 = 1 \) atm (total), the calculated equilibrium composition, per mole of silane, is: SiH₄ \( \rightarrow 0.54\text{Si} + 0.26\text{SiH} + 0.18\text{SiH} + 0.02\text{SiH} + 1.5\text{H}_2 \). The mole fraction of disilane is less than \( 10^{-4} \). Based on Newman's rate data, we conclude that silane is a good source of silicon atoms for temperatures greater than 1500°K.

**EXPERIMENTAL**

The silane impurity levels (manufacturer's specifications) were \( C_2 < 5 \) ppm and \( H_2O < 2 \) ppm. The desired concentrations of silicon vapor were generated by shock heating 0.05-1.0\% of SiH₄ in Ar carrier (99.999\%). 1500 < \( T°K < 2800 \). Observations were made both on incident and reflected shock heated samples. The turbidity and the intensity of light scattered at 90° were recorded, with a time resolution of \( \approx 1 \) \( \mu \)s. Generally, the light source was a Lexel, model 96 Ar-ion laser, tuned to \( \lambda = 514.5 \) nm, operated at power levels 50-500 mW; a He-Ne laser (632.8 nm) was also used at a power of 50 mW. The laser beam passed along a diameter normal to the shock tube, near its terminus. The beam was weakly focused at the tube center, and its radiation was polarized parallel to the shock tube axis. The transmitted light passed through neutral density and narrow band filters and was incident onto an EMI 9634 phototube, located 180 cm from the exit window.

The light scattered from the tube center passed through a side window and was focused (with a collimating lens) onto the entrance slit of a SPEX Minimate (model 1670) grating monochromator. The slits were set to isolate either the 514.5 \( \pm 1 \) or 632.8 \( \pm 1 \) nm line. The Rayleigh scattered intensity was measured with an EMI-9658 phototube. Both signals were recorded with a dual beam tektronix 551 oscilloscope. Since there was some radiative emission from samples at the higher temperatures (when the data were taken from reflected shocks) the laser beam was
mechanically chopped at 5 x 10^3 Hz to provide estimates for the background correction. Optical alignment and absolute calibration of the scattered light signals were made by filling the tube with CHF₂CF to 800 torr. Prior to introducing the test gas the driven section was purged with argon to minimize residual impurities. After each filling it was pumped down to less than 0.2 mTorr/min. The leak and outgassing rates were less than 0.2 mTorr/min.

Special precautions were taken to minimize possible contaminations of the test section. We found that a residual trace of CHF₂CF initiated laser-induced dissociation of SiH₄ within a few seconds, prior to shock initiation. By purging with Ar we essentially eliminated the photoinduced decomposition. Laser powers as high as 500 mW were safe for our operation. Other contaminations may be due to a very slight leak and outgassing of the shock tube. An elapsed time of less than 2 min was allowed between sample charging and diaphragm rupture; this could introduce an air contamination of less than 0.4 x 10⁻³ torr. Since typical initial pressures were P₁ ~ 50 torr, with ~0.2% SiH₄, the maximum O₂/SiH₄ ratio was 3 x 10⁻⁴.

CRITICAL SUPERSATURATION RATIOS

Critical pressures for the onset of condensation, on the time scale of our measurements, were deduced from the scattered light intensities. The light scattered by the Si clusters was almost completely polarized, as was previously observed for Pb clusters. This implies that initially these clusters are liquid-like, with viscosities which are not particularly high. As indicated above, radiative emission from the gas was observed throughout the reflected zone and decayed soon after the arrival of the cooling fan from the expansion wave. The corrected scattered light signal was extrapolated to the base line. The conditions in the expansion wave at that instant were calculated from the recorded pressure trace. The resulting data are summarized in Table I, and a plot of ln<Jₗ₄> vs T(K) is shown in Figure 1. For Si, as for Fe, Pb, and Bi, the dependence of the critical supersaturation on temperature is an exponential function: ln<J₄> = 392.5 exp(-2.260 x 10⁻³ T), obtained by least-squares fitting of the experimental points.

The error bars were estimated by assigning the maximum uncertainty to the width of the chopping pulse, for reading the critical point on the record. A chopping rate of 5 x 10^3 Hz corresponds to an uncertainty ~±100 µs, which leads to ~±100°K for the critical temperature. Because of the steepness in T dependence of the equilibrium vapor pressure, the data points at low temperatures, T < 1900°K, show a larger uncertainty in ln<J₄> ~±1.7. The points for Runs # 8152, 8162, and 8163 were measured only in the reflected zone, where the largest source of error is the uncertainty in the shock speed. This introduced ±50°K in temperature, and ±0.45 in ln<J₄>. Consideration of these errors lead us to the conclusion that above 1000°K the stated T-dependence of ln<J₄> is good within an uncertainty of ±1 in ln<J₄>.

One may now compare the experimental results with theoretical predictions. A series of curves calculated from classical nucleation theory for assumed magnitudes of Jₚ, the steady state condensation flux, are superposed on the experimental points in Fig. 1. In Table II we listed the physical parameters used in computing these curves. The observed steep T-dependence cannot be fitted with a single value of Jₚ; our data span the range from 10¹² and 10¹⁸ cm⁻³ sec⁻¹. The Lothe-Pound theory predicts nucleation rates greater than classical, often by a factor of 10⁴, a sample calculation for our conditions (P₀ = 0.001 atm, T = 2000°K, and n ~ 100) gave Jₚ = 5 x 10²¹. It is therefore evident that the LP theory also cannot be fitted to our data, for any reasonable nucleation current. We conclude that the
Table I. Critical Supersaturation Ratios for Silicon; Reflected Shock Regime

<table>
<thead>
<tr>
<th>Run No.</th>
<th>SiH$_4$ (%)</th>
<th>P$_{ex}$ (atm)</th>
<th>T$_{ex}$ (°K)</th>
<th>$\omega_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7241</td>
<td>0.5</td>
<td>2.748</td>
<td>2307</td>
<td>2.909</td>
</tr>
<tr>
<td>7222</td>
<td>0.5</td>
<td>4.647</td>
<td>2593</td>
<td>1.120</td>
</tr>
<tr>
<td>7212</td>
<td>0.5</td>
<td>4.532</td>
<td>2643</td>
<td>(0.765)*</td>
</tr>
<tr>
<td>7221</td>
<td>0.5</td>
<td>4.745</td>
<td>2693</td>
<td>(0.519)*</td>
</tr>
<tr>
<td>7202</td>
<td>0.5</td>
<td>4.534</td>
<td>2703</td>
<td>(0.333)*</td>
</tr>
<tr>
<td>7201</td>
<td>0.5</td>
<td>5.484</td>
<td>2734</td>
<td>(0.347)*</td>
</tr>
<tr>
<td>7231</td>
<td>0.5</td>
<td>6.090</td>
<td>2756</td>
<td>(0.305)*</td>
</tr>
<tr>
<td>8142</td>
<td>0.2</td>
<td>3.167</td>
<td>2071</td>
<td>4.492</td>
</tr>
<tr>
<td>8161</td>
<td>0.2</td>
<td>5.732</td>
<td>2395</td>
<td>2.022</td>
</tr>
<tr>
<td>8152</td>
<td>0.2</td>
<td>5.886</td>
<td>2452</td>
<td>1.521</td>
</tr>
<tr>
<td>8162</td>
<td>0.2</td>
<td>5.712</td>
<td>2464</td>
<td>1.390</td>
</tr>
<tr>
<td>8261</td>
<td>0.1</td>
<td>2.251</td>
<td>1633</td>
<td>9.733</td>
</tr>
<tr>
<td>8182</td>
<td>0.1</td>
<td>2.579</td>
<td>1723</td>
<td>8.210</td>
</tr>
<tr>
<td>8262</td>
<td>0.1</td>
<td>4.696</td>
<td>2161</td>
<td>3.232</td>
</tr>
<tr>
<td>8181</td>
<td>0.1</td>
<td>5.842</td>
<td>2317</td>
<td>1.959</td>
</tr>
<tr>
<td>9091</td>
<td>0.05</td>
<td>2.314</td>
<td>1547</td>
<td>10.928</td>
</tr>
<tr>
<td>9101</td>
<td>0.05</td>
<td>4.056</td>
<td>1960</td>
<td>4.668</td>
</tr>
<tr>
<td>9092</td>
<td>0.05</td>
<td>4.707</td>
<td>2100</td>
<td>3.204</td>
</tr>
<tr>
<td>9071</td>
<td>0.05</td>
<td>5.958</td>
<td>2310</td>
<td>1.367</td>
</tr>
</tbody>
</table>

* Give negative log($\omega_c$) values and introduce large errors in log($\omega_c$) plot; these runs were excluded from the least-square evaluation.

The determination of $\omega_c$ for Si presented technical difficulties associated with a substance whose equilibrium vapor pressure is very small. Note that $P_e$ (Si) is about an order of magnitude smaller than $P_e$ (Fe). For comparable levels of $\omega_c$, one must experiment with a correspondingly lower initial concentration of the sample. Here we are limited by the minimum particle density required to obtain reliable scattered light intensities, and by losses due to possible adsorption of SiH$_4$ on the shock tube walls. Empirically, it has been observed that in very dilute mixtures (< 0.1%) of H containing gases [such as H$_2$O, NH$_3$, and HCN], the bulk concentration

[412]
Homogeneous Nucleation

\[ \ln J_c = 392.5 \exp(-2.260 \times 10^{-3} T) \]

\[ \ln J_c (\text{Iron}) \text{--- extrapolated range} \]

- 0.5% SiH₄ in Ar
- 0.2% " " "
- 0.1% " " "
- 0.05% " " "

Figure 1. Dependence of critical supersaturation ratio on temperature, for Si and Fe. The three full curves were calculated for Si from classical nucleation theory using the parameters listed in Table II.

Table II. Physical Parameters used in Classical Nucleation Theory Calculations

<table>
<thead>
<tr>
<th>Physical Parameter</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface tension (erg cm⁻²)</td>
<td>( \sigma(T) = 1083.8 - 0.13T ) (^{°K})</td>
</tr>
<tr>
<td>Liquid density (g·cm⁻³)</td>
<td>( \rho(T) = 3.049 - 3.2 \times 10^{-4}T ) (^{°K})</td>
</tr>
<tr>
<td>Melting point - Boiling point (°K)</td>
<td>1685 - 3543</td>
</tr>
<tr>
<td>Crystal structure</td>
<td>fcc - cubic</td>
</tr>
<tr>
<td>( \Delta H )_{\text{vap}} ) (kcal/mole)</td>
<td>71.</td>
</tr>
</tbody>
</table>


Introduced in the shock tube is appreciably reduced prior to shock initiation. Finally, it did not prove possible to obtain quantitative data from the turbidity measurements for many of these runs due to significant accumulation of Si on the window after the arrival of reflected shock.
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Table III. Comparison of $P_c$ for Si and Fe

<table>
<thead>
<tr>
<th></th>
<th>$\omega_c$</th>
<th>$\epsilon$</th>
<th>$P_c$ (torr)</th>
<th>$P_e$ (torr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1700°K</td>
<td>8.423</td>
<td>4550.3</td>
<td>3.420 x 10^{-4}</td>
<td>1.556</td>
</tr>
<tr>
<td>2000°K</td>
<td>4.376</td>
<td>71.952</td>
<td>0.02333</td>
<td>1.679</td>
</tr>
<tr>
<td>2300°K</td>
<td>2.171</td>
<td>8.765</td>
<td>0.5180</td>
<td>4.540</td>
</tr>
<tr>
<td>2600°K</td>
<td>1.102</td>
<td>3.010</td>
<td>5.7152</td>
<td>17.202</td>
</tr>
<tr>
<td>Fe</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1700°K</td>
<td>5.399</td>
<td>221.1</td>
<td>4.841 x 10^{-3}</td>
<td>1.070</td>
</tr>
<tr>
<td>2000°K</td>
<td>3.371</td>
<td>29.10</td>
<td>0.2812</td>
<td>8.138</td>
</tr>
<tr>
<td>2300°K</td>
<td>2.105</td>
<td>8.205</td>
<td>4.743</td>
<td>38.92</td>
</tr>
<tr>
<td>2600°K</td>
<td>1.314</td>
<td>3.721</td>
<td>46.132</td>
<td>171.7</td>
</tr>
</tbody>
</table>

CLUSTER GROWTH RATES

A. Data Reduction

In analyzing the kinetic behavior of Si condensation from both scattering and turbidity signals, we followed the method of Frurip and Bauer. The necessary refractive index was derived from the complex dielectric constant, $\epsilon(\omega) = \epsilon_1 + i\epsilon_2$. The real and imaginary components are given by the Drude free electron formula,

$$\epsilon_1 = \frac{4\pi N_c e^2 \omega^2}{\omega^2 + \omega^2 \tau^2}$$

$$\epsilon_2 = \frac{4\pi N_c e^2 \omega \tau}{\omega^2 + \omega^2 \tau^2}$$

where $\omega$, $N_c$, and $\tau$ are (respectively) the angular frequency, the density of conduction electrons, and their relaxation time. Optical measurements of the dielectric constant for the liquid metal gave values for $N_c$ which were close to the density of valence electrons ($N$); $N_c e^2 / \hbar c$ is close to the measured d.c. conductivity ($\sigma$). At present, no direct measurements of the optical properties of liquid Si are available; we estimated them from the d.c. conductivity of the liquid ($1683 \sim 1873\text{cm}^{-1}$). Small discrepancies generally appear between optically and electrically determined values. These were minimized by introducing "reduced" parameters. For the 4-valent liquid metals [Ge, Sn and Pb] the average ratios $N_c/N \approx 1.14$, and $\sigma(\omega=0)/\sigma(\text{d.c.}) = 0.912$. However, this correction for the optical parameters was found to have an essentially negligible effect on the calculated ($\tau$) values over the temperature range $1500 \leq T \leq 2300$. We then assumed that both $\sigma(\omega=0) = N_c e^2 / \hbar c$, and $\tau$ were linear with the temperature, and calculated refractive indices for the Ar+ and He/Ne wavelengths.
B. Results

Cluster growth rates were measured in the incident shock regime. The total pressure in the shock heated gases ranged from 0.65 to 1.4 atm. The temperature span was set at the upper limit by significant radiative emission; at the lower end, our expression for the complex refractive index led to physically inadmissible limits. Generally, the turbidity signal showed an exponential relaxation to a steady state level; this rate increased as the temperature rose. On the other hand, the scattered light showed an initial gradual rise, followed by an accelerated growth.

Mean radii reduced from the records are plotted in Fig. 2. These are the representative for our temperature range and supersaturation ratios (8 x 10^2 to 2 x 10^5). The experimental conditions are summarized in Table IV. The scattered intensities were corrected for emission, recorded for runs made under identical conditions, with the laser off. During the first 50 µs after shock arrival, the scattered signal could not be adequately resolved from the background noise and the weak emission at the higher temperatures. Thereafter, the mean cluster radii rose to a constant level, (r)_{max}. As expected, the value of (r)_{max} decreased when the level of supersaturation increased.

The growth rate during early times (up to ~ 70 µsec) is linear and exhibits a slight increase with temperature. At T = 1800°K the initial slope is

\[ \text{Table IV. Experimental Conditions for Cluster Growth Runs} \]

<table>
<thead>
<tr>
<th>Run</th>
<th>n(%)</th>
<th>λ(nm)</th>
<th>T_2(°K)</th>
<th>P_2(atm)</th>
<th>P_2(Si)/Torr</th>
<th>(r)_{max}(Å)</th>
<th>j</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.01</td>
<td>514.5</td>
<td>1564</td>
<td>1.09</td>
<td>2.25 x 10^{-5}</td>
<td>360.</td>
<td>1.96 x 10^5</td>
</tr>
<tr>
<td>B</td>
<td>1.15</td>
<td>623.8</td>
<td>1797</td>
<td>0.84</td>
<td>1.57 x 10^{-3}</td>
<td>540.</td>
<td>3.81 x 10^3</td>
</tr>
<tr>
<td>C</td>
<td>1.15</td>
<td>623.8</td>
<td>1930</td>
<td>1.08</td>
<td>9.75 x 10^{-3}</td>
<td>730.</td>
<td>8.3 x 10^2</td>
</tr>
</tbody>
</table>
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\[ \frac{d(r)}{dt} = 2.2 \times 10^{-2} \text{ cm} \cdot \text{s}^{-1} \]

This compares with the value \( 9.4 \times 10^{-3} \text{ cm s}^{-1} \) we found for Pb vapor at 1100°K. In terms of a gas kinetic binary-collision model, the rate of addition of atoms onto the n-mer is

\[ \frac{d(n)}{dt} = 4\pi \langle r \rangle^2 n \frac{d\langle r \rangle}{dt} = \alpha 4\pi \langle r \rangle^2 n \frac{\varepsilon}{4} \]

where \( n \) is the monomer density in the n-mer, \( \alpha \) is a sticking coefficient, and \( \varepsilon \) is the mean velocity of the monomers. If \( n \) is taken as the bulk density \( (5.32 \times 10^{22} \text{ cm}^{-3}) \), \( N_1 = 3.2 \times 10^{14} \) and \( T = 1800^\circ \text{K} \), we deduced \( \alpha = 1.2 \). However, \( \varepsilon \) is clearly less than \( \varepsilon \text{bulk} \). We conclude that the collisions are very sticky \( (\alpha = 1) \) within the approximations of a hard-sphere collision model.

Figure 3 is a plot of mean cluster density vs particle time for the three runs shown in Fig. 2. In Run A, relatively precise measurements of the scattered signal were obtained at early times. As for Pb vapor, the density peaked at about 50 \( \mu \text{s} \) and then decreased monotonically. In runs B and C, however, there was a slight rise after 300 \( \mu \text{s} \) and the mean density leveled off at about 1/5 of the peak value; for run A, \( N_{\text{mean}}/N_{\text{max}} = 0.07 \). A decrease in mean n-mer density is expected due to coagulation of the clusters. The distribution in cluster sizes is probably log-normal, based on many empirical observations, and justified by a stochastic analysis.\(^\text{16} \)

The fraction of monomer, \( x(t) \), which enters the condensed phase can be calculated from \( N_n(t) \) and \( \langle r \rangle \)

\[ x(t) = N_n(t) \langle n \rangle / N_1^3 = 4 \pi \langle r \rangle^3 \rho_n N_n(t) / N_1^3 \]

\[ \text{Figure 3. Time variation of the cluster density (mean size) for runs A, B, C.} \]
The dependence of \( x(t) \) on particle time is shown in Figure 4. The higher the supersaturation the greater the fraction condensed at a given time, more rapidly approaching complete condensation. For all runs \( \gamma > 0.6 \). Note that this plot is not comparable to Fig. 15, ref. 3 for Pb which showed the dependence of \( x(t) \) on supersaturation \( (\gamma = 30 - 94) \) at a constant temperature \( (1150 \pm 30) \). For \((\text{Si})_p\), very high levels of supersaturation are generated, but \((\tau)_{\text{max}}\) are also comparatively large.

**SIGNIFICANCE OF THESE CONDENSATION DATA**

There are two current problems for which knowledge of the critical pressures for homogeneous nucleation and condensation of silicon vapor may facilitate their solution. The first pertains to a process for the production of thin wafers of silicon for solar cell devices, by reacting sodium vapor with silicon tetrachloride at elevated temperatures \([4\text{Na} + \text{SiCl}_4 \rightarrow \text{Si} + 4\text{NaCl}]\). The two gases are mixed and allowed to flow down a heated tube. Flow rates and temperatures are adjusted so that elementary silicon deposits on the tube walls, whereas the sodium chloride condenses homogeneously from the vapor phase, and its crystallites are trapped downstream from the reaction chamber. Clearly, for optimum operation, the homogeneous condensation of Si should be avoided, while that of NaCl should be favored; the total throughput should be maximized. Conditions should be adjusted so that the operating vapor pressure of Si is just below its critical level for the onset of homogeneous condensation as measured in this investigation. Unfortunately, our low temperature data show considerable scatter, so that on the basis of these results extrapolation to still lower temperatures is problematic.

A mechanism of condensation of solid grains is necessary for computing the thermal valance in stellar atmospheres. The condensation of grains is believed to be one of the most important chemical differentiation processes that occur during the formation of solar systems. Over 90\% by mass of the condensable elements in our sun is comprised of C, O, Mg, Fe, Si, and S. At high temperatures \((\geq 2000^\circ \text{K})\), at which all of the abundant elements are in the gas phase, Fe occurs predominantly as a monoatomic element, while Si is present as the oxides: \(\text{SiO}_2\) and \(\text{SiO}_4\). When the temperature falls, were the system in thermodynamic equilibrium, reduced iron...
should condense as the metal; then the oxides of Mg and Si should condense at still lower temperatures. However, in meteorites, which may contain a record of processes that occurred during the formation of the solar system, one finds the reduced phases $\text{Fe}_x\text{Si}_y$ and Mg-Fe silicates, such as olivine ($\text{Mg}_2\text{Fe}_2\text{Si}_2\text{O}_4$). Much effort has been expended to elucidate the mode of formation of these phases and their subsequent history. Knowledge of the kinetic limitations of the condensation process which may have produced these phases would also allow us to infer the conditions which prevailed during the formation of the solar system. Unfortunately, the development of a theory for the early condensation processes is hampered by the lack of experimental data on these refractory phases. Further shock tube experiments of naturally abundant elements under well controlled conditions would greatly aid our understanding of the condensation mechanism from complex gas systems.
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A 6.4-cm-diameter scale model of the Jovian entry vehicle is tested in an electric-arc-driven shock tube and a 5-cm-diameter sphere model is tested in a combustion-driven shock tube and in an electric-arc-driven shock tunnel. The radiative heat-transfer rate and pressure on the front and the base regions are measured in the absence of ablation with sensors imbedded in the models in a stream consisting of 10% hydrogen in a bath of either neon or argon. The measured radiative heat-transfer rates and pressures range to about 22 kW/cm² and 12 atm, respectively, at the front stagnation point. The ratio of the radiative heat-transfer rate at the base stagnation point to that at the front stagnation point is found to be about 1/4 for the sphere at Mach 1.8, about 1/30 for the sphere at Mach 4.8, and about 1/6 for the scale model at Mach 1.7. The present experimental results agree well with the theoretical predictions of Park, thus indicating that Park's theory is valid.

INTRODUCTION

The United States of America is planning to send a probe vehicle into the atmosphere of the planet Jupiter in the early 1980's. The probe will enter the Jovian atmosphere at a speed in excess of 50 km/sec. A number of theoretical studies have been made¹ to predict probe heating and to determine an optimum probe configuration. Until now, however, the research efforts have been focused mainly on the front region of the probe. The problem of heat transfer to the base region has been given little attention, although at such speeds, radiative heat transfer to the base region of the probe is also expected to be severe.

In the Jovian flight, ionized hydrogen in the front shock layer flows downstream along the surface of the probe with increasing flow velocity. The flow then separates from the body surface at the frustum edge and expands rapidly to form a shoulder-expansion region. The region is expected to be in thermodynamic nonequilibrium because of the rapid expansion. A portion of the flow decelerates and reattaches at the flow axis, thereby forming a recompression region. The region between the reattachment point and the rear surface of the body is a recirculation region. In the recirculation region, the flow moves slowly and hence it is likely to be in equilibrium. Behind the reattachment point, a neck region forms. Temperature and pressure in the recompression/neck region are high enough for radiation to be significant.
Recently, Park\textsuperscript{3} carried out parametric calculations of radiative base heating rates by adopting the above flow model, and obtained a scaling law. The scaling law gives a relation between the ratio of the radiative heat flux at the base stagnation point to that at the front stagnation point and the following parameters: the ratio of the pressure at the base stagnation point to that at the front stagnation point, the ratio of shock standoff distance to frustum diameter of the model, and the ratios of position and diameter of the neck region to the frustum diameter. When these parameters are known, the scaling law provides the means of calculating radiative heat flux to the base stagnation point.

The purpose of the present work is to measure the radiative heat-transfer rates to the base stagnation point in the flows that simulate Jovian entry environments and to verify the validity of Park's theoretical scaling law. Experiments are conducted in shock tubes, using mixtures of hydrogen in a bath of neon or argon as the test gas, with two types of models. Radiative heat-transfer rates are measured with radiometers imbedded in the models. The flows produced in the facilities are in the ionizing regime. The shock tubes are used for the tests because, although limited in Mach number, they offer the advantage that models large enough to accommodate radiometers can be tested.

EXPERIMENTS

Facilities

Experiments are performed in three different shock tubes: an arc-driven shock tube, 60-cm i.d.; a combustion-driven, constant-area shock tube, 16.8-cm i.d.; and an arc-driven shock tunnel with a driven section, 10-cm i.d., and a test section, 10-cm i.d. The three facilities are shown schematically in Fig. 1. The combustion-driven shock tube is described in Ref. 4. The two arc-driven shock tubes are driven by the same capacitor discharge system described in Ref. 5.

Figure 1. Schematic of shock-tube facilities.
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The 60-cm-i.d. arc-driven shock tube provides relatively long test times and the largest test-section to model-diameter ratio. Hence, the experiments performed in this facility are least likely to suffer from the imperfections of the shock-tube flow such as transient phenomena during establishment of the base flow, mixing of driver gas with driven gas at the interface, and boundary-layer growth over the shock-tube wall. A scale model of the Jovian entry vehicle, i.e., Galileo probe, is used as the model for the tests. Time-resolved luminosity photographs and time-resolved spectra are obtained simultaneously with pressure and radiation intensity measurements. The combustion-driven shock tube offers the highest pressures and temperatures among the three facilities used in the present work. In both the 60-cm and the combustion-driven facilities, flow Mach number is limited to less than 2 because of the intrinsic limitation of a shock-tube flow. The shock tunnel, equipped to produce a frozen-flow Mach number of 4.8, is used here to test the effect of high Mach number. The drawbacks of this facility are that the flow-establishment time is relatively long and the thermodynamic conditions are difficult to determine. The typical flow conditions produced by the three facilities are shown in Table I. In Table II, the total number of runs, the number of successful runs, the main purpose of the tests in the facility, and the types of measurements made are given for each facility.

Models and Instruments

Two types of models are used in the experiments: a 5-cm-diam sphere and a scale model of the Jovian probe (JOP model) with a frustum diameter of 6.4 cm. These models, made of stainless steel, are mounted in the shock tubes on supports having double-wedge cross sections with 20° total angle at the leading and trailing edges. The models are equipped with two voltage-mode piezoelectric pressure transducers, one in the front and the other in the base region. The spherical model has four pyroelectric radiometers, two each on the

<table>
<thead>
<tr>
<th>Table 1. Typical (Calculated) Experimental Flow Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Arc-driven shock tube</strong></td>
</tr>
<tr>
<td>Test gas: 101 H₂ + 90% Ar</td>
</tr>
<tr>
<td>Initial pressure: 3 Torr</td>
</tr>
<tr>
<td>Shock speed: 4.0 km/sec</td>
</tr>
<tr>
<td>Conditions behind primary shock wave</td>
</tr>
<tr>
<td>Temperature: 9900 K</td>
</tr>
<tr>
<td>Pressure: 0.75 atm</td>
</tr>
<tr>
<td>Density: 2.8 x 10⁻⁵ g/cm⁻³</td>
</tr>
<tr>
<td>Mach number (frozen): 1.58</td>
</tr>
<tr>
<td>Conditions at stagnation point</td>
</tr>
<tr>
<td>Temperature: 14,700 K</td>
</tr>
<tr>
<td>Pressure: 13.8 atm</td>
</tr>
<tr>
<td>Density: 1.8 x 10⁻⁵ g/cm⁻³</td>
</tr>
<tr>
<td>Electron density: 2.0 x 10¹⁷ cm⁻³</td>
</tr>
<tr>
<td><strong>Arc-driven shock tunnel</strong></td>
</tr>
<tr>
<td>Test gas: 101 H₂ + 90% Ne</td>
</tr>
<tr>
<td>Initial pressure: 10 Torr</td>
</tr>
<tr>
<td>Shock speed: 7.5 km/sec</td>
</tr>
<tr>
<td>Conditions behind reflected shock</td>
</tr>
<tr>
<td>Temperature: 20,900 K</td>
</tr>
<tr>
<td>Pressure: 32.4 atm</td>
</tr>
<tr>
<td>Density: 2.8 x 10⁺² g/cm⁻¹</td>
</tr>
<tr>
<td>Electron density: 2.0 x 10¹⁸ cm⁻³</td>
</tr>
<tr>
<td><strong>Combustion-driven shock tube</strong></td>
</tr>
<tr>
<td>Test gas: 101 H₂ + 90% Ne</td>
</tr>
<tr>
<td>Initial pressure: 8 Torr</td>
</tr>
<tr>
<td>Shock speed: 6 km/sec</td>
</tr>
<tr>
<td>Conditions behind primary shock wave</td>
</tr>
<tr>
<td>Temperature: 10,700 K</td>
</tr>
<tr>
<td>Pressure: 2.5 atm</td>
</tr>
<tr>
<td>Density: 3.7 x 10⁻⁵ g/cm⁻³</td>
</tr>
<tr>
<td>Mach number (frozen): 1.69</td>
</tr>
<tr>
<td>Conditions behind standing shock wave</td>
</tr>
<tr>
<td>Temperature: 14,200 K</td>
</tr>
<tr>
<td>Pressure: 5.7 atm</td>
</tr>
<tr>
<td>Density: 3.9 x 10⁻⁵ g/cm⁻³</td>
</tr>
<tr>
<td>Electron density: 2.1 x 10¹⁷ cm⁻³</td>
</tr>
</tbody>
</table>
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Table II. Summary of Runs

<table>
<thead>
<tr>
<th>Model</th>
<th>Successful run</th>
<th>Main purpose</th>
<th>Type of measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arc-driven shock tube</td>
<td>JOP 6/6</td>
<td>Long test time Free from wall effect</td>
<td>Radiative $q$ Pressure Time-resolved flow-field photograph Time-resolved spectra</td>
</tr>
<tr>
<td>Combustion-driven Sphere shock tube</td>
<td>6/11</td>
<td>High shock speed High radiative $q$</td>
<td>Radiative $q$ Pressure Time-integrated flow-field photograph Time-integrated spectra</td>
</tr>
<tr>
<td>Arc-driven shock tunnel Sphere</td>
<td>3/5</td>
<td>High Mach number</td>
<td>Radiative $q$ Time-resolved spectra</td>
</tr>
</tbody>
</table>

front and base sides; the JOP model has three radiometers, two on the front and one on the base side. The shapes of the models and the positions of the pressure transducers and radiometers are shown in Fig. 2. The radiometers have a constant spectral sensitivity over a wavelength range of 0.2 to 50 $\mu$m. The nominal response time is 1.2 $\mu$sec. Two layers of sapphire windows, each 1.5-mm thick and 9.5-mm diam, protect the radiation sensors. The windows limit
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the passband of radiation from about 0.2 to 6 μ. The radiation from ionized hydrogen reaching the wall of the entry vehicle contains most of its radiation energy in the wavelength range from 0.3 to 3 μ (see Refs. 1 and 2) and hence the detectors and windows are adequate for the present work.

To obtain information on the position and diameter of the neck region and the general behavior of the base flow, luminosity photographs are taken with a high-speed framing camera and still cameras. The high-speed camera is used in the tests with the arc-driven shock tube at a framing rate of about 30,000, i.e., a frame at every 33-μsec interval. The open period of the shutter is 3.3 μsec at the framing rate. Several still cameras are used in the tests with the combustion-driven shock tube. The shutters of the still cameras remain open during a test so that the time-integrated luminosity is recorded on the film. Color photographs are taken in all cases. In some cases, an interference filter is placed in front of the still camera to admit only the H-alpha line of hydrogen at 656.3 nm.

Spectra of the flow are recorded with both a time-resolved streak spectrograph and still spectrograph. The streak spectrograph, which has a spectral dispersion of 81 Å/mm with a nominal aperture of f/5 and a focal length of 0.4 m, is used in the tests with the arc-driven shock tube and the shock tunnel. The still spectrograph is a Jarrell-Ash 0.75-m, f/8 Czerny-Turner spectrograph. The spectrograph shutter is left open during a run to obtain the time-integrated spectral intensities.

The absolute sensitivity of the radiometers, i.e., the voltage output for known radiation intensity, is calibrated by the manufacturer for a ray normal to the sensor surface. For a ray that reaches the sensor surface at an oblique angle, the sensitivity varies with angle: not only does the sensor surface reflect a portion of incoming radiation, but the sapphire windows, which protect the detectors, block radiation to an extent that varies with angle of incidence of the radiation. Therefore, the sensitivity of the detector-window combinations was calibrated against incidence angle in the present work. The sensitivity decreases rapidly at a large angle and falls to zero at about 45°. The effective viewing solid angles of the detectors are about 1.9 sr as opposed to 6.28 sr for an ideal radiation flux detector. Details of the radiometer calibration are given in Ref. 6.

RESULTS

General Behavior of Flow

In Fig. 3, time-resolved luminosity photographs of the flow field around the Jovian probe model are shown. These photographs are taken in the arc-driven

![Figure 3. High-speed luminosity photographs of flow field taken in the 60-cm arc-driven shock tube with JUP model.](image-url)
Shirai and Park

The shock tube by means of the high-speed framing camera. The figure indicates the times measured from the moment of arrival of the primary shock wave at the test section. At $t = 0$, no luminosity was observed and hence the frame is not shown here. After the last frame shown, the luminosity decays rapidly to a very weak intensity. The figures show the bright stagnation region of the shock layer and a fairly bright recompression/neck region behind the model from $t = 130$ to 260 usec. After 325 usec, the flow pattern behind the model changes and the neck region disappears. The useful test time is judged from these photographs to be between 100 and 300 usec, i.e., over a period of about 200 usec. As seen from the photographs, the distance between the model frustum and the neck is $x/D \approx 1.5$, and the approximate width of the neck is $W/D \approx 1$, where $D$ is the model (frustum) diameter. Time-resolved spectrograms (not shown) are taken in the four regions of interest, i.e., the front stagnation region, near-recirculation region, far-recirculation region, and neck region in the arc-driven shock tube. The spectra consist mostly of hydrogen lines H-alpha, H-beta, H-gamma, and H-delta, superimposed on impurity radiation. The impurity lines are identified to belong mostly to those of neutral iron.

In experiments with the combustion-driven shock tube, luminosity photographs of the sphere model are taken with a still camera. The shutter is left open from the beginning of a run. The pictures show qualitatively the same features as those in Fig. 3: the front stagnation region and the neck region are the brightest. The distance between the center of the model and the neck region is $x/D \approx 1.2$ in this case as opposed to 1.5 for the JOP model. The difference is probably due to the fact that the flow separation point on a sphere is downstream of the shoulder. The width of the neck region is $W/D \approx 1$ as it is with the JOP model. The time-integrated spectra taken for the tests in the combustion-driven shock tube are virtually identical to those obtained in the arc-driven shock tube. The time-resolved spectrograms are taken for the tests in the arc-driven shock tunnel. The results indicate that unlike in the other two facilities, radiation emanates mostly from impurities rather than from hydrogen.

Radiative Heat Flux

The measured values of radiative heat flux $q_m$ are tabulated in Table III for each facility. As shown, the measured values of the heat flux to the base stagnation point are significant fractions of those to the front stagnation region. The raw data presented in Table III do not represent the total radiative heat flux because the viewing solid angle of the radiometers is about 1/3 that of an ideal heat flux sensor. To infer the true heat flux from the measured flux $q_m$, $q_m$ must be multiplied by a correction factor (5.16 for the front-mounted radiometers and 3.13 for the base-mounted radiometers; see Ref. 6). The inferred radiative flux values, denoted by $q$, obtained by multiplying these factors, are plotted in Fig. 4.

In Fig. 4, the radiative heat flux values are plotted as a function of shock speed. The maximum radiative flux to the front stagnation point obtained from a test in the combustion-driven shock tube is $q_f = 22.1$ kW/cm$^2$. The base heat flux at the same shock speed is $q_B = 4.7$ kW/cm$^2$, or 21% of that to the front stagnation point. For the sphere model, the front stagnation point receives twice as much radiative heat flux as does the front 45° point. This is understandable: existing theories predict a difference of such a magnitude between the two points. For the JOP model, the front stagnation point and the front 45° point receive about the same heat flux, possibly because of the low Mach number of the flow prevailing in the test facility. As evident from the photographs in Fig. 3, the shock-layer thickness is large over the conical portion of the model due to the low Mach number. Between the two base-mounted radiometers on the sphere model, the 45° point receives about 15% more radiation than the base stagnation point.
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Table III. Measured Radiative Heat Flux and Base Pressure (Uncorrected for Radiometer Response)

<table>
<thead>
<tr>
<th>Run pressure (Torr)</th>
<th>Shock speed (km/sec)</th>
<th>Heat flux $q_{m}$ (kW/cm$^2$)</th>
<th>Pressure (atm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>Shock</td>
<td>Front stagnation point</td>
<td>Base stagnation point</td>
</tr>
<tr>
<td></td>
<td>speed</td>
<td>45° point</td>
<td>45° point</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Front</td>
<td>Base</td>
</tr>
<tr>
<td></td>
<td></td>
<td>stagnation</td>
<td>stagnation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>point</td>
<td>point</td>
</tr>
<tr>
<td></td>
<td></td>
<td>point</td>
<td>point</td>
</tr>
<tr>
<td></td>
<td></td>
<td>point</td>
<td>point</td>
</tr>
<tr>
<td>A. 60-cm arc-driven shock tube with Jovian probe model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3.8</td>
<td>0.49</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3.9</td>
<td>0.49</td>
</tr>
<tr>
<td>17</td>
<td>3</td>
<td>4.1</td>
<td>0.70</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>4.3</td>
<td>0.64</td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>4.7</td>
<td>0.72</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>3.8</td>
<td>0.39</td>
</tr>
<tr>
<td>B. Combustion-driven shock tube with sphere model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8.0</td>
<td>6.0</td>
<td>1.50</td>
</tr>
<tr>
<td>5</td>
<td>8.9</td>
<td>5.3</td>
<td>1.13</td>
</tr>
<tr>
<td>6</td>
<td>9.0</td>
<td>6.0</td>
<td>0.87</td>
</tr>
<tr>
<td>7</td>
<td>6.3</td>
<td>6.5</td>
<td>1.23</td>
</tr>
<tr>
<td>8</td>
<td>5.1</td>
<td>7.0</td>
<td>1.34</td>
</tr>
<tr>
<td>9</td>
<td>5.0</td>
<td>7.2</td>
<td>4.28</td>
</tr>
<tr>
<td>C. Arc-driven shock tunnel with sphere model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>9.9</td>
<td>7.1</td>
<td>3.49</td>
</tr>
<tr>
<td>31</td>
<td>5.0</td>
<td>7.7</td>
<td>1.60</td>
</tr>
<tr>
<td>32</td>
<td>7.3</td>
<td>7.5</td>
<td>3.63</td>
</tr>
</tbody>
</table>

The ratios of the heat fluxes at the front stagnation point, front 45° point, and base 45° point to that at the base stagnation point are plotted in Fig. 5. The outstanding feature of the result is that all the ratios are nearly independent of shock speed. The ratios are affected significantly, however, by the facility used and by the shape of the model. The data taken in the arc-driven shock tunnel give the highest ratio of front-to-base stagnation point radiative-heat-flux values. This is probably due to the high Mach number attained in the shock tunnel. Between the tests made in the two shock tubes, the tests in the arc-driven shock tube show higher ratios. This difference is attributable to the difference in the model configuration.

Comparison with Theoretical Predictions of Park

According to the theory of Park, the ratio of the radiative heat flux at the base stagnation point to that at the front stagnation point, in the absence of ablation, can be written approximately as

$$q_{b}/q_{f} = 0.041f_{1}(p_{b}/p_{f})f_{2}(W/D)f_{3}((x/D)f_{4}/(d/D))$$

and

$$f_{1} = [(p_{b}/p_{f})/0.021]^2$$
$$f_{2} = [(W/D)/0.667]^2$$
$$f_{3} = 1.5((x/D))$$
$$f_{4} = 0.0185/(d/D)$$
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Figure 4. Measured radiative heat fluxes.

Figure 5. Ratio of radiative heat fluxes at front stagnation point, front 45° point, and base 45° point to that at the base stagnation point.
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where $q_b$ is the radiative heat flux to the base stagnation point, $q_f$ the radiative heat flux to the front stagnation point, $P_b$ the base stagnation point pressure, $P_f$ the front stagnation point pressure, $W$ the diameter of the neck region, $D$ the frustum diameter, $x$ the position of the neck region measured from the frustum of the body, and $d$ the shock standoff distance.

In the experiments made in the 60-cm arc-driven shock tube and the combustion-driven shock tube, parameters $P_b$, $W/D$, and $x/D$ have been determined experimentally (see above subsection on general behavior of flow and Table III). The front stagnation point pressure $P_f$ is calculable from the charging pressure and the shock velocity. The shock standoff distance $d$ is determined using the formula:

$$
\frac{d}{R + d} = \frac{k}{1 + \sqrt{k}}
$$

where $R$ is the nose radius and $k$ is the density ratio across the bow shock, i.e., the ratio of the density ahead of the shock to the average density in the stagnation region shock layer. The density ratio $k$ is, in turn, calculated assuming equilibrium. For the tests conducted in the arc-driven shock tunnel, the parameters $P_b/P_f$, $W/D$, and $x/D$ are unknown; only parameter $d/D$ can be determined using the above equation. Hence, for the tests in the shock tunnel $f_1 = f_2 = f_3 = 1$ is assumed in the comparison between the present data and the theoretical predictions of Park.

The experimental values of $q_b/q_f$ are compared with the theoretical ones of Park in Fig. 6. Here, the data are plotted in the form of $q_b$ vs $q_f$. Figure 6 shows good agreement between the experimental data and the theory of Park for the tests conducted in the arc-driven shock tube and the combustion-driven shock tube. The experimental data obtained in the shock tunnel show $q_b/q_f$ of about 3% compared to the theoretical value of about 1%. This difference can be attributable to any of the three unknown factors, $f_1$ through $f_3$ being different from unity. For instance, if the ratio of the pressure at the base stagnation point to that at the front stagnation point, $P_b/P_f$, is 0.04 instead of the 0.023 assumed implicitly in the present plots, then the experimental data agree closely with the theory. The value of $P_b/P_f = 0.04$ is not unreasonable, considering the fact that the model in this case was a sphere and the Mach number was only 4.8 instead of 50 in the flight case.

Figure 6. Comparison between the present experimental heat-flux data and the theoretical predictions of Park.
CONCLUSIONS

Within the base flow region, the neck region is the most luminous. The ratio of the radiative heat flux at the base stagnation point to that at the front stagnation point is approximately independent of thermodynamic conditions. With a spherical model, the ratio is about 1/4 at \( M = 1.8 \) and about 1/30 at \( M = 4.8 \). The ratio is about 1/6 for a scale model of the Jovian probe vehicle at \( M = 1.7 \). The present experimental results agree well with the theoretical predictions of Park and hence confirm the validity of the theory.
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IN SITU OPTICAL MEASUREMENTS OF PARTICULATE GROWTH IN SOOTING ACETYLENE COMBUSTION

K. Bro*, S. L. K. Wittig** and D. W. Sweeney
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Particulate growth in shock-induced rich acetylene combustion is studied using the improved dispersion quotient method. The exact Lorenz-Mie equations are solved to compute the extinction cross section for individual particles. Multiple scattering effects and the deviation of the particle shape from the spherical form are analyzed. A constant total soot volume is observed in the later stages of the reaction with growing particle size indicating agglomeration. The spherical shape is largely retained with a relatively narrow size distribution. Soot is formed in the temperature range from 1600 K to 2100 K with a significant increase due to rising reactant pressure.

INTRODUCTION

Efficiency and performance considerations as well as environmental concern increasingly have focused new attention on the formation of particulates and especially soot from various technical applications such as the new generation of high performance gas turbine combustors, Diesel engines and furnaces. Although the nucleation of soot from gaseous hydrocarbon combustion has been of longstanding fundamental interest as shown in the literature review by Lahaye and Prado1, Lester and Wittig2,3, Palmer and Cullis4 and others, many questions still remain to be solved. D'Alessio et al.5 recently have raised new questions and initiated extensive discussions.

The majority of experimental studies has been performed in flames. Pagni and Bard6, for example, investigated in their latest study particulate behaviour in diffusion flames. Temperature, concentration and velocity gradients, however, strongly
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effect the measurements in flames. In an earlier study, Lester and Wittig\textsuperscript{7} have shown that the shock tube is uniquely suited for an experimental observation of the early stages of soot formation. By applying the optical dispersion quotient technique, soot formation from rich methane combustion was followed in the reflected shock core flow region which provides a homogeneous reaction environment largely void of property gradients.

The purpose of the present investigation was to extend the earlier studies\textsuperscript{7} based on the improved dispersion quotient technique. Of primary importance was the soot formation from acetylene combustion as acetylenic species may play a dominant role in the soot formation route\textsuperscript{2,3}.

**EXPERIMENTAL**

The experimental apparatus, i.e. the shock tube and peripheral instrumentation, have been described by Wittig, Lester et al.\textsuperscript{2,3,7}. Various improvements, however, were added to the conventional shock tube and the optical light extinction technique described below. Extreme care was taken to verify the fuel to air ratio of the premixed gases. Samples were analyzed spectrometrically. As with previous experiments, measurements were made in the reflected shock region.

The light sources were a 3 mW He-Ne laser and a 5 W Argon-Ion laser. The red He-Ne line (6328 A) was used to give the long wavelength reference line whereas the Ar-Ion laser was tuned to give all lines in the visible range with filters of 100 A band width separating the green $\lambda = 5145$ A line and the blue 4880 A line. The alignment was such that all beams were colinear within the shock tube test region. The laser intensity was kept relatively high to minimize the significance of emission from the combustion. Furthermore, several apertures and diffusing screens eliminated any remaining influence from stray light and emissions.

The detectors (photomultipliers and photodiodes) were checked for both response and linearity. The uncertainty originating from the laser noise was less than $\pm 0.5$ per cent.

The theoretical basis for determining the mean-volume-radius and the number density of the soot particulates is the two-wavelength turbidity ratio method as described by Lester and Wittig\textsuperscript{7}. The dispersion quotient is obtained from

$$DQ(r, \lambda_1, \lambda_2, m) = \frac{\ln I_{\lambda_1}}{\ln I_{\lambda_2}} = \frac{C_{\text{ext}, \lambda_1}}{C_{\text{ext}, \lambda_2}}$$

with

- $r$ particle radius
- $m$ complex index of refraction
- $I$ intensity
- $C_{\text{ext}}$ extinction cross section

By assuming that the particles are spherical in shape the dispersion quotient can be computed by applying the exact Lorenz-Mie relations. Figure 1 shows the relation between the
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particle size and the dispersion quotient for three different indices of refraction, under the assumption that the refractive index is constant with wavelength.

It is obvious that the method is sensitive to refractive index variations. A detailed analysis is presented in References 3 and 8. The most conspicuous problem, however, is the ambiguity to particle size as shown in Figure 1. To solve this problem it is necessary to introduce a third wavelength giving two independent sizing curves. Figure 2 shows the dispersion quotient for two different wavelength pairs: the convenient laser lines 4880 Å, 5145 Å and 6328 Å. If a dispersion quotient as shown by line A is measured utilizing the wavelengths 5145 Å and 6328 Å, the size is seen to be either approximately 400 Å or 750 Å. However, a coincidence check as shown in Figure 2 using an additional wavelength provides a unique solution.

The discussion so far has assumed the particles to be of spherical shape. However, electron microscopy of larger particles from flames indicates that particles can and often do agglomerate into odd shaped clusters. Computation of the dispersion quotient of arbitrary shaped particles is extremely difficult, but the dispersion quotient for randomly oriented cylinders can be computed for representation of strongly elongated particles. Figure 3 shows this dispersion quotient together with that of spheres. It is obvious that there is a marked difference indicating the necessity for knowing the characteristic shape. On the other hand, if the particles during transient growth show a dispersion quotient with a definite high maximum it can be concluded that the particles are not elongated.

Analysis of the method shows that measurement errors have the least influence if $I/I_0$ is in the vicinity of 0.37. For
small I/I₀, multiple scatterings effects will be of importance in conflict with the assumptions of Beer's law.

A thorough investigation shows that with carbon heavily absorbing, the error induced will not exceed 1 per cent for I/I₀ down to approximately 0.37.
A final question concerns the size distribution of the growing particles. Measurements in flames by Wersborg et al. show that the particles have a narrow relative Gaussian size distribution. A relative standard deviation of $s = 0.2$ for the smallest particles and in extreme cases $s = 0.5$ was measured. For larger particles the size distribution becomes logarithmic. Studies by Lahaye and Prado advocate that the particles are monodisperse in size in a time resolved system and that measurements in flames, which are spatially resolved, show Gaussian distribution because of sampling from different volume elements, and not because of spatial distribution. Figure 4 shows that there is a decrease of the maximum attainable value of the dispersion quotient with increased standard deviation. It, therefore, follows that a high maximum dispersion quotient is an indication for a narrow size distribution.

In summarizing, the lower limit of the particle size that the method is capable of measuring was found to be approximately 150 Å. However, the method is still capable of determining the particle volume for all particles below this limit. The upper limit, depending on the optical system, is typically above 1000 Å. A calibration of the technique was obtained for the upper size range.

EXPERIMENTAL RESULTS

Experiments were made in argon diluted rich methane and acetylene combustion. We were able to reproduce the sooting limits of Radcliff and Appleton.

The experiments clearly show a maximum particle formation at temperatures around $1850$ K for equivalence ratios above the sooting limit. For methane the formation was found to disappear at temperatures below approximately $1600$ K and to be very weak.
above 2100 K at an equivalence ratio of $\phi = 5.0$, while no formation was measured below $\phi = 5.0$. For acetylene nearly the same pattern was found for equivalence ratios above $\phi = 3.0$. At $\phi = 5.0$ the formation appeared with very short induction time at temperatures around 1600 K and with strongly increasing induction time for increasing temperatures.

Figure 6 shows an extinction trace for acetylene at $T = 1840$ K (the 5145 A trace is inverted). The extinction is seen to have several plateau's indicating changes in the formation pattern or optical effects. Figure 6 shows the related dispersion quotients for the two wavelength pairs 4880 A, 6328 A and 5145 A, 6328 A. The dispersion quotients determined are too high by 10 to 15 per cent when compared to be sizing curves. The reason for this is not fully understood. It could be caused by the influence of large hydrocarbons or droplets. However, as the particle agglomeration may not be fully compact it is more likely to be due to changes in the index of refraction. A very important fact about this maximum, however, is the indication that the particles must be spherical in shape and of relative narrow size distribution. As shown in the previous section, the maximum value for randomly distributed cylinders is significantly smaller than for spheres. Hence, it would not be possible to reach the maximum value shown in Figure 6 for acetylene combustion if the particles were elongated. It could be argued that the particles were large molecules of low absorptivity resulting in high dispersion quotients. This, however, is not credible, as these particles would have to be formed from absorbing (soot) particles present earlier as indicated by a small dispersion quotient.

Using the criterion to be derived from Figure 2 that the size is approximately 600 A for maximum dispersion quotient we arrive at the sizes plotted in Figure 7. The figure also shows the particle number density and carbon concentration. It is seen that the carbon concentration in this experiment is constant in the time interval where the dispersion quotient could be measured. Furthermore, it is seen that the size is increasing, which means that the particles are growing by agglomeration and not by formation of carbon. As the particles are spherical and agglomerating it follows that the soot particulates remain spherical in shape during agglomeration in a largely homogeneous system such as the reflected core zone of the shock tube. In comparison to methane, the particle size is considerably larger at comparable reaction times.

**Figure 5.** Light extinction in rich acetylene combustion ($\phi = 5.0$; $T = 1840$ K; $p = 0.49$ bar).
CONCLUSIONS

The extended analysis of the dispersion quotient method provides detailed information on the soot formation process during hydrocarbon combustion and specifically in acetylene combustion in the reflected core region of a shock tube. In the later stages of the reaction a constant total soot volume is observed and from sizes of approximately $r = 200$ Å the particulates grow by agglomeration. Up to $r = 800$ Å the particles largely retain a spherical shape and a narrow relative size distribution.
A comparison of the improved measurements with methane combustion indicates that particle radii in acetylene are considerably larger. In both cases it was found that no soot was formed at temperatures below 1600 K and above 2100 K with a maximum formation at intermediate temperatures (approximately 1850 K). Rising reactant pressures produced a significant increase in the soot volume.
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SPONTANEOUS CONDENSATION OF AN AZEOTROPIC FLUID

S. L. K. WITTIG, R. A. ZAHORANSKY, S. S. KIM and D. E. WURZ
Institut für Thermische Strömungsmaschinen
Universität Karlsruhe (T.H.), D-7500 Karlsruhe-1, West-Germany

The homogeneous condensation of an alcohol/water azeotrop (MWA) has been studied utilizing the expansion fan of a shock tube combined with light extinction measurements. The study has been performed in the temperature range of 340 K to 420 K at pressures up to $5 \times 10^5$ N/m$^2$. The thermodynamic data obtained from parallel measurements of the speed of sound are comparable with those of water/steam. The analysis of the experimental data reveals new phenomena. Predominantly, condensation occurred at low subcooling. The effects of the expansion rate were of minor importance. The results are of practical importance to power plant design.

INTRODUCTION

The homogeneous condensation of initially saturated or superheated vapors during rapid expansion has been of longstanding theoretical interest. In technical applications, its importance especially in the area of energy conversion increasingly has attracted attention in recent years with the growth of the power plants. One of the most important examples is found in low pressure ends of steam turbines. Their design depends on the knowledge of the Wilson region which defines the states of condensation occurrence. The majority of studies, therefore, can be found on steam condensation. Almost no information, though, is available for binary vapor mixtures and specifically azeotrops. Especially with interest growing in solar energy utilization, waste heat recovery and other applications, these fluids have attracted considerable attention. The present study is directed towards the condensation characteristics of an alcohol/water azeotrop (MWA). Originally, i.e. prior to this investigation and associated studies, the fluid was considered to be well qualified to be used in a modified power plant where MWA was to be utilized as fluid in a bottoming cycle with major advantages with respect to turbine size and cooling tower application.$^{1-3}$

As shown in Figure 1, the phase diagram of the binary methoxypropanol/water mixture of the present study deviates con-
siderably from an ideal mixture. At a certain composition the vapor pressure will show a maximum value at constant temperature forming an azeotropic mixture with the liquid and vapor phase of the same composition. Thus, a separation of the components by distillation is impossible and azeotropic fluids generally can be described as one-component systems. In the case of the methoxypropanol/water mixture of this study it was indicated by the manufacturer that the azeotropic mixture composition is practically independent of temperature in the range of interest from 340 K to 420 K. Please note that the azeotropic mixture consists of approximately 50 percent water by weight. As thermodynamic data were scarce, we derived a shortened virial equation for determination of the thermodynamic states of the following form:

\[ pv = RT + B(T)p \quad \text{for } 340 \, K < T < 420 \, K \quad \text{I} \]

with

\[ B(T) = b_0 + b_1 \exp \left( \frac{b_2}{b_3 + T^2} \right) \quad \text{II} \]

\[ b_0 = 0.115 \, \text{m}^3 \text{kg}^{-1} \]
\[ b_1 = -26.3 \, \text{m}^3 \text{K kg}^{-1} \]
\[ b_2 = 1.33 \times 10^7 \, \text{K}^2 \]
\[ b_3 = 1.6 \times 10^7 \, \text{K}^2 \]

This form was chosen as it has been shown to be quite accurate for water vapor close to the saturation line and in the metastable state\(^6,7\). Furthermore, MWA is quite similar to water with respect to density and vapor pressure. The virial coefficient of equation II was determined by matching speed of sound measurements made in a parallel study. With additional information on the vapor pressure\(^6\) and the specific heat\(^7\) we were able to determine the properties of interest assuming that the mixture is azeotropic. The saturation line in the \(T,s\)- or \(h,s\)-diagram thus determined deviates from the data obtained from the supplier of MWA with interesting consequences as will be described in the following.
EXPERIMENTAL

To avoid the difficulties associated with a continuous cycle operation, the studies were performed in the expansion fan of a shock tube.

The main components of the experimental setup are shown in Figure 2.

![Figure 2. Schematic of expansion tube](image)

To avoid local excessive superheating, the test fluid was indirectly heated in a water bath within the steam generator. The expansion tube was connected by insulated tubing with the steam generator. The high pressure (expansion) section - 4.8 m in length, 0.089 m in diameter and insulated - is heated by several independently controlled heating coils. Temperature deviations were carefully determined and found to be within ± 1 K.

The condensation was observed by simultaneous pressure and light extinction measurements. For this reason, six measurement planes were used in the expansion tube each equipped with four taps for pressure transducer and window mounting. The response time of the piezoelectric pressure transducers was determined to be 8 μs. The onset of condensation was observed by light extinction. A He-Ne laser was used as light source with a photodiode detector. The response time of the photodiode was comparable to that of the pressure transducer - well within the required value. The initial state within the tube was determined by static pressure transducers and several thermocouples along the tube.

All components in contact with the fluid were of stainless steel. The vacuum system and other associated equipment were of conventional design. Up to temperatures of 370 K we used cellophane as diaphragm material. With rising pressures and temperatures, hostaphan was chosen.

MEASUREMENTS AND ANALYSIS

For calibration purposes, measurements were made with argon, nitrogen, air and steam. In contrast to several other studies,
Wittig et al.

no major deviations from the centered rarefaction fan were observed. All experimental results with non-condensable gases could be described with sufficient accuracy by assuming an ideal, centered expansion fan without correction for boundary layer and non-ideal opening effects of the diaphragm. An experimental series with steam in the reflected rarefaction wave shows excellent agreement with previous measurements as shown in Figure 3. Wilson region of steam

\[ \text{Figure 3. Wilson region of steam} \]

\[ \text{Present study} \]

The speed of expansion \( \dot{p} = -\frac{1}{p} \frac{dp}{dt} \) in our experiments was approximately \( 10^2 \, \text{s}^{-1} \) and thus by one or two orders of magnitude lower than those reported in reference\(^{11,12,17}\).

With condensation within the expansion fan, the assumption of simple isentropic flow is invalidated. Figure 4 shows a typical oscillogram of moist air. It can be seen that pressure pulses originate within the expansion fan approximately at the same time condensation begins. In contrast to the analysis of the experiments with gases, it is impossible to determine the state and the speed of expansion under these conditions.

Heat addition yields a higher local speed of sound and the slopes of the left-running characteristics are changing as qualitatively shown in Figure 5.

As reported by Heybey and others\(^{9,10,14,15,16}\) this will lead to "weak detonations". The sudden heat addition initiates a pressure rise in the subsonic flowfield of the expansion fan. Qualitatively this may be explained by the fact that the onset of homogeneous condensation depends on the speed of expansion. At high speeds of expansion higher supersaturation will be obtained than at low expansion rates. Therefore, the condensation front intersects the leftrunning characteristics thus leading to supersonic speed of the fluid particles relative to the condensation front. From Figure 5 it can be seen for a left-running characteristic \((x/t = u-a)\) crossing the condensation front \((x/t = c_c < 0)\):

\[ u - c_c > a \]

[440]
Figure 4. Expansion of moist air

This may explain the local pressure rise observed. It should be noted, however, that the onset of condensation generally is not identical with the "condensation shock". With proper choice of the initial pressure ratio across the diaphragm it is possible to avoid the occurrence of the pressure rise prior to condensation. By using this technique, known as "matched expansion", isentropic relations can be applied up to condensation.1

With reliable and reproducible performance of the facility assured, measurements were made with MWA. Figure 6 shows a typical "matched expansion" with MWA vapor. The condensation begins before a deviation from the isentropic expansion occurs. In general, no
"condensation shocks" were observed with pure MWA and pure steam. However, in comparison with isentropic expansion, a pressure rise was always observed (Figure 7).

![Start of Condensation](image)

Figure 6. Matched expansion of MWA-vapor

![Figure 7](image)

Figure 7. Influence of condensation on pressure history (not matched)

Figures 8 and 9 show the Wilson-points for MWA-vapor. MWA was treated as a real gas using equation 1. At the beginning of the expansions the states of the vapor were very near to the satu-
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Figure 8. Wilson-region of MWA-vapor (p,T-diagram)

Figure 9. Wilson-region of MWA-vapor (T,s-diagram)

ration conditions, while the vapor temperature was varied between 340 K and 420 K. The temperature/pressure range was chosen because of its importance to practical applications. The speed of expansion was varied from $10^2$ s$^{-1}$ to $3 \times 10^2$ s$^{-1}$. A strong influence of the expansion rate was not observed. It can be seen that considerable lower subcooling rates were achieved with MWA than with steam under similar conditions (6 °C vs 30 °C respectively), i.e. condensation starts "earlier" with MWA, an effect highly undesirable for a number of practical applications. Furthermore, considerable variations and scattering of the data was observed, considerably outside the measurement uncertainties.
DISCUSSIONS AND CONCLUSIONS

Besides the "early" condensation with its technical consequences, a remarkable observation during the present study is a relatively wide scattering of the Wilson-points in MWA which is in contrast to our results with steam. Figures 8 and 9 even show onset of condensation above the saturation line. An explanation may be found by consulting the p,T-diagram (see also Fig.1). The vapor pressure of MWA is the highest in comparison with water and pure methoxypropanol. If deviations from the azeotropic point occur, a condensation onset at higher temperatures can be explained as discussed by Reiss. In this event, a simple thermodynamic description of the binary mixture as a one-component system is impossible.

Qualitatively, the theory of condensation of binary mixtures is well established. The majority of studies has been performed utilizing the ethanol/water mixture without specific consideration of the azeotropic point. A theoretical analysis of MWA, however, poses extreme difficulties, as phase equilibria and surface tension data are not available with reliable accuracy. An additional difficulty is introduced with binary mixtures. Besides the often discussed dependence of the surface tension on the radius of curvature of the surface, Mirabel and Katz pointed out an additional difficulty:

The surface tension of a binary mixture, determined for a plane surface as a function of the mixture composition, generally cannot be used for the analysis of homogeneous condensation. The binary fluid will be enriched with that component which reduces the surface tension. This, however, is impossible during the fast process of condensation. Consequently, the surface tension will be higher during condensation. This phenomenon will be of greater importance with these mixtures which have a strong dependence of the surface tension on composition.

Because of the difficulties and uncertainties described a detailed theoretical analysis of the condensation of MWA presently seems not to be appropriate. For engineering applications, though, the present experimental study reveals sufficient information for a design analysis.
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THE USE OF AN UNSTEADY WAVE CHEMICAL REACTOR AS A KEY ELEMENT IN THE PRODUCTION OF H\textsubscript{2} FOR USE IN SYNTHETIC FUEL PRODUCTION

E. L. Klosterman, R. T. Taussig, T. S. Vaidyanathan, P. Cassidy, L. Steinhauser and M. Shirazian
Mathematical Sciences Northwest, Inc.
Bellevue, Washington USA

Recently we have studied the use of an unsteady wave chemical reactor in the production of H\textsubscript{2} for use in synthetic fuel production. In the hydrogen production process studied, the wave reactor performs the important function of cooling a gas stream containing dissociated CO\textsubscript{2} sufficiently fast that the recombination reaction is quenched.

The paper describes the gas dynamics and chemical kinetics of the CO\textsubscript{2}-diluent stream in the wave reactor. Low specific heat ratios of the gas mixture (γ - 1.3) and large compression-expansion ratios lead to high gas flow speeds and increased aerodynamic losses. Specific unsteady wave processes which minimize these losses are described. Results are presented giving the dependence of CO yield on pressure, temperature, and diluent gas fraction. Realistic estimates of losses and the effect of wave reactor operation on overall cycle efficiency are also discussed.

INTRODUCTION

The use of unsteady wave machines for various applications originated with the pressure exchanger patented by Seippel in 1942.\textsuperscript{1} Such machines make use of unsteady waves (shocks and expansion waves) to process a gas stream (or streams) in a specified manner. An early application of unsteady wave machinery developed by the Brown Boveri Company\textsuperscript{2} was to supercharge diesel engines. Other important applications including the use of unsteady wave machinery to produce high stagnation temperature flows for hypersonic wind tunnel research,\textsuperscript{3} applications in the chemical processing field,\textsuperscript{4} and, more recently, applications in the energy field\textsuperscript{5,6} have been identified. These and other applications are summarised in the Paul Veille paper of this conference.\textsuperscript{7} The present paper describes an application of the unsteady wave machine to the production of hydrogen (H\textsubscript{2}) for use in synthetic fuel production (e.g., CH\textsubscript{4}, gasoline, methanol).

Unsteady wave machines consist basically of an array of shock tubes attached to the circumference of a rotating drum as shown in Figure 1. As the drum rotates, each individual tube will experience a gas dynamic cycle determined by the placement of stationary manifolds at each end of the drum which allow gas to be fed or exhausted from the tubes. In addition, solid end walls are used to stop the flow at strategic points in the cycle and reflect waves. To generate compression waves the tubes are exposed to a high pressure manifold of an auxiliary driver gas which enters the tubes and compresses the gas within
Unsteady Wave Chemical Reactor

Figure 1. Sketch Showing the Basic Geometry of an Unsteady Wave Chemical Reactor.

It. To generate expansion waves the tubes are exposed to low pressure manifolds and the gas in the tubes flows out. By properly timing the exposure of the tubes to the different manifolds, the gas in each tube will undergo the desired pressure and temperature history required by a particular chemical process (e.g., see Reference 8). By using a large number of tubes on the rotating drum, the pulsed process occurring in a single shock tube is converted to a continuous process.

**H₂ Production Process**

The production of H₂ can be accomplished in several ways.⁹,¹⁰,¹¹ The method described here is based upon the thermal dissociation of CO₂ into CO and O₂. The CO so produced is separated out and reacted with steam to form H₂ and CO₂. The wave reactor is used in conjunction with the CO₂ dissociation.

A simplified schematic of the process is shown in Figure 2. A stream of CO₂ and He diluent is used to cool the blanket of a fusion reactor where the high energy neutrons originating from the fusion reactions deposit their energy in the form of heat. In particular, the blanket must reach temperatures of greater than 2000 ºK. The necessity for high temperature is based on maximizing the amount of CO₂ dissociation which occurs. For the blanket materials (CaO, MgO, ZrO₂) considered, temperatures of 2400 ºK maximum appear feasible in a stress-relieving design. To achieve CO₂ dissociation levels greater than the 3 to 6 percent consistent with 2400 ºK, higher temperatures are required. These are achieved by injecting the CO₂-He coolant into a wave reactor where it is heated and compressed to 3000 ºK or more. At these temperatures equilibrium CO₂ dissociation yields range from 15 to 25 percent depending on the partial pressure of CO₂. Unsteady gas dynamic expansion (the key feature of the wave

![Figure 2. Schematic Diagram of H₂ Chemical Processing Cycle](image-url)
Reactor) is used to rapidly cool the mixture \((dT/dt > 10^6 \text{K/sec})\) from 3000 °K to below 2000 °K to prevent significant recombination of the CO and O₂. The unsteady expansion process in the wave reactor is the only viable means to achieve such rapid cooling rates and is central to the achievement of high CO (hence H₂) yield.

Once cooled to below 2000 °K, further cooling to ambient conditions is necessary. High temperature ceramic heat exchangers with gas cooling rates as high as \(10^5 \text{K/sec}\) have been developed. Some of the heat rejected in the heat exchangers is used to preheat the coolant stream entering the fusion reactor blanket and some is used for generation of electric power to operate the chemical plant. Once cooled to ambient conditions, the CO₂, CO, O₂, He mixture enters the chemical plant where the CO is separated out and injected along with steam into a "water gas shift" reactor. About 98 percent conversion to H₂ and CO₂ is accomplished in the reaction CO + H₂O → H₂ + CO₂. The product stream is then separated into H₂, the desired end product, and CO₂ which is recycled along with the previously separated CO₂ and He as fusion blanket coolant. The stream is compressed when leaving the chemical plant to allow for pressure drops which occur in the system.

The discussion in this paper assumes a total fusion power of 4000 MW thermal with 50 percent of this power extracted by the high temperature blanket coolant reactant stream. This results in a coolant mass flow rate of 900 Kg/sec with 60 percent of the coolant He and the balance CO₂ and its dissociation products.

**CHEMICAL KINETICS**

Two computer codes have been developed to follow the chemical kinetics through the wave reactor. The first code is a chemical kinetics code used to determine the CO yield when given a gas temperature and pressure history based on ideal gas dynamics. A second code which couples the unsteady gas dynamics and chemical kinetics was also developed. This code uses a flux corrected transport method of numerical calculation and has been adopted specifically for application to the processes occurring in the wave reactor. This code allows the inclusion of heat transfer and wall friction effects in addition to those of chemical heat release. For most cases of interest the results from the simpler code are sufficiently accurate and are used in this paper.

The major high temperature chemical reactions included in the codes are listed in Table I; the rate data were taken from shock tube data in References 14 through 16. Additional chemical reactions which include the impact of trace amounts of water impurity have also been included. Water is known to significantly impact the rate of CO-O₂ recombination. \(^{17,18}\) (Water impurities may be introduced by the CO₂ originating from the water gas shift reactor.) The gas temperature should be dropped by at least 1000 °K in the expansion to ensure

\[\text{Table I. Key High Temperature Reactions}\]

<table>
<thead>
<tr>
<th>Primary Reactions</th>
<th>Forward Rate Constant @ 3000 °K</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO + O₂ → CO₂ + O</td>
<td>(k \times 10^{-13}) cm³/sec</td>
</tr>
<tr>
<td>CO + O + M → CO₂ + M</td>
<td>(k \times 10^{-13}) cm³/sec</td>
</tr>
<tr>
<td>O + O + M → O₂ + M</td>
<td>(k \times 10^{-13}) cm³/sec</td>
</tr>
</tbody>
</table>

**Impurity Reactions**

| CO + OH → CO₂ + H | \(k \times 10^{-12}\) cm³/sec |
| O₂ + H → OH + O | \(k \times 10^{-11}\) cm³/sec |
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adequate quenching of the CO-0_2 recombination. Rate coefficients at 3000 °K for the key reactions are indicated in Table I. For pressures of 10 atmospheres at 3000 °K the characteristic CO/O_2 recombination time is about 1 msec so that cooling rates of 10^6 °K/sec or more are required in the wave reactor. The results of the chemical kinetic calculations are given later in the paper.

GAS DYNAMIC CONSIDERATIONS

Shock wave compression is used to heat the gas to peak temperature and pressure. After a short time delay to allow chemical equilibration, a center-ed expansion wave rapidly cools the gas. The paragraphs below describe the compression and expansion processes used in the wave reactor to approximate the ideal single pulse shock tube temperature and pressure histories given in Figure 3.

Compression

As mentioned above, the incoming reactant gas stream from the fusion reactor must first be heated from 2400 °K to 3000 °K in the wave reactor and then cooled from 3000 °K to less than 2000 °K as it exhausts from the wave reactor. For pure CO_2 gas streams, these changes in temperature lead to large pressure ratios (30 to 1) due to the low specific heat ratio, γ, of CO_2 at high temperatures (γ ≈ 1.16). For a stream pressure of 1 atmosphere at the wave reactor exit, which is consistent with the requirements of the heat exchangers and chemical processing plant, peak pressures of 30 to 40 atmospheres are required. These pressures require cooling rates even faster than previously indicated to prevent CO-0_2 recombination. However, if a monatomic diluent such as He is added, the required peak pressures will drop and acceptable pressure ratios on the order of 10 can be obtained.

To compress through a pressure ratio of 10 relatively strong shocks are required. With strong shocks high flow velocities are present and aerodynamic losses (which are proportional to M^2) will be high. To minimize flow velocities multi-shock compression is used as shown in Figure 4. The incoming reactant gas (CO_2, O_2, He) is first stagnated at the far end of the tube by an end-plate coming into position at the proper time. This is accomplished by rotation of the tube past a solid wall. Once this "hammer" shock reaches the near end of the tube, the near end is exposed to an even higher pressure auxiliary reservoir causing a second shock to propagate down the tube. The auxiliary gas (He has been chosen) enters the tube and an interface between the dissimilar gases moves as indicated by the dashed line. This second shock encounters a solid endplate at the far end of the tube (zero velocity boundary) and reflects. Once the reflected shock reaches the near end (point a), compression of the CO_2 gas stream is complete. By using multiple shock compression the entropy rise is reduced and the compression efficiency is improved. After a short
delay in time ($\Delta t_d$, shown in Figure 5) which ensures chemical equilibrium behind the final shock, the expansion process begins.

The amount of volume compression which occurs in the compression process is seen by the final position of the interface between the driver and reactant gases. In the case shown, the volume compression is roughly 3 to 1. This number depends weakly upon the reactant gas inlet flow velocity and more strongly on the ratio of peak reactant gas temperature to reactant gas inlet temperature. The lower the inlet temperature or lower the inlet velocity, the greater the volume compression. The amount of volume compression impacts the expansion process as described below.

Expansion

Adding He diluent also reduces the flow velocities inside the tube during the unsteady expansion process. In ideal unsteady gas expansion, the relationship between flow velocity and gas temperature during the expansion process is given\(^\text{19}\)

$$\frac{a^2}{\gamma - 1} + u = \text{const}$$

where "a" is the sound speed in the gas ($a^2 = \gamma RT$) and "u" the gas velocity. As $\gamma$ is decreased the flow velocity change for a given change in "a" (or $T$) is increased. Added diluent (larger $\gamma$) reduces Mach numbers in the tubes and therefore reduces friction pressure drop.

One finds that even with 60 percent helium diluent added to the reactant gas, the flow velocity which would arise from a single centered expansion fan cooling the gas from 3000 °K to 2000 °K is supersonic. The centered expansion fan must therefore be "broken up" into smaller portions. One effective way to do this is to allow the expansion fan to reflect off an endwall as depicted in Figure 5. Here the total cooling accomplished by the reflected fan is about twice that by the initial centered portion of the fan; however, because of the zero velocity boundary condition at the endwall, the gas flow velocity after the fan has passed is zero. Additional expansion fans could be sent in from the near end and reflected as necessary. Once sufficient cooling is achieved by these reflected expansion fans, a final centered fan can be used to exhaust the gas.
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The amount of cooling that can be obtained from the reflected expansion fans is limited by the amount of expansion which brings the interface between the auxiliary gas and reactant gas to rest at the near end as indicated in the figure. If the interface were allowed to leave the tube before expansion cooling was complete, not all of the reactant gas would be completely cooled. Clearly, the amount of volume compression occurring during the compression process will determine how much expansion cooling can be completed by the reflected fans. With less volume compression, less cooling is accomplished by the reflected fans and the exit velocity of the reactant gas will be higher for fixed exit temperature (-1800 °K). To illustrate this effect, temperatures at the point where the interface has zero velocity at the near end and are given in Table II. Also given are the gas exit Mach numbers which result from the final centered expansion fan when cooling the rest of the way down to 1800 °K. The exit Mach numbers become large for relatively small changes in volume fraction; the discussed earlier the amount of volume compression is primarily a function of inlet temperature (also indicated in Table II) so that there is essentially a unique relationship between inlet temperature and exit Mach number through the amount of volume compression (assuming fixed peak and exit temperatures).

Table II. Effect of Volume Compression on Exit Mach Number

<table>
<thead>
<tr>
<th>Volume Compression</th>
<th>Temperature at Exit Mach Number, Me</th>
<th>Inlet Temperature, Tm (M_in = 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 to 1</td>
<td>2447 °K</td>
<td>2550 °K</td>
</tr>
<tr>
<td>3 to 1</td>
<td>2171 °K</td>
<td>2410 °K</td>
</tr>
<tr>
<td>4 to 1</td>
<td>1996 °K</td>
<td>2290 °K</td>
</tr>
<tr>
<td>5 to 1</td>
<td>1869 °K</td>
<td>2165 °K</td>
</tr>
</tbody>
</table>

To determine the cooling rates achievable in a single pulse shock tube an analytic expression given originally by Poggi20 for the temperature history at the tube endwall for a reflected centered expansion fan is used. He gave:

\[ \frac{dT}{dt} = -\frac{\gamma-1}{\gamma+1} a_{1} \left( \frac{T}{T_{1}} \right)^{\gamma-1} \]

where \( T \) is the gas temperature at time \( t \), \( a_{1} \) the uncooled sound speed in the gas, \( T_{1} \) the uncooled temperature and \( L \) the tube length (more specifically, the distance of the expansion wave origin from the end wall). For fixed peak temperatures, higher \( \gamma \) mixtures or shorter tube lengths will give higher cooling rates so that the expansion quenching of the expansion process should be more efficient with more diluent. For 50 percent He diluent, the initial cooling rate for a 20 cm long tube is 10^7 °K/sec (here \( \gamma = 1.294, T/T_{1} = 1 \) and \( a_{1} = 1.32 \times 10^3 \) cm/sec).

Wave Diagram for Full Cycle

Shown in Figure 6 is an idealized full cycle wave diagram incorporating the wave systems discussed above. Appropriate temperatures and pressures are indicated. An added feature of the composite wave diagram is that an additional wave appears after the exhaust expansion wave. This additional wave is termed a "matching" wave and is used to match pressure and velocity between the exiting reactant gas stream and the reactant gas stream entering for the next cycle. The inlets and exit velocities and inlet and exit pressures are generally not equal respectively because of the unique relationship between inlet and exit conditions; the matching wave is required to ensure cyclic operation of the wave reactor. The temperature and molecular weight of the second auxiliary gas can be adjusted to give the proper conditions across a single wave. Argon at -500 °K has been chosen as the second auxiliary stream. If it is allowed to flow for a longer period of time than shown, it helps to cool the wave.

[451]
reactor walls to the required temperatures. The inlet temperature of the main auxiliary gas has been chosen to ensure proper acoustic impedance (\(Pa\)) matching across the interface at the point where the final shock in the compression process crosses the interface, i.e., no shock reflection occurs at the interface. Helium has been chosen as the driver gas because of its low molecular weight and hence low temperature (~800 °K) for impedance matching.

The time to complete a full gas dynamic cycle can be obtained from the full diagram. For the case shown the total cycle time is 17.8 \(t/a_0\) (\(t = \) tube length, \(a_0 = \) reactant gas peak sound speed). The reactant inflow time is about 5.2 \(t/a_0\) or 29 percent of the total time. Using the inflow times the amount of reactant gas and auxiliary gas (both main and second) mass flow per cycle can be determined. For the case depicted, the main auxiliary mass flow is 30 percent higher than that of the reactant gas flow and the second auxiliary gas mass flow is about 50 percent of the reactant gas mass flow.

WAVE REACTOR PERFORMANCE

Chemical Yield

Figure 7 gives the quenched CO yield (in the absence of water impurity) at the wave reactor exit as a function of helium diluent fraction, peak temperature, and exit pressure. The exit temperature is fixed at 1800 °K and the tube length is 20 cm. The yield first increases with helium fraction due to improved quenching. A peak is reached when the impact of helium dilution outweighs the improvement in quenching of the recombination reaction. As expected, lower exit pressures which relate to lower peak pressures give higher yields at lower diluent fractions. Increased peak temperatures give higher yields at the highest diluent fractions. The trend towards higher diluent fractions at increased temperatures is a result of the fact that the quenching must be more efficient (faster) because of both the increased peak pressures (higher pressure ratio across the expansion fan going from 3300 to 1800 °K) and faster recombination rates at the higher temperatures. CO yields up to approximately [452]
Wave Reactor Efficiency

A simplified model of the wave reactor is shown in Figure 8 where the reactor is shown as a black box with two streams entering and two streams leaving. The reactant stream enters with a total enthalpy of $h_1 + \frac{1}{2} u_1^2$ and leaves with total enthalpy $h_2 + \frac{1}{2} u_2^2$. Here $h$ includes both thermal and dissociation enthalpy. Inside the black box work, $W_1$ is transferred from the auxiliary to the reactant stream during compression and $W_2$ is transferred in reverse during expansion. Heat transfer, $Q_1$, occurs between the reactant stream and the auxiliary stream via the wave reactor walls. In the external auxiliary stream loop, heat $Q_2$ is rejected and compression work $W_T$ is put into the stream. Work $W_T$ includes the difference between $W_1$ and $W_2$, plus any work requirements due to losses. Given this information the wave reactor thermal efficiency is calculated as

$$\eta = \frac{h_2 + \frac{1}{2} u_2^2 - W_2}{h_1 + \frac{1}{2} u_1^2}$$

For a wave reactor with a 90 Kg/sec flow of 60 percent helium diluent reactant gas, and for the temperatures given in Figure 8, $h_1 + \frac{1}{2} u_1^2$ is 428 MW (megawatts), $h_2 + \frac{1}{2} u_2^2$ is 420 MW and $W_T$ is estimated to be 69 MW. The value calculated for $\eta$ is 82 percent. This number is quite sensitive to the losses included in $W_T$.

Parasitic Losses

Parasitic losses for the wave reactor include, but are not limited to, those due to friction pressure drop, heat transfer losses, mixing losses at the interfaces between the dissimilar gases, windage in rotating the reactor, and leakage of gas in the region between the manifolds and rotating drum. Additional discussion of the different losses in these machines is given in a companion paper presented at this symposium. Some of these losses are difficult to estimate. The largest uncertainty lies in the estimate of the heat transfer losses which may also represent the largest single loss in the wave reactor. The average wall temperatures must be kept down to around 1100 °K for materials reasons and large temperature differences between the gas and wall temperature exist. The value for the losses used in the calculation...
above of efficiency incorporates a value of heat loss, 45 MW, midway between a worst estimate and the case of no heat loss. Other losses are estimated to be as follows: a friction pressure loss of 14 MW, a mixing loss of 5 MW, and a windage and leakage loss of 5 MW. The total estimated loss is 69 MW. Since both flow speeds and wave strengths tend to increase with decreased diluent, parasitic losses are expected to increase with decreasing diluent. This trend in parasitic losses will favor higher diluent fractions.

The parasitic losses, cooling rate requirements, mass flow requirements and other considerations will impact the sizing of a wave reactor. The primary parasitic losses (friction and heat transfer losses) are primarily a function of tube length (L) to diameter (D) ratio. The lowest losses are obtained with low L/D. Cooling rate is proportional to L/D so for maximum cooling rates minimum tube length is required. The diameter, D, of a wave reactor drum will be determined primarily by the total mass flow and the number of drums desired in the system. A reasonable maximum diameter will be that of gas turbines which range in diameter up to 6 m. Drum tip speed will be limited by windage losses and mechanical stress in the rotor. Table III gives a summary of the key sizing constraints and preliminary sizing. The mass flow rate, \(\dot{m}\), is that of the reactant gas per wave reactor unit.

Table III. Wave Reactor Sizing

<table>
<thead>
<tr>
<th>CONSTRAINTS:</th>
<th>PRELIMINARY SIZE:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\frac{dT}{dt} &gt; 10^6 \text{ K/Sec})</td>
<td>(\frac{dT}{dt} = \frac{1}{L})</td>
</tr>
<tr>
<td>(\frac{\Delta P}{P} \leq 10%)</td>
<td>(\frac{\Delta P}{P} = \frac{k}{d_{1.25}})</td>
</tr>
<tr>
<td>(D &lt; 600 \text{ cm})</td>
<td>(D \sim \frac{\dot{m}}{\alpha})</td>
</tr>
<tr>
<td>(\alpha \leq 10) rotors</td>
<td>(\alpha = 10) rotors</td>
</tr>
<tr>
<td>(V_T &lt; 24000 \text{ cm/sec})</td>
<td>(V_T \sim \frac{D}{mn})</td>
</tr>
<tr>
<td></td>
<td>(L = 80 \text{ cm})</td>
</tr>
<tr>
<td></td>
<td>(L/d = 12)</td>
</tr>
<tr>
<td></td>
<td>(V_T = 21800 \text{ cm/sec})</td>
</tr>
<tr>
<td></td>
<td>(D = 350 \text{ cm})</td>
</tr>
<tr>
<td></td>
<td>(\dot{m} = 9 \times 10^4 \text{ g/sec})</td>
</tr>
</tbody>
</table>

Impact of Wave Reactor Performance on Overall Cycle Efficiency

The impact of wave reactor performance on overall cycle efficiency can be measured in terms of 1) the quenched CO yield at the wave reactor exit, and 2) the parasitic losses. For most cases of interest (i.e., moderate diluent fractions) the quenched CO yield is sufficiently close to the peak dissociation yields that the peak temperature achievable is the primary determinant. Since higher peak temperatures will also lead to higher heat transfer losses, an optimum peak temperature may exist. Parasitic losses also have a significant effect. Table IV gives an indication of the sensitivity of overall cycle efficiency to wave reactor losses (wave reactor component efficiency). In all cases the total H2 chemical power is 1420 MW. The efficiency for the overall cycle is

\[
\eta_{\text{cycle}} = \frac{\Delta H_{\text{chem}} + \eta_{\text{elec}}}{P_{\text{fusion}}}
\]

where \(\Delta H_{\text{chem}}\) is equal to the rate of heat release in burning the H2 produced at 300 °K (68,000 Kcal/mole), \(\eta_{\text{elec}}\) is the net sum of electrical power required
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Table IV. Impact of Wave Reactor Efficiency on Overall Cycle Efficiency

<table>
<thead>
<tr>
<th>Wave Reactor Efficiency (%)</th>
<th>Overall Cycle Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>34.0</td>
</tr>
<tr>
<td>80</td>
<td>23.3</td>
</tr>
<tr>
<td>70</td>
<td>12.6</td>
</tr>
</tbody>
</table>

in the system and $P_{\text{fusion}}$ is equal to 4000 MW thermal. Table IV shows that wave reactor component efficiencies have a strong influence on overall cycle efficiency and should be as high as possible. An optimization analysis needs to be completed to find the operating point where the overall cycle efficiency is maximized. Additional details of the overall cycle efficiency calculation are found in Reference 22.

SUMMARY

The gas dynamic aspects of applying an unsteady chemical wave reactor to CO/H$_2$ production have been described in detail. Detailed analysis of the compression and expansion processes has shown that multiple wave processes are useful in minimizing flow velocities and therefore friction losses. Similarly, significant amounts of helium diluent (30 to 60 percent) are necessary to minimize these same losses and at the same time retain high CO/H$_2$ yields. Efficient freezing of the chemical reaction products at the high peak temperatures appears possible with CO yields of up to 13 percent predicted. High overall cycle efficiencies (34 percent) appear possible with efficient (90 percent) wave reactor performance.
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The oxidation of acetylene by water vapor and its pyrolysis at 2650K were studied by a shock-tube coupled to a time of flight mass spectrometer. Acetylene polymers are formed in the pyrolysis, with C_2H_2 and C_6H_2 as the initial products. The rate constant of acetylene disappearance, $k = 3.3 \times 10^{-14}$ cm$^3$ molec$^{-1}$ sec$^{-1}$, is very close to the rate constant of dia-cetylene formation. Evidence for the reversibility of the polymerisation reaction is presented.

Hydrogen atoms, which are generated during the polymerisation of acetylene, are consumed in the reaction:

$$H + H_2O \rightarrow OH + H_2$$

which is the main producer of OH radicals.

The direct reaction of OH with C_2H_2 is:

$$OH + C_2H_2 \rightarrow C_2H_2O + H_2$$

and its rate constant is $5.8 \times 10^{12} \exp(-2155/RT)$ cm$^3$ molec$^{-1}$ sec$^{-1}$. The C_2H_2O decomposes rapidly to CO and H_2.

**INTRODUCTION**

The oxidation of hydrocarbons by water vapor, in the temperature range 1500-2600 K, was studied recently by Shaviv and Bar-Nun using the single pulse shock-tube technique. The experimental results suggested that methane is converted to acetylene prior to its oxidation to carbon monoxide. The temperature dependent product distribution in acetylene oxidation, after dwell times which ranged from 0.5 to 0.7 msec, was simulated by a rather complex set of reactions. The kinetic scheme involved three major processes: (1) Production of hydrogen atoms by the sequence of reactions which lead from acetylene to carbon, according to the scheme which was proposed by Gay et al$^2$. (2) Production of OH radicals, mainly by the reaction $H + H_2O \rightarrow OH + H_2$ and rapid reshuffling of the oxygen between the various O/H species; and (3) oxidation of the acetylene and other C/H species by the available oxidants in the system. Very good fits between the experimentally obtained temperature dependent profiles of CO, C_2H_2, H_2 and polymers and the computed ones were achieved which, however, does not guarantee the correctness of the proposed mechanism. Therefore, a time dependent study of the same reaction was carried out, using a time of flight mass spectrometer (TOFS) coupled to a shock-tube.

In addition to its kinetic interest, water being a much milder oxidizing agent than oxygen, this mode of oxidation is probably one of the major pathways.
by which the hydrocarbons in the Earth's primitive reducing atmosphere were converted to carbon monoxide and eventually to carbon dioxide by the action of lightning produced shock-waves\(^{5,6}\). Yet another aspect of hydrocarbon pyrolysis and oxidation by water vapor at high temperatures was confirmed by the recent detection of lightning activity on Jupiter\(^{7}\), which was predicted by Bar-Nun\(^{6,7}\). In the Jovian atmosphere, methane and water have mixing ratios in hydrogen of the order of \(10^{-3}\) and that of acetylene is about \(10^{-8}\). The methane can be pyrolyzed to acetylene despite the large excess of hydrogen, at the high temperatures behind lightning produced shock-waves\(^{6,7}\). The hydrocarbons can also be oxidized by water vapor under the same high temperature conditions to carbon monoxide, which was detected in the Jovian atmosphere by Beer\(^{5}\).

**EXPERIMENTAL**

Acetylene (Matheson Purified Grade, 99.6% pure) was further cleaned by 4 bulb to bulb distillations. Double distilled water was degassed 4 times at 5 x \(10^{-5}\) Torr, with alternating freezing and thawing. Argon and neon (Matheson Research Grade) were used without further purification. A reaction mixture consisting of 1.0% \(\text{C}_2\text{H}_2\), 2.0% \(\text{H}_2\text{O}\) and 0.23% \(\text{Ar}\) in Ne was stored in a stainless steel container, which was constantly heated to 45°C. The shock tube was also heated to this temperature and no depletion of the water vapor was observed when samples were introduced either directly to the TOFMS or via the driven section of the shock-tube. In the pyrolysis study, a mixture of 1.0% \(\text{C}_2\text{H}_2\) and 0.23% \(\text{Ar}\) in Ne was run.

After evacuating the stainless steel 2.54 cm I.D. and 570 cm long driven section to 2 x \(10^{-5}\) Torr, the reaction mixture at a pressure of \(\sim 13\) Torr was introduced. Hydrogen at a pressure of 6 psi was then introduced into the driver section and an aluminium diaphragm was punctured, thus initiating the shock. The incident shock velocity was measured by 5 to 7 gold thin film resistance thermometers, having a rise time of 0.5 usec. Their signals were used to obtain the incident shock speed and to trigger the data recording system.

A Bendix model 12 TOFMS, with model 14-101 "fast reaction" ion source was connected to the shock-tube in such a way that the end wall of the shock tube also formed the base plate of the mass spectrometer ion source. The shock heated gas was sampled into the mass spectrometer through a 3 x \(10^{-6}\) cm diameter orifice located centrally on the end wall, forming a jet of expanding gas, which was coaxial with the flight tube of the TOFMS. On arrival of the reflected shock wave, a number of successive mass spectra of the sampled gas (5, 10 or 20 usec apart) were automatically photographed from 4 oscilloscopes. This equipment, and its use to study fast reactions by mass spectra produced internally in the conventional way, has been described in detail previously by Barton et al\(^{10}\) and Bar-Nun and Dove\(^{1}\).

The relative peak heights in the TOFMS for the various stable species (\(\text{C}_2\text{H}_2\), \(\text{C}_3\text{H}_6\), \(\text{C}_2\text{H}_4\), CO and \(\text{H}_2\text{O}\)) were determined by running mixtures containing these species under weak shock conditions where no decomposition occurred. The peak heights of the various species at 28 ev, relative to that of \(\text{Ar}\) (m/e = 40), are: 0.83 for CO (at m/e = 28) 0.55 for \(\text{H}_2\text{O}\) (at m/e = 18), 2.35 for \(\text{C}_2\text{H}_2\) (at m/e = 26), 3.1 for \(\text{C}_3\text{H}_6\) (at m/e = 50) and 2.4 for \(\text{C}_2\text{H}_4\) (at m/e = 28). The value of 4.6 for \(\text{C}_2\text{H}_4\) (at m/e = 74) was estimated from the increase in peak height from \(\text{C}_2\text{H}_2\) to \(\text{C}_2\text{H}_4\). Because of the rather low signal to noise ratio for the products, the results of 18 runs in each series, at the temperature range 2600 ± 100°C were averaged and the standard deviation at each point was determined.
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mole cm\(^{-3}\), are shown in Figures 1 and 2.

Vertical lines represent the standard deviation.

**Acetylene pyrolysis**

In the absence of water vapor, the major products are diacetylene (C\(_4\)H\(_2\)) and triacetylene (C\(_6\)H\(_2\)), as reported by Gay et al\(^2\). The rate constant of acetylene consumption (Fig. 1) as measured during the first 40 usecs at 2650K is 3.3 \(\times 10^{-14}\) cm\(^3\) molec\(^{-1}\) sec\(^{-1}\). This value agrees well with the rate constant for diacetylene formation (Fig. 2) of 2.8 \(\times 10^{-14}\) cm\(^3\) molec\(^{-1}\) sec\(^{-1}\), and the rate constant of 3.5 \(\times 10^{-14}\) cm\(^3\) molec\(^{-1}\) sec\(^{-1}\) which was measured for diacetylene formation by Gay et al\(^2\). Hence, it seems that the initial step in acetylene disappearance is the formation of diacetylene (C\(_4\)H\(_2\)), with the liberation of hydrogen, as proposed by Gay et al\(^2\). The formation of C\(_6\)H\(_2\), as was suggested by Bradley and Kistiakowsky\(^1\), stemmed probably from a mistaken identification of the products masses, as no peak at m/e = 52 was observed by us. In some oscilloscope traces a minute peak of C\(_4\)H\(_3\) could be identified, but in most traces it was completely absent.

A detailed mechanism of acetylene polymerization cannot be based upon the present data. Yet, the agreement with the results of Gay et al\(^2\) regarding the formation of di and triacetylene lends credence to the mechanism which was proposed by them. However, unlike in their mechanism and in apparent agreement with the suggestion of Bradley and Kistiakowsky\(^1\) the polymerization reaction seems to be reversible. As seen in Fig. 1, a plateau in the acetylene profile starts after about 80 usec. This plateau lasts for \(<\)20 usec, after which the acetylene
Bar-Nun and Dove

resumes its initial rate of decrease. No other mechanism seems to explain the plateau in the acetylene profile and further evidence for the reversible nature of the polymerization will be discussed in the next chapter. Unlike in the mechanism which was proposed by Bradley and Kistiakowsky, the initial polymerization product is \( \text{C}_4\text{H}_2 \) and not \( \text{C}_4\text{H}_4 \). Hence, the depolymerization should involve H-atoms and not simple dissociation of the dimers.

Thus, the mechanism of acetylene polymerization can be constructed, after Gay et al. with the addition of reversible steps, as suggested by Bradley and Kistiakowsky.

(a) \( \text{C}_2\text{H}_2 + \text{C}_2\text{H}_2 \xrightarrow{\cdot} \text{C}_6\text{H}_3 + \text{H} \)

(b) \( \text{C}_4\text{H}_3 + \text{M} \xrightarrow{\cdot} \text{C}_4\text{H}_2 + \text{H} + \text{M} \)

(c) \( \text{C}_6\text{H}_2 + \text{C}_2\text{H}_2 \xrightarrow{\cdot} \text{C}_6\text{H}_3 + \text{H} \)

(d) \( \text{C}_4\text{H}_3 + \text{M} \xrightarrow{\cdot} \text{C}_4\text{H}_2 + \text{H} + \text{M} \)

(n) \( \text{C}_n\text{H}_2 + \text{carbon} + 2\text{H} \)

Reactions (b) and (d) should be fast under the experimental conditions, so that the steady state concentration of \( \text{C}_4\text{H}_3 \) and \( \text{C}_6\text{H}_3 \) would be below the limit of detection in the present experiments.

According to the yet unpublished work of Just et al. (personal communication in this symposium), part of the acetylene would decompose at 2650K to \( \text{C}_2\text{H} \) and \( \text{H} \). The \( \text{C}_2\text{H} \) radicals could be even better than \( \text{C}_2\text{H}_2 \) in polymerization reactions, which would proceed according to: \( \text{C}_2\text{H}_2 + \text{C}_2\text{H} \xrightarrow{\cdot} \text{C}_4\text{H}_2 + \text{H} \). In this case, the intermediate \( \text{C}_6\text{H}_3 \) would not be formed, in agreement with its absence from among the observed reaction products.

**Acetylene oxidation**

As seen in Fig. 1, the rate of acetylene consumption increases considerably in the presence of water vapor. This is accompanied by the consumption of CO. The ethylene which has the same m/e ratio as CO, is much smaller than the CO and could not affect its observed concentration considerably, unless in the presence of water vapor the ethylene reaches a much higher concentration, which is rather unlikely.

In the runs with water, the initial rates of production of di and triacetylene are considerably higher than in the runs without water (Fig. 2). Since hydrogen atoms are consumed by the water in the fast reaction: \( \text{H} + \text{H}_2\text{O} \rightarrow \text{H}_2 + \text{OH} \), less hydrogen atoms are left for depolymerization and hence the initial increase in the polymers concentrations. Once enough di and triacetylene are produced, they consume most of the hydrogen atoms and the water reaches a steady state (Fig. 2). The coincidence between the plateau of acetylene, water vapor and diacetylene is thus explained. It should be pointed out, however, that this explanation is only tentative. Yet, the ability of this mechanism to explain all the experimental observations makes it quite plausible.

**MODELLING**

In order to avoid the complex reversible part of acetylene polymerization, in which higher polymers and possibly nucleation processes are involved, the computer modelling was carried out only for the initial 50 usec of the reaction. The kinetic scheme which describes best the experimental observations is shown in Table 1.
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Table 1. A Kinetic scheme for the oxidation of acetylene by water vapor.

<table>
<thead>
<tr>
<th>Group No.</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2C_2H_2 \rightarrow C_4H_2 + 2H$</td>
<td>$6.0 \times 10^{13}$</td>
<td>$41,000$</td>
</tr>
<tr>
<td>2</td>
<td>$C_2H_2 + C_4H_2 \rightarrow C_6H_2 + 2H$</td>
<td>$1.5 \times 10^{14}$</td>
<td>$34,000$</td>
</tr>
<tr>
<td>3</td>
<td>$C_2H_2 + C_4H_2 \rightarrow C_4H_2 + 2H$</td>
<td>$2.5 \times 10^{14}$</td>
<td>$30,500$</td>
</tr>
<tr>
<td>4</td>
<td>$C_6H_2 + M \rightarrow C_6 + 2H + M$</td>
<td>$2.0 \times 10^{14}$</td>
<td>$45,000$</td>
</tr>
<tr>
<td>5</td>
<td>$H_2O + M \rightarrow H + OH + M$</td>
<td>$5.0 \times 10^{14}$</td>
<td>$105,000$</td>
</tr>
<tr>
<td>6</td>
<td>$H_2O + H \rightarrow H_2 + OH$</td>
<td>$8.4 \times 10^{13}$</td>
<td>$20,000$</td>
</tr>
<tr>
<td>7</td>
<td>$H_2 + M \rightarrow 2H + M$</td>
<td>$2.23 \times 10^{12}$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$C_2H_2 + OH \rightarrow [C_2H_2O] + H \rightarrow CH_2 + CO + H$</td>
<td>$3.5 \times 10^{12}$</td>
<td>$2,155$</td>
</tr>
<tr>
<td>9</td>
<td>$CH_2 + OH \rightarrow CH + H_2$</td>
<td>$5.0 \times 10^{13}$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$OH + M \rightarrow CO + H + M$</td>
<td>$7.0 \times 10^{13}$</td>
<td>$15,000$</td>
</tr>
</tbody>
</table>

a $6.0 \times 10^{13}$ denotes $6.0 \times 10^{13}$.

b The rate constants for reactions 2 and 3 were chosen in such a way that the experimental profiles of $C_4H_2$ and $C_6H_2$ were reproduced. The hypothetical reaction (4) describes polymer or carbon formation.

As in the previous study$^1$, the intermediates $C_6H_2$ and $C_4H_3$ were omitted from the scheme. This is justifiable in view of the agreement between the measured rates of acetylene disappearance and diacetylene formation, which suggest a fast conversion of $C_6H_3$ to $C_4H_2$ and of $C_4H_3$ to $C_4H_2$. The polymerization of acetylene leads eventually to the formation of carbon and reaction (4) describes this process schematically.

The polymerization is accompanied by the production of hydrogen atoms and these are used in the production of OH radicals from water by reaction (6). This reaction is the major OH producer, since the direct dissociation of water (reaction 5) cannot furnish enough OH radicals to account for the observed rate of CO production. The direct reaction between OH and $C_2H_2$ was studied in two crossed molecular beam experiments by Gehring et al$^{18}$ and by Kanofsky et al$^{19}$ and by flash photolysis-resonance fluorescence technique by Davis et al$^{16}$. Four other studies are listed by the last authors. While Gehring et al$^{18}$ suggest that the initial reaction is:

(e) $C_2H_2 + OH \rightarrow CO + CH_3$

Kanofsky et al$^{19}$ propose the following reaction:
(f) \( \text{C}_2\text{H}_4 + \text{OH} \rightarrow \text{C}_2\text{H}_5\text{O} + \text{H} \)

based on the detection of \( \text{C}_2\text{H}_5\text{O} \) as the only reaction product. Reaction (f) is proposed also by Davis et al.\(^{16} \) as the main channel of the reaction of \( \text{OH} \) with \( \text{C}_2\text{H}_2 \). Davis et al.\(^{16} \) measured the rate constant of reaction (f) and suggest \( k = (1.61 \pm 0.17) \times 10^{-13} \text{ cm}^3 \text{ mole}^{-1} \text{ sec}^{-1} \) at 300K. From the difference between the rates of acetylene disappearance with and without water vapor, after the initial 40 usec (Fig. 1), the rate constant of reaction (f) can be determined, provided that the concentration of \( \text{OH} \) radicals is known. This could not be measured experimentally, because of the dissociation of water in the ion source. The \( \text{OH} \) radical concentration can be calculated, however, from reaction (6) which is the main contributor to \( \text{OH} \) formation. At 2650K, after 20 usec, the \( \text{OH} \) concentration is \( 9.5 \times 10^{11} \text{ mole} \cdot \text{cm}^{-3} \) and the rate constant of reaction (f) at this temperature is \( 3.0 \times 10^{-12} \text{ cm}^3 \text{ mole}^{-1} \text{ sec}^{-1} \). From the values of the rate constants at 300 and 2650K, the activation energy of reaction (f) is 2155 cal mole\(^{-1} \) and the rate constant is

\[
k = 5.8 \times 10^{-12} \exp(-2155/RT) \text{ cm}^3 \text{ mole}^{-1} \text{ sec}^{-1}
\]

This rate constant was used in the model for the reaction of \( \text{OH} \) with \( \text{C}_2\text{H}_2 \). The absence of a peak at \( m/e = 42 \) of \( \text{C}_2\text{H}_5\text{O} \) points to its fast dissociation into \( \text{CO} \) and \( \text{CH}_2 \). If a steady state for \( \text{C}_2\text{H}_5\text{O} \) is reached rapidly, like for \( \text{C}_4\text{H}_2 \) and \( \text{C}_6\text{H}_2 \) which could not be detected as well, the reaction can be represented by reaction (8) in Table 1:

\( \text{C}_2\text{H}_2 + \text{OH} + [\text{C}_2\text{H}_5\text{O}] + \text{H} \rightarrow \text{CH}_2 + \text{CO} + \text{H} \)

for which the rate constant of reaction (f) was used.

The \( \text{CH}_2 \) which is produced in this reaction could react, according to Browne et al.,\(^{17} \) with \( \text{OH} \) to form \( \text{CHO} \) (reaction 9 in Table 1). At lower temperatures this species could lead to formaldehyde, but at high temperatures it decomposes to \( \text{CO} \) and \( \text{H} \). \( \text{CH}_2 \) could participate in four alternative reactions, with \( \text{C}_3\text{H}_2 \) and \( \text{H}_2\text{O} \), which are more abundant than \( \text{OH} \) by factors of \( \times 13 \) and \( \times 30 \) respectively.

(g) \( \text{CH}_2 + \text{C}_2\text{H}_2 + \text{M} \rightarrow \text{CH}_3 + \text{C} + \text{H} + \text{M} \)

(h) \( \text{CH}_2 + \text{C}_2\text{H}_2 + \text{M} \rightarrow \text{CH}_2 + \text{C} + \text{CH}_2 + \text{M} \)

(i) \( \text{CH}_2 + \text{C}_2\text{H}_2 \rightarrow \text{C}_3\text{H}_3 + \text{H} \)

(j) \( \text{CH}_2 + \text{H}_2\text{O} + \text{M} \rightarrow \text{CH}_3\text{OH} + \text{M} \)

Methanol formation (j) can be ruled out by the absence of peaks at \( m/e = 32 \) and 31. The peak of \( \text{C}_3\text{H}_4 \) at \( m/e = 40 \) is masked by the argon, but a peak at \( m/e = 39 \) is seen to be growing with time. However, since it is comparable in height to that of the peak at \( m/e = 40 \), its source cannot be \( \text{C}_3\text{H}_4 \). Alternatively, reaction (i) could take place to produce \( \text{C}_3\text{H}_3 \) \( (m/e = 39) \). If this is the main channel for \( \text{CH}_2 \) consumption and not the reaction with \( \text{OH} \) (reaction 8 in Table 1) the rate constant of reaction (8) should be larger by about 25 per cent in order to account for the observed CO profile. The reactions which described in the previous study\(^{1} \) the reshuffling of oxygen between the various \( \text{O}/\text{H} \) species were omitted from the present scheme, as they stayed the rate of CO production by less than 10%. The experimental results up to 50 usec, together with the computer generated profiles, are shown in Figure 3.
**CONCLUSION**

The processes of acetylene pyrolysis and oxidation by water vapor which emerge from this study are as follows: Acetylene polymerizes reversibly to form \( \text{C}_2\text{H}_2 \), \( \text{C}_6\text{H}_2 \), etc., with the liberation of \( \text{H} \)-atoms. These react with water vapor to produce OH radicals. The direct reaction of OH with \( \text{C}_2\text{H}_2 \) leads to the formation of \( \text{C}_2\text{H}_2 \text{O} \), which decomposes rapidly to \( \text{CO} \) and \( \text{H}_2 \). Computer modelling, using available rate data, reproduces successfully the time dependent profiles of the various species during the initial 50 usec, after which the polymerization of acetylene begins to reverse itself.
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SHOCK-TUBE STUDIES OF N₂O-DECOMPOSITION
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The thermal decomposition of nitrous oxide has been studied behind reflected shock waves for 1685 ≤ T, 0K ≤ 2560 and 1.7 ≤ p, atm ≤ 4.6 in Ar-N₂O mixtures containing 2% N₂O. Concentration-time histories have been determined for N₂O from emission at 4.52 µ (λ = 0.083 µ) and for NO by correlation spectroscopy at 2259 Å (λ = 39 Å). Needed spectral absorption coefficients were obtained by the use of semi-empirical procedures.

There is some delay before the O-atom concentrations attain steady-state values at low temperatures, for which the initial N₂O-decomposition is governed by the binary decomposition reaction N₂O + M → N₂ + O + M with the rate coefficient k₁. At higher temperatures, the reactions N₂O + O → 2NO and N₂O + O → N₂ + O₂ (with rate coefficients k₂ and k₃, respectively) occur so rapidly that the O-atoms attain steady-state concentrations (within the experimentally achieved time resolution) immediately after reflected shock-heating. When a steady state obtains for the O-atom concentrations, the effective rate of N₂O-decomposition is double (2k₁) that for the one-step binary decomposition step.

We find that k₁ = (3.71 ± 2.74) × 10¹⁴ exp[- (27,660 ± 1,445)/K/T] cm³/mole·sec and k₂/k₃ = 1.09 ± 0.10 for 1685 ≤ T, 0K ≤ 2560. For 1685 ≤ T, 0K ≤ 2000, k₂ + k₃ was measured directly and yielded k₂ = (4.07 ± 3.26) × 10¹³ × exp[- (12,350 ± 2,380)/K/T] and k₃ = (4.43 ± 3.97) × 10¹³ × exp[- (12,350 ± 2,380)/K/T] cm³/mole·sec.

INTRODUCTION

The decomposition of nitrous oxide has been studied extensively in static systems1-9 and behind incident and reflected shock waves10-27. For 830 ≤ T, 0K ≤ 3360 at p = 1 atm, the pyrolysis of N₂O is initiated28 by the endothermic bimolecular step

$$N₂O + M → N₂ + O + M + 39.95 , \quad (1)$$

which is followed by the two exothermic steps

This research was supported under U.S. Office of Naval Research Contract No. N00014-75-C-0261 (monitored by Lt. Richard S. Miller).
and

\[ N_2O + O = 2NO - 36.01 \] (2)

\[ N_2O + O = N_2 + O_2 - 79.17, \] (3)

where the numbers are heats of reaction in kcal/mole under standard conditions. Subsequent reaction steps are

\[ N_2 + O = NO + N + 75.02, \] (4)
\[ NO + O = N + O_2 + 31.86, \] (5)
\[ O + O + M = O_2 + M - 119.12, \] (6)
\[ NO + O + NO_2 + M - 73.23, \] (7)
\[ NO_2 + O = NO + O_2 - 45.89, \] (8)
\[ N_2O + NO = N_2 + NO_2 - 33.28, \] (9)
\[ N_2O + NO_2 = N_2 + O_2 + NO - 5.94. \] (10)

Reactions (4) through (10) are unimportant at \( p \approx 1 \text{ atm} \) during the first 30-150 usec at all values of \( T \) considered. The initial \( N_2O \) decomposition is described by

\[ (N_2O) - k_1(M)(N_2O) - (k_2 + k_3)(N_2O)(O), \] I

\[ (O) = k_1(M)(N_2O) - (k_2 + k_3)(N_2O)(O), \] II

\[ (NO) = 2k_2(N_2O)(O). \] III

These relations have been used with a steady-state assumption for O-atoms,

\[ (O)_{ss} = k_1(M)/(k_2 + k_3), \] IV

in order to determine \( k_1 \) and the ratio \( k_3/k_2 \) from

\[ (N_2O) = (N_2O)_o \exp[-2k_1(M)t] \text{ for } (O)_{ss} \] V

and

\[ (NO) = [(k_3/k_2) + 1]^{-1}[(N_2O)_o - (N_2O)] \]
\[ = [(k_3/k_2) + 1]^{-1}(N_2O)_o(1 - \exp[-2k_1(M)t]) \text{ for } (O)_{ss}^*. \] VI

where the subscript \( o \) refers to the initial concentration. Experimental data for \( k_1 \) and \( k_3/k_2 \) show considerable scatter. Baulch et al. adopted for \( k_1 \) the expression

\[ k_1 = 5 \times 10^{14} \exp(-29,1870K/T) \text{ cm}^3/\text{mole-sec.} \] VII

Actually, \( 0.67 \leq k_3/k_2 \leq 3.0 \), but this ratio was set equal to unity in the cited review as well as by others, who used computer codes to find \( k_1 \) and \( k_2 = k_3 \) as functions of \( T \) and obtained

\[ k_1 = 1.42 \times 10^{14} \exp(-25,8050K/T) \text{ cm}^3/\text{mole-sec.} \] VIII

for \( 1815 \leq T/\text{K} \leq 3360. \) [466]
Since the rate of N\textsubscript{2}O-removal was\textsuperscript{27} sensitive to k\textsubscript{2} = k\textsubscript{3} for T ≤ 2000\textdegree K, we conclude that a steady-state did not obtain for (0). For T > 2200\textdegree K, (0) is at the steady state and the rate of N\textsubscript{2}O disappearance depends\textsuperscript{27} on k\textsubscript{1} but is insensitive to k\textsubscript{2} = k\textsubscript{3}. Our measurements and conclusions are at variance with the discussions given in Ref. 28.

EXPERIMENTAL PROCEDURE

Studies were conducted behind reflected shock-waves\textsuperscript{29-32} with 2\% N\textsubscript{2}O in argon, 1685 ≤ T, 0\textdegree K < 2560, 1.70 ≤ p, atm < 4.55. We measured emission-intensity vs. time histories (with an LiF-prism monochromator and an InSb-detector) for N\textsubscript{2}O at λ = 4.52 μ (Δλ = 0.083 μ) and NO γ-band absorption at λ = 2259 Å (Δλ = 39 Å) using a 50-cm vacuum-u.v. monochromator with a concave (Seya-Namioka type) grating of 600 line/mm at a reciprocal dispersion of 37 Å/mm. The instrument was equipped with an EMI-6255 B, S-13-response photomultiplier and associated circuitry with an electronic rise time of about 0.5 μsec. A Hinteregger-type, hollow-cathode discharge lamp served as light source with a modified DC-power supply which was adapted from an HeNe-laser. The lamp was flushed at ≈ 5 torr with a mixture of ≈ 0.9\% NO and 39 ppm NO\textsubscript{2} in N\textsubscript{2} to produce emission lines of the NO γ-band system. The entrance slit of the ultraviolet monochromator was imaged by a spherical mirror onto the discharge of the hollow-cathode lamp; the light rays passed through two LiF windows. Determinations of absorption coefficients are described elsewhere.\textsuperscript{33,34} The time resolution achieved by us was 5-10 μsec.

EXPERIMENTAL OBSERVATIONS AND RESULTS

Concentration-time histories of N\textsubscript{2}O and NO were obtained for 1685 ≤ T, 0\textdegree K < 1900 and 2215 ≤ T, 0\textdegree K < 2560. At lower T, the N\textsubscript{2}O-removal rate increased only slightly with time, as was previously found by Jost et al.\textsuperscript{12} for T < 1750\textdegree K. At higher T, (N\textsubscript{2}O) decreased at first exponentially with t, as was observed also by Monat et al.\textsuperscript{27} for T > 2200\textdegree K; (NO) increased rapidly for 20-50 μsec and then increased linearly with t (cf. Fig. 2 of Ref. 27).

A rate-coefficient for the initial N\textsubscript{2}O-removal was obtained (see Table 1) from

\[ k_{\text{exp}} = \lim_{t \to 0} \frac{-1}{(N) \frac{d}{dt} \exp\{N(0) - N(t)\}} \]

for various values of the initial temperatures (T\textsubscript{5}) and pressures (p\textsubscript{5}) behind the reflected shock-wave. A least-squares fit to our data yields

\[ k_{\text{exp}} = (5.90 \pm 4.22) \times 10^{15} \exp[-(32,710 \pm 1,470)/T][cm^{3}/mole-sec] \]

Table 1. Measured rate coefficient, k\textsubscript{exp}, for N\textsubscript{2}O-decomposition in a mixture containing 2\% N\textsubscript{2}O in Ar.

<table>
<thead>
<tr>
<th>T\textsubscript{5} (\textdegree K)</th>
<th>p\textsubscript{5} (atm)</th>
<th>k\textsubscript{exp} \times 10^{18} [cm^{3}/mole-sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1720</td>
<td>2.171</td>
<td>0.307 ± 0.023</td>
</tr>
<tr>
<td>1855</td>
<td>2.162</td>
<td>2.359 ± 0.013</td>
</tr>
<tr>
<td>1860</td>
<td>2.155</td>
<td>1.362 ± 0.100</td>
</tr>
<tr>
<td>1899</td>
<td>2.231</td>
<td>1.171 ± 0.100</td>
</tr>
<tr>
<td>1980</td>
<td>1.901</td>
<td>3.469 ± 0.959</td>
</tr>
<tr>
<td>2215</td>
<td>2.060</td>
<td>17.68 ± 0.47</td>
</tr>
<tr>
<td>2276</td>
<td>1.802</td>
<td>44.19 ± 1.91</td>
</tr>
<tr>
<td>2290</td>
<td>1.829</td>
<td>37.31 ± 0.47</td>
</tr>
<tr>
<td>2382</td>
<td>4.547</td>
<td>68.37 ± 0.95</td>
</tr>
<tr>
<td>2554</td>
<td>1.702</td>
<td>154.6 ± 5.8</td>
</tr>
</tbody>
</table>
Sulzmann, Kline and Penner

for 1720 < T, 0K ≤ 2555 with correlation coefficient r² = 0.980. Our experimental data (which agree within a factor of 1.5 with those of Refs. 12, 16, and 28), and those from Refs. 11, 12, 16, and 28 are shown in Fig. 1; kexp for Ref. 28 was obtained by multiplying the given value for k₁ by two.

![Graph showing experimental data and best fits to kexp in mixtures containing N₂O in Ar.](image)

Fig. 1. Experimentally determined best fits to kexp in mixtures containing N₂O in Ar. Our experimental data are shown as open circles. They approach our values of k₁ and 2k₁ at low and high temperatures, respectively.

DATA INTERPRETATION

Subtraction of Eq. (I) from Eq. (II) and integration yield

\[
(0) = 2k₁(N) \int_0^t (N₂O) \, dt' - [(N₂O)_0 - (N₂O)].
\]
N,O Decomposition

Addition of Eqs. (I)-(II), use of Eq. (III), and integration yields

\[ (0) = \left[ (N_2O)_o - (N_2O) \right] - \left( \frac{k_1}{k_2} + 1 \right)(NO). \tag{XII} \]

Subtracting Eq. (XII) from Eq. (XI), we find

\[ \frac{k_3}{k_2 + 1} = \frac{2[(N_2O)_o - (N_2O)] - 2k_1(M) \int_0^t (N_2O)dt'}{(NO)}. \tag{XIII} \]

For \((0)_{ss}\), Eq. (V) applies for \((N_2O)\) and Eq. (XIII) reduces to Eq. (VI). Equation (XIII) shows that \(k_3/k_2\) may be determined from measurements of \((N_2O)\) and \((NO)\) as functions of \(t\), except at very early times.

Direct integration of Eq. (II) leads to

\[ (0) = \frac{k_1(M)}{(k_2 + k_3)} \left\{ 1 - \exp \left[ (k_2 + k_3) \int_0^t (N_2O)dt' \right] \right\}, \tag{XIV} \]

which shows that \((0)\) reaches a steady state for \(t > t_s\) with

\[ l = \frac{(k_2 + k_3)(N_2O)_{o ss}}{k_3}. \tag{XV} \]

With \(k_2 = k_3\) from Refs. 26 and 27, \(t_s = 20-35\) usec at the lower values of \(T\) and \(t_s = 9-12\) usec at the higher values of \(T\) used. For our time resolution (\(\approx 5-10\) usec), \((0) \neq (0)_{ss}\) initially, especially for the smaller values of \(T\).

Replacing \((0)\) in Eq. (I) by using Eq. (XIV) and rearranging leads to

\[ k_2 + k_3 = \left\{ \frac{k_1(M)(N_2O)}{2\int (N_2O) + 2k_1(M)(N_2O)} \right\} \int_0^t (N_2O)dt', \tag{XVI} \]

which shows that \(k_2 + k_3\) may be determined from time-dependent measurements of \((N_2O)\) for known \(k_1\) provided \((0) \neq (0)_{ss}\) \(\left[\text{compare Eqs. (V) and (VI)}\right]\). Equations (XI) and (XIV) lead to

\[ (N_2O)_o - (N_2O) = \frac{k_1(M)}{(k_2 + k_3)} \left\{ 2(k_2 + k_3) \int_0^t (N_2O)dt' \left\{ 1 - \left[ \exp - (k_2 + k_3) \int_0^t (N_2O)dt' \right] \right\} \right\}, \tag{XVII} \]

i.e., \((N_2O)\) as a function of \(x = \int_0^t (N_2O)dt'\) decreases initially (for \(t < t_0\)) according to

\[ \frac{dx}{dt} = k_1(M), \tag{XVIII} \]

whereas, after the induction period for which
it decreases for $t \gg t_1$ according to the relation

$$2k_1(M) = \left[ \frac{(N_2O) - (N_2O)}{(N_2O)'} \right] \int_0^t (N_2O)dt'$$
for $t \gg t_1 = t_{iN_2O}$. XX

The induction time $t_1 = \frac{1}{2} t_0$ when $(0) = (0)_{ss}$ [compare Eqs. (XIX) and (XV)]. Thus, $k_1$ may be determined either from Eq. (XVIII) when $(0) \neq (0)_{ss}$ or from Eq. (V) for $(0) = (0)_{ss}$. Also, for $(0) \neq (0)_{ss}$ and $t_1 \neq 0$, $k_2 + k_3$ may be found from Eq. (XIX). Equation (XVII) is usually easier to use than Eq. (XVI) since it does not involve $(N_O)$; it may also be used to ascertain if $(0) = (0)_{ss}$ initially and, if not $(t_1 \neq 0)$, when the steady state is reached.

The observed time histories of $(NO)$ show when $(0) = (0)_{ss}$. By eliminating $(0)$ from Eqs. (III) and (XIV), we find that

$$(NO) = \frac{2k_1(M)(N_2O)}{[(k_3/k_2) + 1]} \left\{ 1 - \left[ \exp - (k_2 + k_3) \int_0^t (N_2O)dt' \right] \right\}$$

$$(NO) = \frac{2k_2(M)(N_2O)}{[(k_3/k_2) + 1]} + \frac{2k_3(M)}{k_2[(k_3/k_2) + 1]^2} \frac{d}{dt} \left[ - (k_2 + k_3) \int_0^t (N_2O)dt' \right],$$

which may be integrated to

$$(NO) = \frac{2k_1k_2(M)}{(k_2 + k_3)^2} \left[ (k_2 + k_3) \int_0^t (N_2O)dt' \right. \left. - 1 - \left[ \exp - (k_2 + k_3) \int_0^t (N_2O)dt' \right] \right] \right\},$$

According to Eq. (XXII), $(NO)$ increases linearly with $x$ for

$$x > x_{iNO} = \int_0^{t_{iNO}} (N_2O)dt' \geq (k_2 + k_3)^{-1};$$

which corresponds to $t_s = t_1$ when $(0) = (0)_{ss}$ [compare Eqs. (XXII) and (XIV)], and

$$\left( \frac{k_2}{k_2 + 1} = 2k_1(M) \right) \left[ \int_0^t (N_2O)dt' \right] \left( \frac{NO}{t} \right)$$
for $t \gg t_1 = t_{iNO}$. XXIV

For $(0) = (0)_{ss}$ immediately behind the reflected shock-wave, $x = \int_0^t (N_2O)dt'$

< 1 in Eqs. (XIV), (XVII) and (XXII) for times short compared with the experimentally achieved time resolution; also, $(k_2 + k_3)x \gg 1$ and $t_1 \gg 0$ in Eqs. (XX) and (XXIV). This situation holds for $T > 2000^0K$. For $(0) \neq (0)_{ss}$ initially, $(NO)$ has a zero initial slope as a function of $x$ while $(N_2O)_{ss} - (N_2O)$ as a function of $x$ shows an initial slope of $k_1(M)$. The sum $k_2 + k_3$...
**N2O Decomposition**

may then be determined from Eqs. (XIX) and (XXIII); this behavior has been observed for \( T < 2000^\circ K \).

**Determination of \( k_1 \)**

We conclude that \( (0) = (0)_{ss} \) immediately after shock-heating only for our high-temperature data; for lower \( T \), \( (N_2O) \) is governed by reaction (1) and \( (0) = (0)_{ss} \) is attained later. Consequently, \( k_1 \) could be determined independently from Eqs. (XVIII) and (XX) for \( T < 2000^\circ K \), whereas it could be derived only from Eq. (XX) for \( T > 2000^\circ K \). The experimental data are displayed [circles for Eq. (XX) and squares for Eq. (XVIII)] as functions of \( 1/T \) in Fig. 2 and yield

\[
k_1 = (3.71 \pm 2.74) \times 10^{14} \exp[-(27,660 \pm 1,445)°K/T] \text{cm}^3/\text{mole-sec}
\]

Ref. 25
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Ref. 27

Ref. 12

Ref. 26
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**Fig. 2.** Rate coefficients for the reaction \( N_2O + M = N_2 + O + M \) as functions of \( 1/T \). The symbols \( \bigcirc \) and \( \square \) refer to data obtained from Eqs. (XX) and (XVIII), respectively. Also displayed are expressions derived in Refs. 12, 16, 18, and 25-28.
for 1685 ≤ T, KO ≤ 2560 with correlation coefficient r^2 = 0.961. Also shown in Fig. 2 are literature data. The present results show only a slightly larger activation energy than the numerical fits to shock-tube data described in Refs. 26 and 27. Our values for k_1 are ∼ 30% larger for large T and ∼ 20% smaller for small T than the results given in Refs. 26 and 27; for small T, k_1 lies ∼ 80% and, for high T, ∼ 35% above the values of Ref. 16 for (O_3); our data show practically the same activation energy as those of Borisov* while k_1 is about 30% larger than Borisov's values.

Determination of k_3/k_2 and k_2 + k_3

The ratio k_3/k_2 was determined graphically from Eq. (XXIV) after plotting t vs. x = \int (N_2O) dt' according to Eq. (XXII). The results are displayed in Fig. 3 (circles) as functions of 1/T. Application of Eq. (XIII) yielded one usable point, which is shown as a square in Fig. 3. The data in Fig. 3 show that

$$k_3/k_2 = 1.09 \pm 0.10.$$  

**Fig. 3.** Experimental values of k_3/k_2 as functions of 1/T; •: data obtained from Eq. (XXIV); □: data obtained from Eq. (XIII). The error bars refer to the accuracy of the data reduction.
N₂O Decomposition

The result $k_2 = k_3$ agrees with Baulch et al. 28 but is at variance with other data. 12, 14, 22

Values for $k_2 + k_3$ were obtained for $T \leq 2000^\circ K$ from Eqs. (XIX) and (XXIII) after plotting $(N_2O)_0 - (N_2O)$ and (NO) as functions of $x = \int_0^t (N_2O)dt'$ according to Eqs. (XVII) and (XXII). The results are displayed in Fig. 4 [circles for Eq. (XVII) and squares for Eq. (XXII)] and yield

$$k_2 + k_3 = (8.50 \pm 6.38) \times 10^{13} \exp[-(12,350 \pm 2,380) K/T] \text{cm}^3\text{mole}^{-1}\text{sec}^{-1} \text{XXVII}$$

for $1685 \leq T, ^\circ K \leq 1980$ with $r^2 = 0.749$. Also shown in Fig. 4 are data from Refs. 11, 18, 26-28. Equation (XXVII) shows $E = 24.5$ kcal/mole, which is practically the same as the values given in Refs. 11, 18, 21, and 27. Around $2000^\circ K$, our results for $k_2 + k_3$ agree with and, around $2680^\circ K$, are only about 18% lower than the expression in Ref. 28 which has an activation energy of 28.0 kcal/mole.

Fig. 4. Experimental values for $k_2 + k_3$ as functions of $10^4/K/T$; $\bigcirc$: data obtained from Eq. (XIX); $\square$: data obtained from Eq. (XXIII). Also displayed are the expressions derived in Refs. 11 and 26-28.
Using $k_3/k_2 = 1.09 \pm 0.10$, we find from Eq. (XXVII) that

$$k_2 = (4.07 \pm 3.26) \times 10^{13} \exp[-(12,350 \pm 2,380)0^\circ K/T] \text{cm}^3/\text{mole-sec \ XXVIII}$$

and

$$k_3 = (4.43 \pm 3.97) \times 10^{13} \exp[-(12,350 \pm 2,380)0^\circ K/T] \text{cm}^3/\text{mole-sec \ XXIX}$$

for $1685 \leq T, 0^\circ K \leq 2000$.

CONCLUDING REMARKS

We have shown that $k_1$, $k_3/k_2$, and $k_2 + k_3$ are determined independently and uniquely from the (N_2O) and (NO) time-histories.
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N,O Decomposition

Shock tube kinetics experiments have been conducted with NH₃ in argon to determine the rates of the initial thermal decomposition reactions

\[ \text{NH}_3 + M \rightarrow \text{NH}_2 + \text{H} + M \]

and

\[ \text{NH}_3 + M \rightarrow \text{NH} + \text{H}_2 + M \]

The temperature range of the experiments was 2200 to 3450 K. Species concentrations were monitored behind incident shock waves using emission techniques: \( \text{NH}_3 \) at 3 and 10.5 μm, \( \text{NH}_2 \) at 5380 Å and \( \text{NH} \) at 3360 Å. A computer simulation of the experiments was used to infer \( k_1 \) and \( k_2 \) with the following best-fit results:

\[ k_1 = 2.52 \times 10^{16} \exp(-47200/T) \text{ cm}^3/\text{mole-s} \]

and

\[ \frac{k_2}{k_1} < 0.01 \]

with

\[ k_2 = 3.4 \times 10^6 \text{ cm}^3/\text{mole-s at 2798 K}. \]

INTRODUCTION

The objective of the present work was to determine the initial thermal decomposition rate of \( \text{NH}_3 \) and to assess the relative importance of the initial decomposition reactions

\[ \text{NH}_3 + M \rightarrow \text{NH}_2 + \text{H} + M \] (1)

and

\[ \text{NH}_3 + M \rightarrow \text{NH} + \text{H}_2 + M \] (2)

This work is important to the development of a detailed kinetic model of the overall \( \text{NH}_3 \) pyrolysis process, which in turn is relevant to the kinetics of fuel-nitrogen \( \text{NO}_x \) and to flue gas removal of \( \text{NO}_x \) by selective reactions with \( \text{NH}_3 \).
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There have been a number of previous shock tube studies of NH3 pyrolysis. On the basis of these studies it is clear that the overall kinetic mechanism is complex and that failure to recognize these complexities has led to some erroneous determinations of the rate constants. Only two of these previous studies have recognized that sufficiently low initial mole fractions of NH3 must be used to minimize the influence of subsequent reactions on the determination of the rate constants. Questions regarding the kinetic models employed (including new evidence for the possible importance of reaction 2), together with discrepancies between the reported values of the rate constants, suggested that another study with different diagnostics was warranted.

As a means of studying the initial NH3 decomposition reactions, we have shock-heated mixtures of NH3 and argon. The species NH3, NH2 and NH have been monitored using emission techniques. At the low NH3 concentrations required to minimize the effect of subsequent reactions, interferences in the NH3 record prohibited its use for the determination of the rate constants. Calibrations for NH2 and NH were obtained in separate experiments at higher NH3 concentrations. A computer simulation was utilized to fit the NH2 time histories and infer a best-fit value for the rate constant. The NH time histories were utilized to extract upper-bound values for the rate constant at 2798 K.

EXPERIMENTS

The experiments were conducted behind incident shock waves in a conventional, pressure-driven shock tube (15.2 cm internal diameter). Incident shock speeds varied from 1.5 to 1.8 mm/μsec, producing frozen-chemistry temperatures of 2200 to 3450 K and postshock pressures of 0.14 - 0.6 atm. Shock speed attenuation was typically 0.6% per meter. The mixtures of NH3 (200-1200 ppm for kinetics runs and 0.1 - 1.0% for calibrations) and the inert gas argon were prepared immediately before each run in a stainless steel mixing tank with an externally driven stirring rod. Helium was used as the driver gas. Since NH3 has been observed to adsorb on stainless steel, the mixing tank and shock tube were flushed with pure NH3 at low pressure before each experiment. Independent tests confirmed that effects due to adsorption were negligible in the rate coefficient determinations.

The concentrations of NH3, NH2 and NH were monitored with emission techniques. The detection systems are shown schematically in Figure 1. The spatial resolution and circuit frequency bandpass of each system were chosen...
to be consistent with the reaction time of each experiment. The outputs of the various emission systems were recorded on both analog and digital oscilloscopes, the latter being equipped with disk storage capability.

The 3 μm NH₃ detection system, monitoring the 2.9 and 3.0 μm bands of NH₃, employed a configuration with a variable-width vertical slit between the mirror and shock tube. The 1 × 3 mm InSb detector (77 K) was imaged at the near shock tube window with a magnification of 1.5. The spatial resolution at the far wall was determined by the vertical slit width. The spectral bandpass of the system was determined by a 3.1 μm long-wavepass filter and the long-wave
length cutoff of the detector (5.5 μm).

The 10.5 μm NH₃ detection system employed an alternate configuration in which the spatial resolution was defined by a variable-width vertical slit located between the detector and the concave mirror. The 2 × 2 mm HgCdTe detector (77 K) was imaged with a magnification of 2 at the near shock tube window. The vertical slit was imaged at the far window. The spectral bandpass of the system was determined by a 9.5 μm long-wavepass filter and the long-wavelength cutoff of the detector (12.1 μm).

The NH and NH₂ detection systems employed 1/4-meter monochromators and photomultipliers (Dumont 6292 for NH₂ and Dumont 7664 for NH). The spatial resolution in each system was determined by a variable-width vertical slit and the monochromator entrance slit. The spectral regions monitored were centered at 5380 Å (NH₂) and 3360 Å (NH), each system utilizing a total bandpass of 400 Å.

RESULTS

The rate of the dominant initial decomposition reaction

\[
\text{NH}_3 + \text{M} \rightarrow \text{NH}_2 + \text{H} + \text{M}
\]

was determined in the temperature range of 2250 to 3050 K by monitoring the early-time rate of formation of NH₂ in highly dilute NH₃-argon mixtures. Mixtures of 0.02 - 0.12% NH₃ in argon at total gas densities of about 1.5 × 10⁻⁶ mole/cm³ were used to minimize and delay the effect of subsequent reactions. The rate coefficients inferred in 14 separate experiments are listed in Table 1. These rate coefficients were obtained by fitting the early-time NH₂ data using a 24-reaction mechanism (including both forward and reverse reactions) with 10 species. For the experimental times under consideration only the 8 reactions listed in Table 2 are important. Boundary layer effects are expected to be negligible at early times for our test conditions and large tube diameter and hence no boundary layer correction was applied.

Typical results for measured and computed NH₂ time histories are shown in Figures 2 and 3. Immediately after the shock arrival, the NH₂ signal is seen to rise linearly with respect to time. This linear rise is an indication that secondary reactions are not yet influencing the NH₂ formation rate. Figure 3 illustrates the following two points. First, by examining the \( k_1 = 1.5 \times 10^{-6} \) and \( k_1 = k_3/2 \) curves (\( k_3 = \text{best-fit} k_3 \)), it is observed that the NH₂ concentration scales linearly with respect to \( k_1 \). Second, the relative insensitivity to secondary reactions, for the low NH₃ concentrations considered in this study, is illustrated by increasing the rate of the most important secondary reaction, reaction (3), by a factor of 5 (\( k_3 = 5 \times k_3' \)). This change in \( k_3 \) would cause only an 8% variation in the inferred value for \( k_1 \).

The absolute calibration of the NH₂ detection system was an important step in these experiments. This calibration was accomplished by shock heating mixtures of NH₃ and argon under conditions where the decomposition of NH₃ could be
measured and related directly to the formation of \( \text{NH}_2 \), i.e., where \( \Delta \text{NH}_2 = -F \Delta \text{NH}_3 \), with \( F \) a factor near 1 determined by kinetic modeling. To obtain good quality \( \text{NH}_3 \) records, it was necessary to utilize initial mole fractions of \( 0.1 - 1.01 \), somewhat higher than desired for determining \( k_1 \); temperature ranged from \( 2200 - 2950 \) K. This calibration was an iterative procedure in that an initial \( \text{NH}_2 \) calibration was used to obtain a calibration for \( \text{NH}_3 \), which in turn was used together with several \( \text{NH} \) emission time histories to show that \( k_2 / k_1 \ll 1 \). This latter result was employed in detailed kinetic calculations, using the 24-reaction mechanism, to determine the \( F \) values for each experiment, i.e., the fractional conversion of \( \text{NH}_3 \) to \( \text{NH}_2 \) at early times. The time region typically used was from about 1/3 the time-to-peak to about 2/3 the time-to-peak.

Table 1. Summary of Experimental Data for the Determination of \( k_1 \).

<table>
<thead>
<tr>
<th>Run</th>
<th>T(K)</th>
<th>P(atm)</th>
<th>% NH(_3)</th>
<th>( k_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2266</td>
<td>.479</td>
<td>.106</td>
<td>( 2.43 \times 10^7 )</td>
</tr>
<tr>
<td>2</td>
<td>2403</td>
<td>.477</td>
<td>.059</td>
<td>( 6.91 \times 10^7 )</td>
</tr>
<tr>
<td>3</td>
<td>2565</td>
<td>.340</td>
<td>.074</td>
<td>( 2.63 \times 10^8 )</td>
</tr>
<tr>
<td>4</td>
<td>2600</td>
<td>.344</td>
<td>.104</td>
<td>( 3.24 \times 10^8 )</td>
</tr>
<tr>
<td>5</td>
<td>2653</td>
<td>.301</td>
<td>.077</td>
<td>( 4.71 \times 10^8 )</td>
</tr>
<tr>
<td>6</td>
<td>2746</td>
<td>.269</td>
<td>.053</td>
<td>( 9.06 \times 10^8 )</td>
</tr>
<tr>
<td>7</td>
<td>2746</td>
<td>.274</td>
<td>.021</td>
<td>( 1.05 \times 10^9 )</td>
</tr>
<tr>
<td>8</td>
<td>2786</td>
<td>.274</td>
<td>.0953</td>
<td>( 9.39 \times 10^8 )</td>
</tr>
<tr>
<td>9</td>
<td>2798</td>
<td>.243</td>
<td>.024</td>
<td>( 1.34 \times 10^9 )</td>
</tr>
<tr>
<td>10</td>
<td>2852</td>
<td>.277</td>
<td>.023</td>
<td>( 1.46 \times 10^9 )</td>
</tr>
<tr>
<td>11</td>
<td>2862</td>
<td>.248</td>
<td>.023</td>
<td>( 1.75 \times 10^9 )</td>
</tr>
<tr>
<td>12</td>
<td>2913</td>
<td>.256</td>
<td>.062</td>
<td>( 2.53 \times 10^9 )</td>
</tr>
<tr>
<td>13</td>
<td>2920</td>
<td>.257</td>
<td>.113</td>
<td>( 2.26 \times 10^9 )</td>
</tr>
<tr>
<td>14</td>
<td>3048</td>
<td>.237</td>
<td>.065</td>
<td>( 4.93 \times 10^9 )</td>
</tr>
</tbody>
</table>

Table 2. \( \text{NH}_3 \) Early Time Kinetic Mechanism (cm\(^3\)-mole\(^{-1}\)-sec\(^{-1}\) units)

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>Rate</th>
<th>Direction</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{NH}_3 + \text{H} \rightarrow \text{NH}_2 + \text{H} + \text{H} )</td>
<td>( 2.52 \times 10^{16} \exp(-47200/T) )</td>
<td>Forward</td>
<td>This Study</td>
</tr>
<tr>
<td>2</td>
<td>( \text{NH}_3 + \text{H} \rightarrow \text{NH} + \text{H}_2 + \text{H} )</td>
<td>( k_2 ), ( k_1 )</td>
<td>Forward</td>
<td>This Study</td>
</tr>
<tr>
<td>3</td>
<td>( \text{NH}_3 + \text{H} \rightarrow \text{NH}_2 + \text{H}_2 )</td>
<td>( 2.75 \times 10^{13} \exp(-8760/T) )</td>
<td>Forward</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>( \text{NH}_2 + \text{H} \rightarrow \text{NH} + \text{H}_2 )</td>
<td>( 3.0 \times 10^{13} \exp(-4300/T) )</td>
<td>Forward</td>
<td>Estimate</td>
</tr>
<tr>
<td>5</td>
<td>( \text{NH}_2 + \text{NH} \rightarrow \text{NH}_3 + \text{H} )</td>
<td>( 6.0 \times 10^{12} \exp(-5030/T) )</td>
<td>Forward</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>( \text{NH}_2 + \text{H} \rightarrow \text{NH} + \text{H}_2 )</td>
<td>( 2.0 \times 10^{16} \exp(-5030/T) )</td>
<td>Reverse</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>( \text{NH} + \text{H} \rightarrow \text{H}_2 + \text{H} )</td>
<td>( 1.0 \times 10^{13} \exp(-3200/T) )</td>
<td>Forward</td>
<td>Estimate</td>
</tr>
<tr>
<td>8</td>
<td>( \text{NH} + \text{H} \rightarrow \text{H}_2 + \text{H} )</td>
<td>( 3.0 \times 10^{16} \exp(-3200/T) )</td>
<td>Reverse</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 2. NH$_2$ experimental record for an initial mixture of 526 ppm NH$_2$ in argon at conditions of $T = 2746$ K and $P = .269$ atm.

Figure 3. Comparison of experiment and theory for an initial mixture of 526 ppm NH$_2$ in argon at conditions of $T = 2746$ K and $P = .269$ atm.
of the NH$_2$ signal. In this region the NH$_3$ concentration is well defined and the rise in the NH$_2$ signal is still essentially linear. $F$ values ranged from about 0.66 at 2200 K to about 0.88 at 2950 K. At the higher NH$_3$ concentrations employed for calibration, reactions other than 1 play a larger role in controlling the rate of conversion of NH$_3$ to NH$_2$, but variations in the important rate coefficients do not substantially change the value of $F$. Thus uncertainties in the kinetic mechanism and rate coefficients do not cause a large uncertainty in an NH$_2$ calibration determined at early times. A conservative estimate of the uncertainty in the NH$_2$ calibration ranges from $\pm$ 40% at 2200 K to $\pm$ 15% at 2950 K.

The present results for $k_1$ are compared with previous work in Figure 4. Our best-fit expression is in excellent agreement with Nip's work, while falling a factor of 1.7 below the results of Henrici and 2.1-4.2 below those of Michel and Wagner.

Michel and Wagner followed the decay of uv absorption of NH$_3$ formed from shock-heated hydrazine. However, little information is given about the mechanism of the reaction, so their measured rate coefficient cannot be correlated directly with either initiating reaction 1 or 2. The activation energy of 79.5 kcal/mole as determined by Michel and Wagner is also significantly below the heat of reaction for both reaction 1 (106 kcal/mole at 2500 K) and reaction 2 (103 kcal/mole at 2500 K), suggesting an early acceleration in the NH$_3$ decomposition due to a chain reaction. Henrici recognized that consecutive reactions may have influenced earlier $k_1$ determinations and accordingly sought to minimize these effects by extending the measurements to higher temperatures and by utilizing very low NH$_3$ concentrations in the lower temperature regime. In his experiments, NH$_3$ was monitored by uv absorption over the temperature range 2165-3275 K. At low temperatures, between 2165 and 2400 K, Henrici used mixtures in the range of 0.03 - 0.07% NH$_3$ in argon at total gas densities of about $3 \times 10^{-5}$ mole/cm$^2$. The NH$_3$ decay was observed to accelerate to a value
corresponding to Michel and Wagner's rate at long times. The activation energy determined by Henrici, 91 kcal/mole, compares more favorably with the heats of reaction for reactions 1 and 2. We believe, however, that Henrici did not completely account for secondary reactions, in particular the reaction

\[ \text{NH}_3 + \text{H} \rightarrow \text{NH}_2 + \text{H}_2. \]  

Nip studied NH$_3$ decomposition by means of time-of-flight mass spectrometry over the temperature range of 2400 to 3100 K. Nip's mixtures consisted of 0.14% and 6% NH$_3$ in argon at total gas densities of about $1.7 \times 10^{-6}$ mole/cm$^3$. Nip's study also showed the importance of using low initial NH$_3$ concentrations to minimize the effect of secondary reactions. In particular, Nip recognized the influence of reaction (3) and separately determined a rate for that reaction.$^3$ In his thesis,$^2$ he reported a rate expression for the initial NH$_3$ decomposition reaction

\[ \text{NH}_3 \rightarrow \text{products} \]

with an activation energy of 89.5 kcal/mole based on his 0.14% experiments. (This is the curve labelled "Nip" in Figure 4.) Although Nip attempted to assess the relative importance of reactions 1 and 2 by analyzing his high concentration (6% NH$_3$ in argon) experiments, his expression for $k_2/k_1$ was strongly mechanism dependent, varying over several orders of magnitude. We have chosen to regard his value for the initial decomposition of NH$_3$ as a determination of $k_1$.

In the second part of this study, we have investigated the NH$_3$ decomposition reaction

\[ \text{NH}_3 + \text{M} \rightarrow \text{NH} + \text{H}_2 + \text{M} \]  

in the temperature range 2200 to 3450 K by monitoring the early-time rate of formation of NH in highly diluted NH$_3$-argon mixtures. Some preliminary evidence for the importance of this reaction has recently been obtained.$^8$ With a few exceptions, these are the same experiments used to infer $k_1$, resulting in 15 separate upper-bound determinations of $k_2$. A rate coefficient at 2798 K was determined by fitting the early-time NH data using the 24-reaction mechanism. As noted previously in connection with the NH$_2$ records, for the experimental times considered only the 8 reactions listed in Table 2 are important.

Figures 5 and 6 illustrate a typical NH-time history and computer predictions. Immediately after the shock arrival, the NH signal is seen to rise linearly with respect to time. However, after a relatively short time (~20 μsec), it becomes apparent that the rate of NH formation is accelerating. This is due to the influence of other reactions. In particular, the reaction

\[ \text{NH}_2 + \text{H} \rightarrow \text{NH} + \text{H}_2 \]

is becoming increasingly important until it becomes the dominant NH formation reaction after about 40 μsec.

Figure 6 illustrates the method employed to infer the $k_2$ rate coefficient, as well as the method by which upper-bound values were determined. At times longer than 40 μsec, reaction 4 is the dominant NH formation reaction, and $k_4$ could be adjusted to fit the data with $k_2 = 0$. This result clearly did not match the early time data. In order to match these data while retaining agreement at longer times, $k_2$ was increased and $k_4$ slightly decreased, i.e.,
Figure 5. NH experimental record for an initial mixture of 237 ppm NH\(_3\) in argon at conditions of \(T = 2798\) K and \(P = 0.243\) atm.

Figure 6. Comparison of experiment and theory for an initial mixture of 237 ppm NH\(_3\) in argon at conditions of \(T = 2798\) K and \(P = 0.243\) atm.
$k_2 = k_2^+$ and $k_4 = k_4^+$, resulting in the best-fit plot shown. We thus have inferred a value of $k_2 = 3.4 \times 10^6$ cm$^3$/mole-s at 2798 K. In order to obtain an upper bound on $k_2$, a straight line was drawn through a data point at an early time when the NH signal could be accurately determined, in this case at about 20 µsec. The upper-bound value indicated by the dashed line in Figure 6 corresponds to a value of 1.8 $k_2^+$.

An essential step in the determination of $k_2$ was the absolute calibration of the NH detection system. These calibrations were carried out in the same NH3-argon experiments used to calibrate the NH2 system. The calibration was based on data for NH3, NH2 and NH recorded just after the peak concentration for NH has occurred (the peak NH concentration always occurs after the peak NH2 concentration). At these times a partial equilibrium between NH3, NH2 and NH exists. This partial equilibrium condition is also predicted by the 24-reaction kinetic mechanism and is characterized by the reaction

$$\text{NH}_2 + \text{NH}_2 \rightleftharpoons \text{NH}_3 + \text{NH}.$$  \hspace{1cm} (5)

(Insensitivity of this partial equilibrium to rate coefficients was demonstrated.) The calibration procedure consisted of selecting a time just after the peak NH concentration where the measured NH2 and NH3 concentrations and the equilibrium constant $K_{5\text{eq}}$ could be used to solve for NH, i.e., $(\text{NH}) = K_{5\text{eq}} (\text{NH}_2)^2/(\text{NH}_3)$. The estimated uncertainty in the NH calibration, including uncertainty in the kinetic model, is less than a factor of 2 in the temperature range investigated.

Upper-bound values for $k_2$ along with the rate determination at 2798 K are shown in Figure 7. Also shown is a plot of $k_1$ (as determined in this study) divided by 100. For temperatures above 2600 K, all upper-bound values

![Figure 7. Arrhenius diagram for $k_2$ showing upper-bound data and a rate coefficient determination at 2798 K. Also shown is the $k_1$ rate determination of this study divided by 100.](image)
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indicate that \( k_2/k_1 \leq 0.01 \). The upper-bound values for temperatures less than 2600 K are less likely to be directly representative of \( k_2 \) for the following reasons. First, as the temperature was lowered, larger initial NH₃ concentrations were required to produce acceptable NH signal levels. Second, at lower temperatures the decomposition reaction

\[
\text{NH}_3 + M \rightarrow \text{NH} + \text{H}_2 + M
\]

becomes much slower than subsequent reactions. Both effects increase the relative influence of other reactions on the NH profile, even at early times, and thereby lead to an increased difference between the value obtained for the upper-bound on \( k_2 \) and the actual value of \( k_2 \). Also, we do not expect the activation energy of reaction (2) to be greatly different from that of reaction 1. We therefore believe that \( k_2 \leq 0.01 k_1 \) represents a more reasonable upper-bound for \( k_2 \).

CONCLUSION

In summary, we have assessed the relative importance of the initial NH₃ decomposition reactions

\[
\text{NH}_3 + M \rightarrow \text{NH}_2 + \text{H} + M \quad (1)
\]

and

\[
\text{NH}_3 + M \rightarrow \text{NH} + \text{H}_2 + M \quad (2)
\]

and found that \( k_1 \) is the dominant reaction. By monitoring \( \text{NH}_2 \) emission, we have inferred a rate constant for reaction (1) of

\[
k_1 = 2.52 \times 10^{16} \exp(-47200/T) \text{ cm}^3/\text{mole-s}
\]

over the temperature range 2250 to 3050 K. By monitoring NH emission, we have determined that \( k_2/k_1 \leq 0.01 \) over the temperature range 2200 to 3450 K and have inferred a rate of \( k_2 = 3.4 \times 10^6 \text{ cm}^2/\text{mole-s} \) at 2798 K.
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THERMAL DECOMPOSITION OF SO₂ MONITORED BY IR EMISSION
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Thermal decomposition rates of sulfur dioxide dilute in argon have been measured and yielded a rate coefficient

\[ k_1 = 8 \times 10^{-15} \exp\left(-108,000/RT\right) \text{cm}^3 \text{mole}^{-1} \text{sec}^{-1} \]

for the reaction \( \text{SO}_2 + \text{M} = \text{SO} + \text{O} + \text{M} \) in the temperature range 2800 to 3800 K. A critical assessment of earlier measurements of \( k_1 \) is presented and the combined data base yields a recommended \( k_1 \) between 2500 and 5200 K. From additional measurements in \( \text{SO}_2 - \text{N}_2 - \text{argon} \) mixtures, rate coefficients for \( \text{SO}_2 + \text{O} = \text{SO} + \text{O}_2 \) were determined as

\[ k_2 = 4 \times 10^{-12} \exp\left(-18,300/RT\right) \text{cm}^3 \text{mole}^{-1} \text{sec}^{-1} \]

in the temperature range 2630 to 3570 K.

INTRODUCTION

Rate coefficients for the thermal decomposition of sulfur dioxide

\[ \text{SO}_2 + \text{M} = \text{SO} + \text{O} + \text{M} \]

measured in previous investigations are inconsistent. The two most recent papers presented at the 11th Shock Tube Symposium differed by about a factor of 20. Because of this uncertainty, we have investigated the thermal decomposition of shock heated \( \text{SO}_2 \) dilute in argon, using infrared emission from the \( \text{SO}_2 v_3 \) fundamental to monitor the reactant decay rate. Furthermore, we have measured \( \text{SO}_2 \) decay rates in mixtures of \( \text{SO}_2 - \text{N}_2 - \text{argon} \) and related these results to the kinetics of the reaction

\[ \text{SO}_2 + \text{O} = \text{SO} + \text{O}_2 \]

which is a secondary pathway in the decomposition of \( \text{SO}_2 \). This paper presents our measured rate coefficients for Reactions 1 and 2, and reviews earlier investigations.

EXPERIMENTAL TECHNIQUE

\( \text{SO}_2 - \text{argon} \) mixtures were heated behind reflected shock waves in a conventional 3.81 cm i.d., stainless steel shock tube. This facility has been previously described.
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IR emission from the \(\nu_3\) fundamental centered at 7.347 \(\mu\) was transmitted through barium fluoride windows, focussed by an IRTRAN 2 lens, isolated by an interference filter (peak transmission = 7.362 \(\mu\); half-power points 7.256 and 7.469), and monitored by a liquid nitrogen cooled HgCdTe detector. At a given temperature the IR emission was proportional to the SO\(_2\) concentration. Fig. 1 shows typical oscillograms of IR emission and of the output from a static pressure transducer. Both IR emission and pressure rise at the incident and reflected shock fronts.

![Figure 1](Parameter: url)

**Figure 1.** Representative Oscillograms of SO\(_2\) IR Emission (\(\lambda\)=7.36 \(\mu\)) and Static Pressure. (a) 0.13% SO\(_2\) and 99.87% Ar; Reflected shock parameters 6.47 atm, 3135\(^0\)K. (b) 0.75% SO\(_2\), 2.5% N\(_2\)O and 96.75% Ar; Reflected shock parameters 2-12 atm, 2870\(^0\)K.

The SO\(_2\) (anhydrous grade) was 99.98% pure with a maximum water vapor impurity of \(\leq 50\) ppm. The argon diluent was 99.99% pure with a maximum water vapor content of 3 ppm based on dew point. A primary mixture of 0.527% SO\(_2\) in argon was prepared, from which 0.26% and 0.13% SO\(_2\) mixtures were obtained by further dilution. In the experiments with added nitrous oxide, the N\(_2\)O was 99.99% pure and mixtures with 0.75% SO\(_2\) + 2.50% N\(_2\)O, and 0.75% SO\(_2\) + 1.25% N\(_2\)O were prepared, and the balance being argon. The shock tube was periodically baked out at temperatures up to 100\(^0\)C. Prior to a run the tube was flushed with the argon-SO\(_2\) mixture, evacuated to about 6 x 10\(^{-4}\) Torr and then refilled. Outgassing and leaks contributed a foreign gas partial pressure of 10\(^{-4}\) Torr. Initial pressures of the test gas ranged from 20 to 60 Torr.

Reflected shock temperatures (frozen chemistry) were computed\(^9\) from the measured incident shock wave velocity, reactant mole fractions, and JANAF thermodynamic data. Temperature uncertainties were conservatively estimated as \(\pm 30\)\(^0\)K at 3000\(^0\)K.

**RESULTS**

**Thermal Decomposition**

SO\(_2\) decay rates (derived from the IR emission records) for the SO\(_2\)-Ar mixtures were first order with respect to SO\(_2\) and argon. Rate coefficients \(k_1\) determined from

\[
-d[SO_2]/dt = k_1 \cdot [SO_2] \cdot [Ar]
\]

are presented in Fig. 2 and yielded an Arrhenius expression

\[
k_1 = 8 (±2) \times 10^{15} \exp(-108,000/RT) \text{ cm}^3 \text{mole}^{-1} \text{sec}^{-1}
\]

over the temperature range 2800-3880\(^0\)K and concentration range 0.8-3.4 x 10\(^{-5}\).
mole/cm³. A systematic dependence of \( k_1 \) on the \( \text{SO}_2 \) percentage was not evident in Fig. 2. The activation energy in Eq. II is 25.0 kcal/mole below the heat of reaction (133.0 kcal/mole) at 30000K.

Figure 2. Measured Rate Coefficients for the Decomposition of Sulfur Dioxide.

Influence of \( \text{N}_2\text{O} \) on \( \text{SO}_2 \) Decay Rates

Initial IR decay rates for the tests with added \( \text{N}_2\text{O} \) were significantly faster below 40000K than the thermal decomposition rate measured previously; compare Fig. 1a and 1b. As an initial convenience in data reduction we determined apparent \( \text{SO}_2 \) dissociation rate coefficients from this data, assuming the relationship in Eq. I, and the results are shown in Fig. 3 where the tem-

Figure 3. Apparent \( \text{SO}_2 \) Dissociation Rate Coefficient in the Presence of \( \text{N}_2\text{O} \).
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Temperature is the frozen reflected shock temperature. The apparent rate coefficients in Fig. 3 were all greater than $k_1$, asymptotically approach $k_1$ at high temperatures, were orders of magnitude greater than $k_1$ below 3000°K, and at low temperatures were proportional to the N₂O concentration.

The N₂O dissociates rapidly behind the reflected shock wave to yield atomic oxygen and N₂. Therefore we interpret the data in Fig. 3 in terms of Reactions 1 and 2 with the decay rate given by

$$-d[SO_2]/dt = k_1 \cdot [SO_2] \cdot [M] + k_2 \cdot [SO_2] \cdot [O]$$

where M is any third body and back reactions have been neglected. From Eq. III the apparent rate coefficient $k$ in Fig. 3 is related to $k_2$ by

$$k = k_1 + k_2 [O]/[M]$$

This equation is readily solved for $k_2$ using the known $k_1$ and assuming an initial O-atom concentration equal to the N₂O concentration. Fig. 4 presents the resulting rate coefficients for Reaction 2. The temperatures in Fig. 4 were corrected for the temperature drop associated with the N₂O decomposition. The data in Fig. 4 yields the Arrhenius expression

$$k_2 = 4 (±.4) \times 10^{12} \exp(-18,300/RT) \text{ cm}^3\text{ mole}^{-1}\text{ sec}^{-1}$$

over the temperature range 2630 to 3570°K, with an activation energy only 7.73 kcal/mole greater than the heat of reaction at 3000°K.

![Figure 4](image-url)

Figure 4. Rate Coefficients for Reaction 2 Derived from Data in Figure 3.
DISCUSSION

SO₂ Thermal Decomposition

A comparison of the present rate coefficients with earlier results is shown in Fig. 5. The present $k_1$ is in excellent agreement with both the results of Just and Rimpel¹ (JR) and of Kiefer³, but falls well above the results of Olschewski, Troe and Wagner⁵ (OTW) and of Astholz, Glanzer and Troe² (AGT). Data at high SO₂ mole fractions⁴,⁶ was not included in Fig. 5 and will be discussed separately.

The agreement between our $k_1$ and the results of JR (see Fig. 5) is considered significant because while we monitored the decay rate of SO₂, JR monitored the spectroscopy at 1305 Å, in SO₂ – Ar mixtures with 20 to 200 ppm SO₂. Their detection system was calibrated by dissociating N₂O, and the overall apparatus checked by a measurement of the established O₂ dissociation rate. Furthermore, JR present evidence that neither secondary pathways nor reactions with H-atoms (a minor impurity) influence the measured O-atom profiles. JR also measured the formation rate of SO (monitoring SO in absorption at 1469 Å) during SO₂ decomposition at 2950 K and obtained results¹¹ in agreement with their O-atom formation rates.

Kiefer³ derived $k_1$ from laser beam schlieren deflection densitometry measurements conducted in mixtures containing 3% to 30% SO₂ in Kr, and secondary reaction pathways such as Reaction 2 will be significant. However, Kiefer argues that the influence of Reaction 2 upon the initial density gradient will be negligible because of the low heat of reaction relative to Reaction 1. As a test of the validity of Kiefer’s rate coefficients, we have computed the density changes behind an incident shock wave in SO₂-Kr mixtures using first the single reaction pathway Reaction 1 and secondly the six reaction mechanism of Table 1. Computations were conducted with the NASA General Chemical Kinetics code¹⁰ using the rate coefficients listed in Table 1. The influence of the five secondary reactions upon the initial rate of change of density was found to be negligible for the 3% mixture; typically do/dt increased by...
A discrepancy has been suggested with the present experimental technique. Emission present investigation SO2, and decay rates were monitored primarily via

\[ \text{SO} + \text{O}_2 + \text{M} \rightarrow \text{SO}_2 + \text{O} + \text{M} \]

(Eq. 1)

\[ \text{SO} + \text{O}_2 \rightarrow \text{SO}_2 + \text{O} \]

(Eq. 2)

\[ \text{SO}_2 + \text{O} \rightarrow \text{SO}_3 \]

(Eq. 3)

\[ \text{SO}_3 \rightarrow \text{SO}_2 + \text{O} \]

(Eq. 4)

\[ \text{SO}_2 \rightarrow \text{SO}_3 \]

(Eq. 5)

\[ \text{SO}_3 \rightarrow \text{SO}_2 \]

(Eq. 6)

These reactions are involved in the decomposition of SO2, and their rate coefficients have been measured in various experiments. The rate coefficients for these reactions are:

**Table I. Mechanism and Recommended Rate Coefficients for SO2 Decomposition**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate coefficient (^a)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{SO}_2 + \text{M} \rightarrow \text{SO} + \text{O} + \text{M} )</td>
<td>( 1.5 \times 10^{16} \exp(-112000/RT) )</td>
<td>Eq. VIII</td>
</tr>
<tr>
<td>( \text{SO}_2 + \text{O} \rightarrow \text{SO} + \text{O}_2 )</td>
<td>( 4.2 \times 10^{12} \exp(-19500/RT) )</td>
<td>Eq. VI</td>
</tr>
<tr>
<td>( \text{SO} + \text{M} \rightarrow \text{S} + \text{O} + \text{M} )</td>
<td>( 1.0 \times 10^{15} \exp(-11000/RT) )</td>
<td>Ref. 1b</td>
</tr>
<tr>
<td>( \text{S} + \text{SO}_2 \rightarrow \text{SO} + \text{SO} )</td>
<td>( 1.0 \times 10^{14} \exp(-7130/RT) )</td>
<td>Ref. 1b</td>
</tr>
<tr>
<td>( \text{S} + \text{O}_2 \rightarrow \text{SO} + \text{O} )</td>
<td>( 1.4 \times 10^{12} )</td>
<td>Ref. 12</td>
</tr>
<tr>
<td>( \text{O}_2 + \text{M} \rightarrow \text{O} + \text{O} + \text{M} )</td>
<td>( 1.8 \times 10^{18} \exp(-118000/RT) )</td>
<td>Ref. 12</td>
</tr>
</tbody>
</table>

\(^a\) Units of cm\(^3\) mole\(^{-1}\) sec\(^{-1}\).

\(^b\) Estimated.

Since the recent data of AGT superseded those of OTW in the same laboratory, we will limit our discussion to the former. In that investigation, SO2 decay rates were monitored primarily via UV absorption, with additional data obtained in both UV emission and IR emission. The mixtures of SO2-Ar ranged from 100 to 2000 ppm SO2, which overlap the present and JR's experimental conditions. The discrepancy between AGT's rate coefficient \( k_1 \) and the results of Kiefer, JR and the present investigation (see Fig. 5) is puzzling, particularly since the IR emission monitoring technique used in some experiments by AGT is identical with the present experimental technique. One possible explanation for the discrepancy has been suggested by JR. In addition to monitoring O-atom formation from SO2 decomposition, JR also measured SO2 concentrations via absorption at 1469 A and obtained a rate coefficient for SO2 dissociation in close agreement with the \( k_1 \) of OTW and AGT. Therefore JR suggest that AGT measured the decomposition rate of SO2 but the slower dissociation of SO2, and suggest that this may have occurred because of complex interference of SO2 and SO UV absorption.

Gaydon et al. report rate coefficients for Reaction 1 based on the observed rate of formation of SO in shock heated SO2-Ar mixtures with high SO2 mole percentage (4 to 32%). Their results shown in Fig. 6 have an activation energy of 56 kcal/mole, considerably below the activation energy of the present data. For high SO2 percentages, secondary reaction pathways will contribute to the SO2 decay rate and with falling temperature will increasingly elevate this rate above that for Reaction 1 alone, thereby yielding a low apparent activation energy unless secondary pathways are corrected for in the data analysis. No corrections for secondary reactions were made by Gaydon et al. Their data in Fig. 6 agree (both in magnitude and temperature dependence) with our \( k_1 \) in the temperature range 3400 to 4000K their data lies above our \( k_1 \). We have computed apparent rate coefficients \( k' \) for a 16% SO2 mixture with the mechanism and rates of Table 1. These \( k' \), shown in Fig. 6, lie increasingly above our \( k_1 \) with falling temperature, and are in better agreement with Gaydon's data. It is possible that additional secondary reactions with hydrogenous impurities further increased the low temperature rates measured by Gaydon et al., since the argon was only 99.8% pure and the SO2 purity is not specified. We conclude that Gaydon's data supports the present
A dissociation mechanism involving the triplet state of $\text{SO}_2$ was suggested by Gaydon et al. to account for the low activation energy of their rate coefficients. This suggestion was speculative and, as the preceding discussion has shown, not necessary to account for the low activation energy.

Furthermore, Gaydon et al. underestimated the temperature drop accompanying the decomposition by assuming the stoichiometry $2\text{SO}_2 + 2\text{SO} + \text{O}_2$ which requires less energy than the net pathways given in Table 1. This underestimation was greatest at the higher temperatures (and at higher concentrations). The data in Fig. 6 has been corrected to more realistic temperatures based on computations using the mechanism of Table 1.

Levitt and Sheen measured $\text{SO}_2$ visible emission decays at 4360 Å and reduced these decays to a dissociation rate. The $\text{SO}_2$ mole percentages in their study ranged from 1 to 40. We have computed the effective $\text{SO}_2$ decay rate for the 20% $\text{SO}_2$ case using the mechanism of Table 1, and find that the decay rate is doubled because of Reaction (2). Figure 7 compares the rate coefficients obtained by Levitt and Sheen at $N = 2.0 \times 10^{-6}$ mole/cm$^3$ with $k_1$, where $k_1$ is from Eq. II. The agreement in magnitude is generally better than a factor of 2 but the slope of the data is lower than that of $k_1$. Quantitative agreement is best at the higher temperatures (3100 - 3450$^\circ$K). At lower temperatures the equilibrium dissociation fractions are less than 0.15 at $N = 2.0 \times 10^{-6}$ and mole fractions 0.20, and the measurement of such small changes over characteristic times of $2.5 \times 10^{-3}$ sec will be most challenging and will be influenced by boundary layer growth and other nonidealities within the shock tube. Taking this into account, the agreement in Fig. 7 is reasonable and the data of Levitt and Sheen is judged consistent with the present measurement of $k_1$.

Rate Coefficient for $\text{SO}_2 + \text{O} \rightarrow \text{SO} + \text{O}_2$

We are restricted to comparing our measured $k_2$ with data on the back reaction $k_2$, since Baulch et al. reported no measurements of $k_2$ and we are unaware of any other recent measurements. Fig. 8 presents high temperature $k_2$. 

Grillo, Reed and Slack
SO\textsubscript{2} Decomposition

\[
\text{SO}_2 + M \rightarrow \text{SO} + O + M
\]

**Figure 7.** Data of Levitt and Sheen\textsuperscript{4} Compared with \(2k_1\)

Data\textsuperscript{13-16} and our measured rate coefficient for Reaction 2 converted via the equilibrium relationship. Our data is in good agreement with the measurements of Homann et al.\textsuperscript{13} and Williams\textsuperscript{14}, and helps to clarify the temperature dependence. From the data in Fig. 8 and the equilibrium relationship we obtain a combined rate coefficient

**Figure 8.** Rate Coefficients for \(\text{SO} + \text{O}_2 \rightarrow \text{SO}_2 + \text{O}\) Compared with Present \(k_2/K\)
Grillo, Reed and Slack

\[ k_2 = 4.2(±1) \times 10^{12} \exp(-19,500/RT) \text{ cm}^3\text{mole}^{-1}\text{sec}^{-1} \]  

over the temperature range 440 to 3570 K, which agrees well with our individual result in Eq. V and with Wagner's assessment which yielded

\[ k_2 = 5 \times 10^{12} \exp(-19,500/RT) \text{ cm}^3\text{mole}^{-1}\text{sec}^{-1} \]  

Our measurements of \( k_2 \) in Fig. 4 do not represent a thorough test of the reaction mechanism since only the oxygen atom concentration was varied. We plan to conduct additional measurements to check the assumption that the \( \text{SO}_2 \) decay rate is first order in \( \text{SO}_2 \) concentration and zero order in argon concentration.

CONCLUSIONS

The combined measurements of Kiefer, Just and Rimple, and the present investigation yield a rate coefficient for the thermal decomposition of \( \text{SO}_2 \) of

\[ k_1 = 1.5 \times 10^{16} \exp(-12,000/RT) \text{ cm}^3\text{mole}^{-1}\text{sec}^{-1} \]  

over the temperature range 2500-5200 K. This rate coefficient results from independent observations of the \( \text{SO}_2 \) decay rate (present work), the production rate of \( \text{O} \)-atoms and \( \text{SO}_2 \) and the overall rate of change of density accompanying the reaction, and is consistent with the data of Gaydon et al. and Levitt and Sheen.

Rate coefficients for \( \text{SO}_2 + \text{O} \rightarrow \text{SO} + \text{O}_2 \) have been measured (see Eq. V), are in good agreement with lower temperature data on the reverse reaction (converted via the equilibrium relationship), and yield the recommended rate coefficient in Eq. VI for the temperature range 440 to 3750 K.
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The formation of nitric oxide has been studied at temperatures around 2200 and 3100 K; a cold hydrogen driven, reflected-wave shock tube was used for the 3100 K measurements and a combustion-driven incident-wave tube for the lower temperature. The concentrations of nitric oxide and hydroxyl radical were monitored by ultraviolet absorption spectrophotometry. Post-shock temperature profiles were obtained for the reflected-wave tube by means of an infra-red emission/absorption method. The initial post-shock temperatures measured were found to compare well with ideal calculations, but fell more rapidly than predicted. Concentration measurements were obtained at 3100 K for times up to 600 ps after reflected shock arrival for methane/oxygen molar ratios from 0.4 to 0.7. At 2200 K, however, the quantity of nitric oxide formed was found not to exceed the limit of detectability within the time available (800 ps).

INTRODUCTION

Earlier studies of nitric oxide formation in shock tubes using CH4/O2/N2/Ar mixtures have been extended in this work to include a wider range of temperatures and mixtures. In the process, several developments of established shock tube and spectroscopic techniques have been made. This paper describes the developments and the experimental results are compared with values predicted by a chemical kinetic reaction scheme and rate data from the previous work.
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EXPERIMENTAL

A reflected-wave shock tube was used to produce temperatures around 3100 K at pressures of approximately 10 bars absolute, in gas mixtures containing 90% argon. A ball-valve and buffer gas (pure argon) were used in the tube to increase available observation times.\(^2\) The shock wave velocity was measured by timing the pulses produced as the shock traversed four piezoelectric pressure transducers. Accuracy of timing was such as to allow calculation of temperatures behind the reflected shock wave to ± 50 K at 3100 K. An incident-wave shock tube was used to produce temperatures around 2200 K, and pressures around 12 bars absolute. This tube was combustion driven, using hydrogen/oxygen or hydrogen/oxygen/argon mixtures,\(^3\) in a constant volume mode, and the accuracy of velocity measurement allowed temperature calculation to ± 20 K at 2200 K. In both tubes the pressure prior to filling was < 0.1 Pa, and the leakage rates were both < 0.3 Pa per minute.

NO concentrations were measured by ultraviolet spectrophotometry of the NO \(\gamma\) bands. The main problem encountered was continuum absorption by other reaction components. The solution to this problem at 3100 K was measurement of absorbances at two wavelengths: 236.18 nm in the \(\gamma (0,1)\) band, and 240.0 nm where the absorbance due to NO is very small. Calibration experiments were carried out using shock-heated mixtures of NO in argon, to allow the accurate determination of NO concentration from the experimental measurements. At 2200 K the interfering absorption was no longer a continuum, requiring measurement of NO absorption in the stronger \(\gamma (0,0)\) band, further calibration experiments, and multiple measurements to ensure a statistically accurate result. The additional time requirement limited the 2200 K measurements to one methane/oxygen ratio only. No experimental calibration was possible for the OH radical. Measurements of absorption were carried out at the \((\Delta v^+ - \Delta v^-)\) bandhead, 306.35 nm, where there were no interference problems, and a high signal/noise ratio was achieved. A calibration process based on partial equilibrium theory was tested against the results of H\(2/O_2/Ar\) experiments, and the results were found to compare well with those of the similar work of ref. 4. The absorption values obtained were used to calculate the OH concentrations in the CH\(_4/O_2/N_2/Ar\) experiments.

The light source for this work was a xenon arc-lamp, which was pulsed to provide an output of the form shown in Figure 1 (top). The pulse was triggered, via a delay line, from one of the pressure transducers, to allow the light output to reach the linear portion of the waveform before shock wave arrival at the observation station. The light passed through the shock tube and into a Monospec 600 grating monochromator, with reciprocal dispersion of 0.82 nm/mm, and slit width set at 0.02 mm. The radiation at the exit slit illuminated an EMT 9789 QB phototube, and the resultant signal was stored in a Datalab DL 905 Digital recorder.

The use of infra-red emission and absorption measurements to provide information on the post-shock temperatures in shock-waves has been described previously.\(^5,6\) In this work, measurements were made of emission and absorption behind reflected shock waves, in mixtures of up to 3% CO\(_2\) in argon. This permitted assessment of the validity of the one-dimensional ideal gas calculations of temperature and observation time for the CH\(_4/N_2/O_2/Ar\) experiments. The measurements were carried out within a 0.12\(\mu\)m bandwidth, centred on 4.573 \(\mu\)m, in the 4.3 \(\mu\)m band of CO\(_2\). A high radiance continuous source was chopped at 15 kHz, the chopped beam being passed through sapphire windows on the shock tube, and monitored by an indium antimonide detector (Nullard ORP 13) cooled with liquid nitrogen. The same detector also monitored the emission from the shock-heated gas, producing a combined signal. The transmissivity of the window on the detector side of the tube was measured carefully as this value is required for gas emissivity calculation. The transmitted signal is obtained as a ratio, before and after shock wave passage, and requires no
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Figure 1. The recorded phototube output voltage showing, at the top, the flash lamp output, and below, the changed trace resulting from absorption in the reacting gases.

calibration. The detector was calibrated using a separate standardised source before each run, as these devices show considerable long-term variability.

RESULTS

Concentration Measurements

The measurements presented here were carried out at two nominal temperatures, 3140 K and 2200 K, with five methane/oxygen ratios at the higher temperature, and only one at the lower temperature. The complete series of measurements carried out, and the comparison of the results obtained with values calculated using several chemical kinetic schemes are to be published shortly. The mixtures used were typically 7% N₂, 2% O₂, 1% CH₄, 90% Ar, and were made up by partial pressures, in a quantity sufficient for several runs, in a stainless steel mixing vessel. In the case of the measurements at 3140 K, the minimum quantity of NO which could be measured with reasonable accuracy was shown to be 2 x 10⁻⁶ moles cm⁻³, and the accuracy obtainable improved considerably with increasing concentration. Figure 2 presents results calculated from typical experiments measuring NO and OH concentrations. The concentrations of NO and OH at times from 0.0 to 0.6 x 10⁻³ seconds after reflected shock passage are shown by the circles and squares respectively, with bars representing estimated measurement error. The solid and dotted lines represent
concentrations calculated using the computer program of Bittker and Scullin and the kinetic scheme and rate data of Bowman and Seery. Figure 3 presents a summary of the results of several further high temperature experiments for a range of methane/oxygen ratios at $0.4 \times 10^{-3}$ seconds after reflected shock passage. In all the experiments, NO and OH concentrations were steady by this time.

For all these experiments, $P = 9.7$ bar, $T = 3140$ K. The solid and broken lines again represent the results of calculations of the concentrations of NO and OH by the program. At the temperatures of the incident wave experiments, the extended calibration work, with associated errors, led to a minimum measurable concentration of NO of $5 \times 10^{-9}$ moles cm$^{-3}$. In the event, for the stoichiometric mixture considered, at 2200 K, the concentration of NO was not in excess of the measurable limit. This again agrees well with the predicted values using the Bowman-Seery reaction mechanism and rates, the calculated concentration for these conditions being $3.8 \times 10^{-9}$ moles cm$^{-3}$, at $8.2 \times 10^{-4}$ seconds.
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After reflected shock passage. Additional computational kinetic work carried out by the authors involving a more complex reaction scheme, suggests slightly higher concentrations, but still less than \(5 \times 10^{-9}\) moles cm\(^{-3}\). Thus this incident shock work confirms that the predictive methods employed adequately predict upper limits to the NO concentration formed.

Temperature Measurements

The temperatures were calculated from the emission/absorption measurements according to:

\[
T = \frac{C_2}{\lambda \log_e \left( 1 + \frac{C_1}{C_2} \frac{(1-I/I_0)}{I} \right) V_s V_e\lambda T_w}
\]

where \(C_1, C_2\) are Planck's constants \(C_1 = \frac{2\pi \hbar^2}{\lambda^3}\), \(C_2 = \frac{\hbar c}{k}\).

\(\lambda\) is wavelength employed.

\(I_0, I\) are the measured intensities before and after shock arrival.

\(e_s/V_s\) emissive power of the gas, where \(V_s\) and \(V\) are measured detector voltages due to calibration source and gas emission.

\(T_w\) window transmissivity.

The output obtained was in the form of figure 4, where the measured values are indicated.

The temperature could be calculated from the output, at intervals of around 67\(\mu\)s. Two typical results calculated from such experiments are shown in figure 5. A total of 55 such experiments were carried out on reflected shock waves, for temperatures as predicted from the shock Mach numbers, from 1500-4500 K. The mixtures used for these measurements ranged from 0.5-3.0% CO\(_2\) in argon. For the sub-set of these results where 2850 K < T < 3350 K, which is the range of temperatures employed in the NO formation experiments, the following statistics were obtained on 11 measurements at 4.57\(\mu\)m.
Figure 5. Variation of temperature with time behind reflected shock waves for two initial conditions.

For all 25 measurements at this wavelength, the equivalent results were:

\[ \frac{T_{IMRA}}{T_{IDEAL}} \text{ mean value} = 1.032 \]

Standard deviation of results = 0.127

Standard error of mean value = 0.025

On the basis of the emission/transmission measurements, and the pressure traces for the observation position, the durations of both steady temperature and steady pressure were plotted as a function of the incident Mach number of the shocks (Figure 6). An analysis of the effect of measurement and calibration errors for the IMRA system employed has been carried out, and indicates that errors in temperature of order 2-7% should be expected. The agreement between ideal one-dimensional predictions and measurements is thus seen to be quite good for the initial post-shock conditions. The duration of steady temperature and pressure is considerably less than ideal calculations predict (1.2x10^3 secs for these conditions. For the incident shock Mach numbers employed in the
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Figure 6. A plot of the duration of steady post reflected shock conditions against incident shock Mach number.

nitric oxide formation experiments, the duration of steady temperature could be expected to be ~375μs.

CONCLUSIONS

1. Experimental data for the formation of NO from CH₄-O₂/N₂/Ar mixtures have been obtained for several mixtures at around 3000 K, extending the range of previous measurements in this temperature range. The rate data of Bowman and Seery, together with their 17 reaction chemical kinetic scheme were found to predict adequately the quantities of nitric oxide formed at this temperature.

2. The one-dimensional ideal-gas calculations, by means of which the post-shock temperatures were calculated, were checked by the application of an infrared emission/absorption technique. The results of the measurements suggested that the initial temperatures were as calculated, within the limits of calculation and shock velocity measurement, but also suggested that the steady-temperature durations were no greater than 375μs, for the conditions of interest. However, the experimental measurements of concentration generally showed that concentrations had become steady by this time, so that this fact does not greatly affect the results obtained.

3. The total NO formation predicted for a stoichiometric mixture of 2200 K was approximately 5 x 10⁻⁹ moles cm⁻³. The limit of measurement of NO in the incident wave tube, after allowing for the reduced precision due to the additional calibration procedures, was of the same order. In the event, the experimental measurements showed that the limit of measurement was not exceeded, up to the observation time limit of 0.8 x 10⁻³ seconds.
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HIGH TEMPERATURE METHYL RADICAL REACTIONS WITH ATOMIC AND MOLECULAR OXYGEN

K. A. BHASKARAN, P. FRANK, TH. JUST
Institut für Physikalische Chemie der Verbrennung, DFVLR
7000 Stuttgart 80, West Germany

A shock tube together with atomic resonance absorption spectrometry (ARAS) was used to record H- and O-atom concentration profiles at shock temperatures ranging within 1700 - 2300 K and total concentrations of about 1 to 1.5 x 10^-1 mole/ccm. Two sets of experiments were performed.

The first set, under excess O-atom conditions enabled selective study of the reaction $\text{CH}_3 + O = \text{CH}_2O + H$. The rate constant suggested by $\text{I}^3$ for this reaction is more or less compatible with our results.

The second set of experiments were undertaken to study the relative importance of the two channels discussed in literature for the reaction of the methyl radical with $O_2$, namely:

1. $\text{CH}_3 + O_2 = \text{CH}_2O + OH$
2. $\text{CH}_3 + O_2 = \text{CH}_2O + O$
3. $\text{CH}_3O = \text{CO}_2 + H$

From our results, $\text{CH}_3$ seems to prefer the second route. This could be clearly deduced from measurements under excess $O_2$ conditions. From the experimental results, a rate constant $k = 7 \times 10^7 \exp(-12910/T) \text{ cc mole/sec}$ for this reaction was obtained. Incidentally, our results at lower $O_2$ conditions indicated strongly that contribution of $\text{CH}_3 + \text{OH} = \text{CH}_2O + H$ and fast decay of $\text{CH}_3O$ to $\text{CH}_2O + H$ was indispensable to get a match with the measured profiles. An Arrhenius plot for this reaction produced a rate constant $k = 2 \times 10^7 \exp(-13860/T) \text{ cc mole sec}$. The above mentioned results are analysed and discussed.

INTRODUCTION

In the high temperature oxidation of simple hydrocarbons such as methane the reaction of $\text{CH}_3$ with $O$-atoms plays a leading role$^{1,2}$, whereas the reaction with $O_2$ might be of minor importance, if the reported relatively small rate
constants for this reaction are correct. Though the basic framework of the methyl radical mechanism seems to be clear, satisfactory kinetic data for its oxidation reactions at high temperature are not available. Very little direct information is available about the reaction $\text{CH}_3 + \text{O} \rightarrow \text{CH}_2\text{O} + \text{H}$. Flow reactor experiments at low temperatures ($T = 300$ K) gave a rate constant of $6 \times 10^{-11}$ cm$^3$/mole.sec. The reported values in literature evaluated by shock tube and flame experiments covered the range of $10^{-11}$ - $10^{-10}$ cm$^3$/mol.sec at high temperatures, but all these measurements allowed only to infer the rate coefficients for $\text{CH}_3 + \text{O} \rightarrow \text{CH}_2\text{O} + \text{H}$ in a more or less indirect manner from the data. As this reaction is very significant in the oxidation scheme of the methyl radical, we wanted to study it in greater detail and to perform exact measurements at elevated temperatures and hence the first set of experiments reported in this paper.

Oxidation of methyl radical with molecular oxygen was studied previously by Brabbs and Brokaw. While the primary reaction in their scheme is $\text{CH}_3 + \text{O}_2 \rightarrow \text{CH}_2\text{O} + \text{O} + \text{H}$, e.g. Tsuboi suggested an alternative route: $\text{CH}_3 + \text{O}_2 \rightarrow \text{CH}_2\text{O} + \text{OH}$. Though both these reactions may run parallel, their relative importance was not established. The present work explores the possibility of fixing the experimental conditions under which these reactions play significant roles.

Ethane, because of its rapid decay under the present experimental conditions, served as an ideal source for the methyl radical. For the study of the methyl radical reaction with atomic oxygen, N$_2$O was chosen to supply the required O-atoms, as it is reported to have a very fast decomposition rate. Atomic resonance absorption spectrometry was used in the investigations to record H- and O-atom concentration profiles at shock temperatures ranging within 1700 - 2300 K and total concentrations of about $1 - 1.5 \times 10^{-5}$ mole/ccm. Due to the high sensitivity of the ARAS method with respect to the detection of H- and O-atoms, experiments can be performed with extremely diluted mixtures of hydrocarbons/oxygen species. In many cases, as studied in this work, it is therefore possible to tailor the reaction conditions, so that the reaction under consideration has an overwhelming influence on the time dependent H- and O-atom concentration profiles. Evidently reliable conclusions on mechanisms and rate constants can be drawn straight away.

**EXPERIMENTAL ASPECTS**

Details of the shock tube are given elsewhere. The test gases used in the experiments were supplied by L'Aix Liquide, West Germany, with the following purities: C$_2$H$_6$ $>$ 99.95%, N$_2$O $>$ 99.99%, O$_2$ $>$ 99.998%, Ar $>$ 99.9999%. The range of gas mixtures used in the investigations is given in Table I.

<table>
<thead>
<tr>
<th>C$_2$H$_6$ (ppm)</th>
<th>1</th>
<th>5</th>
<th>5</th>
<th>10</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>N$_2$O (ppm)</td>
<td>100</td>
<td>2.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O$_2$ (ppm)</td>
<td>-</td>
<td>-</td>
<td>5000</td>
<td>2000</td>
<td>500</td>
<td>250</td>
</tr>
</tbody>
</table>

**EXPERIMENTAL RESULTS**

Under certain experimental conditions, underlying absorption by N$_2$O resp. O$_2$ had to be considered. The necessary absorption cross sections were determined in separate experiments.
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For $X_20 > 2 \times 10^{-5}$ and $T < 1900 \text{ K}$, the correct time dependent absorption of H$_2$O at 1302 $\text{ Å}$ had to be taken into account. The value found for this absorption cross section corresponds to $4 \times 10^7 \text{ cm}^2/\text{mole}$ at room temperature and to $3.6 \times 10^7 \text{ cm}^2/\text{mole}$ for $T=1200 \text{ K}$, whereas Watenabe et al.$^{19}$ report a slightly higher value of $4.6 \times 10^7 \text{ cm}^2/\text{mole}$ at room temperature. The background absorption of O$_2$ at 1215 $\text{ Å}$ and 1302 $\text{ Å}$ for $X_{O_2} = 10^{-3}$ was not negligible but could be considered constant during the observation time. For 1302 $\text{ Å}$ only negligible temperature dependence of the absorption cross section was found. The value determined: $3 \times 10^5 \text{ cm}^2/\text{mole}$ is in good agreement with the published one$^{19}$ of $2.9 \times 10^5 \text{ cm}^2/\text{mole}$ for room temperature. However, the absorption due to O$_2$ at 1215 $\text{ Å}$ is strongly temperature dependent. At room temperature, a value of about $1000 \text{ cm}^2/\text{mole}$ was found for the cross section, which corresponds within 20% of the reported one$^{19}$. In the range 1100 - 2400 K, the absorption cross section $\sigma_{O_2}$ (in cm$^2$/mole, base e) is approximately represented by the analytical expression: $\sigma_{O_2} = 452 \times T - 4.07 \times 10^5$. The strong increase in the absorption cross section at elevated temperatures in contrast with that at room temperature is easily explained by the assumption that with rising temperature the bands which form a small transmission window in the Lyman-$\alpha$-line$^{19}$ extend farther and overlap. Thus the absorption increases rapidly.

In figs 3-7 typical results of the numerical simulation of the experiments are presented and compared with the measured data. A comparison between the measured and computed profiles shows that the assumed reaction mechanism is capable of reproducing not only the induction period but also the position and magnitude of the peaks in the C$_2$H$_6$/O and C$_2$H$_4$/O$_2$-experiments.

DISCUSSION

The overall reaction scheme adapted for computer simulation of experimental results is presented in Table II. The experimental conditions were tailored in such a way, that only a few reactions of Table II which may be different for each case were necessary for describing an individual set of experiments. Since the experimental uncertainties are in the order of ±20% of the concentrations of H- and O-atoms, a computer match was regarded satisfactory, when computed concentrations were within these limits. The methyl radical necessary for the subsequent reactions is produced in the first step (reaction 1).

1. Methyl Radical Reaction with Atomic Oxygen

Due to the very low initial concentrations of 1 ppm C$_2$H$_6$, reactions of methyl radicals with themselves (Table II, 2,3) may be safely neglected. At high temperatures, we have a very fast decay of C$_2$H$_6$ and N$_2$O so that for the H-atom profile reaction 7 is of primary importance. The rate constant reported in literature was compatible straight away with our results in the temperature range 2000 K and above. In the case of lower temperatures, where C$_2$H$_6$-decomposition is not instantaneous, we could achieve agreement with our results by reducing $k_7$ progressively with decreasing temperature. But, this would lead to conflicting results with the reported ones at room temperature$^{17,18}$. Therefore, it seems much more reasonable to lower $k_1$.

The necessity of reducing $k_1$ was independently verified in additional experiments with a much higher initial mole fraction of ethane ($X_{C_2H_6}=5 \times 10^{-4}$). The total molecular absorption at 1497 $\text{ Å}$ was measured for temperatures between 1570 and 1850 K. The absorption cross sections for CH$_3$, C$_2$H$_4$, C$_2$H$_6$ and C$_3$H$_8$ were determined by separate experiments (the cross section for CH$_3$ was evaluated by producing methyl radicals via fast thermal decay of azomethane$^{21}$.)
Table II
Rate Coefficients Valid for the Temperature Range 1700-2300 K

\[ k = A \cdot T^n \cdot \exp\left(-\frac{E}{RT}\right) \text{ cm}^3/\text{mole \cdot sec} \]

<table>
<thead>
<tr>
<th>No</th>
<th>REACTION</th>
<th>A</th>
<th>n</th>
<th>E/R</th>
<th>( \Delta H^o )</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>kcal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>( \text{C}_2\text{H}_6 \rightarrow \text{CH}_3 + \text{CH}_3 )</td>
<td>( 8 \cdot 10^{12} )</td>
<td>0</td>
<td>35400</td>
<td>90</td>
<td>this work</td>
</tr>
<tr>
<td>2</td>
<td>( \text{CH}_3 + \text{CH}_3 = \text{C}_2\text{H}_6 + \text{H} )</td>
<td>( 8 \cdot 10^{14} )</td>
<td>0</td>
<td>13400</td>
<td>46.6</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>( \text{CH}_3 + \text{CH}_3 = \text{C}_2\text{H}_4 + \text{H}_2 )</td>
<td>( 1 \cdot 10^{16} )</td>
<td>0</td>
<td>16100</td>
<td>-56.6</td>
<td>evaluated-3.8</td>
</tr>
<tr>
<td>4</td>
<td>( \text{N}_2\text{O} + \text{M} = \text{N}_2 + \text{O} + \text{M} )</td>
<td>( 1.45 \cdot 10^{15} )</td>
<td>0</td>
<td>30800</td>
<td>38.6</td>
<td>6,16</td>
</tr>
<tr>
<td>5</td>
<td>( \text{CH}_3 + \text{N}_2\text{O} = \text{CH}_2\text{O} + \text{H} + \text{N}_2 )</td>
<td>( 5 \cdot 10^{11} )</td>
<td>0</td>
<td>0</td>
<td>-31.2</td>
<td>estimated</td>
</tr>
<tr>
<td>6</td>
<td>( \text{N}_2\text{O} + \text{H} = \text{N}_2 + \text{OH} )</td>
<td>( 7.6 \cdot 10^{11} )</td>
<td>0</td>
<td>7600</td>
<td>-62.7</td>
<td>29</td>
</tr>
<tr>
<td>7</td>
<td>( \text{CH}_3 + \text{O} = \text{CH}_3\text{O} + \text{H} )</td>
<td>( (8 \pm 1) \cdot 10^{13} )</td>
<td>0</td>
<td>0</td>
<td>-69.8</td>
<td>22-25, this work</td>
</tr>
<tr>
<td>8</td>
<td>( \text{CH}_3\text{O} + \text{O} = \text{HCO} + \text{OH} )</td>
<td>( 5 \cdot 10^{13} )</td>
<td>0</td>
<td>2310</td>
<td>-15.2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>( \text{CH}_3\text{O} + \text{M} = \text{H}_2 + \text{CO} + \text{M} )</td>
<td>( 8.2 \cdot 10^{15} )</td>
<td>0</td>
<td>35000</td>
<td>-0.4</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>( \text{CH}_2\text{O} + \text{M} = \text{HCO} + \text{H} + \text{M} )</td>
<td>( 1.8 \cdot 10^{16} )</td>
<td>0</td>
<td>40400</td>
<td>86.1</td>
<td>26</td>
</tr>
<tr>
<td>11</td>
<td>( \text{O} + \text{H}_2 = \text{OH} + \text{H} )</td>
<td>( 1.5 \cdot 10^{14} )</td>
<td>0</td>
<td>6090</td>
<td>1.9</td>
<td>27</td>
</tr>
<tr>
<td>12</td>
<td>( \text{CH}_3 + \text{M} = \text{CH}_2 + \text{H} + \text{M} )</td>
<td>( 6.1 \cdot 10^{15} )</td>
<td>0</td>
<td>44900</td>
<td>108.3</td>
<td>our work</td>
</tr>
<tr>
<td>13</td>
<td>( \text{CH}_3 + \text{O}_2 = \text{CH}_3\text{O} + \text{OH} )</td>
<td>( 5.2 \cdot 10^{13} )</td>
<td>0</td>
<td>17400</td>
<td>-53.1</td>
<td>this work</td>
</tr>
<tr>
<td>14</td>
<td>( \text{CH}_3 + \text{O}_2 = \text{CH}_3\text{O} + \text{O} + \text{H} )</td>
<td>( 7 \cdot 10^{12} )</td>
<td>0</td>
<td>12900</td>
<td>48.2</td>
<td>this work</td>
</tr>
<tr>
<td>15</td>
<td>( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{H}_2 )</td>
<td>( 8 \cdot 10^{12} )</td>
<td>0</td>
<td>0</td>
<td>-71.7</td>
<td>9</td>
</tr>
<tr>
<td>16</td>
<td>( \text{CH}_3 + \text{OH} = \text{CH}_3\text{O} + 2\text{H} )</td>
<td>( 2 \cdot 10^{16} )</td>
<td>0</td>
<td>13000</td>
<td>31.5</td>
<td>this work</td>
</tr>
<tr>
<td>17</td>
<td>( \text{CH}_3 + \text{M} = \text{CH}_2 + \text{H}_2 )</td>
<td>( 1.8 \cdot 10^{14} )</td>
<td>0</td>
<td>7600</td>
<td>5.1</td>
<td>11</td>
</tr>
<tr>
<td>18</td>
<td>( \text{CH}_3 + \text{CH}_3 = \text{C}_2\text{H}_6 + \text{H} )</td>
<td>( 2 \cdot 10^{13} )</td>
<td>0</td>
<td>0</td>
<td>-61.7</td>
<td>estimated</td>
</tr>
<tr>
<td>19</td>
<td>( \text{CH}_2\text{O} + \text{OH} = \text{HCO} + \text{H}_2\text{O} )</td>
<td>( 5 \cdot 10^{14} )</td>
<td>0</td>
<td>3170</td>
<td>-31.9</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>( \text{HCO} + \text{M} = \text{H} + \text{CO} + \text{M} )</td>
<td>( 1 \cdot 10^{15} )</td>
<td>0</td>
<td>15000</td>
<td>16.7</td>
<td>12</td>
</tr>
<tr>
<td>21</td>
<td>( \text{H} + \text{O}_2 = \text{OH} + \text{O} )</td>
<td>( 1.2 \cdot 10^{17} )</td>
<td>-0.907</td>
<td>8370</td>
<td>16.7</td>
<td>14</td>
</tr>
<tr>
<td>22</td>
<td>( \text{OH} + \text{C}_2\text{H}_6 = \text{CH}_2\text{O} + \text{CH}_3 )</td>
<td>( 5 \cdot 10^{12} )</td>
<td>0</td>
<td>0</td>
<td>-15.1</td>
<td>9</td>
</tr>
<tr>
<td>23</td>
<td>( \text{OH} + \text{H}_2 = \text{H}_2\text{O} + \text{H} )</td>
<td>( 5.2 \cdot 10^{13} )</td>
<td>0</td>
<td>3270</td>
<td>-14.8</td>
<td>28</td>
</tr>
<tr>
<td>24</td>
<td>( \text{OH} + \text{OH} = \text{H}_2\text{O} + \text{O} )</td>
<td>( 3.3 \cdot 10^{13} )</td>
<td>0</td>
<td>3520</td>
<td>-16.7</td>
<td>28</td>
</tr>
</tbody>
</table>

*units: sec\(^{-1}\), valid for the density range 1 to 1.5 \( \cdot 10^{-5} \) mol/ccm
**based on recent data for \( \Delta H^o_{\text{HCO}} = 7.7 \pm 1.9 \) kcal/mole, Reference 33.
***these are preliminary upper limits - see text
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Within the limits of error for the individual absorption cross sections, agreement with the measured profiles (fig. 1) could be achieved only when the rate coefficient for reaction 1 as given by Roth and Just was lowered by a factor of about 0.5. Particularly the maxima in fig. 1 depend strongly on the chosen value for $k_1$. It could also be shown in contrast to the conditions in ref. 8 that the possible follow up reaction $\text{CH}_3 + \text{C}_2\text{H}_6 = \text{CH}_4 + \text{C}_2\text{H}_5$, has here little influence on the profiles. The result for $k_1$ is not in conflict with ref. 8, since these authors were not able to measure $k_1$ independently from the relatively fast secondary step (reaction 1a). Lowering $k_1$ by a certain factor means simply an increase by the same factor of the rate coefficient for the mentioned reaction in order to obtain a good simulation of the H-atom profiles in ref. 8. With $k_1 = 0.5 \cdot k_1^8$, the extrapolation of $k_1$ to the low temperature range gave good agreement with the results of ref. 17, 18. Extending our experiments to $T = 2300 \, \text{K}$, we found a slight decrease of $k_1$ with increasing temperature (see fig. 2). From the available evidence at this stage, it is not possible to confirm whether this is really due to "non-Arrhenius" behaviour of this rate constant or due to experimental reasons. Further experimentation should be carried out to clarify this. In the following we give a short description of the contributions of other reactions than 7 to the H- and O-atom profiles.

1.1 T > 2200 K

$\text{C}_2\text{H}_6$ and $\text{N}_2\text{O}$ decompose very rapidly. After 200 $\mu$sec more than 90% of the initial concentrations have decomposed. Therefore, the H-atom profile is determined mainly by the reaction 7. Typical H- and O-atom profiles are shown in fig. 3. The nearly linear rise of the H-atom concentration shows that the H-atoms must be formed according to the reaction 7. Considering a primary step like $\text{CH}_3 + \text{O} = \text{CH}_2 + \text{OH}$, computer simulation showed quite a different
shape of the H-atom profiles (non-linear rise). The influence of the follow-up reactions 9 and 10 is noticeable after about 200 usec (relative deviation of the H-atom profile is about 20% for setting them zero). The chosen experimental conditions in the current investigation point clearly to these conclusions. Due to the excess of O-atoms, reactions with H and OH are of minor importance. All evaluated data are shown in fig. 2. As already mentioned, we are not sure, whether the slight decrease in $k_7$ at high temperatures is caused perhaps by the peculiar decay of intermediate CH$_3$O, see e.g. Golden$^{10}$ or is an artifact caused by an unlucky combination of several experimental errors.

![Fig. 2 Arrhenius plot for the reaction CH$_3$O=CH$_2$O+H](image)

![Fig. 3 H and O-atom concentration profiles during the reaction CH$_3$+N$_2$O at high temperatures.](image)
Methyl Radical Reactions

1.2 \( T = 1900 - 2200 \) K

Reaction 1 has practically no influence. A slight induction period for H-atoms was observed and it is mainly due to the relatively slow decomposition of \( \text{N}_2\text{O} \). Reactions 9 and 10 play a somewhat bigger role compared to the case 1.1. Reactions 15, 16 and 17 are of minor importance.

1.3 \( T < 1900 \) K

The interpretation of the experiments with \( \text{N}_2\text{O} \) becomes more difficult because, under the chosen experimental conditions, both \( \text{C}_2\text{H}_6 \) and \( \text{N}_2\text{O} \) decompositions play an important role during the measuring time. At low temperatures (around 1600 to 1800 K) \( \text{C}_2\text{H}_6 \) decay is responsible for the marked induction times which appear in the H-atom profiles (fig. 4). For the first 200 usec the H-atom profile is mainly determined by reactions 1, 4 and 7. The influence of

---

**Fig. 4** H-and O-atom concentration profiles during the reaction \( \text{C}_2\text{H}_6+\text{N}_2\text{O} \) at low temperatures

- - - - computed H-and O- with \( k_1=k_4, k_7=1\times10^{14} \)
- - - - computed H-and O- with \( k_1=0.5k_1 \) and \( k_7=0.8k_7 \)
- - - - computed H- with \( k_5=0 \)

- measured H  \( \bigcirc \) measured O

---

**Fig. 5** H-and O-atom concentration profiles during the reaction \( \text{CH}_3+\text{O}_2 \)

- - - - computed H-and O- with normal scheme
- - - - computed O- with \( k_{14}=0 \)
- - - - computed H- with \( k_{14}=0 \)

- measured H  \( \bigcirc \) measured O

reaction 5: \( \text{CH}_3 + \text{H}_2\text{O} = \text{CH}_4 + \text{H} + \text{H}_2 \) can be neglected. If \( k_5 \) is made \( 5\times10^{12} \) cm/mole·sec the computed H-atom profiles show a totally different shape (linear rise) compared with the measured ones. At temperatures where \( \text{N}_2\text{O} \) decomposition is relatively slow, the H-atom consuming reaction 6:

[509]
\[ \text{N}_2\text{O} + \text{H} = \text{OH} + \text{N}_2 \] has a considerable influence on the H-atom profiles, as can be seen in fig. 4. At later stages of the reaction, contribution from the formaldehyde oxidation through reaction 8 becomes appreciable.

2. Methyl Radical Reaction with Molecular Oxygen

\[ \text{CH}_2\text{O} + \text{O} \rightarrow \text{OH} + \text{CH}_3 \]

Generally we have for all experiments with \( \text{O}_2 \) a very strong influence of reaction 21. Any inaccuracy of this rate coefficient would affect the coefficients determined in this work. We based our evaluations on a recent survey by Schott et al.\(^1\). Reactions 13 and 14 were found of very little significance. The H-atom profile is determined mainly by reactions 2, 7 in particular by 21 and the follow up reactions involving \( \text{CH}_3 \) and \( \text{OH} \). The reaction 15: \( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{H}_2 \) alone, as discussed in literature\(^9\), is incapable of reproducing the measured H-atom profiles. This fact was further confirmed by the computer simulation (elimination of this reaction produced only 8% reduction in H at 1800 K).

The decomposition proceeds mainly along the route: \( \text{CH}_2\text{O} + \text{M} = \text{H}_2 + \text{CO} + \text{M} \) and influences the H-atom profile only indirectly. The effect of the H-producing channel: \( \text{CH}_2\text{O} + \text{M} = \text{HCO} + \text{H} + \text{M} \) on the H-atom profile, is relatively small. Rimpel and Just\(^26\) obtained recently exactly for the conditions of the present experiments (temperature and pressure) rate coefficient of the channels 9 and 10 (see Table II). Our simulation would be quite incompatible with our experimental results, if we would adapt for reaction 10 the value given by Schecker and Jost\(^12\), but the simulation is improved, if the coefficient for 10 as given recently by Dean et al.\(^11\) is used.

The contribution of the reactions: \( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{H}_2 \) \((k=4 \cdot 10^{13}, \text{estimated})\) and \( \text{CH}_3 + \text{O}_2 = \text{CH}_2\text{O} + \text{O} \) \((k=10^{13}\exp(-5000/T), \text{estimated})\) on H- and O-atom profiles is practically negligible. Only when the last rate constant is increased by an order of magnitude, do they have some 15% effect on O- but still no effect on H- atom profiles. So we conclude that just a step \( \text{CH}_3 + \text{OH} = \text{products} \) is essential which produces immediately H-atoms. This forces us to consider the sequence of reactions: \( \text{CH}_3 + \text{OH} = \text{HCO} + \text{H} \) and \( \text{HCO} + \text{M} = \text{H}_2 + \text{CO} + \text{M} \) as the key steps in the production of H. The necessity of this step is clearly seen in fig. 5. A further confirmation about the importance of this step became obvious when the computer simulation showed that the reaction \( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{O} \) has practically no influence, since the reverse was measured with satisfactory accuracy by Roth and Just\(^6\).

The decomposition of the \( \text{CH}_3\text{O} \)-radical under our experimental conditions is probably very rapid so that the rate constant for reaction 16 will in effect be the rate constant of \( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{H} \). From the Arrhenius plot (fig. 7) a rate constant \( k = 2 \cdot 10^{14} \exp(-13860/T) \) was evaluated. The activation energy obtained seems to be somewhat high, but then, this can be traced back to a probably strong non-Arrhenius behaviour of this reaction in the investigated temperature range. An investigation into the transition state (\( \text{HOCO} \)) would be very interesting.

The theoretical interpretation of the measurements of Roth and Just on \( \text{CH}_4 + \text{O} = \text{CH}_3 + \text{OH} \) by Golden\(^3\)\(^0\) led him to a typical threshold for this route of about 8 to 9 kcal/mole. This in turn leads at 2000 K to a contribution of about 7 to 8 kcal/mole by the temperature dependent partition functions for that case. We assume that this contribution is in the same order for the route 16, however, this needs a threshold energy in the order of about 20 kcal/mole which seems somewhat high when the endothermicity of about 10 kcal/mole for \( \text{CH}_3 + \text{OH} = \text{CH}_2\text{O} + \text{H} \), Benson\(^22\) is accepted. So we might at present not quite exclude that the rate parameters for 16 may be somewhat affected by uncertainties of other rate coefficients necessary for the evaluation of the H- and O-profiles under our conditions. The parameters of k\(_16\) have to be
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compared with those of $k_{14}$. If we make the same crude considerations concerning activation energy and probable threshold energy we can state that for $\text{CH}_3 + \text{O}_2 = \text{CH}_2 \text{O} + \text{O}$, $\Delta H^\circ = 28 \text{ kcal/mole}$ the evaluated activation energy seems somewhat low. Thus without detailed theoretical considerations which have to be performed in future, we must admit, that at present we are confronted with some inconsistencies regarding the proper explanation of the routes 16 and 14.

![Graph](image)

Fig. 6 H- and O-atom concentration profiles during CH$_3$+O$_2$

- - - computed H- and O- with normal scheme
- - - computed O- with $k_{13}=k_{14}=0$
- - - computed H- with $k_{13}=k_{14}=0$
- measured H
- measured O

2.2 O$_2=5000$ ppm

Experiments with smaller O$_2$-concentrations showed, as expected, little contributions from reactions 13 and 14. In order to study the individual contributions of these two reactions in detail, it was necessary to go to very high O$_2$ concentration range. Due to the low initial C$_2$H$_5$ concentration reactions 2 and 3 play minor roles. At lower temperatures we saw again an induction period in the H-atom profile which could be simulated best by a lower $k_1$ (by 0.5) in comparison to ref. 8. Under these conditions reaction 14 together with 16 appears most important. All attempts to reproduce the measured H- and O-atom profiles through computer simulation with reactions 13 and 16 were unsuccessful. If the initial part of the profiles were matched through doubling the value of $k_{13}$, as reported by$^3$ the latter part could not be and vica versa. As against this, a slightly lower $k_{14}$ than that reported by$^{13}$, produced satisfactory matching over the entire profile (fig. 6). This was found to hold for the entire temperature range as well. When reaction 13 and 14 are both eliminated, the computed H- and O-profiles are, as expected, very flat with small slopes, as shown in fig. 6. This leads us to the fact, that one of these re-
actions is absolutely necessary for the proper simulation of H-and O-profiles and from the earlier evidence it must be reaction 14. Our experimental results lead to a rate constant of $7 \times 10^{12} \exp(-12910/T)$ cc/mole·sec for this reaction. The oxygen profile turned out to be most sensitive to variations in $k_{14}$. The data scatter of the values for $k_{14}$ is within ±20%. Having chosen the best value for $k_{14}$ we could show, that the alternative channel 13 can have only a rate constant of the order of $3.5 \times 10^9$ at 1800 K and $2.1 \times 10^{10}$ at 2200 K. These values have to be considered as upper limits, since any further increase in these values make the agreement with the measured profiles unsatisfactory. With these data we can roughly ascribe to $k_{14}$ an activation energy of the same order as we have found for $k_{14}$, which seems a reasonable result.

2.3 $O_2 = 2000$ ppm

Experiments in this range are of intermediate nature. The conclusions already drawn under 2.1 and 2.2. are found equally valid here. The measured H- and O-atom profiles are reproduced satisfactorily with reactions 14 and 16. Elimination of reaction 13 does in no way alter the situation.

CONCLUSIONS

Comparing our results for

\[
\begin{align*}
CH_3 + O &= CH_2O + H \\
CH_3 + OH &= CH_2O + H \\
CH_3 + O_2 &= CH_2O + O
\end{align*}
\]

(7) (16) (14)

under a chemical aspect, we are led to the conjecture that in these reactions an important primary step is the formation of the COO bond via complexes which produce in 16 and 14 preferentially the intermediate species CH$_3$O, and that alternative routes like

\[
\begin{align*}
CH_3 + O &= CH_2 + OH \\
CH_3 + OH &= CH_2O + H_2 \\
&= CH_2 + H_2O \\
CH_3 + O_2 &= CH_2O + OH
\end{align*}
\]

(7a) (15) (15a) (13)

are of lesser or negligible importance at least when simulation of H- and O- profiles of our experiments are considered. According to our results there is, in fact, much evidence that 7a and 15a may be excluded, whereas in 15 and 13 a CO bond is formed, but the further reaction of the respective complex is perhaps less straightforward by the specific way of H$_2$- and OH-formation. Reaction 15 may have a rate coefficient as discussed in the literature, however, reaction 13 turned out to have quite different Arrhenius parameter as e.g. given by Tauboi. Both reactions as given in Table II are of little importance for the generation of H- and O-atom profiles under our experimental conditions. So we may state that for proper modelling of CH$_4$ and C$_3$H$_6$ oxidation at elevated temperatures in addition to the already used reaction 15, the route 16 is of great importance. As expected, route 13 and 14 are in real combustion situations practically unimportant, but they may be of occasional importance under particular circumstances, e.g. when experiments for the measurement of elementary reactions in CH$_4$ /O$_2$, CH$_3$/O$_2$ and C$_3$H$_6$/O$_2$ systems are undertaken.
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SHOCK TUBE IGNITION OF NITROCELLULOSE

ARTHUR COHEN and LEON DECKER
Ignition and Combustion Branch, Propulsion Division
Ballistic Research Laboratory, ARRADCOM, APG, Maryland 21005, USA

A reflected shock technique has been used to measure ignition delays of nitrocellulose particles in N₂ at gas temperatures between 600-1200 K and pressures between 0.1-1.5 MPa. Delays are independent of pressure. The temperature dependence of the delays changes markedly at 750 K. Activation energies of 19.6 and 4.4 kcal/mole have been found for data at low and high temperatures, respectively. Calculations based on the low temperature results indicate ignition should occur in the incident shock region of the high temperature experiments which, at present, has not been observed. Calculations using a single ignition temperature or a rate constant derived from radiative ignition experiments will not adequately describe the data. A mechanism consisting of two consecutive condensed phase reactions each controlling ignition in a different temperature range is proposed.

INTRODUCTION

Recent efforts to model flame propagations in propellant beds have generated interest in determining ignition characteristics of explosive materials at elevated temperatures where heat transfer rates are large. At temperatures < 500 K, radiative¹ and conductive² heat transfer methods have been used to study NC ignition. Techniques for studying ignition at higher temperatures are limited by fast reaction times. Friedman³ used a reflected shock technique, in which both convective and conductive heat transfer takes place, to study explosion delays at high temperatures in aerosols formed by small particles of explosive materials in air and oxygen. This technique has been applied to study ignition of similar materials in an inert environment. Ignition has been observed for nitrocellulose (NC), PETN, HMX and RDX in N₂ and Ar. The results of the experiments with NC in N₂ will be discussed. In these experiments it is difficult to distinguish between explosion and deflagration. Since either process can be initiated by the same stimulus, depending primarily on the amount of confinement and energy dissipation in the system, it has been assumed that the same energy production mechanism and activation energy apply to both induction periods. For explosive materials, particle temperatures can increase through heat transfer from the shocked gas and from initiation of exothermic reactions which can lead to ignition and to particle temperatures (T) > gas temperatures. Ignition is characterized by a rapid increase in T which results in an increase in particle emissive power above its gas temperature value.
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Ignition is assumed to occur at this time. By determining the dependence of this time on particle temperatures, an activation energy appropriate to the ignition processes can be determined.

EXPERIMENTAL TECHNIQUE

The 4" I.D. shock tube has been described previously\(^4\). A schematic of the present test section is shown in Figure 1.

Figure 1. Schematic of test section.

The holder was either a 1" diameter disc or a 4" x .4" blade, both 1/16" thick and feathered at their edges to minimize flow disturbances. A 1/16" diameter rod supports the holders at the shock tube axis. The distance from the end wall (H) could be fixed at 6.21, 25.67 or 77.74 cm. Mounted in the end wall are a piezoelectric pressure transducer, a thin film heat transfer gage and a quartz window (diameter ~ 1 cm) through which a photomultiplier tube (PMT) views the inside of the shock tube. The PMT is sensitive to radiation in the 3000-8000 A region (S-20 response). For \(T > 650\) K, most of the emission measurements were made with a Hamamatsu R136 PMT. At lower temperatures an EMI 9558 was used. Shock velocities were obtained from time of arrival measurements at pressure transducers located upstream from the test section. In order to characterize the emission from NC, experiments were performed with several inert materials which included boron and carbon, solids with high emissivities, and cellulose acetate (CA), a cellulose polymer with molecular structure and physical properties similar to NC. Amorphous boron, activated charcoal, graphite and CA (39.8% acetyl) were obtained from Fisher, Merck, Joseph Dixon (New Jersey) and Eastman Kodak Companies, respectively. NC (12.2% N) was obtained from Hercules Powder Company. Samples with different size distributions were obtained by sieving. NC samples were heated in an oven at \(T = 400\) K for one hour to get rid of solvent, kept overnight at \(T = 380\) K and then stored in a vacuum dessicator. Carbon and boron were heated at \(T = 430\) K and then stored at \(T = 370\) K. CA was heated at \(T = 413\) K for three hours and stored in a vacuum dessicator.

The experimental procedure consisted of (1) weighing the required sample (< 150 mg), and placing it on the holder in the shock tube; (2) evacuating the tube to about 2.5 Pa; (3) filling the tube to the desired pressure with high purity N\(_2\); and (4) adjusting driver pressure and composition (He, air) to give the desired shock strength. Signals from the end wall pressure transducer and PMT were recorded on an oscilloscope. Figure 2 represents one of these records.

Figure 2. End wall oscilloscope records showing pressure jump at shock reflection and delay to emission.
The technique uses the incident shock and gas flow to disperse and accelerate particles from the holder. Ignition occurs after shock reflection except for experiments with the strongest shocks and with $H = 77.74$ cm. A sketch of the wave dynamics in the shock tube is shown in Figure 3.

Figure 3. Sketch of the trajectories of the incident and reflected shocks and of a gas and condensed particle located initially at the holder ($H$). The designated times refer to the following: (0,1) - incident shock arrival at the holder and end wall; (2,3) - the gas and condensed particle intersections with the reflected shock; (4) - completion of the condensed particle temperature relaxation period; (5) detection of emission.

The gas particle is assumed to stagnate and relax instantaneously to the equilibrium reflected shock temperature ($T$). The particle relaxation time depends on the thermodynamic properties of gas and particle, their relative velocity, and the particle size. The emission time ($t_e$) is defined as the time between shock reflection and detection of emission ($t_{15}$ in Figure 3). Detection depends on particle temperature, size and emissivity and the PMT sensitivity. The ignition delay ($t_i$) is defined as the time the particle spends in the reflected shock region prior to igniting ($t_{34}$ in Figure 3). For propellant particles the experimental $t_e$ value is used to calculate $t_i$. For inert particles $t_e$ is used to estimate the size of particles responsible for the initial emission. In order to obtain $t_i$ from $t_e$, the incident and reflected shock velocities and the particle velocity behind the incident shock must be determined. Particle velocity is obtained from solution of the time dependent particle momentum equation. This requires knowledge of the gas shock parameters which are calculated from the steady state 1D gas conservation equations by using measured incident shock velocities, and neglecting the presence of particles. The procedure by which the activation energy ($E$) is derived from the variation of $t_i$ with $T$ depends on the relative values of the temperature relaxation time ($t_f$, $t_{34}$ in Figure 3) and $t_i$. For $t_f << t_i$, the analysis used by Friedman is applicable. It assumes that reactions occur in the solid and that ignition delays are due to particles with diameters ($D$) equal to Semenoff's 'critical' value ($D^*$). For $D < D^*$, ignition occurs after the critical size particle ignites. Using $(T-T_f) = 2RT^2/E$ as the ignition criterion and assuming first order kinetics for the energy production mechanism, an equation for $t_i$, in terms of $T_f$, was obtained and is given by

$$t_i = 1.23CRT^2/(EQA^eE/RT_f),$$

with the critical diameter

$$D^* = [4.4 kRT^2/(pEQA^e^eE/RT_f)]^{1/2}.\quad (2)$$

If the particle heat capacity ($C$) is known then by determining $t_i$ and $T_f$, values for $E$ and the product of the heat of reaction ($Q$) and preexponential factor ($A$) can be determined. For $t_i \ll t_f$, a direct comparison between calculated and experimental delays through solution of the time dependent particle conservation equations is required. These equations are listed below together with the Drag
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and Nusselt number correlations suggested by Rudinger which were used for calculating particle velocity and temperature. The particle temperature is assumed uniform and reactant consumption is neglected. (Bar refers to gas properties).

\[
\frac{dU}{dt} = \frac{3}{4} \frac{C_D}{D} \frac{U}{U} \left( \frac{U}{U} - U \right) \quad \text{C}_D = \frac{24}{Re} + \frac{4}{Re^{1/3}} \quad \text{Re} = \frac{2D|U-U|}{\nu}
\]

\[
\frac{dT}{dt} = \frac{6\eta(T-T)}{C_pD} - \frac{6\sigma T^4}{C_pD} - \frac{Q \rho \alpha^{E/RT}}{C} \quad \text{Nu} = \frac{\text{Re}_D^2}{\delta_k \text{Nu}}
\]

\[
\text{Nu} = 2 + 0.46 \text{Pr}^{0.35} \text{Re}^{0.55} \quad t_f = \frac{C_pD^2}{6kNu}
\]

EXPERIMENTAL RESULTS

Shock velocities were obtained from time of arrival measurements at three piezoelectric transducers. End wall pressure measurements indicate that the presence of the holder with or without particles had little effect on the magnitude of the pressure rise at shock reflection or on the pressure behavior afterwards. Figure 4 shows the results of the shock reflection measurements.

![Figure 4. Plot of pressure jump at shock reflection vs shock velocity for disc and blade holders located 25.67 cm from end wall with initial pressure equal to 33.3 KPa. Solid line is the calculated value.](image)

Although there is about a 10% deviation from theory at higher shock velocities, the presence of the holders is not the cause of the discrepancy. It is believed that the use of 1D gas conservation equations to calculate gas properties is still valid.

Emission from boron and carbon particles has been observed in the reflected shock region at $T > 800$ K. The boron data for two sample weights and two sample sizes are shown in Figure 5. The background radiation responsible for the blank data is probably due to the presence of a small number of particles in the shock tube which are difficult to remove. Fortunately it is not difficult to distinguish between background radiation and emission from test particles of boron, carbon and NC when placed on the holder. For $T < 1000$ K, emission with these test particles occur much earlier than blank emission therefore background $t_e >>$ test $t_e$. For $T > 1000$ K, when $t_e$ become comparable, the initial slope of the PMT signal due to as little as 2.5 mg of test particles $>>$ initial slope due to the background. The data with $D = 25-37$ μm, lie below the $I_{25}$ line which suggests that in these experiments initial emission is detected from particles with $D < 25$ μm which is the minimum diameter expected in the sample, based on screen-size measurements. For the given PMT sensitivity, $T > 800$ K was required in order to detect emission. If it is assumed that $T = 800$ K is the minimum particle temperature necessary to detect emission then the calculations in Figure 5 indicate that the initial emission is due to particles with $D = 1-10$ μm. It is possible that the presence of such small particles in the sample is due to their adherence to larger particles.
Cohen and Decker
during the sieving process. Separation may then occur during the shock
dispersal process. Data with carbon also fail to reveal a particle size effect
and it has been assumed that in these experiments the measured $t_e$ are due to
inert particles with $D < 10 \mu m$.

Figure 5. Semi-log plot of $t_e$ vs $10^3/\bar{T}$ for boron particles ($\rho = 2.35$
g/cm$^3$, $C = .30$ cal/g-K) located initially on the holder with $H = 25.67$ cm and $P_o = 33.3$ kPa showing
the absence of effects of particle size and sample weight on $t_e$.

... BLANK: Least square fit of $t_e$ data without particles on holder.

--- D: Calculated time for particle with diameter = D to reach
$T = 800 K$.

A comparison of emission signals at $\bar{T} > 800 K$ in NC and carbon is shown in
Figure 6.

Figure 6. Traces of the end wall pressure and emission records taken
with the same oscilloscope settings, under similar shock conditions,
for similar particle distributions of NC and carbon showing difficulties
in determining when ignition occurs.

The pressure signals are quite similar. The increase in pressure which
occurs approximately 1100 $\mu s$ after shock reflections leads to an increase in
emission intensity associated with flow disturbances and not ignition. The
emission times ($t_e$) are similar and from these records it would be difficult
to tell if and when NC ignites. It is not difficult to tell after the shot
that ignition has occurred. When the tube is opened one observes smoke and
very few NC particles. Spectrograms taken at $T = 1000 K$ indicate that the
emission is continuous over the wavelength interval 4000-8000 $\AA$ and is attri-
buted to thermal radiation. To determine when ignition occurs, experiments
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with CA were performed. Expecting that the emissivities (e) and thermal properties of CA and NC would be similar it was thought that comparisons of the emission intensities under similar shock conditions would indicate the time of ignition. However, emission was not observed in the experiments with CA even at $T = 1100$ K.

The results of many experiments, using the Hamamatsu R 136 PMT, show that for data taken with 100 mg samples and with the same size distribution, emission from boron, carbon and NC occurs at $T > 800$ K but not from CA. Within the experimental error, $t_e$ are equal with boron and carbon but slightly longer with NC. At $T < 800$ K emission is observed only with NC. Detection occurs at gas temperatures as low as $T = 650$ K (600 K with the EMI 9558 PMT). It would appear that under present experimental conditions $T > 800$ K are required to detect emission from boron and carbon (e = .8), and somewhat higher from NC whose emissivity < .8. This implies that during the experiments where $T < 800$ K, in which NC emission is observed, particle temperatures are greater than gas temperatures ($T > T_e$). This is attributed to self-heating due to ignition. For $T > 800$ K, the results with CA similarly imply that NC emission is due to self-heating and not to convective heating from the gas. Based on these conclusions, it has been assumed that the initial emission signal corresponds to ignition in the NC experiments. Since particle emissive power depends exponentially on $T$, it is probable that the size of the NC particles responsible for initial emission is smaller than those in the boron experiments (i.e., $D < 10$ $\mu$m).

The results of experiments with NC are shown in Figure 7.

Figure 7. A semi-log plot of $t_e$ vs $10^3/T$ for NC particles with the holder at a distance of 25.67 cm from the end wall showing the effect of particle size, sample weight, and initial pressure ($P_0$). The lines labeled $I_0$ (0 = 0, 5, 20) are the calculated time after shock reflection for the arrival into the reflected shock region of gas particles and NC particles ($D = 1.5$ g/cm$^3$) of 5 and 20 $\mu$m diameters, respectively, located initially on the holder. If ignition is assumed to take place in the reflected shock region, then these calculations indicate that for $T > 750$ K $D < 5$ $\mu$m. For $D = 0-20$ $\mu$m, a four-fold change in pressure does not affect $t_e$ which suggests that under these conditions ignition is controlled by condensed phase reactions.

The apparent increase in $t_e$ with sample weight for the $D = 20-25$ $\mu$m data at $T = 1100$ K is attributed to increased scatter in data at high temperatures.
The decrease at $T < 900$ K is attributed to the increased difficulty in detecting smaller (and therefore earlier) particle emission due to the combined effect of a smaller number of these particles and to their lower emissive power. The effects of changing the nominal size distributions from $D = 0-20$ pm to $D = 20-25$ pm on $t_e$ is not great and, similar to the results with boron, is attributed to the presence and ignition of particles with $D < 20$ pm in both samples. Emission was never observed in any of these experiments before shock reflection. Experimental emission times ($t_e$) were converted to ignition delays ($t_i$) by assuming that the igniting NC particles were small enough so that the difference in time between their intersection and a gas particle's intersection with the reflected shock ($t_{10}$) is small compared to $t_i$ ($t_{12} << t_{35}$ in Figure 3). Under these conditions $t_i = t_e - t_0$, where $t_0$ ($t_{12}$ in Figure 3) is obtained from the calculated $t_0$ line. Figure 8 contains data for different holder distances.

Increasing $H$ from 6.21 to 25.67 cm which corresponds to approximately a four-fold increase in incident shock heating time ($t_{03}$ in Figure 3) has little effect on $t_i$. Increasing $H$ to 77.4 cm leads to a decrease in $t_i$ from expected values for $T > 800$ K. At $T > 935$ K (incident shock gas temperature ($S$) > 600 K) ignition occurs prior to shock reflection in the incident shock region. The solid points are plotted using this incident gas temperature and are consistent with data taken in the reflected shock region indicating that the particle-reflected shock intersection does not greatly affect ignition behavior.

The data in Figure 7 suggest that a change in behavior occurs at $T = 750$ K. The data for $D = 0-20$ pm were divided into two groups, $103/T \leq 1.34$, and fit to equation (1) by a linear least squares analysis. The data and results are shown in Figure 9.
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Figure 9. Plot of log \( \frac{t_i}{T^2} \) vs \( 10^3/T \) from which values for \( E \) and \( QA \) are derived. Solid lines are the results of least squares fit to equation (1) of data shown in Figure 7 for \( D = 0-20 \) \( \mu \)m.

1: \( 10^5/T < 1.34 \), \( E = 4.4 \) kcal/mole, \( QA = 3.7 \times 10^7 \) cal/g-sec
2: \( 10^5/T > 1.34 \), \( E = 19.6 \) kcal/mole, \( QA = 1.1 \times 10^{11} \) cal/g-sec

Using equation (2), the corresponding estimate for \( D^* \) is approximately 2.5 \( \mu \)m at high temperatures and 5.2 \( \mu \)m at low temperatures. Corrections to the derived \( t_i \) values for particles of this size would not affect the results of the analysis appreciably.

Calculations were performed to determine if these results were consistent with the observations that, in these experiments, ignition does not occur before shock reflection. Taking into account changes in \( D^* \) for the incident and reflected shock regions, particle trajectories were calculated from solution of the momentum equation and ignition delays were determined from the results of the least squares analysis. These calculations predict ignition before shock reflection for \( S > 660 \) K \( (10^3/T < .94) \). At present, it is difficult to account for this discrepancy but it appears to be due to the use of the less sensitive PMT for data taken with \( S > 660 \) K.

COMPARISON WITH PREVIOUS RESULTS

Lenchitz, et al., has studied radiative ignition of thin (10 \( \mu \)m) NC films using an arc image furnace and found that the radiant energy required for ignition in \( N_2 \) at one atmosphere were consistent with a calculated ignition temperature of 573 K. Thompson and Suh, by measuring surface temperature and comparing theoretical and experimental radiant ignition delay measurements for \( N_2 \) propellant (\( \sim 77\% \) NC, 20\% nitroglycerine), derived a set of values for \( A, E \) and \( Q \) describing chemical reaction in the solid. These values \( (A = 10^{17} \text{s}^{-1}, E = 40 \text{kcal/mole, } Q = 62.5 \text{ cal/g-sec}) \) were used to calculate the trajectories and temperatures of NC \( (p = 1.5 \text{ g/cm}^2, C = .37 \text{ cal/g-K}) \) particles through the incident and reflected shock regions. The results for 1 and 20 \( \mu \)m diameter particles located initially 25.67 cm from the end wall with \( P_0 = 35.3 \) kPa are shown in Figure 10.
Figure 10. Semi-log plot of calculated emission times (t_e) vs 10^3/\bar{T} for three ignition criterion: a) \bar{T} = 563 K; b) \bar{T} - gas temperature > 1 K; and c) \bar{T} - gas temperature > Q/C (K).

- results of least squares analysis shown in Figure 9
- \bar{T} defined in Figure 7

Calculations performed at \bar{T} = 599, 684, 811, 1059 and 1298 K. Absence of calculated results indicates either ignition occurs prior to shock reflection or not at all. Absence of least squares results indicates absence of experimental data.

For D = 20 \mu m, the calculations predict the general shape of the delay data. They also show that ignition based on criterion a) (\bar{T} = 563 K) is not appreciably affected by allowing Q = 0. For D = 1 \mu m, at \bar{T} > 1056 K, using criteria a) and b) leads to ignition prior to shock reflection (t_e < 0) while at \bar{T} < 599 K, using criteria b) and c) leads to infinite delays. The latter implies that D* > 1 \mu m. For D = 20 \mu m, at low temperature (\bar{T} < 684 K), using criterion a) calculated delays are slightly larger and their temperature dependence slightly smaller than experimental values. As \bar{T} increases to 1060 K, the agreement with experiments decreases. At \bar{T} = 1140 K the calculations do agree with experiments but as \bar{T} increases further, they predict a sharp increase in temperature dependence and delays much smaller than those observed. For D = 20 \mu m using criteria b) and c) leads to predicted delays much larger than those measured. For D between 1 and 20 \mu m calculations for D = 20 \mu m, give the best agreement with experimental data. However, the experimental data indicate that particles with D < 5 \mu m are responsible for the ignition delays. Calculations for particles with D > 5 \mu m give considerably less agreement with experimental data since at high temperatures it predicts ignition before shock reflection and at low temperatures delays much smaller than those observed.

CONCLUSION

It appears that at \bar{T} > 600 K convective and conductive ignition of NC cannot be predicted by using a single ignition temperature nor by using an exothermic reaction described by a single Arrhenius rate constant with parameters determined from radiative ignition measurements. A qualitative description of the delay data can be obtained by a mechanism involving two consecutive condensed phase processes -- A \rightarrow B \rightarrow C -- each controlling ignition in different temperature ranges. The first has a low activation energy (E_1) and is rate controlling at high temperatures while the second has a high activation energy (E_2) and is rate controlling at low temperatures. Statistical analysis of the ignition delay data give values of 4.4 and 19.6 kcal/mole for E_1 and E_2, respectively. The relation of these values to activation energies for molecular reactions is at present unknown. Calculations, using the kinetic and
thermodynamic parameters derived from the statistical analysis, give the expected agreement with data at $T < 750$ K but at higher temperatures, as was noted when using the ignition delay values directly, predict ignition before shock reflection. Efforts to resolve this discrepancy are now underway.
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LIST OF SYMBOLS

(Bar over symbol refers to reflected shock gas property)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Property</th>
<th>Symbol</th>
<th>Property</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>preexponential factor</td>
<td>t_p</td>
<td>incident shock particle heating time</td>
</tr>
<tr>
<td>C</td>
<td>heat capacity</td>
<td>U</td>
<td>velocity</td>
</tr>
<tr>
<td>C_D</td>
<td>drag coefficient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>diameter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D*</td>
<td>critical diameter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>activation energy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>emissivity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>distance from end wall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>h</td>
<td>heat transfer coefficient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nu</td>
<td>Nusselt number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>heat of reaction</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>gas constant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p</td>
<td>density</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>incident gas temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>o</td>
<td>Stefan-Boltzmann constant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t_e</td>
<td>emission time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t_f</td>
<td>temperature relaxation time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t_i</td>
<td>ignition delay time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>t_o</td>
<td>incident shock gas heating time</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
THE EFFECT OF REACTION EXOTHERMICITY ON SHOCK PROPAGATION

J. N. BRADLEY, W. D. CAPEY and F. FARAJI

Department of Chemistry, University of Essex, Colchester, England

The effect of reaction exothermicity on shock propagation has been investigated by measuring shock velocities and induction times for mixtures of hydrogen and oxygen in argon over a range of compositions and pressures. Coupling between the reaction and the shock wave is only observed above a minimum shock strength, characteristic of the initial pressure and composition. The onset of coupling is quite sharp and corresponds to the simultaneous arrival at the first detector station of the incident shock wave and of an acoustic wave originating from the contact surface at the termination of the induction period.

For higher pressures and richer mixtures, the wave rapidly accelerates to the theoretical Chapman-Jouguet detonation velocity but for lower pressures and weaker mixtures, a chemically-enhanced shock wave is observed. In the latter case, the reaction adds a constant velocity increment to the shock wave irrespective of the strength of the driving shock. Between the two limiting cases, marginal detonation is observed.

The measured induction times are in good agreement with previous work and fit the relation

\[ \tau = 7.39 \times 10^{-11} \exp(15.7 \text{ kcal/RT}) \left[ \text{H}_2 \right]^{-1/2} \left[ \text{O}_2 \right]^{-1/2} \]

where concentrations are in moles/litre.

INTRODUCTION

In recent years, there has been a renewed interest in the initiation of detonation stimulated, at least in part, by concern over the hazards associated with the accidental release of inflammable gases and liquids which are stored at high pressure. The present investigation is concerned with the nature of the coupling between the chemical reaction and the propagation of a shock wave under limiting conditions. It is anticipated that a greater knowledge of the physical and chemical processes involved will lead to a better understanding of the mechanism by which detonation is initiated and eventually to a greater degree of control, for example by the addition of chemical promoters or inhibitors.
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EXPERIMENTAL

The shock tube used in the present investigation was fabricated from 1" thick brass sheet and is of rectangular cross-section with internal dimensions, 153 mm by 83 mm. The driver and experimental sections are respectively 1.22 m and 2.43 m long. The experimental section is evacuated by an Edwards 3" mercury diffusion pump, backed by a 170 l/min rotary pump, and the combined leak/outgassing rate is below 4 μ/min. Melinex sheet, manufactured by I.C.I. Ltd., is employed for the diaphragms, combinations of appropriate thicknesses being used to ensure that mechanical bursting is achieved close to the spontaneous bursting pressure.

The propagation of the shock is monitored by a laser schlieren technique. The light from a Spectra Physics 156 laser passes through a sequence of partially-silvered mirrors to give six separate beams normal to the shock tube. These then pass through six pairs of flush-mounted, optical quality windows, situated at 150 mm intervals along the tube. Further mirrors recombine the beams on a knife edge placed on the vertical diameter of an E.M.I. 9526B photomultiplier. The output from the photomultiplier is fed into an exponential amplifier with low-level noise rejection and displayed on one beam of a Tektronix 555 oscilloscope. The signals are also used to operate a six-channel sequential timer with a 10 MHz response. The technique provides five independent velocity measurements with an accuracy of ± 0.1%. The complete system is illustrated schematically in Figure 1.

![Figure 1. Schematic diagram of schlieren system](image-url)
The light output from the reaction zone is monitored by an E.M.I. 6256 photomultiplier located at the third detector station and provides measurements of the induction delay for the reaction.

Experiments were carried out on compositions of hydrogen (1 to 22.5%) and oxygen (1.5 to 23%) in argon over the pressure range 10-50 torr.

In this investigation, the quantity under observation is the shock velocity and an alternative parameter must therefore be employed to characterize the strength of the shock. The bursting pressure ratio itself is unsuitable and a more obvious quantity is the incident shock temperature. In conventional shock tube experiments, the temperature is calculated from the shock velocity and the known thermodynamic properties of the gas but this approach clearly cannot be adopted here. However, the properties behind the shock wave can be calculated theoretically from the physical conditions at the time of diaphragm rupture by assuming that the shock wave obeys the Rankine-Hugoniot relations, that the expansion takes place adiabatically, and that the pressures and flow velocities on each side of the contact surface can be equated. This calculation normally over-estimates the strength of the shock because diaphragm rupture is not instantaneous, throttling of the flow occurs, and energy is lost. This difficulty has been overcome in the present work by applying an empirical correction factor which reduces the theoretical flow velocity out of the driver section. This correction factor is determined by studying shock waves in pure argon under conditions as close as possible to those of the reactive systems. Its value is typically in the range 0.6 - 0.8 but depends critically on such factors as the proximity to spontaneous bursting, the number and thickness of the diaphragms, and even the immediate pre-history of the diaphragm material. The nil-reaction temperature selected to characterize the strength of the shock is obtained assuming complete rotational and vibrational relaxation but no chemical reaction. The simple computer program which performs these calculations also allows for the introduction of an additional contribution to the total energy, when required.

RESULTS AND DISCUSSION

The first feature of note is that there is no evidence of coupling at low shock strengths but as the shock strength is raised the onset of coupling is quite rapid. The value of the nil-reaction temperature at which this occurs, termed the coupling temperature \( T_c \), can be determined to ± 10\(^\circ\) without difficulty. A previous paper\(^1\) has shown that the value of \( T_c \) depends on the chemical nature of the reactants, the composition and the pressure. For hydrogen-oxygen-argon systems, the current work shows that \( T_c \) can be related to the composition by

\[
T_c = (10.95 \text{ kcal}/R) \times \ln (1.19 \times 10^{-6} [\text{H}_2]^{3} [\text{O}_2]^{-2})
\]

where concentrations are expressed in moles/litre.

Above \( T_c \), three regions of behaviour can be identified:-

1. At high mixture strengths/pressures, an increase in shock strength leads to a rapidly-accelerating shock wave and at temperatures greater than \( T_c + 50 \), the shock wave has stabilized at a velocity close to the theoretical value for a one-dimensional Chapman-Jouguet detonation. This behaviour is illustrated in Figure 2.
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Figure 2. Dependence of shock velocity on nil-reaction temperature for 25%(2H₂ + O₂) in Ar at 50 torr pressure.

(ii) With weak mixtures/low pressures, the shock velocity soon settles down at a value higher than that predicted in the absence of reaction but well below the C-J velocity. As the shock strength is increased, the velocity increment remains roughly constant even through the C-J value. The shock velocity shows small fluctuations about the mean value but no regularity can be detected. A typical example of this behaviour is shown in Figure 3.
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Figure 3. Dependence of shock velocity on nil-reaction temperature for 10%(2H₂ + O₂) in Ar at 10 torr.

This form of coupling between the reaction exothermicity and the shock wave to give a chemically enhanced shock wave has received little mention in the literature.
(iii) Between the two limiting cases, the situation becomes rather less clear-cut. A plot of mean velocities still indicates a distinction between the chemically-enhanced wave and the detonation. However examination of the individual velocity records shows that the shock velocity makes quite wide excursions from the mean, in the case of the chemically-enhanced wave often approaching the theoretical value. An example of this transitional behaviour is shown in Figure 4.

Figure 4. Dependence of shock velocity on initial reaction temperature for 25%(H₂ + O₂) to Ar at 10 torr pressure
Measurements of the induction delay show the expected exponential dependence on temperature. If the nil-reaction temperature is used, the delays observed above the onset of coupling are markedly shorter than expected, particularly in the case of detonation. However, the use of a nil-reaction temperature calculated from the measured velocity allows all the data points to be described by a single relationship.

Figure 5. Plots of log (concentration x induction time) versus reciprocal temperature. The line in Figure 5a represents Schott's relationship.
Figure 5a shows that the results are in excellent agreement with Schott's relationship but Figure 5b demonstrates that a dependence on \([\text{H}_2]^2 [\text{O}_2]^3\) is more satisfactory and leads to

\[
\tau = 7.39 \times 10^{-11} \exp(15.7 \text{ kcal/RT}) \text{ [H}_2]^2 [\text{O}_2]^3 \text{ sec}
\]

This relationship can be used to show that the onset of coupling, as defined by the coupling temperature \(T_c\), corresponds to the case when a pressure wave, originating from the contact surface at the termination of the induction period, coincides with the shock wave at the first detector (Figure 6). The observations therefore provide very convincing support for the general picture of coupling between energy release and shock propagation. It is perhaps surprising that the maximum attainable effect of the reaction exothermicity is observed so soon after the first onset of coupling and that the position of the contact surface, where reaction first occurs, coincides with predictions based on ideal shock tube behaviour.

Figure 6. \(x,t\) plot for wave behaviour in for 10\%(2\text{H}_2 + \text{O}_2) in Ar at 10 torr

A more interesting aspect of the work concerns the reaction-enhanced shock wave. The results illustrated in Figure 3 and those on other weak mixtures show that the question of whether an enhanced shock or a detonation occurs is not significantly influenced by the strength of the initial shock and at high temperature, when the induction delay is short, an enhanced wave can still occur. Calculations show that only 20 per cent of the available energy is involved in the enhancement of the shock velocity.
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A SPECTROSCOPIC TEMPERATURE MEASUREMENT OF CONVERGING DETONATIONS
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In view of obtaining a high-temperature plasmas, and application to a high-power gasdynamic pulse laser, several experimental investigations have been reported on converging gaseous detonations. In the present experiment, the emission of CN violet band from the converging point was analyzed using a microdensitometer. In order to determine the temperature at the converging point of a detonation, a method of matching the entire emission spectra was utilized. A combination of the gasdynamic quantities (temperature, number density of CN molecules, and Lorentian broadening width) can theoretically provide the anticipated emission spectra of the observed band, assuming Boltzmann distributions for rotational, vibrational and electronic energy levels. After several trial-and-error processes, the best fit was obtained for $T \approx 11,000 \, \text{K}$, $N \approx 7.5 \times 10^{16}/\text{cc}$, and the Lorentian broadening width $W_L = 0.03 \, \text{Å}$. The detonation was produced using equimolar oxyacetylene mixtures at $P_1 = 60 \, \text{Torr}$ and $T_1 = \text{room temperature}$ in a $80$-cm-dia. double-disc-type detonation chamber with $3-13 \, \text{mm}$ channel depth. It was found, as a result, that unavoidable doppler broadening inherent to high temperature experiments and a wide slit function could be handled with no essential difficulty and a correct rotational/vibrational temperature could be obtained.

INTRODUCTION

The experimental investigations of converging gaseous detonations have been aimed at establishing very high temperature plasmas or very high pressures from the viewpoint of imploding shock wave theory, or, more recently, applications to high-power gasdynamic pulse lasers. The present authors have been engaged in measuring the rotational temperatures at the collapsing center of converging detonation waves using the multi-line method. Although the multi-
line method was rather simple, the associated disadvantages have already been pointed out: The effects of line overlapping caused by Doppler broadenings due to the high temperature, anticipated pressure broadenings, self-absorption due to the large path length (3 mm at about 60 atm), and instrumental broadenings by wide slit functions (even when a 0.42 A slit was used, five-shot exposure was necessary to obtain sufficient light amount).

In the present investigation, such effects turn out to be not obscuring any more in yielding a temperature as correctly as possible. Instead, each rotational line profile pertaining to a particular band was theoretically calculated taking account of the above-mentioned broadenings and self-absorption, and was added up to provide an entire band profile, which was compared with the observed band spectra. Searching of the associated parameters including the temperature of the emitting gas was performed until the best fit was obtained between the observed and calculated band spectra.

EXPERIMENTS

A schematic diagram of the experimental apparatus along with the measurement equipments is illustrated in Fig. 1. Prior to the experiment, the entire system is evacuated down to below 0.3 Torr and then the test section is filled with an equi-molar oxyacetylene mixture at $P_1 = 60$ Torr and $T_1 = 300$ K. In the pre-run tube with 10 mm i.d. and 450 mm length the detonation is initiated by the discharge at an automobile spark plug using an ignition coil. The detonation propagates vertically upwards, and then enters into the diverging section (800 mm dia. and 12.9 mm depth) of the double-disc type chamber. Following the passage through the smoothly-shaped annular corner, converging starts and ends up in the constant-depth (3 mm) cylinder of 122 mm radius. The detonation collapse was reproduced within 1 mm dia. at the geometrical center of the chamber, where a quartz window of 16 mm dia. was allocated for
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observation. The emission during the collapsing process from the 4 mm dia. center region was introduced into the entrance slit (50 \( \approx \) 200 \( \mu \)) of a Shimazu GE-100 spectrometer (\( \ell = 100 \) cm, grating 1200 groove/mm, dispersion 120\( \mu \)A) and was photographed on a Kodak TRI-X400 film.

In addition, several pressure transducers (Toyoda PMS-5M, and 8M; 80 \( \approx \) 100 KHz, 5 \( \approx \) 8 mm \( \phi \)) were mounted along the passage of converging detonations to elucidate monitoring of the unsteady propagation velocity as well as the highest pressure realized at the instant of collapse.

RESULTS AND DISCUSSIONS

Photometrical monitoring of OH emission spectra from the collapsing center, typically shown in Fig.2, shows a few microsec rise time corresponding to the establishment of a high temperature and pressure, followed by steep decay taking place in less than 10 microsec caused by the cylindrical expansion. Therefore,

\begin{equation}
\text{Fig.2. Oscillogram of OH emission from the point of detonation collapse.} \quad \text{R}_2 \quad \text{branch of OH A}^{\text{a}} - \text{X}^{\text{a}}(0,0) \text{ band system was observed. Slit widths;} \quad 50\mu \text{ (entrance)} \quad \text{and} \quad 100\mu \text{ (exit), mixture; C}_2\text{H}_2 + \text{O}_2 \text{ at P}_1 = 60 \text{ Torr and T}_1 = 300 \text{ K, photomul.; RCA-1P28.}
\end{equation}

it was assumed that the recording of the emission spectrum on the film was performed by the radiation produced at the instant of highest temperature. This could also be justified by the strong dependence of radiation on temperature. In view of the wavelength resolution, the entrance slit width of the spectrometer was selected as 50\( \mu \) (0.42 A) typically, necessitating five-shot exposure and increased-sensitivity development of TRI-X400 up to about ASA 2500 to obtain a spectroscopic photograph.

\begin{equation}
\text{Fig.3. Distance-time diagram of converging detonation. Mixture gas; C}_2\text{H}_2 + \text{O}_2, \quad \text{initial pressure;} \quad P_1 = 60 \text{ Torr,} \quad t; \text{ time} \quad \text{(microsec),} \quad r; \text{ distance from center of detonation chamber (mm), open circles; observation by pressure transducer.}
\end{equation}
The pressure transducer records revealed, as shown in Fig. 3, that immediately after the entrance into the converging section the detonation accelerated to an overdriven state as a result of re-establishment of the front, then decelerated down close to the C-J velocity, 2,775 m/s, at $P_1 = 60$ Torr, and again started accelerating up to 4,110 m/s in the close vicinity of collapsing center. This converging process showed a good agreement with a cylindrically converging shock wave, which was analyzed by Guderley, in a gas with the adiabatic index $\gamma = 1.28$ and yielded the similarity index $n = 0.85$.

Fig. 4 shows an emission spectrogram from the point of detonation collapse. As pointed out by Huni, the CN violet emission was the strongest among various observed bands in equi-molar oxyacylene detonations. Although nitrogen was not artificially given to the oxyacetylene mixture, the initially insufficient vacuum contributed as a source of nitrogen to form CN rather in abundance. Although the emission OH A $^2 \Sigma - X ^2 \Pi (0,0)$ band system is not strong enough to appear in Fig. 4, it is well within the performance of the photomultiplier, as shown in Fig. 2. In the case of acetylene concentration less than 50%, it would be preferable to observe OH or CH emissions. The emission spectrogram shown in Fig. 5 gives CN violet band systems in more detail, by using a 50 $\mu$m width slit.

![Emission spectrogram from the point of detonation collapse.](image)

Entance slit of spectrometer; 200 $\mu$m x 6 mm, mixture; $C_2H_2 + O_2$ at 60 Torr, number of superpositions; 5, film; TRI-X400.

![Emission spectrogram of CN violet B $^2 \Sigma - X ^2 \Sigma (0,0)$ band system.](image)

Entrance slit of spectrometer; 50 $\mu$m x 6 mm, mixture; $C_2H_2 + O_2$ at 60 Torr, number of superpositions; 5, film; TRI-X400.

A typical example of the microdensitometer trace shown in Fig. 6 indicates the emission of CN B $^2 \Sigma - X ^2 \Sigma (0,0)$ (4,4) bands (P and R branches) for the following case: Initial pressure $P_1 = 60$ Torr, initial temperature $T_1 = 300$ K, slit width 50 $\mu$m (0.42 A), and channel depth 3 mm. A theoretical calculation of the emission spectra using the identical values for the thickness of radiating layer 3 mm and the rectangular slit function of width 0.42 A was carried out, assuming a Voigt profile for each rotational line taking account of Gaussian Doppler and Lorentzian pressure.

[Sugimura and Fujikawa]
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broadenings. The number density of the radiator CN, the rotational/vibrational/electronic temperature and the Lorentian broadening width were adjusted to provide the closest fit between the observed and calculated spectra. A typical example of the calculated spectra is shown in Fig.7. It is noted that in the CN violet $B^2 \Sigma - X^2 \Sigma$ transition the main bands degrade toward shorter wavelength while the tail bands toward longer. Thus, in principle, the wavelength range of interest $\lambda = 3801 - 3885$ Å is influenced by the main bands located on the longer wavelength side and the tail bands on the shorter. However, it was confirmed that such effects were negligibly small in the present temperature range, since the bands were distant from the range of interest and had small Franck-Condon factors.

![Fig.6. Densitogram of CN violet emission from the point of detonation collapse.](image1)

Entrance slit of spectrometer; 50 μ x 6 mm, mixture; $C_2H_2 + O_2$ at 60 Torr and 300 K, number of superpositions; 5, depth of gas layer; 3 mm.

Fig.7. Computer simulation of CN violet emission: Synthetic spectra. $N$; number density of radiator CN, $L$; thickness of radiating layer = 3 mm, $W_\sigma$; pressure broadening half width.
Regarding the pressure broadening, anticipated strong effects due to the high pressure $P = 60$ atm were considerably compensated by the high temperature, yielding $\Delta \lambda = 0.03 \text{ Å}$ which could virtually be approximated zero in comparison with the other broadenings (Doppler 0.05 Å at 10,000 K). As shown in Fig.7 and other unlisted synthetic spectra, however, a finite pressure broadening $\Delta \lambda = 0.03 \text{ Å}$ provided a microscopically closer fit with the observed one. The effect of the number density $N$ of the radiator was straightforward: Increasing it gave rise to stronger emission and increased absorption and, as a result, relative intensity of each rotational line became closer to unity providing nearly continuous emissions. Incidentally, the number density $N = 7.5 \times 10^{17} / \text{cc}$ which gave a close fit between Figs.6 and 7 was of the order of the number of nitrogen atoms assuming that the initial nitrogen molecules as impurity existed entirely in the form of CN at $P = 60$ atm and $T = 11,000$ K. The influence of the temperature was two-fold: Through the Boltzmann distribution in energy levels and the Doppler broadening width. Since the Boltzmann distribution was assumed in rotational, vibrational and electronic levels, a higher temperature produced a more flattened spectral distribution with a larger broadening.

As a result of searching, it was found that the closest fit could be obtained by setting $T$ (rotational, vibrational and electronic) = 10,000 – 13,000 K, $N = (0.75 - 1.5) \times 10^{17} / \text{cc}$, and $\Delta \lambda \leq 0.03 \text{ Å}$. A more careful comparison between Fig.6 and numerous synthetic spectra reveals that the line locations had to be adjusted more accurately by positioning each band origin more appropriately. As a result, further fitting in the more detailed part of the spectra was realized by setting $T = 11,000$ K, $N = 7.5 \times 10^{16} / \text{cc}$ and $\Delta \lambda = 0.03 \text{ Å}$.

It may be noteworthy, however, that there are essentially two more parameters included in real experiments. First, the assumption of thermal equilibrium, i.e., use of the same rotational, vibrational and electronic temperatures can be questioned. Using a different vibrational temperature may be necessary in such a process of short time ($< 10$ usec). Second, since the temperature and the number density of the radiator and, as a result, the emission from the collapsing center are strong functions of time, the microdensitogram illustrated in Fig.6 is in fact the integrated intensity during such a nonsteady process. However, if such nonsteady effects have to be taken into account, simultaneous use of photometrical measurements based upon the two-line method and theoretical calculation of emission spectra seems simpler and preferable.
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ON THE DETONATION OF UNCONFINED ALUMINUM PARTICLES DISPERSED IN AIR

ALLEN J. TULIS
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The unconfined detonation of aluminum particles dispersed in air and the mechanism whereby such detonation is achieved were investigated. Experiments were conducted using linear aluminum-air clouds produced by the shock-dissemination method. Attempts to detonate unconfined spherical atomized aluminum dispersed in air failed. The particles were too large. Attempts to detonate unconfined but highly fuel-rich flake aluminum particles dispersed in air resulted in rapid decay of an initiated 600 m/sec detonation wave. Attempts to detonate unconfined near-stoichiometric flake aluminum particles dispersed in air were successful and resulted in a detonation velocity propagating at about 1900 m/sec. It was determined that initiation was critical and required matching the incident shock from the initiation source to the aluminum-air detonation velocity. It is concluded that the detonation of unconfined aluminum powder dispersed in air requires (1) a sufficiently large surface-to-mass ratio, (2) near-stoichiometric concentration, and (3) an initiation shock velocity slightly greater than the Chapman-Jouguet detonation velocity of the aluminum-air cloud. We were not able to achieve detonation in unconfined aluminum-air dispersions by ignition means other than sufficiently strong shock waves. The aluminum flake powder used had a surface-to-mass ratio of 3 to 4 m²/g. The detonation velocity that we observed is remarkably close to the shock strength needed to obtain a sufficiently high temperature in the compressed convective flow region behind the shock wave to melt the aluminum oxide coating that invariably exists on aluminum.

INTRODUCTION

Although the detonation of gaseous and condensed single-phase systems has been known and extensively studied for over a century, the detonation of two-phase systems has gained attention only relatively recently. In the early 1950s studies reported upon the confined detonation of liquid aerosols and liquid films in an oxidizing gaseous environment. The early 1960s saw the appearance of systematic shock-tube studies of the detonation mechanism of two-phase liquid fuels in gaseous oxidizers. It was not until the late 1960s that the unconfined detonation of two-phase systems was achieved and became the subject of intense investigations. Since then much has been learned about the physical and chemical mechanisms involved in the detonation of unconfined two-
phase liquid-fuel-in-air systems, referred to as fuel-air explosives (FAE). Little progress has been made, however, in achieving detonation with other than a few select liquid fuels.

More recently, interest in FAE technology has centered on the unconfined detonation of solid fuel particles dispersed in air, particularly aluminum particles. The detonation of confined two-phase aluminum particles dispersed in oxygen was reported in 1968.\textsuperscript{4} Strong, but not conclusive, evidence for the detonation of aluminum particles in air in shock-tube experiments was reported in 1975.\textsuperscript{5} The unconfined detonation of aluminum particles dispersed in air, however, has not been reported in the open literature. It is the purpose of this paper to report the results of experiments in which the unconfined detonation of aluminum particles dispersed in air was achieved and, furthermore, to consider the mechanism whereby such detonation was achieved.

**HETEROGENEOUS DETONATION**

Certain criteria for heterogeneous two-phase detonation are manifest, whether the fuel particles are a liquid or a solid. The primary criteria is that the concentration of fuel in oxidizer be correct, which generally implies a near-stoichiometric concentration. The second criteria is that the fuel particles be sufficiently small, or more correctly of sufficiently large surface-to-mass ratio, so that chemical reaction can take place within the time frame of the Chapman-Jouguet zone of the detonation. Although important and perhaps influencing under some constraints,\textsuperscript{6} fuel vaporization is not considered a necessary event for two-phase heterogeneous detonation and may in fact preclude detonation.\textsuperscript{7}

The detonation of unconfined two-phase liquid-fuel-in-air dispersions is a unique combination of physical and chemical mechanisms and has been postulated to occur as follows.

The liquid fuel is initially dispersed in air to form an aerosol, the requisite two-phase fuel dispersed in air. This is generally achieved very quickly, i.e., in a fraction of a second, by using explosive central burster dissemination. The resultant two-phase cloud that is formed is not homogeneous and the droplet sizes vary by many orders of magnitude. If ignited in this state, with a spark, flame, or thermal source, the fuel will deflagrate and result in a huge fireball. A major reason why detonation does not occur is that the droplets are too large. It has been estimated that in order to react sufficiently fast for a detonation to propagate the droplets would have to be smaller than 10 μm.\textsuperscript{8} There are, certainly, droplets smaller than 10 μm formed, but they vaporize very rapidly. Such premature vaporization has been postulated\textsuperscript{9} and demonstrated\textsuperscript{7} to be detrimental to the heterogeneous detonation mechanism requisite for two-phase detonation.

In order to detonate such two-phase fuel dispersed in air, use is made of so-called second-event (SE) explosives. These SE explosives are propelled into the fuel-air cloud, at an appropriate time and location, and detonated. The resultant shock wave shatters the larger liquid droplets, as it systematically passes over them, forming a micromist of particles in the wake of each droplet. This orders-of-magnitude reduction in particle size results in a sufficiently large surface-to-mass ratio to allow the propagation of a detonation. The mechanism of this detonation is by the adiabatic heating of the micromist droplets to temperatures wherein the autoignition induction time is less than the transit time of the compression wave. The adiabatic heating is also accompanied by high pressure within the compression wave. It is this author's opinion that this high pressure is also needed as it prevents flash vaporization of the micromist particles, a process that would preclude detonation.\textsuperscript{7}

In the detonation of unconfined solid fuel particles dispersed in air,
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particularly metals such as aluminum, entirely different mechanistic concepts must be considered. For instance, the solid particles are preformed and will not shatter or strip into micromist particles as in the case of liquid fuels. After the initial dissemination of a solid particle aerosol the solid particles can be considered stationary. Therefore, if detonation is to proceed, the solid particles must be sufficiently small (have a large surface-to-mass ratio) and be dispersed in a satisfactory concentration in air.

Satisfaction of the above two criteria of surface-to-mass ratio and concentration, although being a necessary condition, is evidently not a sufficient condition for the detonation of unconfined aluminum powder dispersed in air. Shock wave energy of substantial magnitude is also necessary. The convective gaseous flow behind a shock wave, however, makes the detonation of unconfined aluminum and other solid microparticles of fuel dispersed in air difficult to initiate. Calculations show that momentum imparted to microparticles by the convective gas flow behind an attenuating shock wave enables the microparticles to eventually attain a velocity greater than that of the local convective gas flow. Hence these particles cannot be assumed to be without inertia. It is the distribution of particles in the region behind the shock waves, whether of spherical, cylindrical, or planar geometry, that becomes paramount in achieving or precluding detonation in unconfined solid fuel particles dispersed in air by shock waves.

The state behind a shock wave can be calculated by the following equations:

\[ P_s = P_o \left( \frac{7M_s^2-1}{6} \right) \]

\[ \rho_s = \rho_o \left( \frac{6M_s^2}{5+M_s^2} \right) \]

\[ V_s = a_o \left( \frac{5(M_s^2-1)}{6M_s} \right) \]

where:

- subscript \( o \) is the state ahead of the shock wave
- subscript \( s \) is the state behind the shock wave
- \( a \) is the sonic velocity in the undisturbed gas
- \( M_s \) is the shock Mach number.

Assuming standard conditions ahead of the shock wave and the standard equation of state, Table I illustrates conditions behind the shock wave at various shock velocities. (Sonic velocity of 330 m/sec was assumed for these calculations.)

Table I. Conditions Behind a Shock Wave Propagating in Ambient Air at Standard Conditions

<table>
<thead>
<tr>
<th>( M_s )</th>
<th>( D_s ) m/sec</th>
<th>( F ) at.</th>
<th>( T_s ) K</th>
<th>( \rho_s ) kg/m³</th>
<th>( V_s ) m/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>330</td>
<td>1.0</td>
<td>298</td>
<td>1.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>660</td>
<td>4.5</td>
<td>497</td>
<td>2.7</td>
<td>412</td>
</tr>
<tr>
<td>3</td>
<td>990</td>
<td>10.3</td>
<td>787</td>
<td>3.9</td>
<td>783</td>
</tr>
<tr>
<td>4</td>
<td>1320</td>
<td>18.5</td>
<td>1198</td>
<td>4.6</td>
<td>1031</td>
</tr>
<tr>
<td>5</td>
<td>1650</td>
<td>29.0</td>
<td>1728</td>
<td>5.0</td>
<td>1320</td>
</tr>
<tr>
<td>6</td>
<td>1980</td>
<td>41.8</td>
<td>2350</td>
<td>6.3</td>
<td>1604</td>
</tr>
<tr>
<td>7</td>
<td>2310</td>
<td>57.0</td>
<td>3146</td>
<td>5.4</td>
<td>1886</td>
</tr>
<tr>
<td>8</td>
<td>2640</td>
<td>74.5</td>
<td>3964</td>
<td>5.6</td>
<td>2166</td>
</tr>
<tr>
<td>9</td>
<td>2970</td>
<td>94.3</td>
<td>4930</td>
<td>5.7</td>
<td>2444</td>
</tr>
<tr>
<td>10</td>
<td>3300</td>
<td>116.4</td>
<td>6091</td>
<td>5.7</td>
<td>2722</td>
</tr>
</tbody>
</table>

\( D \) is the shock wave velocity, or the detonation velocity when present.
Tulis

Studies on the relaxation distance of powder particles behind shock waves have demonstrated the dramatic effect of particle size. Typical relaxation distances of 1 m for 50 \(\mu\)m particles and of a few cm for 10 \(\mu\)m particles have been reported. This assumes spherical particles. As mass is reduced and geometry changes from a sphere to a flat plate – as in the case of flake aluminum – the relaxation distance approaches zero; i.e., the particles acquire the convective flow velocity instantly. Figure 1 illustrates the distribution of dust particles when subjected to a spherical blast wave. Initially homogeneous, the particles affected are shown to be accumulated directly behind the attenuating shock wave leaving an inner dust-free core of gas. The conclusion has been made that there is nearly always a velocity lag between the dust particles and the gas flow. Hence, unless a steady-state shock wave is propagating; i.e., Chapman-Jouguet detonation, the dust-particle-to-gas concentration will be altered, often dramatically.

![Figure 1. Effect of a strong shock wave on redistribution of solid microparticles homogeneously dispersed in air.](image)

It is our contention that this disproportionate redistribution of solid particles in the air medium is the major cause of detonation propagation failure in the case of unconfined aluminum particles dispersed in air – as well as most other solid-fuel dispersals in air – when initiation is attempted with the use of high explosives. When such SE high explosives are detonated in a near-stoichiometric aluminum powder dispersal in air, the result is a shock wave and associated convective gas velocity that is 4 to 5 times greater than the expected detonation velocity of the aluminum-air system. The resultant shock wave and its attendant convective gas flow, to be sure, will rapidly degrade to sonic velocity – but it would be most fortuitous that adequate coupling between the incipient flame front and the diverging and attenuating shock wave could be achieved. It is believed that this extensive overdrive causes too severe a depletion of fuel particles in the zone where the flame front is required for appropriate coupling to the shock front, and an excessive concentration of fuel particles in the compression wave, where detonation propagation would need be sustained. Our approach, then, was to attempt to match the initiation characteristics of the SE to that of the expected detonation characteristics of the
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aluminum-air system. Inadequate SE energy, on the other hand, would also result in failure because the aluminum particles would not be heated to auto-ignition temperatures within the time frame of the detonation.

COMBUSTION OF ALUMINUM

The combustion of aluminum particles in air and other oxidizing gases has some unique characteristics that have to date prevented comprehensive understanding of the mechanisms involved. The primary factor is the oxide film that invariably forms on the aluminum surface whenever exposed to oxygen. This alumina film, $\text{Al}_2\text{O}_3$, melts at $2318^0\text{K}$ compared to the $923^0\text{K}$ melting point of aluminum itself. Early investigations$^{12,13}$ established that a prerequisite for combustion was a sufficiently high temperature to melt the alumina film. Later studies$^{1}$ proved that ignition could be achieved at temperatures substantially below the alumina melting temperature. Other researchers have investigated the ignition mechanism of aluminum oxidation and have identified numerous conditional factors for ignition such as film abrasion and cracking, aluminum vapor diffusion through the alumina film, changes in film crystalline structure, and aluminum particle explosion. Although we are investigating these, and other, factors regarding their influence on the mechanism of unconfined aluminum powder detonation when dispersed in air, this work has not been completed. Publication of these results is anticipated in the near future.

Table II lists the results of IITRI's EQUIL chemical equilibrium computer program for the detonation of various aluminum powder concentrations in dry air. Based on a product of alumina only, the stoichiometric concentration of aluminum in air would be $331\text{ mg/l}$.

Table II. Aluminum-Air Equilibrium Calculations

<table>
<thead>
<tr>
<th>C_A</th>
<th>T_Cj</th>
<th>P_Cj</th>
<th>Weight Percent Products</th>
</tr>
</thead>
<tbody>
<tr>
<td>mg/l</td>
<td>psi</td>
<td>psi</td>
<td>Al</td>
</tr>
<tr>
<td>50</td>
<td>1673</td>
<td>167</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>2450</td>
<td>242</td>
<td>0.00</td>
</tr>
<tr>
<td>150</td>
<td>3120</td>
<td>300</td>
<td>0.00</td>
</tr>
<tr>
<td>200</td>
<td>3666</td>
<td>344</td>
<td>0.00</td>
</tr>
<tr>
<td>250</td>
<td>3993</td>
<td>372</td>
<td>0.00</td>
</tr>
<tr>
<td>300</td>
<td>4082</td>
<td>384</td>
<td>0.00</td>
</tr>
<tr>
<td>311*</td>
<td>4101</td>
<td>388</td>
<td>0.00</td>
</tr>
<tr>
<td>350</td>
<td>4108</td>
<td>391</td>
<td>0.00</td>
</tr>
<tr>
<td>400</td>
<td>4102</td>
<td>396</td>
<td>0.00</td>
</tr>
<tr>
<td>500</td>
<td>3201</td>
<td>350</td>
<td>0.00</td>
</tr>
<tr>
<td>1000</td>
<td>2948</td>
<td>319</td>
<td>17.01</td>
</tr>
<tr>
<td>2000</td>
<td>2620</td>
<td>234</td>
<td>48.84</td>
</tr>
<tr>
<td>3000</td>
<td>2282</td>
<td>192</td>
<td>62.22</td>
</tr>
</tbody>
</table>

*Stoichiometric based on $\text{Al}_2\text{O}_3$ product

Figure 2 illustrates the Chapman-Jouguet temperature and pressure resulting from the detonation of aluminum powder in air as a function of aluminum concentration. Note the critical effect of the lean limit on temperature compared to the rich limit. Concentrations below the lean limit of about $100\text{ mg/l}$ or above the rich limit of about $2600\text{ mg/l}$ result in a reaction temperature below the melting point of alumina. It is most reasonable to assume that the detonation limits on aluminum concentration would be within this range. This, of course, assumes that the detonation mechanism is similar to the combustion mechanism. Detonation limits are generally considerably narrower than combustion limits.
EXPERIMENTAL PROCEDURE

FAE experiments generally utilize a central explosive burster charge to disperse liquid or solid particles into an aerosol cloud. This is an expedient and results in a cloud generated in a fraction of a second. It does, however, result in a very inhomogeneous cloud that is additionally contaminated with the products of the explosive charge.

Figure 3 illustrates a diagnostic experimental apparatus we developed for the study of solid particle dispersion in air. As illustrated, a downward dissemination was used for the experiments to be described in this paper. The steel channel was nearly 5 m long and 0.4 m wide so as to provide a linear cloud of adequate length to assess detonation velocity. Prior to dissemination the aluminum powder was held in place on the underside of the steel channel by very thin picture frame glass. Very thin sheet explosive was used to transmit a powerful shock through the steel channel into the aluminum powder while withholding the explosive product gases. Initial experiments determined that a thin plywood attenuator was necessary between the sheet explosive and the steel channel to provide a more uniform shock transfer into the steel channel and hence a more uniform dissemination of the powder. The thick pine slab above the sheet explosive minimized the flame output from the detonation, and in turn largely precluded disturbance of the aluminum powder dissemination process and allowed clearer and more definitive cine coverage.

The shock dispersal velocity of the aluminum powder was about 30 m/sec, surprisingly similar to that obtained in our previous studies on the shock dispersal of liquids. This dispersal velocity is adequately fast to prevent significant effect of wind and gravity on particle fallout. The shock-pulverized glass particles remain but neither affect the dissemination process nor interfere with the subsequent detonation of the aluminum powder.
Detonation of Aluminum Particles

Figure 3. IITRI shock dispersal apparatus for obtaining highly homogeneous aluminum, and other, solid-particle unconfined dispersions in air. (End view of 4.6 m length steel channel. Note: for vertical upward dispersals, the powder does not have to be contained in the glass case.)

(By turning the apparatus upside down, an upward dissemination is achieved which does not require initial containment of the powder.) A typical experiment proceeded as follows (refer to Figures 3 and 4).

1. Based on the anticipated dissemination cloud size and concentration desired, an appropriate amount of aluminum powder was secured to the underside of the steel channel using thin picture frame glass.

2. Strips of Cl Detasheet explosive were glued to the upper surface of the plywood attenuator, which was then placed on the upper surface of the steel channel. The pine covering slabs were then placed on top of the sheet explosive.

3. The SE system was secured and the sheet explosive initiator charge was also emplaced.

4. Upon firing, the sheet explosive transmitted a strong shock through the steel channel into the glass-constrained aluminum powder. The sheet ex-
Tullis

plosive flame, product gases, and all debris were blown upward from the channel and were prevented from contaminating the aluminum powder-air dispersion, which progressed downward and, with the apparatus utilized, required about 100 msec to achieve complete and relatively uniform dispersal. Figure 4 illustrates the test condition at this point.

(5) The SE system was initiated and, in successful cases, coupled to the aluminum-air aerosol and caused its detonation.

Figure 4. IITRI diagnostic apparatus and technique for dispersing unconfined aluminum into a linear cloud in air and evaluating aluminum-air detonation. (Frontal view.)

Instrumentation consisted chiefly of high-speed Fastax cameras; i.e., framing rates of about 4000 frames/sec, and passive pressure gauges. The sole objective of these experiments was to demonstrate that an unconfined aluminum dispersion in air could detonate. Evidence of such detonation was obtained from the flame front velocity through the aluminum-air cloud and evidence of over-pressure recorded on the passive pressure gauges.

The aluminum powders used in this study were of two general types: (1) atomized aluminum particles of 15 to 25 μm size that were relatively spherical and (2) flake aluminum with a surface area of 3 to 4 m²/g.

RESULTS AND CONCLUSIONS

The following observations are made from the experiments conducted to date.

(1) Attempts to detonate unconfined spherical atomized aluminum dispersed in air failed. The spherical particles, about 15 to 25 μm, were evidently too large.

(2) Attempts to detonate unconfined but highly fuel-rich flake aluminum particles dispersed in air resulted in a decaying detonation which initiated in the aluminum-air cloud at a detonation velocity of about 600 m/sec before degrading to a deflagration.

(3) An approximately stoichiometric unconfined flake aluminum-air cloud, when properly initiated, achieved a steady propagating detonation velocity of...
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about 1900 m/sec.

Thus, the detonation of unconfined aluminum powder dispersed in air depends on (1) a sufficiently large surface-to-mass ratio, (2) near stoichiometric concentration, and (3) an initiation shock velocity slightly greater than the Chapman-Jouguet detonation velocity of the aluminum-air cloud. Excessively strong initiation shock waves will distort the aluminum particle distribution and decouple the incipient detonation front from the rapidly decaying incident shock wave. Note that in our experiments we utilized linear aluminum aerosol clouds and planar SE initiation. Other geometries, particularly with a point SE initiation, could be expected to be more complex and difficult to initiate.

To summarize, for a solid-particle FAE, the solid particles have to be of sufficiently small particle size or, as in the case of the flake aluminum, of adequate surface-to-mass ratio. If such particles are dispersed into an appropriate concentration in air, then detonation is feasible. A simple flame or spark ignition, however, will result in a deflagration that may, under some conditions, build up to a detonation. We could not achieve detonation in our experiments with linear aluminum-air clouds about 4 m long unless we used shock wave initiation. Furthermore, very strong shock waves such as those that result from the detonation of condensed high explosives would not produce detonation — at least not directly and in the limited size aluminum-air clouds we investigated.

We did achieve the unconfined detonation of solid aluminum particles dispersed in air by utilizing appropriate SE systems that provided shock wave initiation characteristics close to those of the subsequent aluminum-air detonation. A particularly interesting aspect of this work is that the 1850 to 1950 m/sec detonation velocity is remarkably close to the shock strength needed to obtain a sufficiently high temperature in the compressed region behind the shock wave to melt the alumina film on the aluminum particles. It is not known, at this time, whether this is coincidental or a requirement for the detonation of aluminum particles dispersed in air.
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TEMPERATURE MEASUREMENT IN DETONATION WAVES
BY USING LIGHT EMISSION FROM SHOCK HEATED ARGON
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Department of Mechanical Engineering,
Yokohama National University, Yokohama, Japan

The gas temperature in the detonation wave in a stoichiometric propane-oxygen mixture was measured by using the light emission method in which the light emission from the argon gas heated behind reflected shock waves in a shock tube was used as a light source. The measured gas temperature agrees fairly well with the electron temperature which was measured in the same detonation wave by the laser scattering method. The experimental results suggest that the local temperature in the detonation wave is much higher than the theoretical gasdynamic temperature.

INTRODUCTION

The spectrum line reversal method is well known as the most convenient method for measuring a high temperature during a very short time of a few microseconds. It is, however, difficult to establish a stable light source of a temperature higher than 3000 K as required for this method. Most frequently the sodium lines are used for this method, but since sodium is solid at room temperature, it is difficult to mix it with gas and to heat it quickly. Besides, because of its vaporization delay this method does not permit to measure the temperature of gas at non-steady state instantaneously rising from room temperature to more than several thousand degrees.

With the intention of using as a high temperature light source, we investigated the light emission of shock heated argon gas whose temperature can be regulated at an arbitrary value according to the initial shock generating conditions, and applied it to measure the temperature in detonation waves.

In this paper the measuring method and results are reported, and compared with the electron temperature in the same detonation wave which was measured by the laser light scattering method.

TEMPERATURE OF ARGON BEHIND REFLECTED SHOCK WAVES

In order to generate a light source for the reversal method an argon gas of 99.99% purity was heated behind reflected shock waves in a shock tube of stainless steel having 50 mm inner-diameter and 8 m length. The shock waves were driven by He or H2 gas in a 1 m long tube of high pressure section.

The gas temperature behind the reflected shock waves can be theoretically
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calculated from the initial state of the gas and the Mach number of the incident shock waves. At first, however, it should be examined if the gas temperature really agrees with the theoretically calculated one. The propagation velocity of the incident shock waves was measured by three piezoelectrical pressure transducers, placed at positions separated from each other by 50 cm distance. The intensity of spectrum lines of the light emitted from the shock heated argon gas was measured by a monochromator through a photomultiplier (R 446 made by Hamamatsu T-V Co.).

In our experiments the incident shock waves having the Mach number of 5.83, 6.39 and 6.93 were investigated. The theoretical temperature behind the reflected shock waves for these three cases are 7 640 K, 9 120 K and 10 700 K, respectively.

The intensity of a spectrum line $I_{\lambda}$ at the transition from $n$-level to $m$-level at an equilibrium state is expressed as the equation (1):

$$I_{\lambda} = \frac{hc}{4\pi\lambda} \frac{g_n A_{nm}}{U(T)} \exp\left(-\frac{E_n}{kT}\right),$$

(1)

from which we further obtain the relation

$$\ln\left(\frac{I_{\lambda}}{g_n A_{nm}}\right) = -\frac{E_n}{kT} + \text{constant},$$

(2)

where $h$ is Planck's constant, $c$ light velocity, $\lambda$ wave length, $g_n$ statistical weight, $A_{nm}$ transition probability of the line, $N(T)$ gas density, $U(T)$ partition function, $E_n$ energy of the $n$-level of the line and $k$ Boltzmann's constant. According to the equation (2), the gas temperature $T$ can be estimated from the relation of the intensity $I_{\lambda}$ to the energy $E_n$, if $g_n$ and $A_{nm}$ are known and the intensities corresponding to two or more different spectrum lines in the same gas are obtained.

We measured the intensities of the spectrum lines of 5912.1 $\AA$ and that of

![Fig.1. Measured gas temperature $T_{gs}$ and theoretical gasdynamic temperature $T_r$ behind reflected shock waves with respect to the time $t_0$ after the reflected shock front passed the measuring point.](image)
6043.2 Å wave length, whose transition probabilities $A_{nm}$ were $15.24 \times 10^{-5} \text{sec}^{-1}$ and $30.6 \times 10^{-5} \text{sec}^{-1}$, statistical weight $g_n$ 3 and 7 and energy levels $E_n$ 121011.98 cm$^{-1}$ and 123832.50 cm$^{-1}$, respectively. We repeated the same measurement more than 5 times and estimated the temperature from the mean values.

The estimated gas temperature $T_g$, with respect to the time after the reflected shock front passed the measuring point is represented in Figure 1. The results show that the temperature of argon during the first 2 msec after the passing of the reflected shock front is very unstable and usually much lower than the theoretical one. The temperature after this first period agrees well with the theoretical one. This observation indicates that the shock reflects a few more times on the contact surface. In a shorter shock tube having 4 m length we obtained much shorter relaxation time of about 200 μsec. The reason for this unstable phenomenon is not clear, it probably may be attributed to a non-equilibrium state of ionization. In any way, it is confirmed that the light of argon emitted more than 2 msec after the passing of the reflected shock front is available as a high temperature light source. The temperature of the argon in this period, therefore, should be 7000 K for the Mach number of 5.85, 8500 K for 6.39 and 11500 K for 6.93.

TEMPERATURE IN DETONATION WAVES

Fig. 2. Scheme of the arrangement of the experimental apparatus. Scale in mm.

The experiments were carried out, as shown schematically in Figure 2, by using a detonation tube of stainless steel having 26 mm inner-diameter and 2 m length together with the same shock tube which was used for the measurement of the argon temperature behind reflected shock waves. Both the tubes were arranged in parallel with each other, keeping a distance of 242 mm. The detonation was initiated by a spark ignition whose timing was regulated by the incident shock waves in the argon through a piezoelectric pressure transducer and a delay-circuit so that the reflected shock wave and the detonation wave should pass the measuring point on the same optical path at the same moment. The detonation wave propagated in a stoichiometric propane-oxygen mixture having $\frac{8}{5}$ argon gas at the initial pressure of 200 torr and room temperature of 22°C with a velocity of 2310 m/sec, while the shock wave propagated in argon with the Mach number of 5.85, 6.39 and 6.93 and reflected at the end wall of the shock tube.
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The spectrum lines of 5912.1 Å and 6043.2 Å wave length from argon behind the reflected shock waves and those in the detonation wave were measured at the same time on the same optical path with a monochromator through a photomultiplier (R 446). The temperature in the detonation wave can be estimated by observing the reversing instants of the spectrum lines from the argon behind the reflected shock waves. We adjusted the measuring timing of the detonation emission to the period more than 2 msec after the reflected shock front passed, as explained previously.

The measurements were carried out at three different temperatures behind the reflected shocks, i.e. 7000 K, 8500 K and 11500 K by regulating the propagation velocity of the incident shock waves. Thus, it is possible to know where the temperature in the detonation wave is higher than 11500 K, or between 11500 K and 8500 K, or between 8500 K and 7000 K, or below 7000 K. The results are illustrated in Figure 3. From the overlapped region of two results, i.e. the results obtained by observing the spectrum line of 5912.1 Å wave length and that of 6043.2 Å, the most probable temperature with respect to the time after the detonation front passed the measuring point, i.e. to the distance behind the detonation front is expressed by a thick solid line in the Figure 3. The temperature behind the detonation front is much higher than that estimated from the Chapman-Jouget condition $T_d$.

![Figure 3](image-url)

Fig. 3. Gas temperature $T_{gd}$ measured by the light reversal method, theoretical gasdynamic temperature $T_d$ and electron temperature $T_e$ in the detonation wave in a stoichiometric propane-oxygen mixture with respect to the time $t_d$ after the detonation front passed the measuring point, eventh to the distance $l$ from the detonation front.
MEASUREMENT OF THE ELECTRON TEMPERATURE IN DETONATION WAVES BY LASER LIGHT SCATTERING

In order to examine if the temperature in the detonation wave measured by the spectrum line reversal method is correct, we also measured the electron temperature in the same detonation wave by the laser light scattering method.

Figure 4 illustrates a scheme of the experimental apparatus. A tube of stainless steel having 26 mm inner-diameter and about 4 m length was filled with a stoichiometric propane-oxygen mixture. A detonation initiated by a spark plug propagated through this tube, at first horizontally and then vertically upwards and passed over a measuring point.

We used in this experiment a Q-switched ruby giant pulse laser beam having 20 MW 12MW, 20 nsec duration of half value intensity and 6943 Å wavelength. Its optical system was arranged so that the laser beam was focussed on the center line of the detonation tube. The emission of the laser beam was triggered by the luminescence of the detonation through a photomultiplier P3 (Toshiba MS95) and its triggering time was regulated by a delay-circuit so that the laser beam could be emitted at an arbitrary instant after the passing of the detonation front at the measuring point. Thus, it was possible to emit the beam to an arbitrary position behind the detonation front. At the same time, the light of an arbitrary wave length scattered by the charged particles in the detonation waves in the direction of angle 90° against the incident laser beam direction was measured with a monochromator through a photomultiplier P1 (R 446) and oscilloscope.

Both the laser light and the detonation luminescence were recorded on the
same oscilloscope through a photomultiplier P₂ (Toshiba MS9S) and so it was possible to estimate the measurement position behind the detonation front, which could be varied by regulating the triggering time with the delay-circuit. As each experiment permits us to measure only one fixed wave length, it was necessary to repeat several times the measurement at the same position by changing the measured wave length to obtain the spectrum of the scattered light. Three light trap diaphragms D₁, D₂ and D₃, a filter F and a polarizer P₁ were set on the light path in order to eliminate the stray light and the luminescence of the detonation.

Thus, we could obtain the spectra of the scattered light in the detonation wave as shown in Figure 5. The fluctuation of the laser beam was taken into consideration and the intensity of the scattered light was corrected in each case according to the laser power. The measurement error range is also indicated.

The laser light scattered in an ionized gas consists of two components, that is, electron component and ion component. The electron component depends on the fluctuation of electrons which move freely, while the ion component depends on the fluctuation of electrons which are correlated with the motion of ions. The profile of the ion component, however, had so small frequency range that we could not obtain it. The spectra as shown in Figure 5 are those of the electron component, while the ion component is hidden in the false light region.

The form of the component is essentially determined by a characteristic parameter \( \alpha \), which is defined by

\[
\alpha = \frac{\lambda_0}{2\pi D \sin \frac{\theta}{2}}
\]

where \( D \) is Debye length, \( \lambda_0 \) the wave length of the incident laser beam and \( \theta \) the scattering angle. Comparing the spectra experimentally obtained with those theoretically obtained by W.H.Kegel, it is possible to obtain the characteristic parameter \( \alpha \). From \( \alpha \) and the spectra of the scattered light we could obtain the electron temperature and the electron density.

**COMPARISON WITH ELECTRON TEMPERATURE**

The measured electron temperature also is represented in Figure 3 in comparison with the gas temperature obtained by the spectrum line reversal method. During the first period of about 120 \( \mu \)sec after the detonation front passes the measuring point, the electron temperature is estimated to be about 20 000 K. Then, it rapidly decreases to about 12 000 K. The gas temperature measured by the spectrum line reversal method also has the same tendency, although it is about 5 000 K lower than the electron temperature in the whole region. Considering the measurement errors, both the temperatures of the electrons and the gas agree with each other fairly well and are much higher than the theoretical gas temperature. Figure 6 illustrates the electron temperature and ion density in the same detonation wave measured by the double probe method using multistep pulse potential. The results also suggest the same, if we consider the cooling effect of the probe surfaces. Thus, we can conclude that the gas temperature in the detonation wave measured by the spectrum line reversal method is approxi-
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...and has a value much higher than the theoretical gasdynamic temperature.

DISCUSSION

Considering the formation of so-called triple shocks in the detonation waves, the temperature must never be uniform in the detonation waves. The light reversal method permits us to measure only the highest temperature in the gas on the optical path. The measured temperature, therefore, may be that of triple shocks in which the pressure as well as the temperature should be much higher than those in their surrounding region. If an isochoric combustion takes place in the triple shocks, the temperature should be about 10,000 K.

CONCLUSIONS

The light emission of argon heated behind reflected shock waves was investigated by measuring the spectrum line intensities. The obtained results show that the spectrum lines emitted from argon in a certain region behind the reflected shock waves can be used as a light source having an arbitrary temperature corresponding to the shock condition. And, two spectrum lines of argon behind the reflected shock waves were used to measure the gas temperature in the detonation wave in a stoichiometric propane-oxygen mixture by the light reversal method. The experimental results indicate that the gas temperature behind the detonation front agrees fairly well with the electron temperature measured by the laser light scattering method and that it has values much higher than those calculated from the Chapman-Jouget condition.

If we could use as a light source a more stable gas having much shorter relaxation time at the temperature in a wider range with a finer scale division, it is possible to obtain more accurate results.
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LASER SCHLIEREN DEFLECTION IN INCIDENT SHOCK FLOW
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Initial laser schlieren deflections behind incident shock waves were recorded and compared with presently available theories. It is found that using a quadrant photodiode detector permits accurate assignment of time zero. High-sensitivity laser schlieren data were collected to determine the deflection due to wall boundary layer growth. When the observed deflections are compared with presently available flow models, it is found that laminar boundary layer growth only accounts for about half of the observed signal in non-relaxing test gas. Averaging local beam deflections over the finite beam profile, weighting by the gaussian power distribution of the laser beam, was found to be a necessary correction if one attempts to study very high speed relaxation processes.

INTRODUCTION

The study of chemical or physical relaxation processes behind incident shock waves can be effectively carried out by the laser-schlieren method if one knows the connection between the change in the refractive index gradient of the test gas and the progress of the relaxation, the time origin of the observed signal, and the relationship between the observed signal and the refractive index gradient in the test gas. In the very simplest situation one assumes the specific refractivity of the test gas to remain constant, that the laser beam is deflected as a unit, and that the gas flow is ideal and steady. For more refined experiments, one can also take into account a changing specific refractivity, possible absorption of the beam and integration of the beam deflection over its finite beam profile, and more realistic flow models. The latter would include allowance for the axial density gradient due to mass loss to the wall boundary layer, attenuation of the shock speed and curvature and/or tilt of the shock front. All of these allowances turn out to be small corrections to the connection between modulation of the detected beam intensity and the rate of the relaxation process as long as the density gradient...
generated by the relaxation is larger than about $10^{-5} \text{g/cm}^4$ and one avoids trying to probe close to the shock front with a very narrow laser beam. If one does have to be concerned with small modulations or to extend observations as close as possible to the shock front, then one is forced to consider very carefully how to relate the modulation to the relaxation profile. Additional uncertainties arise if an attempt is made to integrate the modulation trace over the whole relaxation zone without independent means to locate the time origin with respect to shock passage through the laser beam.

In this paper we report experiments directed toward understanding the behavior of the probe beam right at the shock front and the degree to which the best available theories describing the small (about $1 \times 10^{-6} \text{g/cm}^4$ density gradient or density gradient equivalent) modulations match the observations in absence of relaxation.

**EXPERIMENTAL**

The shock tube in which the experiments were done has been described in detail. Briefly, it had a circular cross-section with i.d. $= 7.62 \text{ cm}$; the interior was honed to a mirror finish and all windows and shock detectors matched the internal surface to better than ±0.01 mm. The He-Ne laser beam, from a highly stabilized 30-cm oscillator cavity, was found to have a maximum total width of 1.3 mm inside the shock tube when used without telescopes and 0.4 mm when telescopes were employed. It passed through schlieren-grade λ/4 windows on the shock tube and was detected by a UDT Pin-Spot 8/D quadrant photodiode located, usually, 4 m from the shock tube. The detector electronics were found by pulsed LED experiments to have a response time of less than 20 ns.

In auxiliary experiments, the curvature and tilt of the shock front were measured by a thin film resistance gauge technique. Gauges were placed at appropriate spacings to detect the arrival of the incident shock at stations on the shock tube end wall. Very high speed electronics and recording were used to record arrival times simultaneously at several stations.

**RESULTS AND DISCUSSIONS**

Representative modulation profiles for small and normal beam runs in pure argon test gas are shown in Figure 1; the characteristic widths and modulations from such traces are shown as a function of initial test gas pressure in Figure 2. From the magnitude, sign, and pressure dependence of the $N_1$ modulation we first inferred, incorrectly, that it is to be attributed simply to removal of part of the beam away from the downstream segment of the detector by refraction and/or reflection of part of the beam onto the upstream segment as the shock enters the beam. We subsequently realized that this modulation is instead an extremely complex phenomenon; the detected signal does not distinguish whether diffraction and/or reflection are taking place when the laser beam is focused on the center of the photodiode detector, since the gaussian distribution of the power changes mostly in intensity, hardly at all in shape.
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Figure 2 (a). Characteristic widths and modulations from small-beam-diameter experiments in argon. Open symbols refer to widths, solid symbols to modulations, and the dashed line to the theoretical bulge calculation of de Boer (ref. 7).

Figure 2(b). Comparison of "A" and "C" widths (Figure 1) to radius of small beam in shock tube. Upper limit of shaded area is 1.8% (1/e²) modulation width, an approximation to minimum observable signal at amplification shown in Figure 1.

when a portion of the beam far from the detector (i.e. within the shock tube) is deflected. We did learn by separate experiments that the initial deflection signal is indeed mainly due to refractive deflection of part of the beam away from the downstream segment of the detector: The laser beam was focused slightly outside of the photodiode detector, i.e. just off its downstream or upstream sides, and the distance from shock tube to detector was reduced. It was found that the detector caught laser beam power from the initial transient only when the beam was focused off the downstream side of the detector. Reflection is therefore insignificant for the test gas densities used.

Dove and Tietelbaum suggested on theoretical arguments an identification of the time origin for shock front arrival, assuming various models and a distant split detector, and Taniwaki and Gardiner found experimentally that the time origin for shock front arrival at the center of the beam corresponds to the first signal minimum prior to the large positive deflection. Figure 2 shows a comparison of half the small-beam laser width with measured values of
"A", the distance between the first observable negative signal and the first minimum, and of "C", the distance to the zero-crossing point. It can be seen that the values of "A" are essentially independent of initial pressure and correspond to the laser beam radius. The "C"-values, on the other hand, correspond to distances notably larger than the laser beam radius. For the narrow-beam configuration, therefore, the minimum signal appears to result when the shock front arrives at the center of the laser beam because maximum negative signal occurs at the time half of the beam is refracted in the downstream direction.

The main modulation $M_2$ is then attributable to refraction by the curved shock front as it traverses the laser beam. The residual modulation $M_3$ manifests the deflection of the beam due to the net effect of mass loss to the wall boundary layer, density gradients within the two boundary layers traversed, and attenuation of the shock speed. The width of the main modulation, $B$, should then correspond to the sum of the beam radius and the axial extent of the shock front. Using the theoretical value of the axial extent due to de Boer, one sees in Figure 2a that the $B$-values are larger than this. In the experiments with the thin film gauges, however, it was found that the axial extents were in good agreement with those computed from de Boer's theory. We have no explanation for the discrepancy evidenced by the $B$-values shown in Figure 2a.

Refractive index gradient profiles were calculated in the following manner. Using numerical integration of the flow equations, local refractive index profiles were computed. To average them over the beam width, a spatial integration of the local deflections generated in each profile integration step was performed over twice the laser beam $1/e^2$ diameter by Simpson's Rule, using a weighting function for the laser beam power distribution $I(x) = A \exp(-x^2/B^2)$, where $x$ is the flow axis, $B$ is the $1/e^2$ laser beam diameter, and $A$ is the normalization factor. For this integration the local refractive index gradients were fitted over twice the laser beam diameter to a second order polynomial form, and then the integration of $[A \exp(-x^2/B^2)]^* (\alpha x^2 + \beta x + \gamma)$ was performed numerically. The refractive index at $633 \text{ nm}$ was computed through a non-linear least square analysis to fit the Cauchy dispersion equation to experimental refractivity data. In Figure 3 we compare the observed longer-time modulation in an argon shock, converted to density gradient by the conventional ideal-flow equation, to the predictions of two models for steady shock flow with laminar boundary layer formation and to gaussian-averaged profiles. The gaussian-averaged profile gave a density gradient closer to the experimental values. It is still only about half of the experimental density gradient, however. Taking A/B transition as a comparison time, the post-shock density gradients computed from modulations $M_3$ in argon shocks at initial pressures from 0.4 to 34 kPa are compared in Figure 4 to predictions from laminar boundary layer theory.
Again one sees that the theory predicts only half of the observed deflection.

We attempted to see whether real gas effects contributed to the more substantial boundary layer effect. These should be more pronounced in lower-\(\gamma\) gases than in pure Ar. A 10% \(\text{C}_2\text{H}_2\) in Ar mixture was used. As seen in Figure 5, the density gradient at below 1400 K is due mainly to the vibrational relaxation of \(\text{C}_2\text{H}_2\), while above 1500 K the density gradient begins to increase because of chemical reactions. As we have seen for Ar in Figures 3-5, both Mirels' uniform free stream mode and the variable free stream, flat plate model of Bertin et al. fail to account for even half of the observed deflections. The discrepancy may be larger than for pure Ar.

It is possible that some of the discrepancy could be due to limitations of the Bertin et al. model, in particular to the fact that the wall of the shock tube is actually curved rather than flat. It seems more likely to us, however, that the major source of it is to be found in optical effects of the growing boundary layer upon the beam. The effect of attenuation of the shock speed has been predicted to be small negative contribution to the density gradient. For higher starting pressures, it is possible that the wall boundary layer flow is no longer laminar.

One is then faced with the question of how best to interpret laser-schlieren experiments in which relaxation occurs. It is clearly better to take the boundary layer into account somehow rather than simply to ignore it; presumably there is no better way to do this at present than to use a variable-area flow model rather than a constant-area one, and to choose the parameters of the variable-area model to give the best continuity equation for the test gas conditions used. In this way at least the time base of the model should be closer to reality than the ideal, constant area model. Then, however, we believe that correcting the density gradient inferred from an experiment in a relaxing gas should best be done by subtracting the difference between the theoretical and observed modulations in non-relaxing shocks (Figures 3-5) from the modulations in relaxing shocks. As seen in the \(\text{C}_2\text{H}_2\) situation shown in Figure 5, the correction for boundary layer effects may...
TanZatva, Hidaka and Gardiner give substantially different measures of relaxation or reaction rates than the uncorrected values.

Most early applications of the laser schlieren technique were to relaxation processes that were shown experimentally to be nearly exponential decays to equilibrium, as judged from semilogarithmic graphs of deflection signals. Deflection signals from this kind of experiment are larger and faster than in the above examples. For modeling comparisons we selected such an experiment in $H_2$:Ar = 30:70, $T_2 = 2673$ K, $P_1 = 16.1$ torr, corresponding to a published experimental record. The experimental relaxation time for these conditions is $T_{app} = 0.323$ µs laboratory time, or an apparent relaxation distance of 0.65 mm. In a two-level approximation this corresponds to a rate constant of $8.5 \times 10^5$ s$^{-1}$ for $H_2(v=0)$ to $H_2(v=1)$. Thermochemical data for these two species were generated from molecular properties and used to compute deflection signals.

![Figure 6](image)

Figure 6. —— Local and --- gaussian-averaged signals for a relaxation process. The upper pair of lines corresponds to the observed relaxation rate of an experiment in $H_2$:Ar = 30:7. The lower pairs of lines are for twice and four times this rate.

Figure 6 shows profiles of the local and the quadratically-fitted (over twice the laser 1/e$^2$ width), spatially-averaged deflection signal for the actual experimental relaxation time and also for two hypothetical experiments in which the same relaxation process occurs at twice or four times the actual rate. One sees that the local and averaged profiles appear equally exponential. The deviation is appreciable for the experimental relaxation rate and becomes severe for the faster rates. Since these faster rates are readily observable experimentally, it is clear that assigning observed signals to local deflections may be seriously wrong.

The primary conclusion of this investigation is that for experimental situations where the laser-schlieren method is used to probe density gradients that are not much greater than $1 \times 10^6$ g/cm$^3$, one should employ variable-area flow models for simulations of the relaxation process but correct the observed beam modulations by subtracting the experimentally observed residual modulation in nonrelaxing gas, despite the inconsistency thus implied in the data reduction. A second conclusion is that by using a quadrant photodiode it is possible to assign the narrow-beam time origin as the first minimum prior to
the main positive deflection, in agreement with conclusions drawn before by theoretical arguments. A third conclusion is that spatial averaging may introduce appreciable corrections to the deflection for rapidly changing refractive index gradient profiles.
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ION-MOLECULE REACTION MEASUREMENTS BY A SHOCK-TUBE PULSED-FLOW PULSED-AFTERGLOW TECHNIQUE

JEN-SHIH CHANG*, S. Joshi, G. L. OGRAM and R. M. HOBSON

Department of Physics and Centre for Research in Experimental Space Science, York University, Toronto, Canada

An experimental technique, the shock-tube pulsed-flow pulse-afterglow technique (STPFPA), has been developed for measuring ion-molecule reaction rates and dissociative volume recombination coefficients in a low temperature gas (gas temperature $T_g < 3000$K). The cooled gas in the expansion flow of the STPFPA method enables one to measure the gas temperature dependences of the rate coefficients of ion molecule reactions and dissociative volume recombination in the range of 130K to 300K. The theory of the medium pressure plasma afterglow has been developed for helium-reactant gas mixtures taking into account diffusion, volume recombination, charge transfer and other ion-molecule reactions to obtain reaction rates using the STPFPA method. In the He-$N_2$ and He-CO gas mixture, the charge transfer reaction $He^+_2 + XY \rightarrow XY^+ + 2He$ and volume recombination $XY^+ + e \rightarrow X + Y$ are considered, where $XY$ represents $CO$ or $N_2$.

From the comparisons between numerical theoretical and experimental results, we obtain $k = 2.1 \pm 0.3$ and $1.5 \pm 0.3 \times 10^{-9}$ cm$^3$ molecule$^{-1}$ sec$^{-1}$ for He-$N_2$ and He-CO gas mixture, respectively, at 208K. In the case of He-$O_2$ gas mixtures, charge transfer reactions $He^+_2 + O_2 \rightarrow O^+_2 + 2He$, $He^+_2 + O + O_2 \rightarrow O^+_2 + 2O$ and volume recombination $O^+_2 + e \rightarrow O + 0$ are considered. Correlating theory and experimental results, we obtain $k_1/k_2 = 3.5$ and $k_1 + k_2 = 1.05 \times 10^{-9}$ cm$^3$ molecule$^{-1}$ sec$^{-1}$ at a gas pressure of 11 torr at a calculated temperature of 208K in the expansion flow of the flow tube. The charge transfer rates of $CH_4$ with $He^+_2$ is discussed in detail.

I. INTRODUCTION

Many measurements have been made of ion-molecule reaction rate coefficients, due mainly to their importance in ionospheric research, flames, gaseous electronics and in many plasmas of laboratory interest. All previous measurements by flowing afterglow technique FA, stationary pulsed afterglow technique SPA, and selected ion flow tube SIFT techniques have been made over a restricted range of gas temperatures close to room temperature, 300K. The measurement of the gas temperature dependence of ion-molecule reaction rates has, in the past, been done either by the complete heating (or cooling) of a flowing
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Figure 1 Schematic of shock-tube pulsed-flow pulsed-afterglow apparatus

...afterglow system or by a drift tube technique. The range of gas temperatures covered by the flowing afterglow system is restricted to between 88*K and 600*K. Difficulty also arises from the effect of the thermal boundary layer on the correction factors of the basic flowing afterglow data analysis in the slip flow condition. In the case of the drift tube experiments it is difficult to obtain an ionic velocity distribution which is Maxwellian. The shock tube pulsed-flow pulsed-afterglow technique STPFPA enables the investigation of reaction rates over a wide range of gas temperatures, firstly in the range from 100*K to 300*K by expansion cooling, and secondly in the range from 700*K to 4000*K by shock heating. The ionic velocity distribution will be Maxwellian in both cases, and the operating conditions can be chosen such that the thermal boundary layer is thin.

In this paper the gas cooling features of the STPFPA technique are discussed in Sec. II. In Sec. III, the theoretical analysis used in the determination of the reaction rates from the experimental data will be outlined. The preliminary reaction rate measurements at 208*K obtained by the investigation of the effect of injection of N₂, CO, O₂ and CH₄ gases into a helium afterglow are discussed in Sec. IV.

II. EXPERIMENTAL APPARATUS

The basic apparatus is a pressure-driven glass shock tube of the type developed in this laboratory and employed for many years (inner diameter 4 cm). It was adapted by the addition of D.C. discharge electrodes, a mixture gas injection valve, an expansion nozzle and a fast-open shutter. The present version of the shock-tube is shown schematically in figure 1.

The high-pressure section was evacuated to below 10⁻⁶ torr, then filled with research-grade helium to a pressure in the range 5-20 torr. The rupture...
of the diaphragm by the fast opening shutter triggered a D.C. pulsed discharge of approximately 100 μs duration which ionized a section of the test gas. As soon as the expansion fan reached the resultant plasma the plasma moved downstream. The reactant gas was injected into the plasma slice when it passed the injection valve. The gas temperature of the expansion fan $T$ can be controlled by the size and shape of the expansion nozzle which changes the gas velocity $u$. The flow properties behind expansion waves in a perfect gas are expressed as follows:

(a) flow temperature ratio
\[ T/T_w = \left[1 - u(y - 1)/2a_w\right]^2 \]  

(b) flow density ratio
\[ \rho/\rho_w = \left[1 - u(y - 1)/2a_w\right]^2/(\gamma - 1) \]  

(c) pressure ratio
\[ P/P_w = \left[1 - u(y - 1)/2a_w\right]^{\gamma/(\gamma - 1)} \]  

(d) sound speed ratio
\[ a/a_w = 1 - u(y - 1)/2a_w \]

where $\gamma$ is the ratio of special heat and the subscript $w$ refers to the region in front of the expansion fan.

The flow velocity was determined by measuring the time interval between double-probe responses in the diagnostic section. The gas temperature was determined by measuring the electron temperature by a direct plasma parameter display electrostatic triple-probe method in the diagnostic section. The probes consisted of stainless-steel wires of radius $r_w = 0.0115$ cm mounted, under tension, transversely to the flow. Each probe arm was mounted about 0.7 cm apart in the same cross-sectional plane, the separation between double probes being 10 cm. The triple probes were mounted alternately with the double probes.

The reactant gas was injected perpendicular to the flow using a jet injection technique similar to that used by Morgenthaler, and Smoot and Allred. The reactant gas was stored in a small tank which was separated from the shock tube by a Teflon valve and the injection nozzle. The valve was opened by discharging a 40 μF condenser bank (charged to 4 kV) through it. The opening time of the valve was measured and found to be 3 μsec.

A hollow cathode discharge was generated between a cylindrical cathode and a central anode pin. The cylindrical cathode and anode pin were made from stainless steel with a diameter of 4 cm and 0.1 cm, respectively. Discharge pulse lengths between 50 and 500 μs have been used.

III. THEORY OF He-X MIXTURE PLASMA AFTERGLOW

The theory of the charge density decay in a gas mixture afterglow plasma has been developed by Bolden et al., Ferguson et al., Jarvis, Adams et al., and Scaccia and Kennedy. Most of these treatments assume that the plasma
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Loss due to volume ion-electron recombination is small compared to the loss by ambipolar diffusion. In this section, the theoretical analysis used in the determination of the reaction rates from the experimental data will be discussed for the case of injection of various gases into a helium afterglow.

We assume a weakly ionized plasma with no imposed electric or magnetic field. We also assume that the characteristic tube dimension $d \gg$ the Debye length $\lambda_D$, so that plasma diffusion is ambipolar. We neglect metastable-metastable and super-elastic collisions and therefore assume that the electron and gas temperatures are the same during the afterglow period. At the pressures considered essentially all the helium ions will be converted to the dimer ions. The types of reactions considered here are:

1. Charge transfer
   \[ \text{He}_2^+ + X_2 \xrightarrow{k_1} X_2^+ + 2\text{He} \]
   \[ k_2 X^+ + X + 2\text{He} \]

2. The ion-molecular reaction
   \[ X^+ + X_2 \xrightarrow{k_3} X_2^+ + X \]

3. Volume recombination of the product molecular ion
   \[ X_2^+ + e \xrightarrow{\rho_1} 2X \]

Here, we have neglected the volume recombination between the molecular helium ions and electrons, since the reaction rate coefficient is many orders of magnitude smaller than $\rho_1$. We have also assumed that the diffusion coefficients of atomic and molecular ions for the reactant gas $X$ are approximately equal. The nondimensional governing equations are then:

(a) Electron
   \[ \frac{3\eta}{\delta r} = C_1 \left( -\frac{3\eta}{\delta r} + \frac{1}{r} \frac{3\eta}{\delta \phi} \right) - \delta \eta \cdot n_2 \]  
   \[ \text{(3.1)} \]

(b) Helium ion
   \[ \frac{3n_1}{2r} = \left( -\frac{3n_1}{2r} + \frac{1}{r} \frac{3n_1}{2r} \right) - \left( \delta_1 + \delta_2 \right) n_1 + c_0 n_1 \cdot n_e \]  
   \[ \text{(3.2)} \]

(c) $X_2^+$ ion
   \[ \frac{3n_2}{2r} = \left( -\frac{3n_2}{2r} + \frac{1}{r} \frac{3n_2}{2r} \right) + \delta_1 n_1 + \delta_2 n_1 - \beta n_e n_2^+ c_0 n_1 \cdot n_e \]  
   \[ \text{(3.3)} \]
(iv) $X^+ + \text{ion}$

$$\frac{\partial n_i}{\partial t} + \frac{q^i n_i}{r} \frac{\partial n_i}{\partial r} + \delta_i n_i - \delta_{s} n_i + c_{v} n_i \ln n_e$$  \hspace{1cm} (3.4)$$

where $n_e = n_1 + n_2$ and the nondimensional variables are:

$$n_1 = N_1/N_e(t=0), \hspace{0.5cm} \tau = t D_0 / R^2, \hspace{0.5cm} r = R/R_p,$$

$$\delta = k[X] R_e^2 / D_e, \hspace{0.5cm} n_2 = N_2 / N_e(t=0), \hspace{0.5cm} n_2 = N_2 / N_e(t=0),$$

$$\delta = \alpha [N_e(t=0)] R_e^2 / D_e, \hspace{0.5cm} c_3 = (\mu_e / D_e)(D_e - D_0) / (\mu_e + \mu_0)$$

$$c_1 = (\mu_e D_0 + \mu_0 D_0) / D_0 (\mu_e + \mu_0)$$  \hspace{1cm} (3.5)$$

Three types of charge transfer reaction channels will be discussed.

(i) one channel reaction ($k_2 \equiv 0$)

To a first order approximation, we can replace the diffusion term by a first order density loss term, i.e. $\nabla^2 n = -q n$, in equations (3.1) - (3.3). Then, the following analytical solutions may be obtained

$$n_1 = \exp[-(q + \delta_i) \tau]$$  \hspace{1cm} (3.6)$$

$$n_e = \frac{\exp(-q \tau - B/(q + \delta_i) \exp(-(q + \delta_i) \tau)]}{\exp(-B/(q + \delta_i) \exp(-(q + \delta_i) \tau)]} d\tau$$  \hspace{1cm} (3.7)$$

Typical numerical solutions of equations (3.1) - (3.4) are compared with approximate solutions of equations (3.6) and (3.7) in figure 2 for $B = 2000, \delta = 1000$. Here finite difference methods have been used to solve equations (3.1 - 3.3). Figure 2 shows that the plasma density decay is dominated by the charge transfer reaction and volume recombination for early and late afterglow times respectively. Hence the rate coefficients for charge transfer and volume recombination may be obtained by fitting the experimentally measured charge density decay to theoretically generated curves.

Typical reactant gases for this case would be Nitrogen and Carbon monoxide. The exact numerical solutions agree well with the approximate solutions except for very late afterglow times.

(ii) two channel reactions

The approximate solutions for equations (3.1) - (3.5) for the two channel cases are:
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\[ n_1 = \exp[-(q + \delta_1 + \delta_2)\tau] \]  (3.8)

\[ n_3 = \frac{[\delta_1/(\delta_1 + \delta_2)]\exp(-q+\delta_1+\delta_2)\tau}{\exp(-q+\delta_1+\delta_2)\tau} \]  (3.9)

\[ n_e = \frac{\exp(\tau)/(\exp(\tau) + B_0/\exp(\tau))}{d} \]  (3.10)

\[ f(\tau) = \frac{q + 2n}{(q + \delta_1 + \delta_2) + [B\delta_2/(\delta_1 + \delta_2 - \delta_1)]\exp(-q+\delta_1+\delta_2)} \]  (3.11)

where the electron density decay can be obtained by a simple numerical integration. A typical reactant gas for this type of reaction is Oxygen.

(iii) Multi-channel reaction

For a polyatomic gas, such as NH\(_3\) or CH\(_4\), a multi-channel charge transfer reaction can be expected. For example, we obtain for CH\(_4\):

\[ \begin{align*}
  k_1 & : \text{CH}_4^+ + 2\text{He} \\
  k_2 & : \text{He}_2^+ + \text{CH}_4 \rightarrow \text{CH}_4^+ + \text{H} + 2\text{He} \\
  k_3 & : \text{CH}_2^+ + \text{H}_2 + 2\text{He} \\
  k_4 & : \text{CH}_2^+ + \text{H} + 2\text{He}
\end{align*} \]

The theory for such a reaction is complicated since it has four channels. There are five different ion species involved in the system and all the product ions recombine rapidly. However, if we can assume that the volume recombination coefficients for the species CH\(_2^+\) are similar, we can obtain a solution of the same form as equation (3.7) except that \( k_1 \) is replaced by \( k_2 = \frac{n}{n_1} k_1 \). Recent volume recombination rate measurements by McGowan et al.\(^1\) show that this approximation is valid for ions such as CH\(_4^+\).

4. EXPERIMENTAL RESULTS AND DISCUSSIONS

(i) Single-channel reactions

The single-channel reaction with He\(_4^+\) ions has been measured for N\(_2\) and CO gases. The reaction schemes are He\(_4^+ + \text{CH}_4 \rightarrow \text{He}_2^+ + 2\text{He} and He\(_4^+ + \text{CO} \rightarrow \text{CO}^+ + 2\text{He}.\) Figure 3 shows the measured charge density decay in the tube for the case of CO as the injected gas at 208 K. The charge density has been normalized to the density at the injection point. The family of curves shown are obtained from the theory of section 3 with the charge transfer reaction rate as the variable parameter. A value of \( k = 13 \times 10^{-9} \) cm\(^3\)/sec gave a best fit with the measured results. These results also can be confirmed by changing...
the concentration of the injection gas. The values for the dissociative recombination coefficient and diffusion coefficient used in the theoretical calculations are listed in Table I together with their temperature dependences.

A similar analysis carried out for N₂ gives a value for the charge transfer reaction rate of $2.1 \pm 0.3 \times 10^{-9}$ cm$^3$/sec at 208 K.

(ii) two-channel reactions

The reactions for O₂ injected into the He$^+_2$ plasma are

$$\text{He}_2^+ + \text{O}_2 \rightarrow \text{O}_2^+ + 2\text{He}$$

$$\text{He}_2^+ + \text{O}_2 \rightarrow \text{O}_2^+ + \text{He} + \text{He}$$

$$\text{O}_2^+ + \text{O}_2 \rightarrow \text{O}_2 + \text{O}$$

The numerical charge density decay results from section 3 are shown in Figure 4 for various specified values of the ratio $k_1/k_2$, at a certain specified value of $(k_1 + k_2)$, which was obtained by fitting to the experimental values. The values of $k_1 + k_2 = 1.05 \times 10^{-9}$ cm$^3$/sec and $k_1/k_2 = 3.5$ respectively gave a best fit to the experimental results.

(iii) multi-channel reactions

The reaction of He$^+_2$ with CH₄ is a multi-channel reaction. The calculations were performed for the exo-thermic channels which lead to the production of CH$^+_3$, CH$^+_4$, CH$^+_5$ and CH$^+_7$. A plot of charge density decay is shown in Figure 5. The value of $k = k_1 + k_2 + k_3 + k_4 = 0.58 \pm 0.1 \times 10^{-9}$ cm$^3$/sec gave a best fit with the theoretical curve.

The previous results for the charge transfer reaction rate coefficients of helium molecular ions are summarized in Table II together with the present results.
### TABLE I. Volume Recombination Coefficient

<table>
<thead>
<tr>
<th>Gas</th>
<th>( \rho_1 ) (cm(^3)/sec)</th>
<th>( \alpha(T_e^{-1}) )</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{N}_2^+ )</td>
<td>( 2.5 \times 10^{-7} )</td>
<td>0.37</td>
<td>[20]</td>
</tr>
<tr>
<td>( \text{CO}^+ )</td>
<td>( 3.9 \times 10^{-7} )</td>
<td>0.57</td>
<td>[21]</td>
</tr>
<tr>
<td>( \text{CH}_4^+ )</td>
<td>( 3.0 \times 10^{-7} )</td>
<td>0.4</td>
<td>[13]</td>
</tr>
<tr>
<td>( \text{O}_2^+ )</td>
<td>( 2.1 \times 10^{-7} )</td>
<td>0.63</td>
<td>[20]</td>
</tr>
<tr>
<td></td>
<td>( 2.0 \times 10^{-10}(k_3) )</td>
<td></td>
<td>[17]</td>
</tr>
</tbody>
</table>

### TABLE II. Reaction rates for \( \text{He}_2^+ \) with \ CO, \( \text{N}_2 \), \( \text{O}_2 \), \( \text{CH}_4 \)

<table>
<thead>
<tr>
<th>Injected Gas</th>
<th>Reaction Rate ( x \times 10^9 \text{cm}^3/\text{s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>This Study</td>
</tr>
<tr>
<td>( \text{CO} )</td>
<td>( 1.5 \pm 0.3 )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{N}_2 )</td>
<td>( 2.1 \pm 0.3 )</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{O}_2 )</td>
<td>( k_1^2 + k_2 = 1.05 ) ( k_1^2 + k_2 = 1.05 ) ( k_1^2 + k_2 = 1.05 ) [16]</td>
</tr>
<tr>
<td></td>
<td>( k_1/k_2 = 0.1 ) ( +0.1 )</td>
</tr>
<tr>
<td></td>
<td>( k_1/k_2 = 3.5 )</td>
</tr>
<tr>
<td>( \text{CH}_4 )</td>
<td>( k_1^2 + k_2 + k_3 + k_4 )</td>
</tr>
<tr>
<td></td>
<td>( = 0.71 \pm 0.1 )</td>
</tr>
<tr>
<td></td>
<td>( = 0.5 \pm 0.1 )</td>
</tr>
</tbody>
</table>
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Figure 5 Plasma density decay on injection a helium afterglow. Theoretically derived curves for various values of the total charge transfer rate coefficient are also shown.
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Plasma properties of shock-heated argon atomic beams generated from the reflected region and expanded through a nozzle-skimmer system, have been studied experimentally and theoretically. The experimental range of the present work covers a reflected shock temperature range from 9000 K to 12,500 K, hence leading to beam velocities from 2.5 to 5 km/sec, electron temperatures from 450 K to 1,200 K and plasma densities from $10^5$ to $10^8$ cm$^{-3}$. Experimental and theoretical results show that: (1) only Ar$^+$ ions have been observed in the present experiment; (2) the electron temperature in the atomic beam is much higher than that of the gas (or ion) temperature, and agrees well with the new theoretical values; (3) the radial ion and electron density profiles show that the plasma beam is much wider than the predicted neutral beam; (4) the ion and electron densities increase with increasing reflected region temperature. However, the absolute magnitude is a few orders of magnitude less than the theory. The possible mechanism for this difference is discussed; (5) the present theory predicts accurately the beam velocity; (6) the shape of the beam is very elongated, but a relatively uniform plasma can be produced; (7) the radial and axial profiles of electric field shows a good correlation with ion and electron density profiles.

INTRODUCTION

For many years oven source molecular beams have been used in a variety of research areas such as gas kinetics, molecular scattering and space simulation. However molecular beams produced by shock heating have been slow to become productive since, due primarily to their intermittent nature, their properties are rather poorly understood. On the other hand they do produce beams of particles in the range of energies 1 - 10 eV and, along with this very high intensities (about $10^4$ molecules/sec). This makes them of great interest since this is the energy range which covers the dissociation energies of chemical bonds and the activation energies of many chemical reactions. However, in the case of shock-heated molecular beams with large enthalpies (>$10^6$ J/kg), the behaviour of charged particles play an important role in the subsequent development of the beams. Therefore, in this paper, the plasma properties in a molecular beam that is developed from the expansion of a reflected shock heated gas have been investigated both experimentally and theoretically.
2. EXPERIMENTAL APPARATUS

The shock-heated molecular beam apparatus (SHMB) is shown in figure 1. The beam is formed by a high pressure-driven shock tube (I.D. 8.9 cm) using the gas heated in the reflected shock region, then expanded into the low pressure chamber \( p \approx 10^{-7} \) torr, I.D. 65 cm) through a convergent-divergent conical nozzle and a skimmer. The throat diameter and half angles for nozzle and skimmer are 1 cm - 30° and 0.75 cm - 35°, respectively. The collimator (I.D. 15 cm) is located in the middle of the low pressure chamber to sample this beam. The entrance diameter of the sampling orifice and the half angle of the collimator head are 0.75 cm and 25°, respectively. The cylindrical stainless steel wire probes (radius \( R_p = 0.115 \) mm and length \( L = 14 \) cm) are located at four parallel positions axially and in one case at five locations radially inside the collimator. Argon gas was used in the experiment together with hydrogen as the driver gas. The ion and neutral composition of the beam have been measured by the mass spectrometer located at an angle 45° from the axis at the end of the collimator. Only \( \text{Ar}^+ \) ions have been observed in the present experiment.

![Diagram of shock tube and molecular beam apparatus](image_url)
3. PLASMA DIAGNOSTICS BY AN ELECTROSTATIC PROBE

(i) beam velocity and duration measurement

The beam velocity was measured from the time difference between the current signal of two single probes situated about 51 cm apart. A typical result obtained from the single probes is shown in figure 2a. Figure 2a shows the uniform plasma that can be produced by the present SHMB apparatus. The probe sheath and circuit response time in the collisionless plasma under the present range of conditions is of the order of $10^{-6}$ sec$^2$. Therefore, the shape of the signal response can be taken to represent the shape of the plasma in the beam.

(ii) plasma density measurement

The theory of cylindrical electrostatic probes in a collisionless flowing plasma has been developed by Mott-Smith and Langmuir$^7$ and Hoegy and Wharton$^8$ for orbital motion limited condition, i.e. probe radius $R_p \ll$ Debye length $\lambda_D$. The approximate formula for a cylinder in a cross flow in the case of attracting and retarding potentials and associated currents are;

$$
I_{at.} = I_0 \frac{2}{\sqrt{\pi}} \left\{ \frac{\phi_p}{c} + S_1^2 + \left( \frac{\phi_p}{c} + \frac{1}{2} S_1^2 \right) / \left( \frac{\phi_p}{c} + S_1^2 \right) \right\}^{1/2}
$$

(3.1)

and

$$
I_{ret.} = I_0 \exp \left[ -\phi_p \right] \left\{ 1 + \left( \frac{2}{5} + \phi_p \right) S_1^2 + \left( \frac{\phi_p}{4} + \frac{1}{16} \right) S_1^4 + \ldots \right\}
$$

(3.2)

respectively, where $I_0$ is the random motion current $\frac{1}{2} Ne(8kT/m)^{1/2}$, $e$ is the electronic charge, $k$ is Boltzmann's constant, $m$ is the mass, $N$ is the number density, $\phi_p$ is the nondimensional potential $eV_p/kT$, $T$ is the temperature, $V_p$ is the surface potential, $S$ is the speed ratio $U/(2kT/m)^{1/2}$, $e$ is the ion-to-electron temperature ratio $T_i/T_e$, and $U$ is the plasma velocity.

From the recent numerical prediction of the probe current using a symmetrical potential profile model in a collisionless flowing plasma and developed by Godard$^9$, the orbital motion limited attracting current expression (eq. 3.1) can be applied to any value of the Debye ratio ($R_p/\lambda_D$) for $S_1 >> 1$ when the effect of the wake$^7,11$ can be neglected. These results are also confirmed experimentally by Evans et al$^1$ for the range of $R_p/\lambda_D$ from 0.5 to 4. For the present beam condition, the range of the ion and electron speed ratio is approximately between 10 and 0.1, respectively. Therefore, equation 3.1 is used for both electron and ion density determination; at the same time the ion temperature is determined from the theory developed in the next section.

(iii) electron temperature and electric field measurement

The electron temperature has been determined by the triple probe method$^4$, since the reproducibility of both the plasma and the smaller electron-to-ion current ratio predicted by equations 3.1 and 3.2 does not permit an accurate determination of electron temperature when $T_e \leq 0.1$ eV$^2$.

The triple-probe method has particular merit in the present case, since no voltage sweep is required. In the triple-probe method, three identical probes $P_1$, $P_2$ and $P_3$ with different probe potentials $V_1$, $V_2$ and $V_3$ are used together in the plasma to be measured. $V_{13} = (V_3 - V_1)^2$ is the externally
applied voltage between probe $P_1$ and $P_3$, $P_2$ is by nature always at the floating potential, and $V_{12} = V_2 - V_1$ is measured by a high input impedance technique. The currents to each probe become $I_2 = 0$ and $I_1 = I_3 = 1$. Therefore, the relations between $N_e$, $T_e$, $V_{13}$ and $V_{12}$ can be generalized as follows:

$$I_{12} = \frac{1 - \exp(-\phi_{12}) + h_2(\phi_{12})}{1 + h_1(\phi_{12}, \phi_{13})} = \frac{1 - \exp(-\phi_{13}) + h_3(\phi_{12}, \phi_{13})}{1 + h_2(\phi_{12}, \phi_{13})}$$

(3.3)

and

$$N_e = I_3 h_4(\phi_{12}) \frac{4}{\pi A} \frac{2\pi m_1}{kT_e}$$

(3.4)

where $A_0$ is the area of probe, $h_1$, $h_2$, and $h_3$ are correction factors due to the difference between the ideal nondimensional probe current $I_p = -\exp(-\phi_p) + a$, and actual current $I_p = -a \exp(-\phi_p) + a g_2(\phi_0)$, i.e. eqns. (3.1) and (3.2) for this case, and $a$ is a constant equal to the ratio between ion and electron current at space potential. For the ideal triple probe case $h_1$, $h_2$, $h_3$ and $h_4$ have the values unity, zero, zero and unity, respectively. Equation (3.3) serves to determine $T_e$ from the measured voltage $V_{12}$, and equation (3.4) serves to determine $N_e$ from the measured $I_3$ and $V_{12}$. We can obtain the local electric field $E_{12}$ between $P_1$ and $P_2$ when $V_{13} = 0$ and electron temperature when $V_{13}$ is constant. Therefore, a more accurate electron temperature can be measured after we subtract $E_{12}$ from the signal of $V_{12}$.

A typical response of the triple probe, $V_{12}$ and the electric field are shown in figures 2a to 2c for $T_5 = 11,230^\circ K$. Figure 2 also shows the uniformity of the plasma that can be obtained from the SHMB.

![Figure 2. Typical oscilloscope trace plasma is optically thin and has a Maxwellian distribution of energy.](image)

A. THEORETICAL MODEL OF PLASMA DECAY AND ELECTRON TEMPERATURE RELAXATION IN A SHOCK HEATED MOLECULAR BEAM

The theoretical model of SHMB was first proposed by Jones for small reflected temperature conditions ($T_5 < 8000^\circ K$). In the present model, two different regions are considered; namely a nozzle expansion region and a skimmer expansion region. In the above two regions both the energy equations for gas and electrons, and the momentum and continuity equations for gas and plasma have been solved. Here we assumed that the net charge density is zero (i.e. a plasma exists) throughout the model. We also assumed that the plasma is optically thin and has a Maxwellian distribution of energy.

In the shock reflected region, the JPL Thermo-chemistry Program has been used. In the expansion nozzle, the one-dimensional inviscid adiabatic model developed by Talbot has been modified. Three-body and radiative volume recombination, electron-ion and
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electro-neutral elastic collisions are considered for the nozzle region. In describing the skimmer expansion, the latter model is employed as far as it concerns electron energy and plasma density conservation. However for the neutral gas particles the theory of Mirels and Mullen is used. Here we assumed that the effect of the collimator can be neglected, since the mean free path of the particles is much larger than the dimension of the collimator.

Typical theoretical electron and gas temperature, and gas plasma number density decay along the axis of SHMB calculated by this model are shown in figure 3 for $T_5 = 11230^\circ K$. The slower electron temperature and faster plasma density decay are due to the energy conversion taking place during the electron-ion volume recombination reactions.

5. EXPERIMENTAL RESULTS

Beam velocity $V_b$, electron temperature $T_e$, electron and ion density versus shock tube reflected region temperature $T_5$ are shown in figures 4 (a), (b), (c) and (d), respectively at a distance 66 cm downstream from the collimator orifice $L_4$; solid lines represent the theoretical curves which were calculated by the present theoretical model described in sec. 4. Figures 5 shows similar dependences at a distance of 15 cm downstream from the collimator orifice $L_4$: (a) electron temperature, (b) electron density, and (c) ion density. Figure 4a shows that the theoretical neutral gas beam velocity agrees well with that of the measured plasma beam velocity. This indicates that the neutral beam coincides with the plasma beam, and the calculated gas (or ion) temperature is confirmed to be correct, which implies that most of thermal kinetic energy is converted into directed flow.

Figures 4b and 5a show that the electron temperature agrees well with the theoretical values, where $T_{\text{MAX}}$ is the electron temperature at the collimator orifice, and $T_{\text{MIN}}$ is the electron temperature at each measuring point. Figures 4b and 4c show that the electron and ion densities have an order of magnitude difference at the entrance region of the collimator ($L_1$), where both $N_e$ and $N_i$ are four orders of magnitude lower than the theoretical values. However, figures 5c and 5d shows that this difference becomes smaller downstream of collimator ($L_4$). Figures 5c and 5d also show that the net charge density ($N_e-N_i$), becomes smaller when $T_5$ is small. This phenomena of charge separation can also be found from axial electron temperature, electron density, ion density and electric field profiles as shown in figures 6 (a), (b), (c) and (d), respectively for $T_5 = 11230^\circ K$, where theoretical axial profiles calculated employing the model described in sec. 4 are represented by solid lines. An order of 0.1 V/cm axial electric field $E_x$ has been observed in the entrance region of collimator, and this axial electric
Figure 4. Beam velocity, electron temperature, electron and ion density as a function of the reflected temperature of the shock tube, at 66 cm downstream of collimator orifice.

Figure 5. Electron temperature, electron and ion density as functions of the shock tube reflected temperature at 15 cm downstream of the collimator orifice.

Figure 6. Axial dependencies of electron temperature, electron and ion densities, and axial electric field for $T_s = 11,230^\circ$K. Here $x' = 0$ at the collimator orifice.

Field decreases with increasing $x'$. The order of magnitude calculations of space charge field caused by the net charge $(N_i - N_e)$ using Poisson's equation, figures 6b and 6c agree well with present observations.

A possible mechanism describing this charge separation may be due to the effect on the plasma by the collimator. In the front of collimator a sheath is formed when the plasma beam arrives from the skimmer thus driving the collimator negative w.r.t. plasma potential; since the collimator potential is floating with respect to the plasma potential. In the floating potential plasma sampling, i.e. electron current flux = ion current flux, only part of the electrons can pass the sheath which is at a retarding potential for electrons while the ions are attracted by this potential. Therefore, in the entrance region, inside the collimator, the ion density is much larger than that of the electrons. In the next stage, the electric field formed by this space charge gradually disappears downstream of the collimator, since the Debye ratio (collimator...
Shock Heated Argon Atomic Beam

Electron temperature, electron density, ion density and radial electric field profiles are shown in figures 7(a), (b), (c) and (d), respectively for $T_s = 11,230^\circ K$. No radial electron temperature dependence has been observed from figure 7a. Figures 7b and c demonstrate the abnormal charge depletion in the centre region of the collimator. This phenomena becomes opposite at the downstream location $L$, as shown in the figure 8. However, the electric field profile measured and displayed in figure 7d agrees in qualitative behaviour with the electric field calculated from the Poisson equation and employing the net charge $(N_e - N_i)$ from figures 7b and 7c. This can be taken to imply that the potential profile created by the collimator geometry has a significant influence on the charged particle profiles. Figures 2, 7 and 8 show that the plasma beam is much wider than the predicted and measured neutral beam, and the overall length is very elongated.

Acknowledgements

We wish to express our appreciation to J.G. Laframboise, R. Godard, R.H. Prince and G.L. Ogram for valuable discussions and comments. This work was supported by the National Research Council of Canada.
References

9. B. French, AIAA Journal 3, 993 (1965)
17. T. Okuda, J. IEE Japan, 83, 1922 (1963)
20. K. Teshima and N. Takahashi, In this proceedings (1979)
A new species of a laser Doppler velocimeter is presented based on wavelength detection with a two-beam interferometer. The sensitivity to small Doppler shifts of the monochromatic laser light is obtained using an optical path difference, $\Delta \phi$, which is large as compared to the light wavelength $\lambda$. By means of a fast feedback system, the phase, $\Delta \phi / \lambda$ is kept constant. Wavelength changes are immediately answered by changes of $\Delta \phi$ generated with a Pockels cell. The Pockels cell voltage is a signal proportional to the instantaneous wavelength changes of the scattered light enabling a direct recording of the corresponding velocity component of the scattering object. With a slight seeding of the flow, a continuous recording can be obtained having a time resolution of $1\mu s$ or even less. The technique is therefore specially well suited for local and non-intrusive velocity measurements in highly unsteady flows. Its application to shock tube experiments will be discussed and demonstrated by a number of examples.

INTRODUCTION

This Doppler velocimeter can be regarded as a rather special type of spectrometer. At its entrance it receives the scattered and Doppler shifted light of a continuous monochromatic laser. As the output a continuous electrical signal is generated that proportionally follows the wavelength changes of the light. Thus a direct velocity signal is available with a possible time resolution of one $\mu s$ or even less.

The instrument is basically a two-beam (Michelson) interferometer. The sensitivity to small Doppler shifts of the monochromatic laser light is obtained using an optical path difference $\Delta \phi$, which is large as compared to the light wavelength $\lambda$. Michelson-spectrometers have been described by Ring and Schofield and Elsworth, James and Sternberg. Barker and Hollenbach and Munsen and May applied them to velocity measurements of moving surfaces by directly recording the interferometric radiant flux modulations, which are of course not linearly related to the wavelength changes and also vary according to the scattering intensity modulations.

The velocimeter described in this article uses a fast feedback system maintaining a constant phase $\Delta \phi / \lambda$. Doppler shifts of the wavelength $\lambda$ are immediately answered by changes of $\Delta \phi$ generated with a Pockels cell. The
Pockels cell voltage can be directly recorded as the velocity signal.

**DESCRIPTION OF THE SYSTEM**

The operating principle of the system is illustrated in Fig. 1. A portion of the scattered Doppler-shifted laser light is fed into the Michelson interferometer. The entering beam is divided by means of a polarizing beamsplitter cube separating the two modes of linear polarization. A glass block in the longer leg matches the wave fronts of the two bundles and allows for finite bundle angles so that a high light gathering power of the instrument is achieved.

After recombination, the two modes are mixed in a second polarizing beamsplitter of 45° orientation. This leads to the following complementary radiant flux modulation at the photocathodes of the two photomultipliers:

\[ P_1 = P_0 \cos^2 (\alpha \Delta \lambda / \lambda) \]  \hspace{1cm} (1)

\[ P_2 = P_0 \sin^2 (\alpha \Delta \lambda / \lambda). \]  \hspace{1cm} (2)

**Fig. 1** Fast wavelength tracking system

Using a simple electronic system, a current is generated which is proportional to the difference of the photomultiplier signals. This difference current is transmitted to a capacitor. The voltage of the capacitor is amplified and applied to a Pockels cell located at the entrance of the Michelson.

The scattered laser light, prior to entering the Pockels cell, is previously polarized at 45° with respect to its crystal axes. In this case two coherent polarization modes polarized in the direction of the crystal axes are generated in the Pockels cell. A voltage applied to the Pockels cell, \( U_{pc} \), introduces an optical path difference \( \Delta \lambda_{pc} \) between the two modes according to:

\[ \Delta \lambda_{pc} = \alpha U_{pc}. \]  \hspace{1cm} (3)

The polarization modes produced in the Pockels cell keep their identity in the Michelson interferometer and are sent through the different legs. Therefore, the Pockels cell acts on the overall optical path difference of the system as though it were integrated in the Michelson interferometer affecting the path length of one of its legs.

The feedback system is in equilibrium for equal radiant power on both photomultipliers. In this case, an equal current passes through both transistors and there is no difference current altering the voltage of the capacitor as well as that of the Pockels cell. According to Eqs. (1) and (2), an equilibrium situation is given if the total optical path difference is

\[ \Delta \lambda / \lambda = 1/4 \pm n/2. \]  \hspace{1cm} (4)
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n is an integer of the order $10^4$ to $10^6$. The equilibrium is stable if

$$\frac{\Delta \phi}{\lambda} = 1/4 \pm n \quad (5)$$

In this case a wavelength shift $d\lambda$ (due to a velocity change in the scattering region) is immediately compensated for by a change of the optical path difference in the Pockels cell, $d\Delta \phi_{PC}$,

$$d\Delta \phi_{PC} = (\Delta \phi/\lambda) \cdot d\lambda \quad (6)$$

so that the equilibrium condition (5) is retained. According to Eqs (3) and (6) there is a linear relation between $d\lambda$ and the Pockels cell voltage change, $dU_{PC}$,

$$dU_{PC} = (\Delta \phi/\lambda) \cdot d\lambda \quad (7)$$

Recording of the Pockels cell voltage variations $dU_{PC}(t)$ results, therefore, in a continuous recording of the Doppler shift $d\lambda(t)$ (and of the corresponding velocity component in the scattering region). The sensitivity of the system can be adapted to the velocity range by the choice of $\Delta \phi$ (size of the glass block). Since relation (7) is independent of the radiant power amplitude $P_0$, variations in scattering intensity over a wide range can be allowed for.

The time constant of the system $\tau$, however, does depend on $P_0$. In order to obtain the quantitative expression for $\tau$, the differential equation governing the feedback system will be derived.

The currents $I_1$ and $I_2$ passing through the two transistors are controlled by the radiant powers at the photomultipliers, $P_1$ and $P_2$:

$$I_1 = \beta P_1, \quad I_2 = \beta P_2 \quad (8)$$

Equal sensitivity $\beta$ is assumed. For slightly unequal sensitivities, the basic results of the following calculations remain valid. The voltage $U$ of the capacitance $C$ is modified by the difference current $I_1 - I_2$ according to

$$U = (1/C) \int (I_1 - I_2) dt \quad (9)$$

As the capacitor is coupled with the Pockels cell via an amplifier having an amplification factor $V$, $U$ leads to an additional optical path difference in the Pockels cell, $\Delta \phi_{PC}$,

$$\Delta \phi_{PC} = V dU, \quad (10)$$

which adds to the optical path difference of the Michelson interferometer, $\Delta \phi_1$. The total optical path difference is given by

$$\Delta \phi = \Delta \phi_1 + \Delta \phi_{PC} \quad (11)$$

By combining Eqs (1), (2), and (8)-(11), the differential equation for the feedback system is found to be

$$\frac{d}{dt} \Delta \phi_{PC} = \frac{V \alpha P_2}{C} \cos (2\pi \phi/\lambda). \quad (12)$$

This proves Eq. (5) to give the conditions of stable equilibrium corresponding to the central points of the negative slopes of the cosine. For small deviations from equilibrium, that is, within the straight portion of the slope, Eq. (12) can be linearized. If
\[ \Delta \phi_e = (1/4 \pm n) \lambda \]  \hspace{1cm} (13)

is an equilibrium value of \( \Delta \phi \), and if

\[ d \Delta \phi = \Delta \phi - \Delta \phi_e = \Delta \phi_{PC} - \Delta \phi_{PC_e} \]  \hspace{1cm} (14)

is a deviation from the equilibrium value within the straight portion of the slope, Eq. (12) can be replaced by the linear differential equation

\[ \frac{d}{dt} \Delta \phi_{PC} = - \frac{2 \pi \nu \beta \rho}{1} (\Delta \phi_{PC} - \Delta \phi_{PC_e}) \]  \hspace{1cm} (15)

The equilibrium value \( \Delta \phi_{PC_e} \) depends on the instantaneous wavelength of the scattered light and is, therefore, a function of time depending on the velocity variation in the scattering region.

From Eq. (15) the time constant for the response of the system is found to be

\[ \tau = \frac{1}{\beta \rho} \]  \hspace{1cm} (16)

From Eqs. (1), (2) and (8) it is apparent that \( \beta \rho \) is equal to the current amplitude \( I_0 \) passing through the transistors. It is, therefore, twice the mean current \( I \) in an equilibrium state,

\[ \beta \rho = 2 I. \]  \hspace{1cm} (17)

\( \tau \) can easily be recorded by inserting a low impedance resistor \( R \) into the transistor circuit. As the other constants in (16) are known, \( \tau \) can be monitored by recording \( \tau \),

\[ \tau = \frac{1}{\beta \rho} \]  \hspace{1cm} (18)

An overall view of the optical arrangement is given in Fig. 2. For greater clarity, the scattered laser light bundles are represented by their axes only. The Michelson interferometer includes the central polarizing beamsplitter cube, a surface mirror, and the glass block with a back surface mirror. These components are incorporated in a compact steel block minimizing the vibrational sensitivity of the interferometer and shielding it from the ambient light and from both the acoustic and turbulent perturbations of the optical path difference. The block also contains a 90° prism and the second beamsplitter cube turned by 45°. For the adjustment of the interferometer, the glass block
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can be translated and the surface mirror is rotatable around two axes.

The photomultipliers are flanged directly to the exit side of the steel block. At its entrance, a tube is mounted containing the additional optical components which are in sequence: an interference filter (used only in special cases), a polarizer, a pair of Wollaston prisms, the Pockels cell, and a lens. The entering scattered light bundle is first polarized at 45° with respect to the optical axes of the subsequent Wollaston prisms, Pockels cell crystals, as well as to the incidence plane of the central polarizing beamsplitter. Thus, two modes of perpendicular polarization having equal intensity are generated. They are separated by the central beamsplitter and sent into the different legs of the Michelson. The Pockels cell crystals and the pair of Wollaston prisms are both equivalent to phase plates introducing additional retardations between the polarization modes. The retardation in the Pockels cell is proportional to the applied voltage, whereas the retardation by the Wollaston prisms depends on their relative position. Shifting of one of the Wollaston prisms in the lateral direction enables a fine adjustment of the optical path difference. The lens is applied to keep the bundle diameter to a minimum within the Michelson. Its focal plane coincides approximately with the reflector surfaces.

The optical path difference in the Pockels cell slightly depends on the light direction, a fact which limits the allowable light bundle aperture in the Pockels cell to about 2°. Aslo in the Michelson interferometer, the optical path difference is not entirely independent of position and light direction because of the inevitable imperfections of the beamsplitter and the reflectors. Finally also the sensitivity of the photocathodes varies considerably over the area. This may lead to uncertainties in the velocity recordings, if there is no guarantee that the geometry of the scattered light bundle remains completely unchanged.

In order to avoid this possible source of error, the receiving optics are coupled to the measuring unit via a glass monofiber. In this case, the geometry of the light bundle entering the interferometer from the fiber exit is almost independent of the original scattered light distribution. The fiber optics coupling also considerably facilitates the adjustment and affords the possibility of a remote measurement which is of importance in case of noisy objects.

A receiving objective transforms the scattered laser light bundle into the small diameter and large numerical aperture of a glass monofiber having a core diameter 350μm. A microscope objective images the exit plane of the fiber into the Pockels cell. With polished fiber ends and suitably matched bundle angles, the radiation loss can be kept small.

The capacitor voltage is transformed into an optical path shift by means of the Pockels cell PC 19 and the high voltage DC amplifier LA 10 A, both from Electro Optic Developments. The bandwidth limitation of this amplifier allows for a minimum time constant of about one μs of the actual system.

A more detailed description of the Doppler velocimeter, its mechanical, optical and electronic components as well as its performance characteristics are given by Smeets and George.

CALIBRATION

The calibration factor in Eq. (7), Δφ/λ, can be determined experimentally using the arrangement shown in Fig. 3. By means of a polarizing beamsplitter or a Foster prism, a laser beam is split into its polarization modes. They fall on separate locations at the periphery of a fast turning disk leading to opposite Doppler shifts. The scattered light is depolarized so that
part of it in the back scattered direction passes through the Foster prism leaving it in a new direction.

A square-wave voltage applied to a Pockels cell of 45° orientation placed immediately behind the laser causes switching of the polarization mode and of the corresponding direction of the initial laser beam. Thus, the Doppler shift of the backscattered light bundle transmitted to the system also shows a square-wave variation. The wavelength jump, $\Delta \lambda$ depends on the velocity component in the light direction, $\Delta u$ and is given by:

$$\frac{\Delta \lambda}{\lambda} = 2 \frac{\Delta u}{c} = 2 \frac{\omega(D_1 + D_2)}{c}$$

where $c$ is the light velocity, $\omega$ the angular velocity of the disk, and $D_1$ and $D_2$ the spacings between the disk axis and the prolongations of the two partial laser beams.

An example of a calibration signal is shown in Fig. 3. The disk radius was 50 mm and $\omega$ was approximately 2r·500 s$^{-1}$. By means of a groove in the periphery of the disk, scattered light is interrupted once every turn allowing for an accurate determination of $\omega$ from a frequency measurement.

An experimental determination of the calibration factor offers the advantage that knowledge of the Pockels cell constant as well as of the refractive index and dispersion of the optical components is no longer necessary.

The signal in Fig. 3 also shows the time constant of the system. As the switching Pockels cell, a Lasermetrics 3032 was used driven by an Optimization PA - 25 A amplifier. This combination attains a switching time constant of the order 0.1 us. The finite rise time in the calibration signal indicates, therefore, the time resolution of the velocimeter.

APPLICATION TO SHOCK TUBE EXPERIMENTS

In gas flow measurements, the scattered light is due to tracer particles. In unseeded flows, the concentration of "natural" dust particles is so low that the scattered light flux originating from a test volume of one millimeter cube or smaller is very discontinuous. The capability of the instrument for resolving velocity changes in microseconds can only be used if there is at any time at least one particle present in the test volume so that the velocity information is continuously transmitted to the velocimeter. This requires - except for the case of two-phase flows - a certain degree of seeding. The desirable seeding for the application of the velocimeter consists of a relatively high number density of rather small particles. In this case, the scattered radiation entering the velocimeter will be uniform and of sufficient intensity. The particle relaxation and the mass loading by the particles can be ignored.
It has been found that filtered cigarette smoke with a concentration of one or two cigarettes for 1 m$^3$ is quite convenient. For the shock tube experiments described in the following, the driven section was filled with atmospheric pressure air seeded with cigarette smoke. The illuminating laser was a Spectra Physics Model 165 Argon laser used with an internal etalon for single frequency operation having an output of about 1 W.

Figure 4 demonstrates the arrangement used for recording the normal flow velocity behind a shock wave (of shock Mach number 1.6) along the axis of a shock tube. The orientation of the effective velocity component is given by the bisector of the angle between incidence and observation direction. The recorded signals show the expected step function of the velocity followed by a slight increase due to boundary layer action (see Mires').

The negative velocity jump after 1100 µs is due to an obstacle some centimeters downstream of the measuring point. The fast displayed signal demonstrates that the rise time is not essentially in excess of 1 µs. This is a proof that the particle relaxation time does not exceed one µs. The upper signal is a monitor for the instantaneous current amplitude in the transistor circuit. The voltage across a resistor in the circuit is applied to a logarithmic amplifier and its output is recorded as the monitor signal. The upper signal indicates that the scattering intensity falls off by nearly a factor ten during the registration time. This has no effect at all on the velocity signal.

The magnitude of the recorded velocity is in good agreement with the value calculated from the measured shock speed using the simple shock relations for ideal gases.

The same arrangement used in this test experiment to record the trivial flow behind the primary shock wave can be applied to a great variety of real flow situations in shock tube research. In the following, the investigation of a shock tube generated supersonic jet will be reported.

As is shown in Fig. 5, the jet emanates from a nozzle located in the end wall of the shock tube after reflection of the shock wave from the end of the tube. With a shock Mach number of about $M_s = 1.7$, a supersonic jet having a Mach number of about 2 is generated. At this relatively low shock Mach number, the air in the shock tube is compressed nearly isentropically by the incident and the reflected shock. The subsequent expansion in the nozzle leading to the initial atmospheric pressure of the gas also brings the gas back to room temperature so that the sound speeds inside and outside the jet are nearly identical: $a_1 = a_\infty$. The nozzle has an exit diameter $D = 10$ mm and is contoured to generate a parallel supersonic jet.
Fig. 5 shows a recording of the velocity in the main flow direction, $v_X$. The chosen measuring point was on the jet axis $r = 0$ at a distance $x = 60$ mm from the nozzle exit. Already 300 $\mu$s after the arrival of the first shock wave at the test position, the jet has attained its stationary state at this section. The monitor signal indicates that the scattered light level was at any time sufficiently high to guarantee a time resolution $\tau \leq 10$ $\mu$s. Only small velocity variations appear on the jet axis, probably due to a strong ultrasonic field consisting of a series of Mach waves. When the measuring point is moved away from the axis and approaches the turbulent mixing layer of the jet, the velocity fluctuations increase. This is demonstrated in Fig. 6, which shows a set of $v_X$-records of the same jet at $x = 40$ mm for various distances $r$ from the axis. In the mixing layer from $r = 5$ mm up to $r = 7$ mm the velocity variations $\Delta v_X$ are very strong, their peak to peak values reach about half the jet speed. The average velocity shows a plateau in the interior jet and drops continuously in the mixing layer with increasing $r$. At $r = 9$ mm the average velocity is not far from zero. Now and then a burst appears. In addition, velocity fluctuations associated to an emitted strong Mach wave field occur. Quantitative data concerning these Mach waves in the near field of supersonic jets were obtained using an optical microphonc developed by Smeets and George$^4$.

In order to achieve a continuous signal from the mixing region, the gas atmosphere surrounding the jet must also be seeded with cigarette smoke as is the gas in the shock tube. For this, a reservoir containing the smoke atmosphere was flanged to the end of the shock tube.
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From several series of velocity records, time averaged velocity profiles were plotted. Fig. 7 shows $v_x(r)$ - profiles for $x = 20$ mm, 40 mm and 80 mm. It is of course an open question, whether there is a physical meaning of an average velocity in a shear layer in view of extremely large fluctuations. On the other hand the velocity fluctuations are of special interest as they can give some information about the turbulence structure of the shear layer.

By simply changing the observation direction, the two additional velocity components $v_r$ and $v_\theta$ can be recorded. This is indicated in Fig. 8.

The circumferential component $v_\theta$, for instance, is obtained if the laser beam passes off axis through the jet and if the test volume is chosen in the plane of symmetry. In Fig. 8 the three velocity fluctuations $\Delta v_x$, $\Delta v_r$, $\Delta v_\theta$ received for the same coordinates $x = 40$ mm, $r = 6$ mm are compared. The three components show comparable frequencies. The amplitude of the transversal fluctuations $\Delta v_r$ and $\Delta v_\theta$ is smaller by a factor 4 as compared to $\Delta v_x$.

The signals in Fig. 8 were recorded subsequently with the same instrument. A more crucial information on the turbulence structure could be of course achieved with coherent signals. A second velocimeter is in preparation which will offer the possibility of recording simultaneously two signals related to two components at the same point or to velocities at two different points.

Fig. 8 Recording of the three components of velocity fluctuations.

CONCLUDING REMARKS

The velocimeter described in this article opens new possibilities in shock tube diagnostics: the velocity variations of the highly unsteady flows typical of shock tube experiments can now be recorded in real time. The measurement is local and non-intrusive. The range of velocities has in principle no upper limit except for the light velocity. On the other hand, the sensiti-
vity of the system can be made high enough to resolve velocity variations of a fraction of a m/s. The record in Fig. 9 shows the velocity variation associated with an N-wave-like pressure perturbation from a spark. The high sensitivity was achieved by replacing the glass block by a multiple pass system consisting of a plane mirror and a spherical mirror resulting in an optical path difference of 2.4 m.

Fig. 9 Velocity variation from a spark gap generated pressure wave.
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MOLECULAR BEAMS FROM SHOCK HEATED SOURCE
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Properties of argon beams produced by a simple shock-tube-driven molecular beam apparatus are examined. As measured by platinum thin film gauges, intensities of $4-9 \times 10^6$ particles ster$^{-1}$sec$^{-1}$ for times ranging from 1-3 msec are achieved, much smaller than those predicted by theory. The discrepancy is explained by skimmer interactions, the extent of which has been correlated with the ratio of Knudsen number to Mach number at the skimmer, $Kn_s/M_s$, for molecular beams with room temperature sources. The present results are about 10 times higher for a given $Kn_s/M_s$ than the earlier results. This is explained by mainly higher source temperature.

INTRODUCTION

Molecular beams have proved to be extremely powerful and versatile experimental tools in a wide range of problems in physics and chemistry, including studies of gas-surface interactions and molecular energy transfer mechanisms as well as of expansion processes by which the molecular beams are produced. Conventional steady flow nozzle beams with resistance heated nozzles have two limitations. In the first place the source temperature cannot greatly exceed 3000°K. In the second place steady flow requires high capacity vacuum pumps or the complications of staging. Beams from the shock-heated source gas, on the other hand, first proposed by Skinner, can take advantage of very high effective source temperatures, much above the melting point of walls. This advantage has been utilized to produce high energy atomic beams of 1-3 e.v. for studies of gas-surface interactions by Jones, Skinner, and Calia and Oman. Because shock-heating means that flows are intermittent, high intensities can be easily obtained with much smaller vacuum pump capacity than would be required for steady flow sources of equivalent intensity. Moreover, because internal energies are often frozen during hypersonic expansion, beams of highly excited (vibrationally and electronically) species can be obtained. Therefore, shock-heated molecular beam sources could be attractive in studies of reaction dynamics, especially when internal energy plays an important role. Spence and Dolder have reported that fragmentation patterns for vibrationally excited $Q$-molecules in shock-heated beams differ from those obtained at room temperature. Ions and electrons can also occur in such beams and because of their high speed ratio provide simulation of plasma flow encountered by upper atmosphere satellites. The direct mass sampling of species from shock tubes in the form of molecular beams has been attempted by several authors. Therefore, development and understanding of techniques for using shock-heated gas as a beam source may advance the art of molecular beam sampling of shock tube reactors.
so that mass spectrometric analysis can be more effectively used and interpreted.

In this paper, we report on properties of argon beams produced by a simple shock-tube-driven molecular beam apparatus, which has a nozzle-skimmer arrangement similar to that of Jones.9 Intensities of the beams have been measured by platinum thin film gauges. Difference between measured intensities and those predicted by theory is discussed in terms of skimmer interactions, the extent of which can be correlated with the ratio of Knudsen number to Mach number at the skimmer, Kn/M, as reported by Fenn and Deckers9 and Anderson et al.10

THEORETICAL PREDICTION OF BEAM INTENSITY

The important components of a typical nozzle beam system are a nozzle, a skimmer and a collimator. The gas from a reservoir expands through the nozzle to form a supersonic stream from which a small sample flows through a collimating "skimmer" to form a beam. The nozzle expansion can be treated as a one-dimensional inviscid and adiabatic flow with real gas effects. For such flows of ionized gas, the governing equations i.e. the global continuity, momentum and energy conservation and the electron species and energy conservation equations, have been well established. In the present calculation the expressions by Talbot et al.11 have been used and for numerical integrations at the nozzle throat the technique by Hall and Russo12 has been used. Typical results of flow properties along a conical nozzle with a half angle of 30° are shown in Fig.1. Conditions at the skimmer entrance have been calculated assuming that the nozzle extends to the skimmer entrance.

For analytical treatments of the skimmer flow, both free molecular theory and continuum theory can be applied. The nozzle beam theory first proposed by Kantrowitz and Grey13 is based on free molecular theory, which gives number density, N(x), of a molecular beam at an axial distance x from the skimmer entrance on axis;

\[ N(x)/N_0 = (\gamma/2)M_0^2 (r_s/x)^2, \]

where \(\gamma\) is the specific heat ratio of the gas, \(N_0\) the number density at the skimmer entrance and \(r_s\) the skimmer orifice radius.

Under most present experimental conditions flows are not entirely free molecular at the skimmer, but in the transition regime. The skimmer has a conical shape with a sharp lip at the entrance of which the external angle is small enough so that the shock wave produced on the outside of the cone is attached. The internal angle is large enough so that the inner wall of the skimmer does not limit further expansion. Therefore, the skimmer flow can be treated as a hypersonic expansion into a vacuum through an orifice. Several
analytical expressions have been obtained. Thornhill\textsuperscript{14} has given a steady solution for large axial distance, which is given by

$$N(x)/N_s = \left(\gamma^2/2(\gamma-1)\right)M_s^2 (r_s/x)^2.$$  

The problem can be treated as a two-dimensional unsteady expansion of initially uniform gas. From the analysis of Greifinger and Cole\textsuperscript{5} the density can be expressed by

$$N(x)/N_s = C(\gamma)M_s^2 (r_s/x)^2,$$  

where $C(\gamma)$ is a function of $\gamma$ and given graphically by them. A similar treatment by Mirels and Mullen\textsuperscript{16} gives the same expression with different values of $C(\gamma)$. All the theoretical expressions including the free molecular model have the same functional form except for $C(\gamma)$. The values of $C(\gamma)$ are compared for $\gamma=5/3$ in Table 1. The free molecular theory predicts values $1.9$-$2.6$ times larger than the continuum theories. This problem can also be treated as an axisymmetric Prandtl-Meyer expansion and the flow properties can be calculated by the method of characteristics, which gives an exact solution. Our calculation was started from 33 equally spaced initial points on the primary Mach line at the orifice and was done on a sufficient number of Mach lines at intervals of 0.05 to values large enough so that solutions for any desired axial distance can be obtained. The calculated density on axis is compared with the Thornhill solution in Fig.2. There is quite good agreement between them except at small values of $x/r_s$ where the latter is not really applicable.

![Fig.2 Comparison of the density on the skimmer axis obtained by the method of characteristics with the Thornhill solution for skimmer Mach number of 12.7.](image)

<table>
<thead>
<tr>
<th>Kantrowitz &amp; Grey</th>
<th>Thornhill</th>
<th>Greifinger &amp; Cole</th>
<th>Mirels &amp; Mullen</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C(\gamma)$</td>
<td>0.833</td>
<td>0.397</td>
<td>0.32</td>
</tr>
</tbody>
</table>

EXPERIMENTAL

Apparatus

As shown in Fig.3, the apparatus consisted of a shock tube and a vacuum tank containing a skimmer and a collimator. The shock tube was connected with the vacuum tank by a convergent-divergent conical nozzle. The tube was initially isolated from the vacuum tank by a polyethylene diaphragm close to the nozzle with thickness of either 4 or 8 $\mu$m. The diaphragm was ruptured by the high pressure gas behind the reflected shock so that the hot gas in the shock
Teshima and Takahashi

tube could expand through the nozzle into the vacuum tank. A small portion of the expanded gas passed successively through the skimmer and the collimator to form the shock-heated molecular beam.

The shock tube consisted of a 2.5 m driver section and a 4.7 m driven section. Both were made of stainless steel pipes having an inside diameter of 12.8 cm and were separated by a diaphragm. Several layers of polycarbonate film ranging from 100 to 250 μm in thickness were used. The driver gas was hydrogen and the test gas was pure (99.995% at the bottle) argon. The diaphragm was ruptured by an electromagnetically driven needle in order to keep shock conditions constant. The measured shock velocity varied within 1% at the same initial pressures across the diaphragm.

The arrangement of the nozzle-skimmer-collimator system in the vacuum tank is shown in Fig.4. It would be desirable to isolate three chambers, i.e. the chambers between nozzle and skimmer, and skimmer and collimator, and the experimental chamber, from each other in order to prevent molecules reflected from the walls from interfering with the beam. Because in our apparatus they were in the same chamber, whose volume was 0.6 m³ with a 10 inches oil diffusion pump, we could not avoid such interaction. Experimental results showed
this effect limited the beam duration times. Before the shock tube was fired, the background pressure was in the range between $1 \times 10^{-5}$ and $5 \times 10^{-6}$ Torr. A sliding shutter was incorporated in the nozzle just downstream of the diaphragm to stop the flow into the vacuum tank shortly after the expansion started. The shutter was operated by a spring-rotary solenoid system and triggered by a pressure gauge signal. This mechanism permitted gas flow for 50-500 msec and prevented pressure rises higher than a few Torr after a shot. Therefore, the vacuum tank did not need to be exposed to atmosphere for replacement of the diaphragm and could be re-evacuated within a few minutes to high vacuum.

Divergent-convergent conical nozzles were used with a 30° half angle divergent section from any of three different throat diameters, 3.2, 5 and 10 mm. The axial length was 10 cm. The skimmer was located 12.5 cm downstream from the nozzle throat. It had a 7 mm orifice diameter and external and internal half angles of 35° and 25°, respectively. Thus any external shock should have been attached and internal flow should have been free from wall effects. The lip of the skimmer orifice was machined to as sharp an edge as possible to minimize its effects on the beam intensity. The collimator was located 23.9 cm downstream of the skimmer orifice. Two collimators with different geometries were used; the external and the internal half angles of 65° and 45°, respectively, with 15 mm orifice diameter (collimator 1) and 22° and 15° with 10 mm orifice diameter (collimator 2).

Intensity Measurements

Thin film heat transfer gauges were used to measure the molecular beam intensity. In a free molecular flow, the heat transfer rate, \( \dot{q}(t) \), to a body can be expressed by

\[
\dot{q}(t) = \frac{1}{2} C_m N u^3
\]

Table 2. Experimental conditions. \( P_4 \) and \( P_1 \) are the pressures across the diaphragm and \( T_0 \) and \( P_0 \) are the stagnation temperature and pressure, respectively.
where \( m \) is the mass of the beam molecule, \( N \) is the number density of the beam and \( C \) includes the accommodation coefficient which is here assumed to be unity. Here, the beam velocity, \( u \), can be taken as the asymptotic value obtained from the nozzle flow calculation. Measurements were made at three points, i.e. on axis, 7 and 14 mm off axis at several different places downstream of the skimmer. The properties of the gas in the reflected shock region are shown in Table 2 along with conditions at the skimmer entrance obtained from the nozzle flow calculation.

RESULTS AND DISCUSSIONS

Typical signals of the heat transfer gauges are shown in Fig.5. Fig.5a shows that the surface temperature increases gradually after the beam arrival at the gauge for about 1.2 msec until it reaches to a plateau, then begins to fall. The period of the signal increase corresponds to that of constant \( q(t) \) or duration of beam, as can be seen from Fig.5b, which compares the signal with one using an analog network. After about 1 msec beam duration, the gas reflected from the walls begins to affect the beam, then after 1-2 msec the beam has decayed.

![Fig.5 Typical signals of heat transfer gauges.](image)

Measured intensities on axis at 5 cm downstream of the collimator for three different nozzles and for various shock conditions are shown in Fig.6 compared with the theoretical values. If Knudsen numbers at the skimmer entrance are greater than unity, they can be considered to follow the Kantrowitz-Grey solution. As can be seen from the values of \( Kn \) listed in Table 2, in cases of \( P_1=1 \) Torr, \( D=3.2 \) and 5 mm, this solution can be applicable, but in other cases continuum theories should be applied. However, measured values are much less than either theory would predict. Contributions of the interference between beam molecules and the collimator to this difference were examined. Intensities observed at the same point with the collimator 1 or 2 and without it for the 10 mm throat nozzle are shown in Fig.7 compared with the theoretical values. Differences of intensities with two different shape collimator are not significant for all conditions. Smaller intensities with a collimator than those without it can be explained by a reduction of solid angle spanned by the heat transfer gauge. Thus the main departure from theory may result from the interaction between the expanded gas and the skimmer. Penn and Deckers\( ^5 \) have reported that under steady flow conditions the ratio of observed to theoretical
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Fig. 6 Comparison of the measured beam intensity with theories.

Fig. 7 Effects of collimators on the beam intensity.

intensity can be correlated with a dimensionless quantity, \( \frac{Kn_s}{M_s} \), and Anderson et al. have extended this correlation over a wide range of experimental conditions. In Fig. 8 the ratio of the observed intensity without the collimator to the Kantrowitz-Grey prediction is plotted against \( \frac{Kn_s}{M_s} \) compared with their room temperature source beam result. Because there may exist a thick boundary layer along the nozzle wall at very low pressure, the boundary layer displacement thickness has been taken into account in calculations of the conditions at the skimmer for 10 mm throat nozzle. Data both with and without this correction are shown in the figure and show the same correlation. No correction has been made for other nozzles, but the data with the boundary layer correction would approach to 10 mm nozzle correlation curve. The trend of our data is very
similar to that of Anderson et al., but about 10 times larger for a given value of \( Kn_5/M_s \) in the case of 10 mm nozzle.

Because \( Kn_5 \) is less than unity for most of the present experimental conditions, there may exist a gas cloud around the orifice due to a viscous layer at the lip. The velocity distribution of the molecules in the cloud may be considered as resulting from almost complete accommodation with the wall. A Knudsen number is an inverse measure of the number of collisions which occur between free stream molecules and those wall accommodated molecules. Therefore, the approach to theoretical intensity should be directly proportional to the value of this parameter. The Mach number in the denominator seems to be a measure of the sensitivity of the system to disturbance by collisions. At higher Mach numbers a relatively slight change in the trajectories passing through the skimmer can significantly affect the measured intensity because of the high degree of collimation due to flow. At lower Mach numbers a relatively greater trajectory change is required for the same proportional reduction in the beam intensity. Therefore, \( Kn_5/M_s \) is inversely proportional to the degree of the scattering given by collisions between beam molecules and those in the cloud, i.e. in hard sphere molecules the probability of a collision between a beam molecule and a wall accommodated molecule. Because the extent of the skimmer interference, which relates inversely to the observed to theoretical intensity ratio, increases with this probability, then the correlation of this ratio against \( Kn_5/M_s \) can be well explained.

The difference between the present and earlier results is obviously due in part at least the large difference in the source temperature. Considering the scatter of the beam as a result of momentum transfer by collisions between beam molecules and wall accommodated molecules, for the same Mach number in both cases the ratio of the degree of scattering can be estimated as being directly proportional to the probability of such a collision. In terms of momentum transfer or viscosity cross section, this probability is essentially inversely proportional to the relative velocity of free stream and the wall accommodated molecules or the square root of the source temperature. In comparing our results with those of Anderson et al. we note that our source temperature is about 20-30 times higher. Therefore, the skimmer interference should be about 4.6-5.9 times less in our case. The remaining discrepancy is very probably due to geometrical differences, our system being somewhat less highly collimated than theirs and therefore less sensitive to small angle scattering.

In Fig. 9 are shown beam intensities along \( x \) for each nozzle, along with the predictions by Thornhill. It can be seen that downstream of the skimmer there is an axial dependence of \( x^{-2} \), consistent with theories. In Fig. 10 are shown radial intensity profiles at four different positions with 3.2 mm nozzle. In terms of a self-similar relation on the radial distribution, the spreading angle of the beam was estimated to be 4.6-6.8° half angle, which are reasonably consistent with theories. Fig. 11 shows radial intensity profiles for three nozzles measure at 5 cm downstream of the collimator 1. It can be seen that the beams are well collimated. In Fig. 12 are shown beam duration times for the three nozzles. They vary from 1 to 3 msec and become shorter with increasing nozzle throat diameter. Larger throat diameter results in more gas flow into the vacuum tank, so the consequent increase in background pressure causes a proportional attenuation of the beams.
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Fig. 10 Radial beam intensity profiles at various x.

Fig. 11 Radial beam intensity profiles downstream of the collimator 1.

Fig. 12 Duration time of beams.
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A conceptual view for a GAIM energy/driver system to maximize shock-tube performance through efficient interfacing of the energy source with the gas dynamics of the arc driver is presented. Electrical and arc-chamber requirements are evaluated utilizing two new computer codes. One code calculates the shock wave generated for a selected time rate and magnitude of arc-energy input; the other computes the values of external circuit elements required to produce the selected energy input, with the driver represented as the load element of the electrical discharge circuit. Results indicate that the energy-storage capability and the driver arrangement needed to produce the highest shock Mach number can be achieved by means of driver gas addition and by impedance matching (GAIM). Design criteria are presented for arc energy requirements necessary to produce given shock-wave speeds. Shock velocities as high as the 70 km/sec required for simulating Jovian entry now seem possible in shock-tube operation. Practical implementation of a GAIM system is discussed.

INTRODUCTION

In view of the potential shock-speed capability of arc-driven shock tubes, which far exceeds the performance demonstrated by most operational facilities, a mathematical effort has been conducted to study the energy/driver system requirements necessary to produce the highest possible shock speed for the least expenditure of energy. Two new computer codes were utilized to calculate the gas-dynamic behavior of an arc-heated shock tube and to determine the energy source requirements to optimize the energy discharged in the driver. Results of the study showed that the attainment of the potential performance was possible, in part, through efficient interfacing of the electrical impedance of the energy source with that of the energetic plasma developed during gas heating. In addition, the input time for a given maximum energy and the arc-chamber size are factors that must be balanced so that the energy input is completed before the mass of the gas in the chamber falls to zero.

A powerful arc-driver incorporating driver gas addition and impedance matching (GAIM) is under study at Ames Research Center; the objective is to achieve near-potential shock-speed performance for the shock-tube operation. With the GAIM concept, the energy/driver system is designed to incorporate (1) tailoring of the electrical properties of the capacitive energy system with the circuit load to deliver energy to the load at a prescribed rate for a
Dannenberg

prescribed interval of time; (2) tailoring of the volume of the driver chamber, gas, and preset pressure so that the electrical resistance of the subsequent arc discharge will be properly matched to the impedance of the other components; and (3) provision for driver gas addition to be properly programmed to start gas injection into the chamber during the first-quarter cycle of the circuit current. The purpose of this paper is to examine pertinent gas-dynamic and discharge-circuit parameters and to indicate their sensitivity in effecting the generation of the final shock Mach number of a GAIM system with an arc energy input of 1000 kJ.

NUMERICAL PROCEDURES

A review of high-performance arc-driven shock tubes was presented at the 1977 International Shock Tube Symposium. Shortly thereafter, two new analytical codes were developed. They addressed arc-driver operation from the point of view of modeling two of the driver functions independently: (1) as a shock wave generator; and (2) as a load element in the electrical discharge circuit. The first code (ECEN) models the unsteady gas dynamic characteristics of arc-driven shock tubes. The code computes the driver gas properties during energy input, the gas mass flow from the driver, and the generated shock-wave speed. The EGEN code requires as input data the gas load conditions of the driver and driven tube, chamber dimensions, and the time rate and magnitude of the energy input. This program provided criteria for analyzing performance limitations to shock velocity based on the reduction of gas mass in the driver chamber as a function of time during the energy input period.

The second code (ERES) allows the designer to determine the energy system requirements needed to duplicate a particular driver energy input distribution derived from EGEN computations. The energy storage, cabling, and arc-driver system represents a series electrical circuit. The ERES code models the release of energy for a megajoule discharge in an R-L-C series circuit with an R-L load. The system components are delineated as equivalent elements in the model circuit. Both the resistance and the inductance of the load (driver) are represented by effective values that characterize their behavior during arc heating. The ERES code computes the instantaneous load voltage, load energy, and circuit current characteristics, based on the load and external circuit impedances.

Load impedance for use in the preceding program is evaluated on the basis of results obtained by means of a third program, SPARK. SPARK models the transient electrical discharge performance of a capacitive energy storage and arc-driver network. It computes the instantaneous energy absorption (and other) characteristics for all of the resistive components of the circuit elements from a description of only the external elements, the bank potential, and the time history (oscillogram) of the circuit current. The electrical characteristics of many different arc-driven facilities were determined using the SPARK program. The range of systems examined encompassed energy storage units of tens to hundreds of kilojoules with capacitor banks with operating voltages to 40 kV, and currents in the hundreds of kiloamperes with rise times of tens to several hundred microseconds. Analysis of the results showed that the electrical response of a driver with its arc-discharge was aptly characterized by an effective load resistance. The value of the effective resistance (and to a lesser extent the effective inductance) is a useful measure in relating preset chamber variables to their electrical counterparts as well as to generated (measured) shock speed. The application of SPARK calculations for the design of an arc-chamber to achieve the appropriate resistance during the electrical discharge has been discussed and reported in Ref. 2. Although using the three independent programs was perhaps a complex way to proceed, their combined calculations are believed to give good agreement with experimental results.

The calculations and designs presented herein were made for a constant-area shock tube, 10.16 cm diam. The driver and driven gases were hydrogen with initial loading pressures of 10 atm and 1 Torr, respectively. The diaphragm
separating the driver and driven tubes is assumed to be of sufficient strength to hold the preset pressure difference and to burst at the moment the heating occurs. The time distribution of the energy addition to the arc chamber for EGEN computations was chosen from the data in Ref. 5, which is representative of the highest shock Mach number obtained experimentally (i.e., $M_0 = 36$ moving into hydrogen at 1 Torr). Curves for different maximum energy transfer in a given time period, or the same energy input over different times, were developed as affine transformations of the base curve. All the arc energy was assumed to be transferred to the gas by joule heating. Most of the calculations were made for 1000 kJ total energy input, a value required for the achievement of polar or retrograde entry velocities into the Jovian atmosphere.

GAS-DYNAMIC CONSIDERATIONS

EGEN computations indicate that the final shock-wave speed produced by a designated energy input continued to increase during gas heating until either of two conditions occurred with respect to the driver gas. One was that the energy input was completed before the driver gas was depleted within the chamber; the other was that the gas was exhausted prior to the completion of the total energy input. The mass efflux determination distinguishes EGEN from other methods, which in fact do not attempt to determine any change in driver gas mass through the shock generation process. For the mathematical model, total gas depletion prior to complete energy input limits generation of maximum shock speed. A similar condition may inhibit the performance capability of arc-heated drivers.

An important result to emerge from EGEN calculations was that driver length is critical in determining maximum shock Mach number. This is illustrated in Figure 1 for the 1000 kJ energy input with a deposition time of 50 usec. As the length was reduced, the shock Mach number increased to a maximum, after which it declined toward zero as the length approached zero. The latter would be anticipated, of course, because a shock cannot be driven without driver gas. The increase in Mach number as the driver length decreased appeared to be a higher energy density at first, offsetting the tendency to run out of gas. Similar characteristics were observed for curves derived for a practical range of gas load pressures and total energies compatible with that of contemporary arc-driven shock tubes.

EGEN calculations were made to determine what effect varying the time over which the 1000 kJ energy input is discharged into the driver gas would have on shock-wave Mach number for a number of different driver lengths. Results of these calculations are shown in Figure 2. Clearly, discharge periods that are either too short or too long are detrimental to generation of shock speed. The highest shock speeds were produced with very short energy input times in

![Figure 1](image-url)
Figure 2. Shock speed sensitivity to total time of energy input for 1000 kJ deposition; driver diam 10.16 cm.

minimal length chambers, as typified by the 10-cm driver in Figure 2. The high rate of energy input dictated by a short input time presents severe problems to the design of the electrical circuit to develop the requisite energy characteristics. Also, the steepness of the curve is indicative of potentially large changes in performance arising from normal test variations encountered in daily operation. As the chamber length increased, the maximum shock Mach number decreased and the corresponding total energy input time increased. The longer energy input time periods are within the capabilities of present day capacitive discharge circuitry.

For the shortest total energy input times shown by the curves in Figure 2, the energy input was completed before all of the driver gas was exhausted from the chamber. The shock speeds are slightly higher than those for an instantaneous energy addition (representative of constant volume operation using a heavy metal diaphragm and the same total energy input). As the total input period increases, it approaches the time when the energy input was completed at the same instant when the mass of gas in the driver was reduced to zero. Times corresponding to this dual condition are indicated by tick marks on the curves. It can be noted that the indicated time points are slightly less than those for the maximum Mach number. These differences may be exaggerated with the EGEN model as a result of neglect of the rarefaction wave system in the driver. They do, however, indicate a correlation between the time period of energy transfer to the driver gas for maximum shock Mach number with the time for the driver chamber to be depleted of gas. As the total energy input times became longer, the gas was exhausted from the driver prior to the complete introduction of the available energy. The generated shock Mach number decreased as progressively smaller portions of the total energy were being discharged into the gas. The remaining portions of the 1000 kJ did not contribute toward shock generation.

Initially, it might appear that an easy solution to higher performance with a given energy input would be to increase the initial gas mass in the driver. With the use of light plastic diaphragms, initial load pressures are limited to a maximum of several atmospheres, and operation is at that level. Furthermore, increasing the initial gas pressure would adversely affect the rate of energy input and consequently, the shock speed. Also, although a low-load pressure tends to induce a more rapid initial rate of energy input, experience has shown that a gas pressure that is too low results in excessive voltage oscillations caused by circuit ringing. Driver gas addition offers an attractive approach to supplementing the mass flow of gas within the driver during the total period of energy input. Potential advantages of gas addition
are that chamber pressure would be raised and maintained during the latter half of the heating cycle, and circuit damping would be increased. The foregoing would permit the practical use of short arc chambers operating over longer total energy input times to produce higher shock speeds.

The results from the EGEN model also provide design criteria regarding the arc energy requirement to produce a given shock-wave speed. The energy capability of the total system would be greater due to other resistive losses in the circuit. The curve designated "optimized energy input" in Figure 3 shows the variation of shock Mach number with maximum arc energy discharged into the driver gas in its "best" time and chamber length. When consideration is given to prescribing the ratings for components of discharge circuits to develop the prerequisite energy/time features in the load (driver), it is easily demonstrated that electrical duplication is quite impractical and that it might be impossible for certain energy/driver formats. These formats include short arcs or very fast rise rates as noted earlier. The realistically achievable performance based on EGEN derived energy/time properties with a tenable capacitive discharge circuit is indicated by the shaded area in Figure 3. Shock Mach numbers as high as 56 for simulating Jovian entry speeds are predicted with efficient performance for an energy input of about 1000 kJ.

**ELECTRICAL CONSIDERATIONS**

The achievement of potential performance dictates that maximum available electrical energy be converted into kinetic energy in the shock-heated gas and that the arc heating of the driver gas be as rapid and as efficient as possible. This is accomplished by matching the capacitor bank and the high-voltage cabling to the driver-arc resistance and inductance in such a way that the energy input is not only rapid and complete as possible, but that a minimum amount of energy is dissipated external to the arc chamber.

Fast-energy-transfer times dictate that the combined external circuit and load (driver) inductances in the electrical discharge network be low. Good design practices used in building large capacitive storage systems generally achieve a "low" external inductance, of the order of 0.1 to 0.3 μH. A lower value for the external inductance cannot be realized without considerable technical effort and very high cost. The load inductance is a different matter. The effective inductances developed by arc formations within driver chambers are significantly larger than the low values of well-developed energy-storage systems. Typically, load inductances for short chambers are 2 or 3 times that of the external value and several times larger for longer drivers. For high-performance operation, it is important that careful attention be given to driver details in order to arrive at the lowest practical load inductance. Parameters that act to reduce load inductance include lower chamber pressure,
shorter arc length, higher arc voltage, or a discharge of greater specific energy. Positioning the arc chamber within, or as close as possible, to the current collector or cable termination assembly is another prerequisite for a low-inductive installation.

Parametric analysis of capacitive discharge circuits by ERES computations highlighted the limitation imposed by the maximum or rated voltage of a particular capacitor bank on the rate of energy delivery to the load. For the purposes of this discussion, it is assumed (based on experimental results) that the strength of the shock wave generated in the driven tube increases as energy is transferred to the load at a more rapid rate. Load energy curves are presented in Figure 4 for representative combinations of capacitance and voltage to produce a 1000-kJ total energy input. The impedance values used in the calculations were representative of those encountered in practice. Although not presented, the circuit current and voltage across the load corresponding to each case in the figure were also determined from code calculations. The results of the sample calculations illustrate the improvement in rise-time of the load energy with higher voltage and lowered capacitance.

The energy input represented by the 60 kV curve in Figure 4 represents a close match with the energy distribution realized from EGEN calculations to achieve potential shock-speed performance. To develop the energy input with a capacitive energy-storage system would require an intricacy of electrical design and operation at the limit of existing capabilities (dashed line in Fig. 3). It can be observed that the shape of the energy input curve changes with increasing voltage (Fig. 4) in a manner reflecting an increasingly oscillatory type of discharge performance. At 80 kV, the severity of the voltage oscillation (overshoot) precludes acceptable operation.

The preceding discussion has been concerned with capacitive energy-storage systems. A new type of power supply, a compensating, pulsed alternator, offers promise of a capability for developing voltages to 100 kV with pulsed energies of a few thousand kilojoules within the prerequisite input times. The alternator converts mechanical, rotational energy directly into electrical energy, utilizing the principles of magnetic induction and flux compression. Analysis of an alternator driving a matched impedance load is in progress. Until such times as alternators are available as replacements to capacitive power supplies, the GAIM driver would be powered by arc energy storage system equipped with an extra-high voltage capacitor bank.
GAIM DRIVER

A schematic assembly of a GAIM driver designed for operation with arc discharges to 1000 kJ is shown in Figure 5. The arc chamber would be 26 cm long. A number of the parts indicated on the figure have been selected based on experience gained from their use with other drivers at the Ames facility. Without doubt, many variations in hardware assembly are possible that could produce similar operation. Certainly, new ideas will germinate during work toward the next performance level.

In GAIM operation, the run cycle begins by purging and filling the arc-chamber with several atmospheres of hydrogen. The capacitor bank, cabling, and electrode are charged to the preset voltage. In a programmed sequence, high-pressure driver gas stored in an external reservoir is fed into the gas load line by opening a remotely controlled valve. The pressure increases in the hollow core of the high-voltage electrode, causing the piston to actuate. The trigger wire is pulled toward the electrode, inducing voltage breakdown between the electrode and trigger wire, and the wire explodes and initiates the arc strike. Gas enters the arc chamber through the electrode to augment the rate of mass flow of heated gas from the chamber. Orifices in the tip of the electrode control the rate of the gas addition.

To enhance shock generation, injection of driver gas must begin shortly after arc heating starts and continue through the energy input period. Because the total energy transfer is essentially completed at approximately the end of the first half-cycle of the circuit current, gas that continued to enter the chamber would serve to improve circuit damping by acting as an additional load resistance. ECGN calculations show that with only the normal gas load in the driver, the chamber pressures rise, peak, and fall off as energy input nears completion. Gas addition would raise the chamber pressure during the latter portion of the energy cycle. It is estimated that an added quantity of gas between 2 and 3 times that of the normal initial load mass in the chamber would be adequate during the heating period.
The length and shape of the arc chamber have been designed for the arc plasma to develop the appropriate resistance during the electrical discharge to provide for the proper impedance match between the driver and the external circuit components. Energy for the arc would be supplied by a 733 \( \mu \)F capacitor bank, which would be capable of storing approximately 1.3 MJ when charged to a maximum of 60 kV. With this energy storage arrangement powering the arc driver assembly shown in Figure 5, the projected performance into 1 Torr of hydrogen is a Mach number of 56.

CONCLUDING REMARKS

It has been shown that computer codes now available provide mathematical tools for the design of arc-drivers to maximize their shock generating capabilities and to define their electrical circuits in order to achieve the selected energy transference to the arc chambers. Results reveal that the production of the highest shock Mach number for a given maximum energy requires optimizing the input time of the energy for the arc-chamber size together with a harmonious matching of energy and driver components. The GAIM system maximizes shock tube performance through efficient interfacing of the energy source with the gas dynamics of the driver utilizing driver gas addition and electrical impedance matching.
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THERMAL ISOMERIZATION REACTIONS OF SUBSTITUTED CYCLOHEPTATRIENES IN SHOCK WAVES

D. C. ASTHOLZ, J. TROE and W. WIETERS
Institut für Physikalische Chemie, Universität Göttingen
Tammannstrasse 6, D — 3400 Göttingen, West-Germany

The thermal unimolecular isomerization of cycloheptatriene, and of methyl-, ethyl-, and isopropyl-cycloheptatriene, to the corresponding aromatic products have been investigated in the temperature range 900-1400 K in shock wave experiments. Even for these large molecules fall-off behaviour has to be taken into account mainly due to weak collision effects. By the use of a full weak collision theory reduced fall-off curves have been calculated. From the limiting high pressure rate constants a very reliable set of specific rate constants, k(E), is derived.

INTRODUCTION

It is generally assumed that unimolecular dissociation or isomerization reactions of "large" polyatomic molecules (more than 30 oscillators) under normal experimental conditions occur very close to the high pressure, first order limit of the reaction. However, due to fall-off effects, this assumption becomes invalid under shock wave conditions. This effect has often been overlooked when shock wave experiments have been combined with low temperature data in order to derive more precise Arrhenius parameters or thermodynamic values.

EXPERIMENTAL

We therefore intended to study four model isomerization reactions in shock waves to demonstrate quantitatively this effect. We have investigated the aromatization reactions of cycloheptatriene (CHT), 7-methyl-cycloheptatriene (Me-CHT), 7-ethyl-cycloheptatriene (Et-CHT), and 7-isopropyl-cycloheptatriene (isoPr-CHT) in the temperature range 900-1400 K and at concentrations of the bath gas Ar in the range $8 \cdot 10^{-7} \leq [Ar] \leq 2 \cdot 10^{-4}$ mol cm$^{-3}$.

The reactions are particularly clean unimolecular isomerization reactions following relatively simple mechanisms. The products are toluene from CHT, ethylbenzene, o-, m-, p-xylene and styrene from Me-CHT, independent of the position of the methyl group. From Et-CHT and isoPr-CHT, the analogous higher substituted aromatization products are formed. The reactions behind incident or reflected shock waves could conveniently be
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monitored by UV light absorption, in the 280-310 nm range, of the disappearing seven-membered ring parent molecules. Details of the experimental technique have been described previously, see in particular ref. (1).

RESULTS

The measured strictly first order rate constants were well represented by Arrhenius plots which in all cases were perfectly linear. The following Arrhenius expressions for the thermal isomerization reactions were obtained:

**CRT:**
\[ k_1 = 10^{13.43 \pm 0.25} \exp(-208.5 \pm 6.0 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \] (1)

between 900 and 1300 K and at [Ar] \( \simeq 7 \cdot 10^{-5} \text{ mol cm}^{-3} \) in best agreement with our earlier results 5).

**Me-CRT:**
\[ k_2 = 10^{13.25 \pm 0.23} \exp(-203.5 \pm 5.0 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \] (2)

between 900 and 1400 K at [Ar] \( \simeq 3 \cdot 10^{-5} \text{ mol cm}^{-3} \),

**Et-CRT:**
\[ k_3 = 10^{13.14 \pm 0.22} \exp(-200.7 \pm 5.0 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \] (3)

between 940 and 1350 K at [Ar] \( \simeq 3 \cdot 10^{-5} \text{ mol cm}^{-3} \),

**isoPr-CRT:**
\[ k_4 = 10^{12.93 \pm 0.35} \exp(-196.6 \pm 8.2 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \] (4)

between 960 and 1340 K at [Ar] \( \simeq 3 \cdot 10^{-5} \text{ mol cm}^{-3} \).

For **CRT** and **Me-CRT**, low temperature experiments near 600 K from static systems are available which are well consistent with the present data. Fig. 1 compares our results for the thermal isomerization of **Me-CRT** with the low temperature data from ref. (3). The Arrhenius plot over 12 orders of magnitude appears to be impressively straight.

![Arrhenius plot](image.png)

**Figure 1.** First-order rate constant of the thermal isomerization of 7-methyl-cycloheptatriene (Me-CRT)

[(o) from ref. (3),
(e) from this work]
At first sight the reaction rates did not seem to depend on the total pressure. However, with more careful experiments, over the large pressure range studied (8 \times 10^{-7} \leq [Ar] \leq 2 \times 10^{-4} \text{ mol cm}^{-3}), small pressure effects (less than a factor of two) became apparent indicating that under the present conditions the reaction was not, as assumed before, at its high pressure limit. Therefore, the measured points of Fig. 1 do not directly correspond to the limiting high pressure rate constant $k_{2\text{eo}}$. Fig. 2 shows for Me-CHT the detected minor dependence of $k_2$ on the Ar-concentration at temperatures above 1000 K. Since the effect is too small for an experimental extrapolation toward the high pressure limit, a careful fall-off analysis has to be applied. This can only be done by the use of a full weak collision theory of unimolecular reactions.

**DISCUSSION**

**Fall-off Corrections and High Pressure Rate Constants**

The dominant quantities of a fall-off curve are the pressure-proportional low pressure rate constant $k_0$ and the pressure-independent limiting high pressure rate constant $k_{2\text{eo}}$, and they have to be calculated first. Performing our calculations according to ref. (6), at first the weak collision efficiency $\varepsilon_c$ at the low pressure limit has to be estimated. In the present cases, from photoactivation experiments (ref. 4,7) values of the average energy $\langle AE \rangle$ transferred per collision have been deduced from which $\varepsilon_c$ values near 0.04 at 1200 K were calculated. The limiting high pressure rate constants were obtained following usual transition state theory (ref. 6). The interpolating fall-off curves are of fairly universal shape, if they are represented by
As described in the text, the rate constant $k/k_{oo}$ as a function of the dimensionless pressure scale $k_0/k_{oo}$, in factorized form,

$$\frac{k}{k_{oo}} = F^L(k_0/k_{oo}) \cdot F^{SC}(k_0/k_{oo}) \cdot F^{WC}(k_0/k_{oo})$$  

(1)

with the Lindemann - Hinshelwood factor $(k_0/k_{oo})/(1 + k_0/k_{oo})$, the strong collision ($F^{SC}$) and the weak collision broadening factors ($F^{WC}$).

The strong collision broadening factors were obtained from an exact counting of states procedure. In addition to this quantity, the weak collision broadening of the fall-off curve has to be considered. Solutions of the weak collision master equation have been calculated indicating an appreciable weak collision broadening of these fall-off curves. At the center of the fall-off curve the broadening is mainly caused by strong collision broadening while at the pressures applied in this work, the larger width of the weak collision broadening factor dominates. The analysis showed that, under the shock wave conditions, the fall-off was entirely due to weak collision effects (both shift and broadening) whereas the usual strong collision unimolecular rate theory would have predicted that the reaction was practically at its high pressure limit. In Fig. 3 the measurements for Me-CHT at 1200 K have been compared with both the full weak collision fall-off curve and the pure strong collision curve. The experimental points in Fig. 3 indicate the extent of the fall-off corrections required. The small experimentally detectable increase in the rate constants with pressure agrees well with the predictions of the weak collision unimolecular rate theory applied. However, it has to be emphasized that the discussed weak collision fall-off corrections, although by far too small to allow for an experimental extrapolation toward the high pressure limit, cannot be neglected. Therefore, such an analysis in the future will become obligatory for shock wave studies of any unimolecular reaction of a polyatomic molecule.

![Figure 3. Calculated weak collision fall-off curve of the thermal isomerization of Me-CHT in Ar at 1200 K. (---) measurements from this work, see text). The dotted curve represents the pure strong collision fall-off curve.

After the correction of the fall-off effects, the following limiting high pressure rate constants were obtained:

- CHT: $k_{1oo} = 10^{14.10} \exp(-220.5 \text{ kJ mol}^{-1}/RT) \text{ s}^{-1}$
- Me-CHT: $k_{2oo} = 10^{13.99} \exp(-216.4 \text{ kJ mol}^{-1}/RT) \text{ s}^{-1}$

(5) & (6)
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Et-CHT : \( k_{3\text{rot}} = 10^{13.65} \exp(-208.9 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \) (7)

isoPr-CHT : \( k_{4\text{rot}} = 10^{13.44} \exp(-204.8 \text{ kJ mol}^{-1}/\text{RT}) \text{ s}^{-1} \) (8)

where \( k_{3\text{rot}} \) and \( k_{4\text{rot}} \) apply to temperatures between 600 and 1400 K, whereas \( k_{3\text{rot}} \) and \( k_{4\text{rot}} \) apply to 900 - 1400 K.

**Specific Rate Constants \( k(E) \)**

We have also simulated these high pressure rate constants by suitable threshold energies and activated complex frequencies. This analysis was by no means unique and different models could reproduce the data. However, these models all predict nearly the same specific rate constants \( k(E) \) in the thermal average. Therefore, the present systems may perhaps serve as the best exemplary prototype for unimolecular reactions which have until now been accessible.

It might be mentioned that the present experiments report fall-off effects for the largest molecules for which fall-off behaviour has experimentally been detected so far. However, even for molecules of this size (with 19 (CHT), 47 (+1) (Me-CHT), 55 (+2) (Et-CHT), 63 (+3) (isoPr-CHT) oscillators (+ internal rotors)), fall-off effects are always present in shock waves and should not be overlooked.
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OXIDATION OF CYANOGREN III. SHOCK INITIATED IGNITION IN C₂N₂-O₂-H₂-Ar MIXTURES

ASSA LIFSHITZ and MENASHE BIDANI
Department of Physical Chemistry, The Hebrew University, Jerusalem, Israel

The ignition of cyanogen in mixtures containing oxygen and hydrogen diluted in argon was studied behind reflected shock waves in a 2 in. i.d. single pulse shock tube. The measurements covered the temperature range 1100-1800 K at pressures (p₂) varying from approximately 2 to 7 atmospheres. The ignition delay times ranged between 80 and 1500 µsec.

The experimental results of close to two hundred and fifty tests can be correlated by the relationship:

\[ \tau = \lambda [C₂N₂]^{-0.67}[O₂]^{-0.59}[H₂]^{-0.81}[Ar]^{1.32} \text{ sec.} \]

where \( \lambda = 2.27 \times 10^{-14} \exp(22.0 \times 10^3/RT) \) and concentrations are expressed in mole per cubic centimeter.

In the presence of hydrogen, the ignition of cyanogen is faster than in its absence, it has a much weaker temperature dependence and shows considerable different concentration dependence.

The above relationship can serve as a basis for a comparison between computer and laboratory experiments. Two reaction schemes, one for the C₂N₂+O₂+Ar and the other for H₂+O₂+Ar were coupled through O, H, OH and CN radicals and the effect of this coupling on the parametric relation was examined.

INTRODUCTION

We have recently studied the ignition of cyanogen behind reflected shocks in mixtures containing cyanogen, oxygen and argon. The parametric relation which described the induction times showed a very strong dependence on the cyanogen concentration and a very weak dependence on the oxygen concentration:

\[ \tau = 10^a \exp(E/RT)[C₂N₂]^{\beta₁}[O₂]^{\beta₂}[Ar]^{\beta₃} \text{ sec} \]

where

\[ a = -13.97 \pm 0.15 \]

\[ E = 34.7 \pm 0.8 \text{ (kcal/mole)} \]

\[ \beta₁ = -1.01 \pm 0.04 \]

[612]
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$$B_2 = -0.21 \pm 0.04$$

$$B_3 = 0.22 \pm 0.05$$

and concentration are expressed in mole per cubic centimeter.

Modeling of the oxidation process\(^2\) gave a very good agreement between the computer and laboratory experiments when fifteen elementary steps composed the reaction scheme. The examination of the sensitivity spectrum showed that the overall oxidation was determined almost uniquely by the thermal chain:

$$0 + C_2N_2 \rightarrow NCO + CN$$

$$CN + O_2 \rightarrow NCO + O$$

Since in this cycle the rate constant of the second step is considerably bigger than that of the first steps\(^3\) the latter determines the propagation rate of the cycle. The rate is therefore almost independent of the O\(_2\) concentration but strongly dependent on the C\(_2\)N\(_2\) concentration, as has been observed experimentally.

The oxidation of cyanogen attracted a lot of attention in recent years in particular in view of its potential as a source for chemically pumping CO. This non hydrogen fuel will not produce OH radicals in its oxidation and will thus prevent the shortening of the vibrational relaxation time of CO via the very fast CO+OH=CO\(_2\)+H reaction. Now when the mechanism of the C\(_2\)N\(_2\) oxidation is fairly well established\(^2\) it is of great interest to examine the influence of small quantities of hydrogen on its oxidation.

In this article, experimental results of ignition delays in C\(_2\)N\(_2\)+O\(_2\)+H\(_2\)+Ar mixtures taken over a wide range of conditions will be presented. The coupling between the C\(_2\)N\(_2\)+O\(_2\) and the H\(_2\)+O\(_2\) systems will be discussed.

EXPERIMENTAL

Apparatus

The ignition was studied in a 2-in. i.d. single pulse shock tube. Its driven section, 10 ft long was made of "double tough" Pyrex tubing and was separated from the driver section by Mylar polyester diaphragms of varying thickness. The driver section was adjustable in small steps in order to achieve the best running conditions; its maximum length was 10 ft. Before each test, the shock tube was pumped down to 0.1 torr. The description of the tube and the mode of its operation has already been given in earlier publications\(^5\).

Incident shock velocities were recorded in order to calculate the reflected shock parameters. These were measured with two miniature high frequency pressure transducers placed 244 mm apart. The signals produced by the shock waves passing over the transducers were fed into a Hewlett Packard Model 5302A universal counter. Time intervals were read to 0.1 usec.

Reflected shock temperatures (T\(_s\)) and density ratios (\(\rho_s/\rho_i\)) were calculated from the measured incident shock velocities using the steady shock equations and the ideal gas equation of state. No chemical reaction was assumed in these calculations. The temperatures (T\(_s\)) and densities (\(\rho_s\)) listed in the various tables are those immediately following the shock reflection from the end plate and before any chemical reaction took place. These temperatures are not necessarily equal to the ones at the instant of ignition.

The progress of the reaction was followed by pressure observations. The output of another miniature high frequency pressure transducer, located at
the end plate of the driven section, was fed into a biomation Model 805 transient recorder, and the ignition was signified by a sudden rise from a plateau value, caused by the onset of combustion. The ignition delay time was taken as the time interval between the reflection of the shock from the end plate and the sudden rise in pressure. A representative trace is shown in Figure 1.

![Figure 1: A pressure record. The induction time is shown as the time interval between the reflection of the shock wave from the end plate of the driven section and the ignition point.](image)

Materials and Analysis

Seven reaction mixtures were prepared on a high pressure line and stored at high pressure (≤50 psig) in stainless steel cylinders. Both the line and the cylinders were baked to ≤100°C and later pumped down to better than 0.1 millitorr. The experimental conditions of nine groups of experiments are listed in Table I.

The cyanogen used in this study was C.P. grade listed as 98.5% pure. The oxygen ultra high pure was 99.99%, the hydrogen prepurified grade was 99.95% and the argon high purity grade was 99.995% pure. Driver gas helium was of high purity grade listed as 99.995% pure. All the gases were obtained from the Matheson Gas Co. and were used directly from the cylinders without further purification.

RESULTS

Derivation of the Experimental Parameters a, E and $\beta_i$

For the purpose of the modeling of ignition delay times, one must perform enough laboratory experiments and summarize the experimental results in a simple parametric relation suitable for this purpose. In a number of ignition studies in the past the collection of the data was successfully summarized in an equation of the type

$$\tau = 10^a \exp\left(\frac{E}{RT}\right) \cdot C_1^\beta_i$$

where $T$ is the reflected shock temperature upon reflection from the driven end and $C_1$ is the concentration of a component 1 after being processes by the re-
injected shock wave but before any chemical reaction took place. In this study, as has been done in the past, we have designed our experiments in such a manner that the $\beta_1$ could be independently derived. Refined values of these parameters as well as $\alpha$ and $E$ were obtained later by regression analysis of all the data.

<table>
<thead>
<tr>
<th>Group</th>
<th>$% C_2N_2$</th>
<th>$% O_2$</th>
<th>$% H_2$</th>
<th>$% Pi$</th>
<th>$% C_{5x10^5}$ mole/cc at 1300K</th>
<th>$\tau$ (usec)</th>
<th>$T$ (K)</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7</td>
<td>7</td>
<td>0.5</td>
<td>100</td>
<td>4.0</td>
<td>400</td>
<td>1115-1505</td>
<td>□</td>
</tr>
<tr>
<td>B</td>
<td>7</td>
<td>7</td>
<td>0.5</td>
<td>50</td>
<td>2.2</td>
<td>700</td>
<td>1225-1705</td>
<td>△</td>
</tr>
<tr>
<td>C</td>
<td>7</td>
<td>7</td>
<td>1</td>
<td>100</td>
<td>3.9</td>
<td>225</td>
<td>1050-1385</td>
<td>□</td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>3.5</td>
<td>0.5</td>
<td>100</td>
<td>4.0</td>
<td>700</td>
<td>1200-1475</td>
<td>▼</td>
</tr>
<tr>
<td>E</td>
<td>3.5</td>
<td>3.5</td>
<td>0.5</td>
<td>100</td>
<td>3.6</td>
<td>1350</td>
<td>1430-1915</td>
<td>◇</td>
</tr>
<tr>
<td>F</td>
<td>3.5</td>
<td>3.5</td>
<td>0.5</td>
<td>200</td>
<td>7.0</td>
<td>680</td>
<td>1225-1695</td>
<td>□</td>
</tr>
<tr>
<td>G</td>
<td>3.5</td>
<td>3.5</td>
<td>0.25</td>
<td>200</td>
<td>7.0</td>
<td>600</td>
<td>1360-1745</td>
<td>□</td>
</tr>
<tr>
<td>H</td>
<td>3.5</td>
<td>3.5</td>
<td>0.25</td>
<td>100</td>
<td>3.9</td>
<td>1320</td>
<td>1280-1550</td>
<td>□</td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>3.5</td>
<td>1</td>
<td>100</td>
<td>4.0</td>
<td>340</td>
<td>1110-1430</td>
<td>◇</td>
</tr>
</tbody>
</table>

In order to determine the four $\beta_i$, $\alpha$ and $E$, nine groups of experiments totalling approximately 250 shocks were performed. Table II shows details of three representative tests from each of the five groups.

Preliminary values of each of the four parameters $\beta_1$, $\beta_2$, $\beta_3$ and $\beta_4$ in the equation

$$\tau = \lambda [C_2N_2]^{\beta_1} [O_2]^{\beta_2} [H_2]^{\beta_3} [Ar]^{\beta_4}$$

were evaluated by an intercomparison of runs from two groups of experiments. Figure 2 shows an intercomparison of tests from groups A and D plotted as log $\tau$ vs $1/T$. The distance between the lines corresponding to groups A and D gives $\beta_2$ and that between E and D gives $\beta_1$. The distance between A and D is somewhat smaller than that between E and D, $\beta_1 \sim 0.9$ and $\beta_2 \sim 0.7$. Figure 3 shows a comparison between the induction times of groups A and C plotted again as log $\tau$ vs $1/T$. The distance between the two lines on this figure, $-0.27$ gives a value $-0.9$ for $\beta_3$. A strong dependence on the hydrogen concentration is obvious from this plot. The effect of argon on the induction times is shown in Figure 4 where data from groups A and H are compared. The big distance between the two parallel lines indicates a strong inhibiting effect of the argon; $\beta_4 \sim 1.3$. The exact values of the four power dependencies as well as that of $\lambda$ (eq. II) was obtained by a least squares analysis of the entire collection of the data. The values are:

- $\beta_1 = -0.67$
- $\beta_2 = -0.59$
- $\beta_3 = -0.81$
- $\beta_4 = 1.32$
- $\lambda = 2.27 \times 10^{-14} \exp(22.0 x 10^3/RT)$

Figure 5 shows a plot of log $\lambda$ vs $1/T$ where all the data points scatter along one line with a slope corresponding to 22.0 kcal/mole.
Figure 2. A plot of log $\tau$ vs $1/T$ for groups of shocks A(○), D(□) and E(○). The distance between A and D gives an indication of $B_1$ (Eq. II) and that between E and D is a measure for $B_2$. $B_1$ is somewhat bigger than $B_2$.

Figure 3. A plot of log $\tau$ vs $1/T$ for groups of shocks A(○) and C(□). The distance between the two parallel lines, -0.27 gives a value of -0.9 for $B_1$.

Figure 4. A plot of log $\tau$ vs $1/T$ for groups of shocks A(○) and H(□). The distance between the two parallel lines shows a very strong inhibiting effect of argon.$B_4$ = 1.3.
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#### Table II: Details of the Experimental Conditions for Representative Tests

<table>
<thead>
<tr>
<th>Group</th>
<th>C&lt;sub&gt;2&lt;/sub&gt;N&lt;sub&gt;2&lt;/sub&gt;</th>
<th>O&lt;sub&gt;2&lt;/sub&gt;</th>
<th>H&lt;sub&gt;2&lt;/sub&gt;</th>
<th>C&lt;sub&gt;S&lt;/sub&gt; x 10&lt;sup&gt;5&lt;/sup&gt; mole/cc</th>
<th>T&lt;sub&gt;S&lt;/sub&gt; (°K)</th>
<th>τ us/c</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7</td>
<td>7</td>
<td>3.55</td>
<td>1114</td>
<td>1900</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.97</td>
<td>1276</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.23</td>
<td>1384</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>7</td>
<td>7</td>
<td>1.92</td>
<td>1226</td>
<td>1100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.25</td>
<td>1511</td>
<td>212</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.44</td>
<td>1707</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>7</td>
<td>7</td>
<td>3.53</td>
<td>1101</td>
<td>1045</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.98</td>
<td>1274</td>
<td>320</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.24</td>
<td>1383</td>
<td>146</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>7</td>
<td>3.5</td>
<td>3.72</td>
<td>1215</td>
<td>1200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.21</td>
<td>1298</td>
<td>680</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.28</td>
<td>1468</td>
<td>210</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>3.5</td>
<td>3.5</td>
<td>3.44</td>
<td>1355</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.70</td>
<td>1506</td>
<td>336</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.91</td>
<td>1648</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>3.5</td>
<td>3.5</td>
<td>6.75</td>
<td>1315</td>
<td>800</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.22</td>
<td>1451</td>
<td>275</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.53</td>
<td>1551</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>3.5</td>
<td>3.5</td>
<td>3.45</td>
<td>1358</td>
<td>1440</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.59</td>
<td>1444</td>
<td>960</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.74</td>
<td>1540</td>
<td>580</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>3.5</td>
<td>3.5</td>
<td>6.68</td>
<td>1297</td>
<td>1200</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.12</td>
<td>1425</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.52</td>
<td>1553</td>
<td>256</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>7</td>
<td>3.5</td>
<td>3.48</td>
<td>1118</td>
<td>1280</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.70</td>
<td>1202</td>
<td>720</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.21</td>
<td>1426</td>
<td>190</td>
<td></td>
</tr>
</tbody>
</table>

#### CONCLUSIONS

The experimental results clearly indicate that the addition of hydrogen to the reaction mixtures in quantities of the order of H<sub>2</sub>/O<sub>2</sub> = 1/25 - 1/10 has a very great influence on the progress of the oxidation reaction. The induction times are on the average 5 times shorter, moreover, the parametric relation which describes the ignition delays is considerably different than the one corresponding to the O<sub>2</sub>-C<sub>2</sub>N<sub>2</sub>-Ar system without added hydrogen. The induction times become very strongly dependent on the argon concentration, the higher its concentration the longer the induction times get, τ = [Ar]±1.32. The very strong dependence on the C<sub>2</sub>N<sub>2</sub> concentration and the very weak dependence on the O<sub>2</sub> concentration which was found in the absence of hydrogen now disappear and the induction times are affected by changes in [O<sub>2</sub>] and [C<sub>2</sub>N<sub>2</sub>] approximately to the same extent. The temperature dependence is considerably smaller, 22.0 as compared to 34.7 kcal/mole in the absence of hydrogen. A strong dependence on the H<sub>2</sub>; τ = [H<sub>2</sub>]<sup>-2.81</sup> is also observed.
Lishitz and Bidani

Figure 5. A plot of log \( \frac{\tau}{[(C_2N_2)^{0.67}[O_2]^{-0.59}[H_2]^{0.81}} \) [Ar]^{1.32} vs. \( 1/T \) for the entire collection of the data. With this correlation all the points scatter along one line with a slope corresponding to 22.0 kcal/mole.

In order to examine the influence of hydrogen on the oxidation reaction we have first constructed a reaction scheme of 25 elementary steps which contained the \( C_2N_2+O_2 \) scheme (15 steps)\(^2\) and the \( H_2+O_2 \) scheme (11 steps)\(^3\). If the two schemes are combined to one scheme, they are coupled by oxygen atoms only. A computer modeling of these systems showed the following features. The induction times were shorter by a factor of 5 compared to the \( C_2N_2+O_2 \) system without hydrogen as has been observed experimentally, it showed a very strong dependence on the hydrogen concentration; \( \tau \propto [H_2]^{1.53} \), and a strong dependence on the argon; \( \tau \propto [Ar]^{1.22} \). However, the dependence on the \( O_2 \) and \( C_2N_2 \) was very similar to what has been calculated in the \( O_2+C_2N_2 \) system alone. The temperature dependence was also very close to the one in the \( C_2N_2+O_2 \) scheme namely, 37.5 kcal/mole vs. 34.7 kcal/mole.

It has been shown in a previous study\(^2\) that in the cyanogen oxygen system without hydrogen the oxidation rate was determined almost uniquely by the \( O+C_2N_2\rightarrow NCO+CN \) reaction, and the strong dependence of the ignition delay on the \( C_2N_2 \) concentration was the result of this behavior. The question to ask is to what extent this step loses its dominant influence as coupling between the two systems is introduced. It seems that when the coupling is carried out by \( O \) atoms only, the \( C_2N_2+O_2 \) system is almost unaffected in the sense of its mechanism by the introduction of small quantities of hydrogen. The only difference is the addition of an external supply of oxygen atoms by the \( H_2+O_2 \) scheme.

We have arbitrarily increased the rate constant of the \( O+C_2N_2\rightarrow NCO+CN \) step by a factor of 2 and found \( \tau \) to be shortened by 40%. This result is very simi-
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lar to what has been calculated for the 15 step C2N2+O2 scheme.

The strong dependence on the hydrogen concentration is explained by its function in supplying oxygen atoms from the O2+H2 scheme.

The inhibiting effect of argon on the ignition delay is very strong compared to studies without hydrogen. The effect of argon is usually the result of two phenomena. Since most of the free radicals reach concentrations much higher than their equilibrium concentrations, any increase in the third body concentration will enhance radical recombinations and thus increase the ignition delay. A still stronger effect is caused by the increase in the heat capacity/heat released, a fact which will tend to suppress temperature increase during the induction period and thus slow down the progress of the reaction.

In order to examine the reasons for the strong effect of the argon on the induction period we have arbitrarily increased the heat capacity of argon by 1 cal/deg.mole. We first ran a computer experiment with the 15 step C2N2+O2 scheme and then an experiment with the combined 25 step C2N2+O2+H2 scheme. The induction period in the latter increased from 960 to 1415 μsec (~ 47%) whereas in the system without the hydrogen, from 5240 to 6200 μsec (~ 18%). This difference gives a good explanation for the very high inhibiting effect of the argon in the C2N2+O2 system compared to the C2N2+O2 alone. Much more heat is released during the induction period when hydrogen is added to the reaction mixture. Since the H2+O2 is a very reactive system it reaches its post ignition conditions at the early stages of the reaction with considerable heat release, and behaves as if the C2N2+O2 system does not exist.

As the second stage of examining the influence of hydrogen we have coupled the two systems via H, OH and CN radicals introducing the reactions:

\[
\begin{align*}
\text{OH} + \text{CO} & \rightarrow \text{CO}_2 + \text{H} \\
\text{H} + \text{C}_2\text{N}_2 & \rightarrow \text{HCN} + \text{CN} \\
\text{CN} + \text{H}_2 & \rightarrow \text{HCN} + \text{H} \\
\text{HCN} + \text{O} & \rightarrow \text{CN} + \text{OH}
\end{align*}
\]

one by one where rate constants were taken from various literature sources. By the introduction of these elementary steps one could observe the following features. All the steps in which H atoms were consumed inhibited the progress of the reaction. Reaction 2 for example increased the induction time by more than a factor of 3. Reaction 1 shortened the factor of 2. The competition on H atoms decreases the rate of the H+O2 branching step and thus slows down the oxidation. In addition to the influence on the ignition delay itself, the temperature dependence and the effect of C2N2 weaken when additional coupling is applied.

We were unable to find the set of reactions that will reproduce the experimental power dependencies and the temperature dependence. The effect of the cyanogen and oxygen comes out too small as compared to the experimental observation. We hope to present a detailed modeling study at a later stage.
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At temperatures $T > 1700$ K and pressures $p = 1.5$ bar the decomposition of $C_2H_6(0.5 \text{ - } 4 \text{ ppm in Ar})$ behind shock waves into $\text{CH}_3$-radicals is very fast, so that $\text{CH}_3$ can be regarded as the initial concentration. By direct measurement of the time dependent $H$-atom concentrations in the reaction zone behind shock waves the rate constant of the reaction

$$\text{CH}_3 + M \rightarrow k \rightarrow \text{CH}_2 + H + M$$

$$k = 3.23 \times 10^{-8} \exp(-46.1 \times 10^3 \text{ K}/T) \text{ cm}^3 \text{ s}^{-1}$$

in the temperature range $2150 \leq T \leq 2850$ K was measured. The experiments were performed at total densities of about $4 \times 10^{11}$ cm$^{-3}$. By computer simulations with a set of five or eight chemical reactions we were able to show, that the $H$-atom production is basically determined by the given reaction. Under our experimental conditions secondary reactions are unimportant.

INTRODUCTION

In hydrocarbon oxidation processes reactions of $\text{CH}_3$-radicals are very important. Normally they are part of a complex overall reaction system; their individual reaction behaviour under high temperature conditions is not separable in detail and not fully understood. The treatment of complex coupled systems for the interpretation of measurements is a characteristic task in reaction kinetics. Our concept in studying hydrocarbon reactions is to use very low concentrations of the reactants and to measure the $H$-atom (or $O$-atom) production in such systems. The detection technique is the atomic resonance absorption spectrophotometry (ARAS) in shock tube experiments, which has successfully been applied to the investigation of the reaction behaviour of small molecules. The recombination of $\text{CH}_3$ to form $\text{CH}_4$ at temperatures $T \approx 1500$ K has been studied by GLANZER, QUACK and TROE. ROTH and JUST investigated the reaction $\text{CH}_3 + \text{CH}_4$ by means of the ARAS-technique. Measurements of the high temperature pyrolytical decomposition of $\text{CH}_3$ are not known.
Under energetical aspects the reaction channels
\[ \text{CH}_3 + M \rightarrow \text{CH}_2 + H + M \quad \Delta h = 457.5 \text{ kJ/mol} \]
\[ 1a \rightarrow \text{CH} + H_2 + M \quad \Delta h = 448.6 \text{ kJ/mol} \]
are very similar; with regards to kinetics, however, the first reaction path
seems more probable. This reaction channel has been considered by OLSON and
GARDINER in the methane oxidation system.

In order to clarify this problem we performed H-atom measurements
behind shock waves. The CH\_3-radicals were generated by decomposition of highly
diluted C\_2H\_6. Under our conditions the decay of ethane is so fast that CH\_3 may
be regarded as the initial substance. Because of the very low concentrations
a simple kinetic interpretation of the measured time dependent H-atom profiles
is possible.

EXPERIMENTAL

The experimental study was carried out in a new stainless steel cylindrical
shock tube which had an internal diameter of 7.9 cm. It had been constructed
as an UHV-apparatus with a special inner surface and a very low leak- and
outgassing rate. A schematic general view is given in fig. 1. A careful
experimental procedure allows us to evacuate the tube by a liquid nitrogen-cooled
Ti-sublimation pump and a turbomolecular pump via a special end plate valve down to about 10^{-10} mbar. The residual gas, which is
practically free of hydrocarbon compounds, is controlled by a quadrupole mass-
spectrometer. The gas mixing system and the storage bottle for the mixture
are controlled in a similar way.

The optical setup and details of the experimental technique have been
described previously and are included in fig. 1. The arrangement consists of a
microwave-excited discharge lamp for the emission of the H-doublet
at 121.6 nm, a 1-m McPherson vacuum-UV-monochromator and a special solar blind
photomultiplier. The opto-electrical setup has a time constant of about 15 \mu s.

Because of the high sensitivity of the optical measurement technique all
samples used were of ultrahigh purity (Ar: 99.9999, C\_2H\_6: 99.95). Test gas
mixtures were prepared manometrically with calibrated diaphragm-type pressure
gauges (see fig. 1). The whole mixing system can be heated to about 300 °C.
Test runs in argon showed almost negligible absorption signals of H-atoms
behind reflected shock waves up to temperatures \( T \approx 3000 \text{ K} \). Thus the
unrestricted usefulness of the shock tube and the measurement technique up to

---

Note: The text continues with detailed experimental procedures and results, which are not transcribed.
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these temperatures is proved. Reflected shock conditions were computed in the conventional way from incident shock velocities, which were measured in the standard manner with thin-film resistances and three 10 MHz electronic counters. Experimental profiles were recorded photographically from a Tektronix oscilloscope and hand-digitized for computer processing.

CALIBRATION

The ARAS-technique is an optical line-emission line-absorption method with different spectral contours of the radiation and absorption lines. The shocked gas can be considered as a homogeneous isothermal absorber of length l and concentration $\dot{[H]}$, with an absorption coefficient $k_{\nu,a}$, which is mainly Doppler-broadened. The relation between the measured absorption and the H-atom concentration in the reaction zone inside the shock tube is given by

$$A = \frac{\int_{-\infty}^{+\infty} I_{\nu} \left(1 - \exp(-k_{\nu,a}[H])\right) d\nu}{\int_{-\infty}^{+\infty} I_{\nu} d\nu}$$

$$k_{\nu,a} = k_{\nu}(T) \exp\left(-\frac{4 \ln 2 (\nu - \nu_0)^2}{\Delta\nu^2(T)}\right)$$

$$k_{\nu}(T) = 1.17 \times 10^{-11} \text{ cm}^2 \text{ (T in K)}$$

The integral relation between A and $\dot{[H]}$ contains the unknown spectral radiation intensity $I_{\nu}$ of the microwave-excited resonance lamp. Dominantly it is a function of the temperature $T_e$ and the concentration $[H]_e$ of the emitter gas and both variables vary with the length $x_e$ of the discharge flow

$$I_{\nu} = I_{\nu}(T_e(x_e), [H]_e(x_e))$$

Neither $T_e(x_e)$ nor $[H]_e(x_e)$ are known and therefore the given integral relation cannot be evaluated. A simple correlation between measured absorption and H-atom concentration does not exist.

For this reason calibration measurements using mixtures of H₂/Ar have been performed. The rate coefficient of the dissociation reaction is well known. This is why computed time dependent H-atom concentrations can be correlated to measured time dependent absorption signals. The calibration data are shown in fig. 2. A weak temperature dependence is observed. The absolute accuracy of all measured H-atom concentrations and their interpretation in terms of rate coefficients naturally depend on the accuracy of the kinetic calibration data.

A comparison between measured calibration data and computations using different simple models for the unknown spectral radiation intensity $I_{\nu}$ is given in fig. 3. The lowest curve is the solution for an infinitesimal sharp emission line. The dotted lines were computed under the assumption of an optically thin emission gas of uniform temperature $T_e$, which is Doppler-broadened. The lower curve with $\alpha = \sqrt{T_e/T} = 2$ belongs to the higher shocked...
A remarkably better agreement with the calibration measurements is possible with a two-layer emission gas model of different but uniform temperatures $T_e$ and $T_b$ with $T_e < T_b$. The optical thickness of the colder layer near the shock tube window is characterized by $\gamma = k_b(T_b) / k_e$. The two curves of fig. 3 were computed with identical values of the optical thickness and temperature ratio $T/T_b$ but different temperatures $T$ of the shocked gas, which correspond to the highest and lowest experimental values. Within the limits of the simple model the agreement between the computation and the experimental data is satisfactory. A quite similar three parameter model has been used by APPLE and APPLETON in their $H_2$-dissociation study. A better agreement may be obtained using a more realistic multi-layer model for the radiation of the H-atom resonance lamp.

RESULTS AND DISCUSSION

Using the calibrated optical system described in the previous section the time dependent concentration of H-atoms was measured during the thermal decomposition of $H_2$ behind reflected shock waves. Five different mixtures of ultrahigh purity with initial $C_2H_4$-concentrations of 0.5–4 ppm were used. The range of reflected-shock temperatures was 2150–2850 K, and the initial reflected-shock total concentrations were of the order of $10^4$ cm$^{-3}$. Under these conditions the decomposition of $C_2H_4$ into $H_2$ is very fast and $H_2$ can be regarded as "quasi-initial concentration". A representative record of the $H_2$-absorption profile obtained by shock-heating a test gas mixture of 4 ppm $CH_4$ diluted in argon is given in fig. 4.
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The H-atom profile was constructed simply by using the calibration characteristic shown in fig. 2. The first linear increase of the H-atom concentration, which was found in nearly all experiments, is remarkable; measurements with lower concentrations of reactants and higher temperatures showed a deviation towards a more stationary value after the initial linear increase, which is about half the maximum equilibrium concentration. By measuring the slope of the linear increase of such atom concentrations a reaction rate

\[ k_{\text{exp}} = \frac{\left(\frac{d[H]}{dt}\right)}{[\text{CH}_3][\text{Ar}]} \bigg| t = 0 \]

was determined. Results presented in the usual Arrhenius form are shown in fig. 5. A low temperature correction with respect to the initial bimolecular parallel reaction channel

\[ \text{CH}_3 + \text{CH}_3 \rightarrow \text{C}_2\text{H}_6 + \text{H} \rightarrow \text{C}_2\text{H}_4 + 2\text{H} \]

is included. An initial concentration dependence is not discernible. The data shown in fig. 5 are quite accurately represented by the simple Arrhenius expression

\[ k_{\text{exp}} = 3.23 \times 10^{-8} \exp(-46\,100\,K/T) \, \text{cm}^3 \, \text{s}^{-1} \]

The apparent activation temperature \( T_a = 46\,100\,K \) is of a magnitude which would be expected for a unimolecular decomposition of CH₃ according to reaction 1.
A first interpretation of the experimental results was carried out using the following kinetic mechanism:

\[ \text{CH}_4 + \text{M} \rightarrow \text{CH}_3 + \text{H} + \text{M} \]

\[ \text{CH}_3 + \text{H} \rightarrow \text{CH}_2 + \text{H}_2 \]

\[ \text{CH}_3 + \text{CH}_3 \rightarrow \text{C}_2\text{H}_6 + \text{H} \]

Only the initial decomposition and two subsequent reaction steps are included. At lower temperatures the bimolecular channel and the first subsequent reaction must be regarded.

\[ \text{CH}_4 + \text{CH}_3 \rightarrow \text{C}_2\text{H}_6 + 2 \text{H} \]

\[ \text{C}_2\text{H}_6 + \text{M} \rightarrow \text{C}_2\text{H}_3 + \text{H} + \text{M} \]

The following discussion of the computational results has to show whether or not secondary reactions influence the initial H-atom production and falsify the interpretation \( k_1 = k_4 \). The H-atom measurements are not sufficient to explain the reaction behaviour of the overall system and to determine additional rate coefficients of subsequent reactions. Computer simulations of the given mechanism were carried out for the conditions of the experiments and compared with the measured H-atom profiles. Setting \( k_{\text{exp}} = k_1 \), the used rate coefficients are
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\[ k_1 = 3.23 \times 10^{-8} \exp(-46 \text{ 100 K/T}) \text{ cm}^3 \text{ s}^{-1} \]

\[ k_{1a} = 0 \text{ or } k_{1a} = k_1 \]

\[ k_2 = 1.2 \times 10^{-9} \exp(-7600 \text{ K/T}) \text{ cm}^3 \text{ s}^{-1} \]

\[ k_3 = 1.3 \times 10^{-9} \exp(-13 \text{ 400 K/T}) \text{ cm}^3 \text{ s}^{-1} \]

\[ k_5 = 6.5 \times 10^{-7} \exp(-49 \text{ 400 K/T}) \text{ cm}^3 \text{ s}^{-1} \]

Some results are presented in fig. 6. It is impossible to explain the experimental results without reaction 1. If channel 1a was the only initial step (neglecting the known reaction 2), the H-atoms would have to be products of secondary reactions. This is not in agreement with the experimental fact of linear increase. It is clear that the initial behaviour of the highly diluted reaction system is dominantly determined by reaction 1 and is given quite correctly by the computer model. With increasing reaction time the computed H-atom concentrations are lower than the more linear experimental values. The reaction channel 1a enlarges the deviation. It seems to be unimportant under our experimental conditions.

Figure 6.
Examples of measured and computed H-atom profiles

--- \( k_1 = k_5, k_{1a} = 0 \)

--- \( k_1 = k_5, k_{1a} = 3.0 \times k_1 \)

--- \( k_1 = k_5, k_{1a} = k_1 \)

--- \( k_1 = k_5, k_{1a} = 0 \)

For better agreement between the experimental and analytical results, the formation of H-atoms by secondary reactions must be enlarged. Two different ways are possible:
a) variation of the relatively unknown rate coefficients \( k_2 \) and \( k_3 \),

b) completion of the reaction system by further \( \text{CH}_2 \)-reactions.

A greater value of \( k_3 \) improves the computed concentration but the effect is low at higher temperatures. More realistic are additional \( \text{CH}_2 \)-reactions.

\[
\text{CH}_2 + M \xrightarrow{k_6} \text{CH} + H + M \\
\text{CH}_2 + H \xrightarrow{k_7} \text{CH} + H_2 \\
\text{CH}_2 + CH \xrightarrow{k_8} \text{C}_2\text{H}_4 + H
\]

Computed profiles using rate coefficients

\[
k_6 = k_{6a} = k_1 \\
k_7 = k_8 = k_3
\]

are included in fig. 6. By variation of the rate coefficients the differences between the measured and computed profiles can be brought to a minimum value. A unique set of coefficients \( k_2 \) to \( k_8 \) cannot be given. Uncertainties as to the rate coefficients of reactions 2 to 8 do not seem to influence the determination of the rate expression for reaction 1. For the conditions investigated, the primary apparent rate coefficient of fig. 5 can be identified with the rate coefficient of reaction 1. The present value of \( k_1 \) is in agreement with estimates obtained from weak-collision unimolecular reaction rate theory for the low pressure region. The collision efficiency

\[
\beta_c = \frac{k_1}{k_{1c}} = 0.04 \quad T = 2600 \text{ K}
\]

is consistent with other values for reactions of simple polyatomic molecules.
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4. MEASUREMENTS OF H AND D ATOMS IN OXIDATION OF
H₂, D₂, and CD₄

CHI-CHANG CHIANG and GORDON B. SKINNER
Department of Chemistry, Wright State University
Dayton, Ohio 45435, USA

Resonance absorption spectroscopy has been used to measure
H and D concentrations in shock-heated H₂-O₂-Ar, D₂-O₂-Ar,
and CD₄-O₂-Ar mixtures. In all, ten different compositions
were studied over the range of 925-1825K for the first two
mixtures, and 1700-2200K for the last. Under the condi-
tions studied relatively few elementary reactions were in-
volved, so that rate coefficients could be deduced. We
find

\[ H + O₂ + H₂O₂ + Ar k_5 = 1.1 \times 10^{14} \text{exp}(-67.4 \text{kJ}/RT) \text{ mole}^{-1}\text{cm}^3\text{s}^{-1} \]
\[ H + O₂ + H₂O₂ + Ar k_5 = 7 \times 10^{14} \text{ mole}^{-2}\text{cm}^6\text{s}^{-1} \text{ at 1000K} \]
\[ D + O₂ + OD + O k_3 = 1.6 \times 10^{13} \text{exp}(-62.8 \text{kJ}/RT) \text{ mole}^{-1}\text{cm}^3\text{s}^{-1} \]
\[ D + O₂ + Ar + D₂O₂ + Ar k_3 = 1.6 \times 10^{14} \text{ mole}^{-2}\text{cm}^6\text{s}^{-1} \text{ at 1000K} \]
\[ CD₃ + O₂ + CD₂O + OD k_6 = 6.6 \times 10^{11} \text{exp}(-38 \text{kJ}/RT) \text{ mole}^{-1}\text{cm}^3\text{s}^{-1} \]

The isotope effect in reaction 3 is larger than one would
normally expect for this type of reaction.

INTRODUCTION

Although the reaction between hydrogen and oxygen is one of the most-
studied combustion systems, there have been only a few experiments\(^1,2 \) in
which H atom concentrations (or D concentrations for the D₂-O₂ reaction) have
been measured. The progress of the reaction has more often (for example,\(^3,4 \))
been studied by measurements of OH radical concentrations, from which H concen-
trations have been calculated using assumed reaction mechanisms.

Similarly, the CH₄-O₂ reaction has been extensively studied (for example,\(^5,6 \)), and elaborate kinetic models have been developed that contain reactions
involving H atoms, yet no measurements of H or D atom concentrations have been
reported. The formation of H atoms in methane pyrolysis, however, has been in-
vestigated by Roth and Just\(^7 \).

EXPERIMENTAL

For making these measurements we have used a 7.6 cm diameter stainless
steel shock tube which has been described in detail elsewhere\(^8 \). This ref-
ference also describes the optical system used to detect H and D atoms by reso-
ance absorption spectroscopy, and the methods of calibrating the system. For
the research described here we used light source B of reference 8, with 0.1%
H₂ or D₂ in helium as light source gas. Calibration curves for H applicable to
the experiments described in this paper are shown in Figure 1. Similar curves
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applied for D atoms.

Measurements were made behind reflected shock waves at a distance of 2 cm from the end plate, but close enough so that side wall effects were minimal. Observed reaction times varied from 50 microseconds to 2 milliseconds, depending on the temperature and gas mixture being studied.

Gas mixtures were made up by pressure within 2% of the nominal composition, except for those low concentration mixtures that required two or three dilutions, for which the uncertainty could be 4%. For making up a dilute mixture, such as 100 ppm CD4 in Ar, we first evacuated a gas cylinder, then added 2 PSI (1 PSI = 6.895x10³ Pa) of argon, then 1 PSI of CD4, then 97 PSI of argon, the latter fairly rapidly so as to produce mixing. After allowing at least 16 hours for further mixing, sometimes with mild heating of one side of the cylinder to produce convection currents, the above procedure was repeated to dilute 1 PSI of the 1% mixture by a factor of 100 to produce the 100 ppm mixture. Concentrations below 50 ppm required an additional dilution.

MATERIALS

For making up sample gas mixtures we used Airco Grade 5.8 argon, containing 0.5 ppm CO + CO₂, 0.5 ppm hydrocarbons reported as methane, 1 ppm O₂ and 0.5 ppm H₂, with a dew point of -105°F. Matheson Ultra High Purity hydrogen (99.99%) and oxygen (99.99%) were used, each containing less than 1 ppm hydrocarbons. Deuterium was also from Matheson, 99.5 atom % pure. CD₄ was obtained from Merck, Sharp and Dohme of Canada, and was stated to have a minimum isotopic purity of 99%. For driver gas we used Airco helium (99.999%) and argon (99.99%), and for the discharge lamp gas we used Airco Grade 5 helium (99.99%) and the H₂ and D₂ listed above. No further purification of the gases was attempted.

RESULTS

The gas mixtures studied are listed in Tables 1 and 2. For each experiment we obtained an incident shock speed, a pressure record at the observation station (the pressure transducer was at the same axial position as the observation ports, but on the top rather than the sides of the tube), and a Lyman-α absorption curve. The incident shock speed was used to calculate the reflected shock temperature and pressure. Shock tube driver concentrations were "tailored" by adding argon to the helium driver gas, and the pressure records were used only to check on this point. The reflected shock pressure remained constant within 2%, our limit of measurement, throughout the period during which atom concentrations are reported. It may also be mentioned that, due to the sensitivity of the method of analysis, the extent of reaction during the measurement period was never enough to bring about a significant temperature change due to energy release or absorption.

The temperature range studied for each mixture was limited at the lower end by the detection limit. We considered that there should be at least a 10% decrease of intensity over a time of 1.5 to 2 microseconds for a significant measurement. From Figure 1, a 10% decrease of intensity corresponds to about 10⁻¹² mole cm⁻³ of H atoms. At the high concentration end, we limited our data to absorptions less than 90%, corresponding to 2-5 x 10⁻¹¹ mole cm⁻³, depending on the temperature. Also, the 90% absorption had to occur at times greater than 20 microseconds, since our measurement time constant was about 3 microseconds.

For the H₂ and D₂ oxidation reactions it was found, as expected, that the atom concentrations increased exponentially with time. Sometimes the first point fell below the exponential curve, but not enough detail was observable to show how the exponential curve was approached. A typical set of data is
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Figure 1. Calibration curves for H atoms.

Figure 2. Measured and calculated D concentrations for mixture of 2% D$_2$ and 0.2% O$_2$ in argon, 1321 K, 2.63 atm total pressure. O, measured concentrations; ---, line drawn through data to obtain slope of graph; --, Curve calculated using data of Table 3.

shown in Figure 2. In Table 1 we give the experimental results in terms of the slope of the graph of ln [H] or [D] versus 1/T, and the intercept at time zero.

For methane oxidation, the concentration of D usually increased linearly at first, then tended to level off at the two lower oxygen concentrations. Two typical curves are shown in Figures 3 and 4. These data are more difficult to present concisely. We have attempted to do so in Table 2 by giving the initial slope of the curve and also two points, one near the middle and one near the end of the measurement time. In comparing modeling calculations with experiment, we actually used six to ten points along the curve.
Table 1. Experimental Data and Calculations for Formation of H and D Atoms in H₂-O₂-Ar and D₂-O₂-Ar Mixtures

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
</table>

**Mixture 1** 5% H₂, 2.5% O₂

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>925</td>
<td>1.98</td>
<td>1.22E04</td>
<td>—</td>
<td>1.32</td>
<td>—</td>
</tr>
<tr>
<td>933</td>
<td>1.83</td>
<td>1.69E04</td>
<td>—</td>
<td>1.58</td>
<td>—</td>
</tr>
<tr>
<td>949</td>
<td>1.99</td>
<td>1.64E04</td>
<td>—</td>
<td>1.91</td>
<td>—</td>
</tr>
<tr>
<td>949</td>
<td>1.89</td>
<td>1.52E04</td>
<td>—</td>
<td>1.09</td>
<td>—</td>
</tr>
<tr>
<td>956</td>
<td>1.77</td>
<td>1.64E04</td>
<td>4.4E⁻¹³</td>
<td>0.77</td>
<td>1.2E04</td>
</tr>
<tr>
<td>1002</td>
<td>1.93</td>
<td>2.32E04</td>
<td>9.8E⁻¹³</td>
<td>0.70</td>
<td>3.8E04</td>
</tr>
<tr>
<td>1042</td>
<td>1.96</td>
<td>3.02E04</td>
<td>5.1E⁻¹³</td>
<td>0.77</td>
<td>2.1E04</td>
</tr>
<tr>
<td>1117</td>
<td>2.71</td>
<td>5.80E04</td>
<td>1.5E⁻¹³</td>
<td>0.76</td>
<td>1.0E05</td>
</tr>
</tbody>
</table>

**Mixture 2** 1% H₂, 0.5% O₂

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>992</td>
<td>2.03</td>
<td>8.66E03</td>
<td>2.8E⁻¹³</td>
<td>0.86</td>
<td>6.5E05</td>
</tr>
<tr>
<td>995</td>
<td>1.99</td>
<td>8.97E03</td>
<td>3.4E⁻¹³</td>
<td>0.98</td>
<td>1.7E06</td>
</tr>
<tr>
<td>1002</td>
<td>1.98</td>
<td>8.00E03</td>
<td>4.4E⁻¹³</td>
<td>0.96</td>
<td>2.4E06</td>
</tr>
<tr>
<td>1022</td>
<td>1.40</td>
<td>2.13E03</td>
<td>3.1E⁻¹³</td>
<td>1.00</td>
<td>3.5E06</td>
</tr>
<tr>
<td>1042</td>
<td>2.89</td>
<td>3.98E03</td>
<td>6.1E⁻¹³</td>
<td>0.99</td>
<td>3.7E06</td>
</tr>
<tr>
<td>1045</td>
<td>2.48</td>
<td>3.76E03</td>
<td>4.3E⁻¹³</td>
<td>1.02</td>
<td>3.0E06</td>
</tr>
<tr>
<td>1320</td>
<td>2.76</td>
<td>5.65E03</td>
<td>6.3E⁻¹³</td>
<td>1.05</td>
<td>6.0E06</td>
</tr>
<tr>
<td>1414</td>
<td>2.64</td>
<td>7.19E03</td>
<td>8.8E⁻¹³</td>
<td>1.02</td>
<td>1.4E07</td>
</tr>
<tr>
<td>1618</td>
<td>2.70</td>
<td>1.32E04</td>
<td>1.5E⁻¹²</td>
<td>1.07</td>
<td>5.6E07</td>
</tr>
<tr>
<td>1826</td>
<td>2.98</td>
<td>1.80E04</td>
<td>1.2E⁻¹²</td>
<td>1.00</td>
<td>9.3E07</td>
</tr>
</tbody>
</table>

Average ratio for all H₂-O₂-Ar experiments: 0.98

**Mixture 4** 5% D₂, 2.5% O₂

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>992</td>
<td>2.03</td>
<td>8.66E03</td>
<td>1.2E⁻¹³</td>
<td>1.22</td>
<td>7.6E02</td>
</tr>
<tr>
<td>995</td>
<td>1.99</td>
<td>8.97E03</td>
<td>4.5E⁻¹⁴</td>
<td>1.25</td>
<td>3.0E02</td>
</tr>
<tr>
<td>1022</td>
<td>1.88</td>
<td>6.00E03</td>
<td>3.3E⁻¹²</td>
<td>0.60</td>
<td>2.9E03</td>
</tr>
<tr>
<td>1028</td>
<td>1.90</td>
<td>8.56E03</td>
<td>1.5E⁻¹²</td>
<td>0.89</td>
<td>1.6E03</td>
</tr>
<tr>
<td>1072</td>
<td>2.04</td>
<td>1.43E04</td>
<td>2.2E⁻¹²</td>
<td>0.95</td>
<td>2.7E03</td>
</tr>
<tr>
<td>1099</td>
<td>2.13</td>
<td>2.20E04</td>
<td>1.5E⁻¹²</td>
<td>1.22</td>
<td>2.1E04</td>
</tr>
</tbody>
</table>

**Mixture 5** 1% D₂, 0.5% O₂

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>966</td>
<td>2.08</td>
<td>2.55E03</td>
<td>7.8E⁻¹⁴</td>
<td>1.77</td>
<td>1.9E03</td>
</tr>
<tr>
<td>1012</td>
<td>2.25</td>
<td>2.40E03</td>
<td>1.0E⁻¹²</td>
<td>1.21</td>
<td>3.6E04</td>
</tr>
<tr>
<td>1045</td>
<td>2.39</td>
<td>2.96E03</td>
<td>1.4E⁻¹²</td>
<td>0.90</td>
<td>5.8E04</td>
</tr>
<tr>
<td>1097</td>
<td>2.60</td>
<td>3.70E03</td>
<td>3.0E⁻¹²</td>
<td>0.86</td>
<td>1.7E05</td>
</tr>
<tr>
<td>1142</td>
<td>2.47</td>
<td>6.41E03</td>
<td>1.6E⁻¹²</td>
<td>1.12</td>
<td>1.3E05</td>
</tr>
<tr>
<td>1234</td>
<td>2.82</td>
<td>8.57E03</td>
<td>2.8E⁻¹²</td>
<td>1.07</td>
<td>3.5E05</td>
</tr>
</tbody>
</table>

**Mixture 6** 0.1% D₂, 0.05% O₂

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atm</th>
<th>Exp. Slope, s⁻¹</th>
<th>[H] or [D] as t → 0, mole cm⁻³</th>
<th>Exp. Calc. Slope</th>
<th>k₁, Calc. mole⁻¹ cm³ s⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>1194</td>
<td>3.25</td>
<td>1.68E03</td>
<td>1.1E⁻¹²</td>
<td>0.73</td>
<td>9.5E05</td>
</tr>
<tr>
<td>1319</td>
<td>3.66</td>
<td>2.84E03</td>
<td>2.9E⁻¹²</td>
<td>0.97</td>
<td>4.3E06</td>
</tr>
<tr>
<td>1402</td>
<td>3.51</td>
<td>3.35E03</td>
<td>2.5E⁻¹²</td>
<td>1.05</td>
<td>6.0E06</td>
</tr>
<tr>
<td>1490</td>
<td>3.37</td>
<td>3.78E03</td>
<td>3.6E⁻¹²</td>
<td>0.97</td>
<td>1.3E07</td>
</tr>
<tr>
<td>1617</td>
<td>3.28</td>
<td>4.16E03</td>
<td>3.4E⁻¹²</td>
<td>0.82</td>
<td>2.1E07</td>
</tr>
</tbody>
</table>
### Table 2: Experimental Data for Formation of D Atoms in Cd$_4$-O$_2$-Ar Mixtures

<table>
<thead>
<tr>
<th>Temp, K.</th>
<th>Pressure, Atmospheres</th>
<th>Initial Slope, cm$^3$/mole sec</th>
<th>Time$_1$, µsec</th>
<th>[D]$_1$, cm$^3$/mole</th>
<th>Time$_2$, µsec</th>
<th>[D]$_2$, cm$^3$/mole</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixture 8</strong> 20ppm Cd$_4$, 40 ppm O$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1763</td>
<td>3.33</td>
<td>4.2E-09</td>
<td>400</td>
<td>1.4E-12</td>
<td>800</td>
<td>2.0E-12</td>
</tr>
<tr>
<td>1807</td>
<td>3.32</td>
<td>1.0E-08</td>
<td>400</td>
<td>2.7E-12</td>
<td>800</td>
<td>3.7E-12</td>
</tr>
<tr>
<td>1830</td>
<td>3.38</td>
<td>1.0E-08</td>
<td>200</td>
<td>2.0E-12</td>
<td>360</td>
<td>3.7E-12</td>
</tr>
<tr>
<td>1877</td>
<td>3.24</td>
<td>1.8E-08</td>
<td>200</td>
<td>3.3E-12</td>
<td>400</td>
<td>4.7E-12</td>
</tr>
<tr>
<td>1927</td>
<td>3.36</td>
<td>2.7E-08</td>
<td>200</td>
<td>5.2E-12</td>
<td>360</td>
<td>8.1E-12</td>
</tr>
<tr>
<td>1943</td>
<td>3.26</td>
<td>4.0E-08</td>
<td>150</td>
<td>5.8E-12</td>
<td>300</td>
<td>8.9E-12</td>
</tr>
<tr>
<td>2004</td>
<td>3.26</td>
<td>6.8E-08</td>
<td>150</td>
<td>8.8E-12</td>
<td>300</td>
<td>1.4E-11</td>
</tr>
<tr>
<td>2022</td>
<td>3.00</td>
<td>1.0E-07</td>
<td>100</td>
<td>9.3E-12</td>
<td>230</td>
<td>1.6E-11</td>
</tr>
<tr>
<td>2050</td>
<td>3.21</td>
<td>1.0E-07</td>
<td>100</td>
<td>8.3E-12</td>
<td>200</td>
<td>1.3E-11</td>
</tr>
<tr>
<td>2165</td>
<td>2.97</td>
<td>3.0E-07</td>
<td>50</td>
<td>1.4E-11</td>
<td>100</td>
<td>1.9E-11</td>
</tr>
<tr>
<td><strong>Mixture 9</strong> 100 ppm Cd$_4$, 200 ppm O$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1720</td>
<td>3.09</td>
<td>2.1E-08</td>
<td>200</td>
<td>3.3E-12</td>
<td>400</td>
<td>4.5E-12</td>
</tr>
<tr>
<td>1734</td>
<td>3.13</td>
<td>3.0E-08</td>
<td>150</td>
<td>2.3E-12</td>
<td>300</td>
<td>2.6E-12</td>
</tr>
<tr>
<td>1799</td>
<td>3.30</td>
<td>1.4E-08</td>
<td>100</td>
<td>1.4E-12</td>
<td>200</td>
<td>2.2E-12</td>
</tr>
<tr>
<td>1830</td>
<td>3.12</td>
<td>5.0E-08</td>
<td>150</td>
<td>6.1E-12</td>
<td>300</td>
<td>8.0E-12</td>
</tr>
<tr>
<td>1861</td>
<td>2.94</td>
<td>1.1E-07</td>
<td>150</td>
<td>1.2E-11</td>
<td>300</td>
<td>1.9E-11</td>
</tr>
<tr>
<td>1901</td>
<td>2.61</td>
<td>7.0E-08</td>
<td>150</td>
<td>7.3E-12</td>
<td>300</td>
<td>9.6E-12</td>
</tr>
<tr>
<td>1926</td>
<td>3.22</td>
<td>1.3E-07</td>
<td>100</td>
<td>9.0E-12</td>
<td>180</td>
<td>1.1E-11</td>
</tr>
<tr>
<td>1943</td>
<td>2.84</td>
<td>2.4E-07</td>
<td>100</td>
<td>2.0E-11</td>
<td>180</td>
<td>3.0E-11</td>
</tr>
<tr>
<td>1986</td>
<td>3.07</td>
<td>3.3E-07</td>
<td>50</td>
<td>1.7E-11</td>
<td>100</td>
<td>3.4E-11</td>
</tr>
<tr>
<td>2195</td>
<td>3.03</td>
<td>4.9E-07</td>
<td>30</td>
<td>1.1E-11</td>
<td>60</td>
<td>2.3E-11</td>
</tr>
</tbody>
</table>

**Average ratio for all D$_2$-O$_2$-Ar experiments 1.03**

*Slope is dln[H]/dt*
DISCUSSION

Since our detection method is sensitive, we measured atom concentrations quite near the beginning of the reactions, before any appreciable fractions of reactants were used up. Moreover, three-body atom combinations are unimportant because of the low atom concentrations. For the hydrogen-oxygen reaction, the only important steps are:
There is still uncertainty about the relative importance of reactions (1) and (1a). As Jachimowski and Houghton pointed out, they are very hard to distinguish experimentally and lead to almost identical kinetic behavior after a brief initial period. We had hoped to distinguish between them because the high sensitivity of our method allowed us to make measurements at smaller extents of reaction than can be done with OH, but we were not able to.

Given the above five reactions, it can be shown that after a brief initial period, reactions 2 to 5 reach a steady state in which concentrations of H, OH and O maintain a constant ratio to one another. Under these conditions,

\[ [H] = [H]_0 \exp \left( \frac{2k_3 - k_5 [Ar]}{c} \right) \left[ O_2 \right] \]  

where \[ [H]_0 = \frac{k_1 [H_2]}{k_3} \] or \[ [H]_0 = \frac{k_{1a}[H_2]}{k_2} \]  

\[ c = \frac{k_3 [O_2]}{k_4 [H_2]} + \frac{2k_3 [O_2]}{k_2 [H_2]} + 1 \]

In these equations, concentrations of \( H_2 \) and \( O_2 \) are the initial values, for the beginning of this section.

For stoichiometric and richer mixtures at moderate temperatures (1200 - 1500 K) the slope of the graph of log [H] versus time is determined mainly by \( k_3 \), since \( k_5 \) [Ar], \( k_3 \) and \( k_4 \) are large compared to \( k_3 \), and \( c \) is therefore close to 1. A graph of \( \ln (\text{d ln [H]/dt})/ \left[ O_2 \right] \) versus the reciprocal of the temperature produces a nearly straight line at the higher temperatures, with a slope closely related to the Arrhenius activation energy of reaction 3. At lower temperatures reaction 5 becomes significant, and the graph curves downward.

Essentially then, the experimental values of \( \text{d ln [H]/dt} \) are most sensitive to \( k_3 \) and \( k_5 \), and not very sensitive to \( k_1 \), \( k_2 \) and \( k_4 \). None of the reverse reactions are significant. Accordingly, we have carried out a simple numerical integration of the above equations, using literature data for rate constants for reactions 1, 2 and 4, and adjusting \( k_3 \) and \( k_5 \) to give the best fit to the experimental data. The rate constant expressions we used are given in Table 3. We calculated the rate constant for reaction 4D using the activated complex theory model of Schott, Getzinger and Seitz allowing for the mass change, and then assumed that the same isotope effect would be found for reaction 2, since the chemical change is essentially the same. The calculated isotope effect was close to a factor of 2 in our temperature range. For reaction 1, for which the mechanism is not well known, we simply estimated an isotope effect of a factor of 0.65. These calculations should be satisfactory because of the low sensitivity of \( k_3 \) and \( k_5 \) to the values of the other rate constants.
Table 3. Kinetic Data for H₂-O₂ and D₂-O₂ Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Arrhenius Parameters A* (10⁻¹⁴ cm³ s⁻¹ mole⁻¹)</th>
<th>E, kJ</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. H₂ + O₂ → 2OH</td>
<td>1.7E 13</td>
<td>205.6</td>
<td>4</td>
</tr>
<tr>
<td>2. OH + H₂ + H₂O → H + H₂O</td>
<td>5.2E 13</td>
<td>27.2</td>
<td>9</td>
</tr>
<tr>
<td>3. H + O₂ + OH → OH + O</td>
<td>1.1E 14</td>
<td>67.4</td>
<td>this work</td>
</tr>
<tr>
<td>4. C + H₂ + OH → H + H + C</td>
<td>2.2E 14</td>
<td>57.5</td>
<td>10</td>
</tr>
<tr>
<td>5. H + O₂ + Ar → HO₂ + Ar</td>
<td>4.4E 14</td>
<td>-4.2</td>
<td>this work</td>
</tr>
<tr>
<td>1D D₂ + O₂ → 2OD</td>
<td>1.1E 13</td>
<td>205.6</td>
<td>see text</td>
</tr>
<tr>
<td>2D OD + D₂ + D₂O + D</td>
<td>3.3E 13</td>
<td>27.2</td>
<td>see text</td>
</tr>
<tr>
<td>3D D + O₂ + OD + O</td>
<td>1.6E 13</td>
<td>62.8</td>
<td>this work</td>
</tr>
<tr>
<td>4D O + D₂ + OD + D</td>
<td>1.4E 14</td>
<td>59.6</td>
<td>see text</td>
</tr>
<tr>
<td>5D D + O₂ + Ar + DO₂ + Ar</td>
<td>1.0E 14</td>
<td>-4.2</td>
<td>this work</td>
</tr>
</tbody>
</table>

*Units of A, mole⁻¹ cm³ s⁻¹ for Reactions 1-4; mole⁻² cm⁶ s⁻¹ for Reaction 5

The derived rate constants for reactions 3 and 5 tend to be somewhat lower than recent literature values. For reaction 3 at 1300K, we obtain 2.2E11 mole⁻¹ cm³ s⁻¹, while Baulch et al (11) give 3.3E11 and Schott (12) obtained 2.9E11. This agreement is probably within the experimental errors of the methods used. For reaction 5 at 1000 K, we obtain 7E14, mole⁻¹ cm³ s⁻¹, while Baulch et al give 2.5E13. Our lower-temperature results are quite sensitive to k₅, and use of the Baulch value causes a large reduction in the calculated slope, d ln [H]/dt, and a large increase in the ratio of expt/calc slope below 1050K. The calculated rate constants for k₃ and k₅ are coupled, in that at a low temperature the two rate constants can be increased or decreased together without change in calculated slope. The values of Table 3 gave the best fit to the data over the entire temperature range.

For the deuterium reactions we again found rate constants somewhat lower than expected. At 1300 K the isotope effect for reaction 3 is a factor of 4.5, while that for reaction 5 over the entire range is 4.4. Actually, as we indicated above, since reaction 5 is important only over the 900-1050 K range, we were not able to determine its temperature dependence, and simply adopted that suggested by Baulch et al. Such a large isotope effect would not normally be expected, since no bonds involving H or D are broken in the reaction. Kurzus and Boudart [13], from static ignition studies, deduced that there is essentially no kinetic isotope effect for reaction 3 near 900 K. In a study rather like ours, but at higher temperatures where the influence of reactions 2 and 4 is greater, Appel and Appleton [14] also found a moderately small isotope effect. We have no simple explanation for the discrepancy, but would like to point out that the H + O₂ reaction is an unusual one, in that the HO₂ intermediate is a stable species. If, in the lower temperature end of our range, the chemical mechanisms of reactions 3 and 5 are similar, so that reaction 3 involves a long-lived complex, then an unusual isotope effect could result.

It seems that in spite of our precautions there were some H atom-producing impurities that initiated H₂ and D₂ oxidation. This is probably the reason why our estimates of k₁, listed in Table 1, are erratic, as shown in Figure 5. Calculations show that even unmeasurably low concentrations of H would cause substantial changes in the initiation rate. The effect would be to increase
the absolute levels of $[H]$ and $[D]$, and hence the apparent values of $k_1$ and $k_{1D}$, but make very little difference in the slope, $d$ in $[H]/dt$. If this is so, then the dashed line of Figure 5, which has the equation $k = 5.4E12 \exp(-171kJ/RT)$ mole$^{-1}$ cm$^3$ s$^{-1}$, represents an upper limit for the rate constant for reaction 1. The solid line is Jachimowski and Houghton’s expression which we quoted in Table 1. The data of Table 3, therefore, typically produce calculated curves of $[H]$ or $[D]$ versus time which, when plotted on a logarithmic scale, are parallel to the experimental curves, but displaced downward, as in Figure 2. From the deuterium data our upper limit for $k_{1D}$ is $4.0E12 \exp(-171kJ/RT)$ mole$^{-1}$ cm$^3$ s$^{-1}$.

Figure 5.
Rate constants for $H_2 + O_2 \rightarrow 2OH$ calculated from experimental data. 0, 5% $H_2$, 2.5% $O_2$; 5, 1% $H_2$, 0.5% $O_2$; 0, 0.1% $H_2$, 0.05% $O_2$; equation of Jachimowski and Houghton$^a$; - - -, upper limit deduced as described in text.

10$^N$/T, K

For the CD$_4$ - $O_2$ calculations we used earlier data as far as possible. The seven reactions considered are listed in Table 4. Modeling showed that at these low concentrations combination of CH$_3$ radicals would not occur to a significant extent, and other C$_2$ molecules would not tend to form. Rate constants for reactions 6D and 7D of Table 4 were determined by Lyman-$a$ spectroscopy in our laboratory. They are in good agreement with Roth and Just’s data when isotope effects are calculated using RRKM and Activated Complex Theory methods. Rate constants for reaction 3D were transferred directly from Table 3 to Table 4. Reactions 8D and 9D are important, but they are relatively fast and the rate of appearance of D is not sensitive to their rate constants.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Arrhenius Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>6D. CD$_4$ + Ar $\rightarrow$ CD$_3$ + D + Ar</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7D. D + CD$_4$ $\rightarrow$ D$_2$ + CD$_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D. D + O$_2$ $\rightarrow$ O + D$_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8D. O + CD$_3$ $\rightarrow$ OD + CD$_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9D. OD + CD$_4$ $\rightarrow$ D$_2$O + CD$_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10D. CD$_3$ + O$_2$ $\rightarrow$ CDOD + OD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11D. DCD0 + Ar $\rightarrow$ 2D + CO + Ar</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Kinetic Data for CD$_4$-$O_2$ Reaction

...
Chiang and Skinner

Table 4 cont.

*Units of mole\(^{-1}\) cm\(^3\) s\(^{-1}\)

**An isotope effect of 0.6 has been assumed

***This is not the equation recommended by the authors, since their data were below 1000 K. Our rate coefficients are an extrapolation of theirs to the 1700-2200 K range, taking into consideration higher temperature data which they discuss in their paper, and also assuming an isotope effect of 0.6.

Rate coefficients for reactions 10D and 11D have been given for hydrogen analogs by Olson and Gardiner\(^b\), \(k_{10} = 6.29E12 \exp(-38kJ/RT)\) mole\(^{-1}\) cm\(^3\) s\(^{-1}\), and by Schecker and Jost\(^7\), \(k_{11} = 5.0E16 \exp(-301 kJ/RT)\) mole\(^{-1}\) cm\(^3\) s\(^{-1}\).

We have written reaction 11D as a global reaction involving first dissociation to formyl radical and then dissociation of the radical. At our low concentrations and relatively high temperatures, all formyl radicals will rapidly dissociate to D + CO\(_2\), so that each formaldehyde dissociation leads to two D atoms.

With these rate coefficients as the only variables in the modeling, we found the best agreement with our experimental [D] measurements with coefficients only slightly less (Table 4) than those above for H reactions. Reduction by a factor of 0.5 led to low [D] values for the 50/1000 mixtures, although the difference was not much more than the experimental scatter. We conclude that reactions 10D and 11D are important in the reaction, since no other process we can think of would lead to the D concentrations we found for the 50/1000 mixtures, and we consider that our data are consistent with the values of Olson and Gardiner and of Schecker and Jost, provided the isotope effects are 0.5 or more. This would be expected for formaldehyde dissociation in this range, but the mechanism of the CH\(_3\) + O\(_2\) reaction is too uncertain to estimate an isotope effect.

We have examined the effects of the various elementary reactions on the overall production of D atoms for each reaction mixture. For the 20/40 and 100/200 mixtures of CH\(_3\) + O\(_2\), pyrolysis is the main reaction occurring. Setting some or all of the other rate constants to zero makes changes of less than 10% in D concentration. If the rate constant for reaction 3D is increased to that of reaction 3, that is, assuming no isotope effect, the calculated D concentration drops due to greater loss of atoms by that reaction as shown in Figure 3. Our data for the 100/200 mixture can be correlated somewhat better with the value we quote for reaction 3D than for that for reaction 3.

For the 50/2000 mixture, reactions 3 and 8-11 have a greater effect, as shown by the calculated curves of Figure 4. The D concentration does not level off as it does in pyrolysis or with low O\(_2\) concentrations, but rises, apparently due to the effect of reactions 10 and 11, which produce D atoms from CD\(_3\). The data cannot be well modeled with the rate constant for reaction 3 in place of that for reaction 3D. We conclude, therefore, that the CD\(_4\) data tend to confirm our large kinetic isotope effect for reaction 3.
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SHOCK WAVES IN INTERSTELLAR SPACE

MOSHE ELIZUR

Astronomy Department, University of Illinois, Urbana, IL 61801, USA
and Physics Department, Weizmann Institute, Rehovot, Israel

Some mechanisms which lead to the formation of shock waves in interstellar clouds and the effects of their propagation are presented.

INTRODUCTION

The space between stars (the interstellar medium) has two components to it: a rarefied (densities \( \sim 1 \text{ cm}^{-3} \)) hot medium and denser clouds (densities in the range of \( \sim 10^2-10^5 \text{ cm}^{-3} \)). The clouds are quite cold with temperatures which are typically below 100°K and the speed of sound in a cloud is therefore only of order 0.5 km/sec. At the same time, motions of order a few km/sec are quite common and manifest themselves in the doppler shifts of molecular lines. Shock waves should therefore be a common phenomenon in interstellar clouds. Since the conditions behind shock fronts are very different from those which exist elsewhere in the clouds (in particular, the temperatures are much higher), the propagation of a shock should lead to observable effects. Some of these effects and mechanisms which lead to shock production in interstellar clouds are presented here.

SHOCK FORMATION MECHANISMS

HII Regions

Young and massive stars (masses about 50 times the mass of the sun) have high surface temperatures, in the range of 20,000-50,000°K. Their radiation is thus capable of fully ionizing the surrounding gas and producing a sphere of ionized hydrogen, known as an "HII Region" (the term HII corresponds to ionized hydrogen which contributes two free particles to the gas). The radius \( r_e \) of the HII region is determined from the global equilibrium between the number of ionizations and recombinations, namely

\[ r_e = \frac{1}{3} \left( \frac{4 \pi n_e a}{3} \right)^{1/2} \]

where \( n_e \) is the electron density and \( a \) the ionization energy.
Shock Waves in Space

\[ \frac{4\pi}{3} r_s^3 n_s^2 \alpha = S \quad \text{(I)} \]

where \( n_s \) is the density, \( \alpha \) is the recombination coefficient and \( S \) is the number of ionizing ultraviolet photons emitted per second by the star.

Typical radii obtained are of order

\[ r_s = 10^{20}/n_s^{2/3} \text{ cm} \quad \text{(II)} \]

where \( n_s \) is typically in the range \( 10^2-10^6 \text{ cm}^{-3} \). For comparison - the earth distance from the sun is of order \( 10^1 \text{ cm} \).

Since the mean free path of an ionizing photon is very large in the fully ionized gas and very small in the neutral gas, the transition between the two phases is sharp. The HII region radio emission which results from electron-ion recombinations and from free-free processes is detected with the aid of radio telescopes.

The photoionization heats up the material and the equilibrium temperature of the HII region is typically \( \leq 10^4 \text{ K} \), compared with temperatures of \( \leq 100^6 \text{ K} \) in the surrounding medium. Since the density in the two regions is roughly the same, a pressure jump of two orders of magnitude exists across the ionization front. The HII region will therefore begin to expand at a velocity which is characterized by the speed of sound in the ionized matter and super-sonic with regard to the surrounding medium. A shock wave will develop, in exact analogy to a shock tube.

As the HII region is expanding, its density decreases and \( r_s \) increases (eq. I). The ionization front is therefore moving outward and acts as a spherical piston which keeps pushing the shock, as long as the pressure inside the HII region exceeds that in the ambient gas. The surface structure of HII region in steady state expansion (which may last a few million years) is that of an ionization front preceded by a shock front which are moving together at a velocity of about 10 km/sec. In between them there is a shell of compressed material at a high density, due to the cooling (at approximately constant pressure) from the high post-shock temperature.

Stars are formed many times in associations and a group of young and bright stars may form together. Their combined radiation leads to the formation of very big ionization fronts which eat their way into clouds and push ahead of them large shock waves with typical dimensions of about \( 10^{20} \text{ cm} \).

Supernova Explosion

Stars maintain hydrostatic equilibrium during the main phase of their life-time by counteracting the pull of self gravity with thermal pressure. The thermal energy is supplied by thermo-nuclear reactions. When the nuclear fuel is exhausted, the gravitational pull leads to a collapse and a supernova explosion with the release of about \( 10^{51} \text{ ergs} \). A supernova shell is expanding with an initial velocity of order 1000 km/sec, typically. The shell can expand by many orders of magnitude before it is dissipated by the pressure of the interstellar medium and by radiative losses. In fact, the shell life-time is long enough that with the currently accepted rate of a supernova explosion in the galaxy every 50 years, approximately, the shells run into each other and may fill the entire galaxy. A three-component picture for the interstellar medium has therefore been advocated recently\(^4,5\). It involves the clouds, the intercloud medium and the supernova remnants which run into both. It is thus claimed that most interstellar clouds will contain at least one shock of modest strength (velocity of a few km/sec) at any time\(^6\).
Mass Motions

Mass motions of a few km/sec are widespread in interstellar clouds. The cause for the motions is not always clear and the entire subject of cloud collapse and the role of turbulence is not yet well understood. Most numerical calculations of collapse, which are not too sophisticated at this stage, lead to supersonic velocities and the formation of a standing shock at a distance of $10^3$--$10^6$ cm from the center of the collapse.

Shock Manifestations

The first suggestion for a specific manifestation of a shock in an interstellar cloud was made by Kwan and Scoville. They observed radio line emission of the CO molecule from the Orion Nebula (a dense molecular cloud) and noticed that the frequency (or equivalent velocity) profile had a narrow core and very broad wings (AV~20 km/sec). They suggested that the broad component was due to a spherical shock wave expanding around an active part of the nebula. This proposal received quick support from the detection of H$_2$ vibration emission in Orion which can be convincingly interpreted as due to shock excitation since the required temperature is much higher than that which exists elsewhere in the cloud.

Another manifestation of the same shock comes from molecular abundancies. The abundance of certain species in the hot post shock gas is quite different from that in the cold cloud phase. Observationally, the SiO molecule shows a regular abundance in the narrow core component of the Orion Nebula and a significant enhancement in the broad component. Since it can be shown that SiO production is greatly enhanced behind interstellar shocks, this lends support to the picture of the shock in Orion.

Another molecule whose abundance is greatly enhanced behind shocks in dense clouds is H$_2$O. Not surprisingly, a high H$_2$O abundance has been detected in Orion. When H$_2$O is produced behind the shock interface of an HII region, the strong UV flux of the bright star will photodissociate the H$_2$O and lead to a high OH abundance. The OH lives long enough to provide an explanation for the OH maser emission which is detected in the direction of compact HII regions.

Shock waves may also provide an explanation for what has been the longest standing problem in interstellar chemistry - the CH$^+$ abundance. All the steady state calculations which tried to explain the observed abundance of CH$^+$ in clouds fell short by about two orders of magnitude. Due to the low temperatures in clouds, the chemical schemes always considered only reactions which are either exothermic or have no activation energy at all. The reaction

$$C^+ + H_2 = CH^+ + H$$

which is endothermic by 0.4 ev was thus left out. However, the reaction does proceed behind shock fronts which run into diffuse clouds and the amount of CH$^+$ produced this way is sufficient to explain the observations. If the CH$^+$ is indeed produced in the narrow hot component behind the shock, the doppler velocity of its lines should be shifted from those of other molecules which are abundant in the bulk of the large, cool component. Such a velocity shift has been known to exist for some time and its explanation was thus an immediate and natural consequence of the shock model. In addition, the shock explanation can work only if the shock runs into material which has its density above a certain value which allows for molecule formation. The shock therefore defines three (two hot km/sec) and very broad wings (AV~20 km/sec). They suggested that the broad component was due to a spherical shock wave expanding around an active part of the nebula. This proposal received quick support from the detection of H$_2$ vibration emission in Orion which can be convincingly interpreted as due to shock excitation since the required temperature is much higher than that which exists elsewhere in the cloud.

Another manifestation of the same shock comes from molecular abundancies. The abundance of certain species in the hot post shock gas is quite different from that in the cold cloud phase. Observationally, the SiO molecule shows a regular abundance in the narrow core component of the Orion Nebula and a significant enhancement in the broad component. Since it can be shown that SiO production is greatly enhanced behind interstellar shocks, this lends support to the picture of the shock in Orion.

Another molecule whose abundance is greatly enhanced behind shocks in dense clouds is H$_2$O. Not surprisingly, a high H$_2$O abundance has been detected in Orion. When H$_2$O is produced behind the shock interface of an HII region, the strong UV flux of the bright star will photodissociate the H$_2$O and lead to a high OH abundance. The OH lives long enough to provide an explanation for the OH maser emission which is detected in the direction of compact HII regions.

Shock waves may also provide an explanation for what has been the longest standing problem in interstellar chemistry - the CH$^+$ abundance. All the steady state calculations which tried to explain the observed abundance of CH$^+$ in clouds fell short by about two orders of magnitude. Due to the low temperatures in clouds, the chemical schemes always considered only reactions which are either exothermic or have no activation energy at all. The reaction

$$C^+ + H_2 = CH^+ + H$$

which is endothermic by 0.4 ev was thus left out. However, the reaction does proceed behind shock fronts which run into diffuse clouds and the amount of CH$^+$ produced this way is sufficient to explain the observations. If the CH$^+$ is indeed produced in the narrow hot component behind the shock, the doppler velocity of its lines should be shifted from those of other molecules which are abundant in the bulk of the large, cool component. Such a velocity shift has been known to exist for some time and its explanation was thus an immediate and natural consequence of the shock model. In addition, the shock explanation can work only if the shock runs into material which has its density above a certain value which allows for molecule formation. The shock therefore defines three (two hot km/sec) and very broad wings (AV~20 km/sec). They suggested that the broad component was due to a spherical shock wave expanding around an active part of the nebula. This proposal received quick support from the detection of H$_2$ vibration emission in Orion which can be convincingly interpreted as due to shock excitation since the required temperature is much higher than that which exists elsewhere in the cloud.
subject in the study of interstellar clouds. Since it is quite certain that various stages of star formation are associated with shock fronts, the significance of interstellar shocks is likely to increase even further
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CO GASDYNAMIC LASER MEASUREMENTS IN A SHOCK TUNNEL
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Department of Aeronautical Engineering,
Technion — Israel Institute of Technology, Haifa, Israel

The small signal gain measurements of a CO gasdynamic shock tube driven laser (GDL) is presented in this work. The low signal TEM00 single frequency continuous wave laser beam is passed through the nozzle of a shock tunnel, and its intensity is amplified by the radiative properties of the CO/N2/Ar expanding mixture.

The various mixtures were brought to stagnation temperatures of 1850-3500 K and pressures of 17-50 atm which supplied the expanding gas for the measured amplification of the EDL's beam.

Maximum small signal gain normalized to the stagnation pressure is found between 2500-2800 K, and the highest values were obtained with a 10% CO/90% Ar mixture (0.055 cm^-1 atm^-1).

The experimental data were correlated with numerical calculations based on a model that describes the vibrational energy level population in the CO and N2 molecules. Good agreement was obtained.

INTRODUCTION

A CO gasdynamic laser (GDL) was reported previously by McKenzie¹ and Watt² who measured the laser power output in a shock tunnel where the expansion of high enthalpy CO-N2-Ar mixtures was used for power measurements. The result was a quasi cw laser radiation in the wavelength range of 4.8-5.4 μ, originating from a multitude of partially inverted vibrational states of CO.

For a theoretical comparison of the GDL power measurements, McKenzie¹ computed the small signal gain in the expansion by a model based on the SSH theory, and compared it with spectral laser power measurements. An improved numerical model was later reported by Center and Caledonia¹ and then by Zielinski,⁵ and both based the calculations of the vibrational energy levels population exchange constants on the semi-classical theory⁶ (long range collisions by classical treatment and short range collisions by quantum mechanics). Many of the vibra-

* In Partial fulfillment of a D.Sc. Thesis to be submitted to the Senate of the Technion - Israel Institute of Technology.
In the present study the small signal gain of CO-N$_2$-Ar mixtures was measured, following a rapid supersonic expansion, which, along with the modeling of the non-equilibrium flow, would yield insight into the GDL's mechanism in a way which was not possible with the former power measurements. Good agreement between the experimental data and computation was obtained.

EXPERIMENTAL

a. The Shock-Tube

An 8 cm ID shock tube ends with a thin Mylar diaphragm beyond which a convergent divergent nozzle of an axysimmetric configuration with a 20° angle opens into a 500 liter dump tank. Two optical paths are adjusted through the nozzle at $A/A^* = 1500$ and 2500. Through the first optical path a CO laser beam from a CO electrical discharge laser (EDL) is passed through two KCl windows. The other optical path is equipped with two mirrors, one gold coated for maximum reflectivity and the other germanium coated with a 2% transmissivity in the 4.8-6μ range.

The first path is used for small signal gain amplification while the other is used for total power output. In both cases a gold-doped germanium IR detector is used, and the signals are recorded on 805 Biomation transient signal recorders. The optical arrangements and the detecting devices are shown schematically in Figure 1.

FIG. 1. The experimental set-up in the shock tunnel nozzle.
The incident shock speed in the shock tube is measured via two thin platinum films located 0.1 and 0.5 m from the end Mylar diaphragm. Their signal starts and stops a Beckman counter with ±1 usec measuring capability. The stagnation pressure is measured with a calibrated Kistler 603A piezoelectric transducer and the measurement is compared with the calculated values obtained from the shock conservation equations. The agreement is within 2%. The stagnation temperature and all the other parameters (density ratio, etc.) are also calculated from the shock conservation equations.

The main diaphragm of the shock tube is a thin copper plate. The shock tube is evacuated, the driver to ~1 torr, the driven to ~10⁻⁵ torr and the dump tank together with the nozzle to 0.07 torr.

b. The CO Electrical Discharge Laser (EDL)

The EDL was built according to Brechignac et al. A mixture of CO/N₂/He with a relationship of 0.3/0.3/9 torr flows through a 1.8 cm pyrex tube immersed in liquid nitrogen. A voltage of 6 KV at 30 mA discharges between a cathode and two anodes 80 cm apart, produces a plasma in the slowly flowing CO mixture. A multiline laser power of 4 W is extracted from the cavity obtained along the discharge path in the pyrex tube. One of the cavity mirrors has a 100% reflectance and the other a 3% transmittance at about 5 µm. A TEM₀₀ single line laser of 20-50 mW is obtained by replacing the flat reflecting mirror with a Bausch & Lomb replica difraction grating. The grating has 100 lines/mm blazed at 6 µm and is mounted on a rotating stand. An iris is placed between the 3% transmitting mirror and the tube's brewster window. The mirror is linearly adjusted by differential screws. The output beam stability of the EDL is within 4%.

The frequency used in the EDL was 5.0744 µm (υ=7→6, F(3)).

The probe beam when passed through the nozzle was of low intensity (less than 30 mW/cm²) in order to avoid saturation effects.

c. Materials

The materials used for the experiments were C.P. Matheson CO 99.5% pure, I.B. Miller N₂ 99.7% pure and Herzella Gas Products Ar 99.5% pure. Airco pure helium served as driver gas. The only impurities were N₂ and O₂ in atmospheric proportions. Separate mixtures were made manometrically for each experiment in a tank and mixed with a hand stirrer. They were then introduced into the shock tube, building a driven pressure of ~1/4 atm.

Table 1 summarizes the mixtures used in this research.

<table>
<thead>
<tr>
<th></th>
<th>CO</th>
<th>N₂</th>
<th>Ar</th>
<th># of Shocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0</td>
<td>95</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0</td>
<td>90</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>15</td>
<td>80</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>24</td>
<td>68</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>30</td>
<td>60</td>
<td>11</td>
</tr>
</tbody>
</table>
The flow of the expanding CO-N₂-Ar mixture from a high enthalpy stagnation chamber is described by nonlinear conservation equations together with rate equations of the population in a given vibrational level.

The latter represents the following vibrational energy transfer mechanism:

\[ \text{CO}(v) + M \rightarrow \text{CO}(v-1) + M + \Delta E_{VT} \]  
\[ \text{N}_2(n) + \text{CO}(v) \rightarrow \text{N}_2(n-1) + \text{CO}(v+1) \pm \Delta E_{VV} \]  
\[ \text{CO}(v) + \text{N}_2(n) \rightarrow \text{CO}(v+1) + \text{N}_2(n-1) \pm \Delta E_{VT} \]  
\[ \text{N}_2(n) + \text{N}_2(n) \rightarrow \text{N}_2(n+1) + \text{N}_2(n-1) \pm \Delta E_{VV} \]  
\[ \text{CO}(v) \rightarrow \text{CO}(v-s) + s\nu \quad s=1,2 \]  

where \( v, n \) and \( s \) denote different vibrational levels of the molecules and \( N \) is any colliding molecule causing a V-T energy transfer. Reactions (1)-(2) are V-T collisions while reactions (3)-(5) are V-V energy transfer. If the vibrational level transfers are non-resonant then the energy difference \( \Delta E_{VV} \) is contributed to the kinetic energy of the molecule. Typically \( \Delta E_{VV} \approx \Delta E_{VT} \), the result is therefore that the V-T collisions are much less probable than the V-V and thus only a small amount of translational energy is added to the gas. Equation (6) represents the radiative transition which is significantly slower than the collisional, and is included here for the sake of completeness only. \( s=1,2 \) denotes the fundamental and overtone transitions.

The rate equations of a certain vibrational level population, due to the transition mechanism listed in Eqs. (1)-(6), can be expressed in the following way

\[
\frac{dN_n}{dt} = \sum_{i=1}^{2} \frac{dN_n}{dt}^{V-V} + \sum_{j=1}^{2} \frac{dN_n}{dt}^{V-T} + \sum_{m=1}^{N} a_{n+m,n,m} - \sum_{m=1}^{N} a_{n,m,n-m} \]  

where \( i \) and \( j \) denote CO, N₂ or Ar; \( N \) is the concentration of the molecules of each component (CO, N₂, Ar) and \( a \) is the Einstein spontaneous emission coefficient; \( \frac{dN_n}{dt}^{V-V} \) denotes the net collision population rate contribution by CO and N₂ molecules to the \( n \)-th vibrational level of CO; \( \frac{dN_n}{dt}^{V-T} \) is the V-T collision contribution of all molecules, i.e., CO, N₂ and Ar; the third and the fourth members in the Eq.(1) are the spontaneous decay expressions for populating and depopulating the CO \( n \)-th level.

The equation for the N₂ molecule can be expressed similarly to the CO molecule except that the spontaneous decay expressions are deleted because N₂ is a homonuclear molecule and has a zero dipole moment.

The detailed rate time expression is
\[
\frac{\partial N}{\partial t}^\text{V-V}_{ij} = \left[ N_{n,n+1}^\text{CO} \frac{N_{n+1}^\text{CO}}{N_n^\text{CO}} + P_{n,n+1}^\text{CO} \right] \frac{N_{n+1}^\text{CO}}{N_n^\text{CO}} \\
- P_{n,n-1}^\text{CO} \frac{N_{n-1}^\text{CO}}{N_n^\text{CO}} + P_{n,n-1}^\text{CO} \right] \frac{N_{n-1}^\text{CO}}{N_n^\text{CO}} \tag{II}
\]

where the index \( i \) denotes the colliding partner of either CO or \( N_2 \), \( P \) is the transition probability and \( \sigma_{\text{CO}-i} \) is the collision frequency at unit density.

The V-T rate is

\[
\frac{\partial N}{\partial t}^\text{V-T}_{ij} = \frac{N_{n,n+1}^\text{CO} \left( N_{n+1}^\text{CO} \right)}{N_n^\text{CO}} \left( N_{n+1}^\text{CO} \right) \frac{N_{n+1}^\text{CO}}{N_n^\text{CO}} \\
- P_{n,n}^\text{CO} \left( N_n^\text{CO} \right) \frac{N_{n-1}^\text{CO}}{N_n^\text{CO}} \frac{N_{n-1}^\text{CO}}{N_n^\text{CO}} \tag{III}
\]

where \( \nu \) is the transition frequency. Hence the complete vibrational state of the gas is determined by employing an equation of the form of (I) for each vibration level of CO and \( N_2 \), resulting in a coupled set of rate conservation equations.

A major problem is the evaluation of the transition probabilities for the calculation of the density rates. Early works in the field used the Landau-Teller model which is based on a harmonic vibrational energy structure relaxation towards equilibrium through V-T collisions and the V-T transition probability being proportional to the molecule's quantum number. This model predicted satisfactorily experimental data for low quantum numbers but failed where the V-V mechanism became significant.

A model presented by Treanor et al. showed the deviation of an anharmonic molecule's behavior from the harmonic model. This model uses the V-V mechanism and neglects the V-T and radiative effects. Accordingly the molecule's population obtains a non-Boltzman vibrational distribution.

McKenzie used in his model V-V and V-T probability values calculated by the SSH theory, which is based on the usual assumption of an harmonic oscillator repulsive potential and a one dimensional collisional model. This model is adequate for low vibrational levels but not for the high ones. The calculations were not referred to any experimental data.

Zielinski correlated some of his computed parameters to data obtained by Hancock and Smith.

The present study uses the last model of long range and short range interactions with correlation to available experimental results. In this manner the V-V transition probabilities were compared as follows: CO-CO; CO-N2; N2-N2; CO-N2; CO-Ar.

Following the rapid temperature decrease, the V-V transition probabilities are exceeding the V-T by several orders of magnitude at the lower vibrational levels. Since the spacing between the upper levels decreases, transferring molecules into the upper levels requires transferring some vibrational energy to translation, and hence the V-V pumping occurs. The pumping to higher levels is limited by the V-T mechanism which is fast enough at the high levels.

The described process results in a non-Boltzmann distribution predicted by the earlier investigators and is shown in Figure 2. Figure 2 represents the normalized population with respect to the zero level concentration distribution for three of our mixtures calculated for the experimental conditions encountered in our study.
b. The Numerical Model

The numerical model that was translated to a computer algorithm consists of a set of simultaneous equations which include the following gasdynamic nonlinear conservation equations:

\[ \frac{d}{dx} (\rho u) = 0 \]  \hspace{1cm} \text{continuity equation} \hspace{1cm} \text{(IV)}

\[ \rho u \frac{du}{dx} = - \frac{dp}{dx} \]  \hspace{1cm} \text{momentum equation} \hspace{1cm} \text{(V)}

\[ \frac{d}{dx} \left[ \frac{7}{2} RT(X_{CO} + X_{N_2}) + \frac{5}{2} RT X_{Ar} + \frac{M}{2} u^2 + E_v \right] = 0 \]  \hspace{1cm} \text{energy equation} \hspace{1cm} \text{(VI)}

\[ P = \rho RT \]  \hspace{1cm} \text{equation of state} \hspace{1cm} \text{(VII)}

where \( X \) is the mole percent of the species, \( M \) is the average molecular weight of the mixture, \( E_v \) is the vibrational energy in the system, \( u \) is the velocity of the gas, and \( A \) is the flow cross section area in the nozzle.

To these equations the density rate equations of the participating species, i.e., the various vibrational level populations of CO and \( N_2 \) were added. The rotational levels population distribution is assumed to be in equilibrium with the translational temperature.
The vibrational structure of CO contains about 75 levels, but the redistribution of energy in the expansion flow leaves all levels above 20 with a negligible population. Therefore only the first 20 CO vibrational levels were taken into consideration and 18 of N₂, resulting in a total of 38 rate equations. The system of equations was integrated with the conditions occurring in the expansion nozzle (by the Adams predictor corrector technique), for the mixtures mentioned in Table 1, stagnation temperatures of 1850-3500°K and pressures of 17-30 atm.

The momentum transfer was described by the Euler equation which excludes the boundary layer from the vibrationally excited gas. As already mentioned typical results of the population distribution where the small signal gain was measured are presented in Fig. 2.

The transition broadening between the vibration rotation levels that may obtain a Doppler and a Lorentz shape must also be taken into account. Since the dominant line shape is formed by the values of static pressure and temperature that vary with the parameters, a general shape was chosen according to

\[ g(\nu) = \frac{1}{2\nu_c} \exp \chi^2 \int_0^\infty \exp(-\xi^2) d\xi \]  

(VIII)

where \( \gamma = [\Delta \nu / (\ln 2) \nu_c] / \Delta \nu \), \( \Delta \nu_c \) and \( \Delta \nu \) are the full half widths associated with the collision broadening (Lorentz) and Doppler broadening, respectively.

![Graph showing calculated small signal gain values \( \gamma \) vs the downstream distance in the nozzle for several transitions showing optima at different points. \( \gamma \) is plotted against downstream distance \( x \) in the nozzle.](image)

FIG. 3. Calculated small signal gain values \( \gamma \) vs the downstream distance in the nozzle for several transitions showing optima at different points. \( T_0 = 2500°K, P_0 = 30 \) atm.
Figure 3 presents the changes of the small signal gain values of several transitions with the downstream distance, showing optima at different points for different transitions.

RESULTS

Before starting an experiment the EDL probe is turned on at the chosen frequency. Only some of the EDL's available frequencies are mutual with the GNL due to different CO vibrational distribution and translation temperature. A frequency of the GNL that was predicted to amplify efficiently the probe laser beam was found to be 5.07±1 kHz (\(\nu_{\text{cell}} \sim 6, \nu(3)\)).

The small signal gain was determined according to

\[
\gamma_0 = \frac{1}{\ell} \left( \ln \frac{\gamma_{\text{signal}}}{\gamma_{\text{ref}}} \right) = \frac{1}{\ell} \left( \ln \frac{\mathcal{I}_2}{\mathcal{I}_1} \right) \tag{IX}
\]

where \(\gamma_{\text{signal}}\) and \(\gamma_{\text{ref}}\) are the measured and reference voltages obtained from the detectors, and \(\mathcal{I}_1\) and \(\mathcal{I}_2\) are the reference and amplified laser beam intensities. The maximum error of the small signal gain measurement was ± 10%.

Figure 4 represents a plot of the small signal gain vs the stagnation pressure at the stagnation temperature of 2800±200 K and 2450±150 K. This shows the small signal gain to change with the stagnation pressure by a power slightly greater than 1. It served as a justification to normalize the small signal gain by the stagnation pressure.

Figure 5 represents the small signal gain measurements, normalized by the stagnation pressure vs the stagnation temperature. On the same figure the computed values are also presented: the computed points are represented by
FIG. 5. Small signal gain measurements and calculations normalized by the stagnation pressure vs the stagnation temperature.

FIG. 6. Total output lasing power vs stagnation temperature, measured at $A/A^* = 2500$. 
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black symbols and the experimental ones by open symbols. The maxima of all the mixtures except #5 are around 2600°K.

Figure 6 represents total output lasing power. These values were taken as qualitative references and no effort was made to get the maximum output available by using better output coupling and better mirror quality. Thus these values were only a third of the output measured by McKenzie\(^1\) and cannot be compared on the same scale.

DISCUSSION AND CONCLUSIONS

In Figure 5 the maxima of all mixtures are around 2600°K except mixture #5. This one has a maxima below 2000°K and in our temperature range we get only its shoulder. All experimental results are backed up by computer simulations which show a very good agreement. The shifted maxima of mixture #5 is explained by the relatively large amount of light diatomic molecules (40%) and the relatively small amount (only 60%) of heavy monoatomic species (Ar). The presence of a diatomic molecule in the expansion results in a slower cooling of the gas mixture. Henceforth, an increase in the amount of diatomic molecules is followed by an increase in the downstream temperature. The latter exerts negative influence on the small signal gain by moving the optimal rotation-vibration transfer band to higher rotation levels (thus decreasing the partial population inversion) and by forming a wider doppler broadening, i.e., decreasing the shape function.

During the high temperature period the V-T relaxation mechanism is very effective since the V-T diatomic-diatomic collisions are faster than the diatomic-Ar collisions. If the amount of Ar atoms is reduced, a faster relaxation of the CO molecules to their equilibrium state is caused, increasing the translational temperature. The other compositions where the CO does not relax so fast, because the amount of Ar is greater, will encounter the same process later on when the stagnation temperature passes the 2900°K range.

CO is known to decompose above 3000°K but apparently not to a high extent since the agreement between calculated and experimental points appears to be very good although no decomposition processes were accounted for in the kinetic mechanism.

The mixtures including N\(_2\) show a lesser agreement than the other and this amounts up to a 15% difference, as seen in Figures 4 and 5. A probable source of error is the V-V transition probabilities in the N\(_2\)-N\(_2\) collisions where no experimental data are available and thus the calculated values could not be checked. Unfortunately, the vibrational population distribution is very sensitive to V-V transition probabilities.

The total power measurements were made for qualitative purposes, since it can be shown that it is very difficult to match a multiline power measurement to a theoretical model. The three main assumptions on which these calculations are based (a - full cavity radiation; b - known diffraction losses and no mirror imperfections; c - no boundary layer losses) are not matched by experimental reality. Hence our investigation is a first attempt to measure directly the small signal gain and show by the good agreement the validity of the model.

The following conclusions should be mentioned:

a. Under the experimental conditions mentioned, the optimal stagnation temperature was found to be 2600°K.

b. The results were found to have a linear dependency on stagnation pressure.
c. $N_2$ has a contradictory influence on the CO GDL. On one hand it facilitates the CO population inversion as seen in Figure 2, and on the other hand it increases the static temperature. Thus, as seen in Figure 5, it is not essential to include nitrogen in the expanding mixtures.

d. The rapid small signal gain decrease after $2600^\circ K$ is due to the increase of the static temperature and the increase of the V-T transfer probabilities.

e. The CO decomposition in the experimental temperature range is negligible and has no effect on the lasing properties.

f. The sensitivity of the calculated values on the rate constants is very high. Therefore the knowledge of the rate constants is essential.

g. The system is sensitive to $H_2$ and $H_2O$ impurities only. $N_2$ and especially $O_2$ impurities are not harmful and may even be helpful.
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FLUID PROCESSES IN SUPersonic DIFFUSION LASERS

GEORGE W. BUTLER and DAVID A. RUSSELL,
Aerospace and Energetics Research Program,
University of Washington, Seattle, Washington 98195, USA

The pressure distribution was measured downstream of two different screen nozzles in a combination shock-Ludwieg tube facility that mixes pure A or a 5% F2/A oxidizer with H2 fuel. A quasi 1-D coupled fluid-chemistry model is developed which is used to systematically isolate prominent fluid processes. Nozzle geometries, non ideal expansions, overall and relative entrainments, base entrainment, and base pressure are explored and reference conditions selected. With these choices the model was found to be in general agreement with the experimental results. It was then used to predict HF laser performance for a particular set of conditions. Significant fluid process sensitivity is predicted.

INTRODUCTION

The performance of high-energy continuous-wave lasers is fundamentally tied to fluid processes. This is particularly true for the chemical or supersonic diffusion laser where molecular mixing and reaction of two reagent streams creates population inversions in the product species. Supersonic flow produces a high non-equilibrium mass flux, limits the upstream extent of the exothermic reaction, provides necessary cooling for gain, and rapidly removes the deactivated reaction product. Normally, only the first stages of the mixing layers are useful, since deactivation by the spent reaction product soon competes with excited state production. Thus, multi-nozzle arrays are used with small scale fuel and oxidizer expansions. These are in many cases interconnected by substantial base regions.

The first models of the successful HF supersonic laser assumed that the reagents were premixed to a constant fluid state before chemistry began. An improvement accounted for the heat release as the reactions progressed, thereby modifying the fluid state and the reaction rates. More sophisticated models followed, in which the premixed assumption was replaced by "flame sheet" or "scheduled mixing" assumptions. These introduce, in effect, an axial fluid mixing scale.

The details of the mixing process are important: the layers are unstable and transitional, taking distances of at least 300 nozzle-exit boundary layer momentum-thicknesses to become fully turbulent (i.e., Ref. 1). Trips have been tried to hasten the transition, and inert gas injection or large base regions used to delay reagent mixing until the turbulent state had been attained. Small nozzles produce relatively thick boundary layers, and simple large-angle wedge
or conical expansions are often used for both ease of construction and loss minimization.

The simple expansions produce a recurring wave pattern downstream as each flow is turned and confined to a channel by its neighbors. An entropy field is created through which the gas is processed. As the adjacent streams come together in the mixing region and react, local heating causes a displacement effect which also creates waves. These "reaction shocks" change the properties of the incoming streams and the subsequent reaction rates in the mixing layer. Such coupling effects can be substantial. Indeed, HF laser performance is limited by ability to convect heat away, and both oxidizer diluent and excess fuel are used to insure that the cavity does not choke. Some progress has now been made in full Navier-Stokes modeling of HF laser nozzle pairs with turbulence and coupled chemistry. However, in view of the complication of the process there is much to be done with simpler models guided by experiment. This is the approach taken here. Experiments are first described, followed by development of a new quasi 1-D model, comparison of it with experiments, and predictions of HF laser sensitivity to fluid processes.

EXPERIMENTS

Facility and Operating Conditions

Figure 1 shows the shock-Ludwieg tube facility constructed for the present study. The oxidizer gas is shock heated in the 3x20x750 cm driven tube. Reflection of this shock ruptures a thin Al diaphragm and the partially dissociated gas expands through alternate nozzle columns in the screen nozzle to a

```
Figure 1. Shock-Ludwieg Tube Facility
```
5x20x100 cm long test section. Unheated fuel is simultaneously supplied to the companion nozzle columns from the 7.5 i.d. x 600 cm Ludwieg tube. Timing is accomplished by using a double diaphragm to start the shock tube and an electronically delayed, solenoid operated cutter to break a Mylar diaphragm in the Ludwieg tube. The supersonic fuel and oxidizer streams mix and react downstream of the nozzle and exit to a 2.5 m³ dump tank. The test section top and bottom walls are diverged at 45° to compensate for turbulent boundary layer growth, and various viewing windows and pressure ports fitted.

5% F₂ in A was used as the oxidizer. While no direct check of F₂ content was available, runs with 3 separately ordered bottles showed no mixture trends over a two-year period. The facility was carefully passivated to insure against F₂ depletion to the walls. During a run, the oxidizer was shock heated to a nominal 1.5 atm and 1000° K (15% dissociated) with an H₂ driver. The incident shock wave speed and reflected shock pressure (Pₛ) were used with equilibrium calculations to obtain specific conditions. Use of the A diluent enhanced the test time, made driving easier, and led to cavity mixing losses comparable to those brought about by chemistry. Comparison runs were made with the F₂ removed in order to study this process and check for the effects of reaction. Pure unheated H₂ was used in the Ludwieg tube with measured upstream P₁ values ranging from 4.3 to 1.5 atm. Corresponding fuel to oxidizer nozzle-exit static pressure ratios (P₁₂/P₁₉) were calculated to be 3.04 to 1.06. The first Ludwieg tube pressure step of 10 msec was set to encompass the 5 msec of shock tube test time.

Two mixing screen nozzles were used, both involving supersonic expansion through a conical half angle (αₘ) of 10° with exit dimension (d) of 0.5 cm and area ratio of 10. Conical subsonic relief left throats one throat-diameter long. The ten oxidizer expansions in each column are fed directly by the shock tube, whereas the nine fuel expansions in each adjacent column are connected through a manifold to the Ludwieg tube. In the small base case the expansions were close packed, leaving a base area ratio h/H = 0.14, where h is the equivalent 2-D base width and H is the column spacing. The large base case had an h/H = 0.71. h was 0.44 cm for the small base and 1.25 cm for the wide base. Both screen nozzles had an extra fuel column next to the side walls to prevent etching.

Representative Data

<table>
<thead>
<tr>
<th>F₂/A</th>
<th>H₂</th>
<th>F₂/A</th>
<th>H₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.14</td>
<td>h/H</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>T₀ (°K)</td>
<td>1050</td>
</tr>
<tr>
<td>2.31</td>
<td>3.35</td>
<td>P₀ (atm)</td>
<td>3.03</td>
</tr>
<tr>
<td>3.04</td>
<td>P₁₂/P₁₉</td>
<td>1.40</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Emission Photographs of Reacting Flow
of oxidizer appear as the burning layers grow and are driven together by the high pressure fuel. There is also evidence of recompression/reaction shocks.

A parameter study indicated that pressure would be particularly sensitive to process assumptions. Thus, piezoelectric transducers were located in the center of the top wall at various axial stations down the cavity. Adequate signal-to-noise was obtained by potting the gages in a silicon rubber epoxy and using 30 khz low-pass filters. Fig. 3 presents two representative cavity traces, together with a $P_5$ trace taken during the same run. The initial step signals the beginning of the fuel flow, and is followed by a second step as the oxidizer is mixed. The cavity traces show 4 msec of this flow, with a gradual climb coinciding with increases in $P_5$. Pressure irregularities attributed to choking waves were observed for $\frac{P_{H_2}}{P_F} < 1.75$ for the small base case and for $\frac{P_{H_2}}{P_F} < 1.1$ for the large base case. For traces that showed uniform flow, the pressure was read at a selected point and divided by the corresponding $P_5$. The resulting ratio could be read to ±5%.

MODELING

Model Development

The fluid process is represented schematically on Fig. 4. Radial oxidizer and fuel streams with substantial boundary layers expand to the full H through a complex system of expansion and compression waves. The corner stream lines

![Figure 3. Pressure Histories, $h/H = 0.71$, conditions similar to case of Figure 2 (ordinate = $10^3$ torr/div for $P_5$, 2 10 torr/div for cavity gages)](image)

![Figure 4. Schematic of 2-D Flow Field](image)
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approximately bound a base zone characterized by low speed recirculating fluid at pressure \( P_b \). This zone narrows from \( h \) to a neck \( Y_b \) at a distance \( X_0 \) from the base wall. Gas from each free stream turns through the recompression/reaction shock system to be ultimately entrained and burned within the growing free shear layer.

Fig. 5 depicts a quasi 1-D model for this process. Assuming perfect gases and frozen chemistry, the expanding streams are brought to uniform states at the nozzle exit plane. These states (subscript \( e \)) are found by solving the conservation equations:

\[
\begin{align*}
\rho u e & = \rho u e^* \\
\rho + \rho u^2 & = \rho + \rho u^2 e^* \\
\rho u h e & = \rho u h e^*
\end{align*}
\]

with

\[
\frac{2}{1+\cos(\alpha_n)} - \frac{4\delta^*}{d} = 0
\]

and

\[
\frac{2}{1+\cos(\alpha_n)} - \frac{4\delta^*}{d} = \frac{2}{1+\cos(\alpha_n)} - \frac{4\delta^*}{d}
\]

Here \( \rho, u, P \) and \( h_0 \) are evaluated in the radial isentropic core at the nozzle exit, while \( \delta^* \), \( \theta^* \), and \( \epsilon \) are the laminar boundary layer integral defects at the same location. \( \delta^*/d \) and \( \theta^*/d \) have general magnitudes of 4% and 0.5% respectively. The entrained mass in the \( Y_b \) region is assumed to have come from equal width layers of the uniform gas states and mixed in a 1-D fashion with a fraction of the total base area \( A_b \) to \( P_b \). Possible reaction of this gas will be addressed later. Each free stream minus the entrained mass then expands into the remaining base region to a uniform, chemically frozen state at \( X_0 \). The algebraic equations describing this process form an iterative set for \( P_1 = P_2 \). If a pressure matching condition cannot be determined, the highest pressure stream is assumed to dominate and expand to fill the entire base region. Thus the mixing/reaction process begins with a cavity flow field consisting of \( Y_b \) surrounded by uniform fuel and oxidizer streams turned to the axial direction.

The process continues with fluid from each free stream entrained at constant rates \( \alpha_i \) to be mixed uniformly within the developing layer. A simplified HF chemistry is used which has 3 primary levels (1,2,3) pumped mainly by the cold reaction \( F + H_2 \rightarrow HF + H \), and a lumped upper level (4,5,6) pumped by the hot reaction \( H + F_2 \rightarrow HF^* + F \). Energy transfer due to production and deactivation of HF, and H recombination is directly coupled with the fluid state in a move-mix fashion. Reaction within each cell proceeds at constant fluid conditions for \( \Delta x \). Energy is added to the translational/rotational modes at the beginning of each subsequent cell, incoming fluid elements uniformly mixed and the flow parameters calculated at the cell exit. When both fuel and oxidizer streams have been consumed by the mixing process, the reaction continues one dimensionally with adjustments to the fluid state at each \( \Delta x \).

\[ \text{Figure 5. Flow Model} \]
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Butler and Russell

Sensitivity to Flow Parameters

Fig. 6 examines the sensitivity of the cavity pressure distribution to primary fluid parameters: the entrainment half angle (a), \(a_2/a_1\), \(Y_b/h\), and \(P_b\) for the wide base geometry and plenum conditions of Fig. 2. A reference parameter set with \(a = 0.5^\circ\), \(a_2/a_1 = 0.5\), \(Y_b/h = 0.1\), and \(P_b = 0.15\) is indicated on each graph by a dashed line. The four graphs explore the independent variation of each parameter. The upper left hand graph shows the effects of varying a which should be substantially smaller than classical turbulent boundary growth rates. Values of 5, 15, 30, and 90 are shown, the latter being an absolute upper mixing limit. a influences the mixing pressure profile by determining the relative influence of incoming gas to that already present within the layer. With chemistry, decreasing a reduces F atom consumption. Since for these conditions HF production is F atom driven, the lower energy coupled to the fluid brings about smaller changes in P. \(a_2/a_1\) is more difficult to determine and greatly influences P. The upper right graph demonstrates this for various \(a_2/a_1\). When \(a_2/a_1 < 1\), P shows a rapid rate of change due not only to the increase of F, but also to the decrease in \(H_2\) available as a high heat capacity bath.

The lower left graph illustrates the sensitivity of the pressure profile to the entrained base gas characterized by \(Y_b/h\). As \(Y_b/h\) increases from zero, more of each free stream becomes involved in the recirculation zone, which by assumption is at \(P_b\). For a fixed a it thus takes longer distances for the shear layer pressure to reach a given level. When \(Y_b/h = 1\), nearly 20% of the mass is confined to the shear layer core, whereas with \(Y_b/h = 0.1\), only 2% is involved. The latter is chosen as a reasonable value considering entrainment.

![Figure 6. Pressure Sensitivity to Fluid Dynamic Parameters, Large Base Case of Fig. 2. (---reference case: a=0.5°; a_2/a_1=1; Y_b/h=0.1; P_b/P1=0.15) (Image)](Image)
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rates, mass flux levels, and base geometries. The lower right graph on the figure indicates the sensitivity of the pressure history to \( P_b \). The upper curve represents a minimum \( P_b \) found by expanding each uniform nozzle exit state independently and isentropically to the full cavity area and picking the lower of the two pressures. The lowest of the three curves represents a maximum \( P_b \) estimate, for which each mixed exit flow is expanded isentropically to match the pressure of its companion stream and then mixed to a uniform chemically frozen state. An equivalent 1-D problem is then posed in which both initial flows are mixed with the base and \( P_b \) iterated until the chemically frozen state is reached. The dashed reference line is based on experimental observations where simple Prandtl-Meyer turns from each nozzle wall to the measured \( P_b \) agree to first order with measured \( X_0 \). \( X_0 \) was chosen to be equal \( n \), and the resulting curve falls between the limiting extremes.

All the curves of Fig. 6 are, of course, directly affected by the choice of chemical kinetics. For \( x/d \leq 20 \), the relatively fast cold reaction is the principal chemical process and energy contributor. At larger \( x/d \), the slower, more energetic hot reaction dominates as a result of H atom production and entrained \( F_2 \). The slope changes observed at larger \( x/d \) reflect this shift in principal reaction. For the present conditions recombination has a negligible influence on \( P \). Prereaction of the \( Y_b \) gas has been considered and is expected to have a small effect on this figure.

DISCUSSION

Comparison between Theory and Experiment

Normalized cavity pressures are plotted on Fig. 7 vs. \( x/d \) for representative experimental conditions and the reference theory of the previous section used for comparison. Pure A data are shown as filled-in symbols while those in which \( F_2 \) was present are open. Each run produced 3-4 points at different \( x/d \); the symbol scatter is representative of differences in the individual run conditions.

The left-hand figure is for \( h/H = 0.14 \) with \( P_{H_2}/P = 3.04 \). All traces start at \( P_b = 10^{-3} P_5 \) and climb rapidly due to the dissimilar gas mixing entropy rise in the shear layer. This rise is an important feature of the near flow, and appears to be completed within \( 20 x/d \) for runs with and without chemistry.

Figure 7. Pressure Profiles Comparisons between Experiment and Model Prediction; (left-hand figure; \( h/H = 0.14 \), \( P_{H_2}/P = 3.04 \); middle \( h/H = 0.71 \), \( P_{H_2}/P = 2.56 \); right: \( h/H = 0.71 \), \( P_{H_2}/P = 1.43 \).
The data support the rapid climb and subsequent leveling. Data with chemistry fall well below the calculated final state levels, and some 50% higher than that without chemistry. Considering the complexity of the phenomena, the theory provides a reasonable near field profile consistent with far field P levels.

The runs for h/H=0.71 show good agreement with theory for the pure A cases, now exhibiting a pressure rise drawn out to approximately 60 x/d, because of the larger H. For x/d<50 the agreement for the chemistry runs is also good; however, there is a tendency for the data to be high at layer x/d. Runs with nominal P_H2/P_F of 1.74 and 2.02 showed similar trends.

From Fig. 6 an increased α at high x/d or decreased entrainment of fuel would be necessary to bring about better agreement with the chemistry runs. While the mixing layer changes character as discussed in the Introduction, this occurs quickly and is unlikely to explain the present results. The detailed entropy field developed due to the nozzle turning waves, recompression waves, and reaction shocks is, of course, modeled here only in an average sense. The initial regions of the layer are actually shocked by stronger than average waves, to which the reaction shocks would add a contribution. These should cause a sharper initial climb to a higher reaction level. In addition, the possibility of disturbances from the walls must be considered. Although the walls were boundary layer corrected and the pure A runs indicated no particular difficulties, horizontal axis shadowgraphs and interferograms suggest the possibility of wall-originated waves. While these would need only a fraction of a degree turning strength to significantly increase P, they should influence the flow on a scale dependent on cavity height. Both small and large base data show similar profile trends at greatly different x/d, supporting a process description scaled by H.

Laser Performance

The temperature and pressure sensitivity of the rate processes and the short length scales lead to considerably increased sensitivity of HF laser performance to the flow variables and models. Calculations of power output were carried out for a representative laser operating with h/H=0.2 with present expansion geometry and 100 mixing layers. A Fabry-Perot resonator, variable upper and lower lasing levels, and a constant gain window were assumed. Mirror reflections of 1.0 and .99 were chosen with absorption coefficients set to 0. 5% F_2 in He at T_0=1500°K and P_0=3 atm was mixed with 100% H_2 at matched static exit pressures. The ordinate on Fig. 8 is the rate of change of power (P_w) with distance in relative units. Integrating this over x gives the total closed cavity power per unit height of individual shear layer. Multiplying P_w by 0.05 gives an approximate output power in w/cm^2 of flow cross-sectional area, and by
1.0 gives the output power in \( \frac{\text{W} \text{m}(\text{F+F}_2)}{\text{sec}} \).

The premixed case is shown on Fig. 8 as a reference, with and without heat coupling (Q) to the flow. Q = 0 reduces the output \( P_0 \) of this laser and distributes it over 1/2 the axial distance. The reference model shows an order of magnitude smaller output, delayed in initiation. Furthermore, the cross hatched area shows the substantial effect caused by complete prereaction of the base feed gas. Referring to Fig. 6, the peak \( \frac{d P_0}{d x} \) of the laser is found to double with a increased to \( 1^\circ \) because of the increased F atom entrainment. However, the length of the lasing zone is approximately halved. Decreasing \( \frac{z_2}{a_2} \) has a similar effect. It appears that total \( P_0 \) reaches a limit with increasing F entrainment. Increasing \( \frac{V_b}{h} \) enhances the near flow lasing conditions by diminishing the relative influence of downstream mixing. Increasing \( P_b \) has little effect on peak \( \frac{d P_0}{d x} \), but does increase the length of the lasing zone.

It is concluded that even modest base regions can dominate laser performance, and that the new model offers a way of exploring these and other fluid processes in a consistent manner. Further, modeling of the effects of the base and of the complex coupled wave system awaits improved understanding of the parameters used in the present model with verification by more direct measurement of the chemical and energy state of the gas.
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LASER-INDUCED-FUSION EXPERIMENTS AT KMS FUSION

STEPHEN B. SEGALL

KMS Fusion, Inc.

Ann Arbor, Michigan USA

Laser-induced-implosion experiments have been performed at both 1.06 μm and 0.53 μm. Using gas-filled glass-shell targets irradiated with 1.06 μm light, neutron yield scaled with the 3.7 power of the incident laser power. Peak fuel densities of up to 7 g/cm³ have been obtained when the fuel in the target was cryogenically cooled to a thin solid or liquid layer on the inside surface of the glass shell. Absorption of laser light has been found to increase with increasing laser wavelength and decreasing laser intensity. Fractional absorption of about 50 percent has been obtained for spherical shell targets illuminated with 1.06 μm light at an intensity of 2x10¹³ W/cm² with a pulse duration of 1 nsec.

INTRODUCTION

The KMSF program has been engaged in the development of laser fusion physics by studying, experimentally and theoretically, the irradiation and implosion of spherical-shell, fuel-filled targets. Experiments have been done to quantify the conditions of the imploded target core, to measure the amount of laser energy absorbed, and to examine the transport of the absorbed energy.

IMPLSION STUDIES

Experiments are performed using a high power (0.5 TW) Nd: glass laser which emits light with a wavelength of 1.06 μm. The laser beam illuminating the target is made up of a series of individual 30-psec mode-locked pulses stacked to produce an overall pulse length variable from 30 to several hundred picoseconds. The light is focused onto the target using a lens-ellipsodial-mirror illumination system which produces nearly uniform illumination at near-normal incidence. The targets are generally DT-filled glass microshells ranging in diameter from about 55 to 85 μm with wall thickness on the order of 1 μm. Measurements of neutron yield, alpha-particle energy spectra, and x-ray pinhole camera images, together with numerical simulations, are used to provide a description of the laser-driven implosion process.

The energy spectrum of alpha particles from the DT fusion reaction provides an upper limit to the fuel-ion temperature at peak compression. The energy lost by the alpha particles as they traverse the compressed fuel and shell can provide a measure of \( \dot{j}_{\text{dr}} \). The magnetic spectrograph used to measure the alpha-particle spectra is described in Reference (9).
Laser Induced Fusion

The time-integrated x-ray emission from the target is imaged using two pinhole cameras\(^7\text{-}^8\). Each camera has an array of four 5 \(\mu\)m pinholes, which are covered with beryllium-foil filters of various thicknesses. The inner region of intense x-ray emission occurs when the imploding tamper material is stopped by the back pressure of the compressed DT gas. If the compressed core is larger than the resolution of the pinhole camera, the inner feature will appear as a ring from which the volume compression can be estimated. In some instances, the inner feature of the image appears as a solid core (a central peak on the microdensitometer trace) rather than a ring. Computer simulations described in Reference (8) show that this could result if the compressed-core radius were less than the camera resolution. The peak could also be produced by mixing of the glass into the fuel. Thus reliable compression measurements cannot be obtained from these centrally peaked x-ray photographs.

Maximum neutron yield as a function of laser power is plotted in Figure 1. The data are for glass microshell targets filled with 2 mg/cm\(^3\) of DT gas. A straight-line fit through the data shows that the yield scales as the 3.7 power of the laser power.

![Figure 1. Neutron yield versus laser power on target. The five highest yields obtained with each of six different laser configurations are plotted on the graph.](image)

This scaling can be understood using a similarity model of the adiabatic compression-expansion cycle of a DT-filled target developed by Mayer, et al\(^9\). In this reference the neutron yield \(N\) is given by

\[
N = \lambda/(1-\lambda)p^2 \rho^2 \epsilon^{3/2} F_{\text{PP}}(\theta)
\]

where \(\lambda\) is the tritium fraction of the fill gas, \(p\) is the fill pressure in
atmospheres, D is the initial target diameter in 100 \mu m units, and C is the volume compression of the target. $F_{DT}$, which is a function related to the DT reaction rate, is plotted in Figure 2 as a function of peak fuel-ion temperature $\Theta$. For the temperature range $0.7 < \Theta < 2.5$ keV, which includes the range of fuel temperatures measured in our experiments,

$$F_{DT}(\Theta) = \Theta^2$$

The scaling of the neutron yield with laser power $P$ can be found by determining the dependence of peak fuel temperature on laser power, taking compression to be independent of laser power when the pulse length is matched to the implosion time $T$.

Assuming that at the instant of peak compression the imploded tamper and compressed fuel are at the same temperature, that the ions and electrons also have the same temperature in the dense tamper and fuel, and that the tamper and fuel are fully ionized, the energy deposited in the imploding mass is given by

$$\alpha \epsilon P_L \tau = 3/2[(1 + Z_T^2) N_T + (1 + Z_F^2) N_F] \Theta$$

where $\epsilon$ is the fraction of the incident power absorbed by the target, $\alpha$ is the fraction of this absorbed power transmitted by electron thermal conduction from the hot target corona to the imploding tamper material, $N_T$ and $N_F$ are the
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number of tamper and fuel ions respectively and $Z_T$ and $Z_f$ are the average atomic numbers of the tamper and fuel.

If we assume the implosion velocity is given by the isothermal sound speed then

$$\gamma = \frac{D}{\theta^2}$$  \hspace{1cm} (IV)

since the sound speed is proportional to the square root of the electron temperature. Substituting (IV) in (III) we obtain

$$\theta = P_L^{2/3}$$  \hspace{1cm} (V)

Using (V) and (II) in equation (I) we obtain a dependence of the neutron yield on the 3.7 power of $P_L$, which is the experimental result.

Since the slope of $F_{DT}$ ($\theta$) decreases as $\theta$ increases, we expect the rate of increase of neutron yield with laser power to decrease as laser power is further increased.

Neutron yield scaling with absorbed energy per unit target mass provides another source of information on the implosion process. At fixed values of absorbed energy per unit mass, the ion temperature is approximately fixed, so that yield variations would most likely be due to variations in compressed fuel density. Figure 3 shows normalized neutron yields as a function of absorbed energy per unit mass. We have added the KMSF data to this plot, which was prepared at the Lawrence Livermore Laboratory (LLL). At the lower values of absorbed energy, many of the KMSF yields are significantly higher. These higher values probably result from greater fuel density during compression of the target. This result suggests that the ellipsoidal-mirror illumination system used at KMSF can produce more symmetric, higher density compressions than a two-lens illumination system (like that used at LLL for example).

Figure 3. Normalized neutron yield verses laser energy absorbed divided by target mass. Recent KMSF data (solid circles) have been added to this figure, which was taken from Reference (10). Open symbols represent LLL data. $d$ is the target diameter, $w$ its wall thickness. $d_w = 85 \mu m$, $w_w = 0.8 \mu m$. 

[667]
Another method that is being investigated to increase fuel density at peak compression is the use of cryogenically cooled targets in which the gaseous fuel is condensed out to form a thin layer on the inside surface of the tamper shell. Higher densities should be achieved because the back pressure of the fuel on the tamper during the implosion process should be reduced.

In the first series of experiments a liquid fuel layer was produced. The liquid layer was rarely uniform, displaying a typical asymmetry in thickness of two to one. This asymmetry persisted during compression, with the compressed region in the x-ray pinhole photographs displaced from the target center an amount corresponding to the initial asymmetry. Compressions from 50 to 350 have been measured, corresponding to fuel densities from 0.8 g/cm³ to 7 g/cm³. Neutron yields were \( \sim 2 \times 10^7 \) and fuel-ion temperatures \( \sim 1 \) to 2 keV. Additional evidence of increased fuel densities for liquid-layer targets comes from alpha-particle energy spectra, which are downshifted from 3.52 MeV by as much as 300 keV for liquid-layer targets, but not more than 100 keV for gas-filled targets. This downshift is shown in Figure 4a, with the experimental uncertainty approximately 70 keV. The alpha-particle spectrum from a typical gas-filled target is shown in Figure 4b for comparison.

There have been additional experiments in which the fuel was condensed in a solid layer on the inner surface of the shell. The asymmetry in the fuel distribution was significantly reduced in comparison with the liquid-layer targets. The x-ray pinhole photographs showed a more symmetrical implosion; and as a result a more accurate measurement of the compressed-fuel density was obtained. The neutron yields were comparable with those of the liquid-layer targets at equivalent laser power on target. The highest compression for a solid-layer target, as inferred from the x-ray pinhole photograph, was 370, corresponding to a maximum fuel density of 7 g/cm³. The original target diameter was 88 \( \mu \)m, from which one calculates a \( \langle p_R \rangle \) of approximately 4.3 mg/cm² in the compressed fuel. This value for \( \langle p_R \rangle \) is consistent with the observed 10% downshift in the measured alpha spectrum.

**FAST IONS AND TRANSPORT**

Most of the laser-light energy is absorbed near the critical-density
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Much of this energy ultimately appears as kinetic energy of the ions in the blowoff plasma. The study of the evolution of energy partitioning involves the interrelated questions of how the absorbed energy is transported to the remaining electrons, and how this energy is converted into ion kinetic energy.

Ion spectral measurements have been obtained with biased charge collectors, a magnetic spectrograph, and a Thomson parabola spectrograph\(^1\). The Thomson parabola spectrograph measures the charge-to-mass ratio in addition to the ion velocity and so provides the most detailed information about the fast ions.

The velocity distribution of these ions shows the well-known two-component shape, consisting of a small number of fast ions with velocities in excess of \(10^8\) cm/sec followed by a larger group of ions whose velocities are a few times \(10^7\) cm/sec. The fast ions constitute about 8% of the original target mass, but carry off a sizable amount (~40%) of the absorbed laser energy. If this two-component ion spectrum results from a two-temperature electron distribution, then by studying the ion spectrum in detail we may be able to draw inferences about the electrons and, therefore, about the absorption and transport processes at the target. A straightforward interpretation of the two-component ion distribution can be obtained from the isothermal rarefaction model\(^1\). Using this simple model, a measurement of the scale velocity of the ion spectrum gives the electron temperature of the corona.

The fast ions with a distribution characteristic of electron temperatures near 1 keV, presumably come from the hot corona, and represent material that has passed through the laser-light-absorption region. The slow ions originate in the cooler (~1 keV) interior of the target wall. The sharp thermal gradient implied by this interpretation cannot be understood on the basis of classical transport coefficients, but it is consistent with the inhibited transport suggested in other experiments on planar targets\(^1\) with a flux limiter \(f = \theta (2m_e/3m_i)^{1/2} \approx 1/\theta\).

**Absorption Experiments**

Absorption of laser light by spherical shell targets has been measured as a function of a number of parameters including laser wavelength, bandwidth, intensity, and pulse length, and target composition. A differential calori- meter positioned in the annular gap between the ellipsoidal mirrors is the primary diagnostic used to determine absorbed energy. Total absorbed energy values are obtained by assuming a uniform plasma blowoff and extrapolating the energy measured in the acceptance angle of the detector to 4\(\pi\) solid angle. Plasma blowoff energy has been found to vary as a function of detector position for spherical shell targets illuminated at intensities of the order of \(5 \times 10^{14}\) watts/cm\(^2\) using f/1 focusing lenses\(^1\). However, in our experiments, using the lens-ellipsoidal-mirror focusing system at from one to three orders of magnitude lower laser intensity, the illumination pattern and the plasma blowoff appear to be considerably more symmetric\(^1\). Absorbed energy values obtained using a bubble calorimeter\(^1\), which collects all of the plasma blowoff, were consistent with the extrapolated energy values obtained using the thermopile calorimeter.

Target absorption has been studied for a number of different experimental conditions\(^1\). At a power level of about 0.5 TW with normal-incidence focusing for which the focal positions of the two beams were coincident with the center of the target, fractional absorption of 80-\(\mu\)m-diameter targets was 17.1 \(\pm\) 0.6%. This increased to 18.9 \(\pm\) 0.7% when the laser power was reduced to \(\sim\) 0.1 TW.

When the 1.06 \(\mu\)m laser light was frequency-doubled by means of KDP crystals, the fractional absorption further increased to 22.8 \(\pm\) 2.3%. The laser power in the 0.53 \(\mu\)m beam incident on the target was also about 0.1 TW. Absorption
did not appear to be strongly dependent on laser pulse length, which varied between 30 and 400 psec in these experiments. The small changes in absorption with relatively large changes in laser power and wavelength indicate that classical inverse bremsstrahlung, which should be strongly dependent on laser intensity and wavelength, is making only a small contribution to the absorbed energy. It is believed that most of the absorption is a consequence of resonance absorption, although other mechanisms such as enhanced collisional absorption due to ion acoustic turbulence and absorption due to parametric instabilities may also be contributing.

Absorption of laser energy by resonance absorption is less desirable than absorption by collisional processes. Energy is absorbed by resonance absorption primarily in a very thin zone at the critical density surface in a process which accelerates electrons to high energies, producing a suprathermal tail on the electron energy distribution. At laser intensities of about $10^{18}$ W/cm$^2$ and above the mean free path of these electrons may be longer than the shell thickness causing preheating of the fuel inside the shell. In addition, the high energy electrons accelerate ions in the corona to higher velocities than would be the case if the same absorption were produced by inverse bremsstrahlung alone. This reduces the momentum per unit absorbed energy needed to drive the target implosion.

The most dramatic changes in target absorption were obtained when a plasma spatial filter (PSF) was used in the laser system. The plasma spatial filter is a beam-smoothing component of the laser system consisting essentially of a planar target and lens interposed in the path of the laser beam at an early stage in the sequence of laser amplifiers (Figure 5). The plasma that forms on the target at the focus of the lens behaves as an active mirror, reflecting a portion of the beam back along the incident path to be amplified by subsequent amplifiers before being focused onto the fusion pellet. The result is a spatially more homogeneous laser beam with a bandwidth of approximately 40 Å as compared with the normal 4 Å bandwidth. Using the PSF with 1.06 μm light, fractional absorption increased from 17.1% to 25.5%. The increase in fractional absorption for green light was even greater (Figure 6).

Figure 5. Schematic diagram of plasma spatial filter.
Figure 6. Absorption of laser energy at 0.53 μm with and without the plasma spatial filter. Targets were nominal 80 μm diameter glass shells and laser power was about 0.1 TW.

One possible explanation for the increase in absorption on target shots for which the PSF was used is that the wider bandwidth of the laser light reduced the fraction of the laser energy scattered by stimulated Brillouin scattering (SBS). A signature of SBS is that the reflected light should be redshifted. Since the spectrum of the reflected light is already Doppler blue shifted, one would expect a larger blue shift with the PSF than without. Table I shows data on spectral shifts for targets irradiated with 1.06 μm light. On the average, target shots for which the PSF was on line produced larger blue shifts than target shots without the PSF, indicating that some of the laser light is being lost due to SRS and that use of the plasma spatial filter reduces this loss. Data for the absorption experiments described above is summarized in Table II.

### Table I

SPECTRAL SHIFT OF 1.06 μm RADIATION RETURNED THROUGH FOCUSING OPTICS

<table>
<thead>
<tr>
<th>Shot</th>
<th>Δλ(Å)</th>
<th>Shot</th>
<th>Δλ(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3582</td>
<td>-16</td>
<td>3613</td>
<td>-9.6</td>
</tr>
<tr>
<td>3584</td>
<td>-13</td>
<td>3617</td>
<td>-4.8</td>
</tr>
<tr>
<td>3597</td>
<td>-16</td>
<td>3614</td>
<td>0.0</td>
</tr>
<tr>
<td>3599</td>
<td>-13</td>
<td>3618</td>
<td>-3.2</td>
</tr>
<tr>
<td>3560</td>
<td>-8</td>
<td>3622</td>
<td>-6.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3623</td>
<td>-5.0</td>
</tr>
</tbody>
</table>

### Table II

SUMMARY OF ABSORPTION MEASUREMENTS FOR SPHERICAL SHELLS

<table>
<thead>
<tr>
<th>λ(μm)</th>
<th>Target Material</th>
<th>Plasma Filter</th>
<th>Pulse Length Psec</th>
<th>Intensity (10¹⁵ W/cm²)</th>
<th>Absorption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.06</td>
<td>Glass</td>
<td>Out</td>
<td>24-84</td>
<td>1.8 -5.2</td>
<td>17.1±0.6</td>
</tr>
<tr>
<td>1.06</td>
<td>Glass</td>
<td>Out</td>
<td>112-190</td>
<td>0.5 -0.7</td>
<td>18.9±0.7</td>
</tr>
<tr>
<td>1.06</td>
<td>Glass</td>
<td>In</td>
<td>74-178</td>
<td>0.6 -2.2</td>
<td>25.5±1.9</td>
</tr>
</tbody>
</table>
Table II (Continued)

<table>
<thead>
<tr>
<th>( \lambda (\mu m) )</th>
<th>Target Material</th>
<th>Plasma Filter</th>
<th>Pulse Length Psec</th>
<th>Intensity ( (10^{15} \text{ W/cm}^2) )</th>
<th>Absorption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.06</td>
<td>PVA In</td>
<td></td>
<td>63-175</td>
<td>0.6 -2.5</td>
<td>21.5±2.8</td>
</tr>
<tr>
<td>0.532</td>
<td>Glass Out</td>
<td></td>
<td>149-328</td>
<td>0.4 -0.6</td>
<td>22.8±2.3</td>
</tr>
<tr>
<td></td>
<td>Glass In</td>
<td></td>
<td>191-380</td>
<td>0.25-0.5</td>
<td>33.2±4.8</td>
</tr>
</tbody>
</table>

Experiments have also been carried out with 1.06 \( \mu m \) laser light using longer laser pulses (~1 nsec) on larger spherical shell targets (109 - 290 \( \mu m \) diameter). For these experiments, two thermopile differential calorimeters located at different positions in the annular gap as well as an unfiltered TLD chip were used to measure the absorbed energy. Energy absorption for target shots with and without the PSF as a function of laser intensity are shown in Figure 7.

In the long pulse experiments a thicker plasma corona could form around the target permitting enhanced inverse bremsstrahlung for laser light entering the corona, but also enhancing stimulated Brillouin scatter. From Figure 7 the absorbed energy fraction appears to be slightly higher than for the shorter pulse experiment at comparable intensities indicating some increase due to the thicker corona. Without the plasma spatial filter, however, fractional absorption remains below 30\% on all target shots. Fractional absorption is significantly higher with the PSF on line, increasing to over 50\% at intensities of about 2 x \( 10^{13} \text{ W/cm}^2 \).

The absorption experiments that have been carried out at KNS Fusion clearly indicate the need for broadband laser light to obtain high fractional absorption. Absorption is also increased by increasing the laser pulse length, reducing the laser intensity, and reducing the laser wavelength, all
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of which serve to increase collisional absorption and, hence, decrease the fraction of the laser energy absorbed by the resonance absorption process.

In general, if laser intensity is lower, longer implosion times are required to reach a given implosion velocity. To attain implosion velocities required for thermonuclear burn, larger or thinner-walled targets are therefore needed. Large aspect ratio (ratio of target radius to wall thickness) shells, however, are more likely to develop hydrodynamic instabilities which would degrade the implosion symmetry. In experiments that have been performed to date, we have seen no evidence of instabilities in the x-ray pinhole pictures for aspect ratios of up to 50, and neutron yields are consistent with those that would be expected for symmetric implosions.

On three target shots the neutron yield obtained in the long pulse experiments fell on the line for maximum neutron yield given in Figure 1. The highest neutron yield in the green light experiments was over an order of magnitude greater than the value given by the line in Figure 1. Neutron yields obtained on these shots are shown in Table III.

TABLE III

PEAK NEUTRON YIELDS IN LONG PULSE AND GREEN LIGHT EXPERIMENTS

<table>
<thead>
<tr>
<th>Shot Number</th>
<th>Laser Wavelength (um)</th>
<th>Target Diameter (um)</th>
<th>Wall Thickness (um)</th>
<th>Laser Power (TW)</th>
<th>Pulse Length (psec)</th>
<th>Neutron Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>3986</td>
<td>1.06</td>
<td>115</td>
<td>1.6</td>
<td>.537</td>
<td>759</td>
<td>3.7x10^7</td>
</tr>
<tr>
<td>3990</td>
<td>1.06</td>
<td>154</td>
<td>1.5</td>
<td>.373</td>
<td>1086</td>
<td>1.0x10^7</td>
</tr>
<tr>
<td>3987</td>
<td>1.06</td>
<td>128</td>
<td>1.9</td>
<td>.317</td>
<td>953</td>
<td>4.6x10^6</td>
</tr>
<tr>
<td>3431</td>
<td>0.53</td>
<td>85</td>
<td>1.2</td>
<td>.084</td>
<td>346</td>
<td>1.7x10^6</td>
</tr>
</tbody>
</table>

At the present time an upgrade of our laser system is being completed which will raise peak laser power from 0.5 TW to about 2 TW at one micrometer wavelength and to about 0.6 TW at half a micrometer. As higher laser power becomes available, it is expected that extension of these studies will lead to a better understanding of the target implosion process and result in continued increases in the ratio of nuclear energy produced to incident laser energy.
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PRESSURE WAVE ATTENUATION IN REPETITIVELY PULSED FUSION LASERS

J. SHWARTZ, V. A. KULKARNY and D. A. AUSHERMAN

TRW Defense and Space Systems Group
Redondo Beach, California 90278, USA

A one-dimensional finite-difference code developed to analyze pressure wave attenuation in vented-duct acoustic absorbers is presented. Code calculations were compared with experimental results obtained with a modified shock tube, in which the conventional driven section was replaced by a vented duct. For the initial rapid attenuation of strong waves the code and experimental results are generally in good agreement. The code failed to predict, however, the residual high frequency pressure fluctuations which persisted for time scales of 100 ms and longer, at amplitudes of the order of \(10^2\) times the initial driver overpressure. It is shown that these residual oscillations can be attributed to two-dimensional effects in the duct. Their presence indicates that a simple vented duct cannot produce the level of pressure wave attenuation required for most fusion laser applications.

INTRODUCTION

Repetitively pulsed flowing gas lasers are currently being considered as prime candidates for driving Inertial Confinement Fusion Reactors (ICFR)\textsuperscript{1, 2}. As presently envisioned, the laser drivers will have to generate about \(10^6\) joules of energy per pulse at a repetition rate of the order of 10 pulses per second. The pulsed energy is to be focused on small pellets, filled with deuterium and tritium and falling in succession through a reactor chamber, to produce thermonuclear reactions and net power gain.

To reduce the size and cost of laser drivers for ICFR, the radiation energy density generated in the laser cavity must be fairly high, i.e. - 10 or more joules per liter of cavity volume. Since laser efficiencies are typically less than 10\%, energy at a density of one to a few hundred joules per liter-atm. must be deposited in the laser cavity to initiate the lasing process. The fraction of the deposited energy which is not extracted by lasing will typically be converted into translational energy (or heat) on a microsecond
time scale. This will result in a substantial, nearly instantaneous, temperature and pressure rise in the laser cavity after each lasing pulse. A sudden pressure rise generates compression and rarefaction waves which can reverberate in the laser cavity for times which are long compared to the interpulse time—which is typically of the order of 100 ms. The density (or optical) homogeneity of the lasing media is thus clearly destroyed after each lasing pulse.

For the laser energy to be focusable onto the small fusion targets, typically of 1 mm diameter, the density of the lasing media must be uniform to within $10^{-3}$ to $10^{-4}$ of the average cavity density just prior to the extraction of any lasing pulse. To achieve such conditions, the heated and optically distorted gas left over in the cavity from a previous pulse must be convected out of the laser cavity by establishing a continuous flow of gas through the cavity. This continuous flow will fill the cavity with a fresh charge of gas after each pulse. The more persistent pressure fluctuations cannot be convected, however, out of the laser cavity and instead they must be attenuated and damped out by other means.

This paper describes an attempt to test and evaluate a pressure wave suppressor which appeared to be suitable for ICFR gas laser drivers.

To achieve the required density uniformity stated above the relative pressure fluctuations in the cavity must be confined to the same range of $10^{-3}$ to $10^{-4}$ prior to the initiation of any lasing pulse. Since the over-pressure generated in fusion-type pulsed lasers is of the order of the base pressure (namely, the energy deposition typically doubles the cavity pressure), the pressure attenuation required is also in the range of $10^{-3}$ to $10^{-4}$. Another requirement imposed on the pressure wave attenuator is that the pressure drop it produces be kept to a minimum so that the power required to drive the gas through the laser flow-loop will not be large compared to the time averaged laser power.

A class of pressure wave absorbers which can potentially meet the above two requirements is shown in Figure 1. The first two, (a) and (b), we call "passive absorbers" since they do not act on the mean flow and they become activated and dissipative only when the gas pressure in the duct changes with time. Similar devices are in use in other pulsed laser systems; i.e., in the repetitively pulsed chemical² and CO₂ lasers. Such devices are very effective in reducing the initially high over-pressure by a factor of about $10^2$ within a few milliseconds. However, the effectiveness of passive devices in reducing pressure fluctuations to the range of $10^{-3}$ to $10^{-4}$ remains questionable. Some active suppression devices, such as depicted in Figure 1(c), may be required to reduce the pressure fluctuations to a level which is compatible with the ICF laser applications. This and similar issues are addressed in the present paper.

A model which was previously developed³ for a vented (passive) duct absorber is first discussed. This model

![Figure 1](image.png)

**Figure 1.** Examples of Pressure Wave Suppressors used in Repetitively Pulsed Lasers²,³.
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has been presently modified to better account for the effect of the vents on the duct flow, particularly in the presence of a mean ("grazing") flow and very small duct pressure perturbations which are of interest for fusion-type lasers.

A series of experiments, designed to test the effectiveness of simple vented duct absorbers, is then presented. A shock tube with a conventional driver, activated by a pressure-burst diaphragm and connected to a long vented driven section was used for these experiments. Pressure histories were recorded in the driver and along the vented driven section, starting with the diaphragm burst. These pressure traces were compared with the model predictions and found to be generally in good agreement.

The experiments show that the vented duct typically reduces the initial over-pressure in the driver by a factor of $10^2$ on a time scale equal roughly to ten times the acoustic transit time through the driver. Further reductions in pressure fluctuations are hard to come-by with this vented duct absorber. Small pressure fluctuations, at the $10^{-3}$ level, persist for times longer than 100 times the driver's acoustic transit time. Improvements in the performance of vented duct absorbers are clearly needed to make such absorbers suitable for the laser fusion applications.

ANALYSIS

The unsteady flow in a vented duct can be described approximately by the time-dependent, one-dimensional flow conservation equations:

\[
\frac{3}{3t} (p) + \frac{3}{3x} (pu) + \sigma_1 = 0 \\
\frac{3}{3t} (pu) + \frac{3}{3x} (pu^2) + \frac{3}{3x} p + \sigma_2 = 0 \\
\frac{3}{3x} \left[ p \left( e + \frac{u^2}{2} \right) + \frac{3}{3x} \left[ pu \left( e + \frac{u^2}{2} + \frac{E_0}{\rho} \right) \right] \right] + \sigma_3 = 0
\]

with the effects of the vents represented by the volumetrically distributed source/sink terms, \( \sigma \). We assume further that the gas is ideal and calorically perfect and therefore

\[
p = \rho RT \quad \text{and} \quad e = \frac{C_v}{\gamma - 1} \left( \frac{E_0}{\rho} \right)
\]

The conditions for outflow and inflow through the vents are shown schematically in Figure 2. Subscript "a" designates the given stationary conditions.

**OUTFLOW (SINK)**

**INFLOW (SOURCE)**

\[
\begin{align*}
\text{OUTFLOW (SINK)} & \quad \overset{\rho}{\rightarrow} \quad \overset{p > p_a}{\rightarrow} \\
\text{OUTFLOW (SINK)} & \quad \overset{u}{\rightarrow} \quad \overset{p_a}{\rightarrow}
\end{align*}
\]

\[
\begin{align*}
\text{INFLOW (SOURCE)} & \quad \overset{\rho}{\leftarrow} \quad \overset{p < p_a}{\leftarrow} \\
\text{INFLOW (SOURCE)} & \quad \overset{u}{\leftarrow} \quad \overset{p_a}{\leftarrow}
\end{align*}
\]

Figure 2. Schematic Representation of the Effect of Side-Wall Vents on One-Dimensional Duct Flow.

outside the duct. For outflow, when \( p > p_a \), the sink terms can be written as:

\[
\sigma_1 = \frac{\rho}{A}, \quad \sigma_2 = \frac{\rho u}{D}, \quad \sigma_3 = \frac{\rho u}{D}
\]

whereas for inflow, when \( p < p_a \), the source terms are given by

\[
\sigma_1 = \frac{\rho}{A}, \quad \sigma_2 = \frac{\rho u}{D}, \quad \sigma_3 = \frac{\rho u}{D}
\]
Here a is the vent area per unit duct length, A is the duct cross-section, D its hydraulic diameter and \( \alpha \) the percent-open-area of the duct wall. \( T_0 \) is the stagnation temperature of the gas inside the duct and \( \dot{m} \) is the mass flow per unit vent area.

The determination of the mass flow per unit area through the vent orifices, \( \dot{m} \), as a function of the gas density, the two pressures, \( P \) and \( P_a \), and the "grazing" velocity in the duct, \( u \), is clearly the key to a proper evaluation of the effect of the vents on the duct flow and the pressure suppression characteristics of a vented duct.

The mass flow per unit vent area can be written as \( \dot{m} = C_0 \dot{m}_i \), where \( C_0 \), the vent discharge coefficient, is a function of the pressures \( P \) and \( P_a \), and the grazing velocity \( u \), and \( \dot{m}_i \), the ideal mass flux through the vents, is defined as the mass that would be flowing out of the vent (per unit area) under isentropic flow conditions.

For zero grazing velocity (\( u=0 \)) the discharge coefficient, designated here by \( C_D \), was extensively measured and documented (see, e.g., Ref. 5). The effect of a grazing velocity (\( u \neq 0 \)) has also been measured, mainly by researchers interested in shock attenuation and vented duct acoustics\(^{4,5} \). There is however, no analytical model which is uniformly valid for a wide range of duct (or grazing) velocities and pressure differences across the vents.

One promising approach for modeling the effect of grazing flow on the vent discharge coefficient was recently proposed by B. Sturtevant\(^4 \). In this approach the well known solution for an incompressible two-dimensional duct flow near a line sink of finite strength placed across one wall is first used to calculate the force acting on the mass discharged through the sink, in a direction perpendicular to the duct, as a function of the sink strength (or mass outflux). A momentum balance is then applied in the same direction with the ideal sink replaced by a finite slit. From this momentum balance, the actual mass flow through the slit, as a function of the pressure difference across the slit, \( \Delta p \), and the grazing velocity, \( u \), can be determined. The result is

\[
\dot{m}_i = \frac{P}{\sqrt{\mathbf{Y}}} \left[ \frac{2(\gamma-1)}{\gamma} \left( \frac{P}{\Delta p} \right)^{\gamma-1} - \frac{1}{\gamma} \right] \quad \text{for outflow} \quad \left( \Delta p > P_a \right)
\]

\[
\dot{m}_i = \frac{P}{\sqrt{\mathbf{Y}}} \left[ \frac{2(\gamma)}{\gamma+1} \frac{1}{\gamma+1} \right] \quad \text{for inflow} \quad \left( \Delta p < P_a \right)
\]

Both \( K_1 \) and \( K_2 \) are constants associated with the pressure integration over a control volume which contains the mass discharged through the side-wall slit.
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They were left here as indeterminate constants, to be selected so as to fit a wide range of available experimental data and thereby account, in an approximate fashion, for departures from the ideal incompressible flow assumed in this model.

For a zero grazing velocity (or $\frac{W}{V} \ll 1$), Eq. VIII yields $C_p = C_0 = K_2$, and $K_2$ should therefore be taken from Perry's experimental data for $C_p$. In the range where $\frac{W}{V} \ll 1$, Eq. VIII should be compared with the experimental data obtained by Rogers and Hersh \cite{19} for the same flow regime. They found $C_p = 0.65 (\frac{V}{u})^{0.9}$ for outflow and $C_p = 0.94 (\frac{V}{u})^{1.1}$ for inflow. Eq. VIII predicts a linear dependence of $C_p$ on $\frac{V}{u}$ for this regime. Neglecting the small difference in power of $\frac{V}{u}$, the comparison yields $K_1 = 0.31$ for outflow and $K_1 = 0.21$ for inflow. $K_2 = C_0 = 0.63$ was used for this comparison since the data was taken under essentially incompressible flow conditions.

A comparison of experimental data and model predictions for $C_p$ as a function of $\frac{V}{u}$ is presented in Figure 3. Although the agreement is less than perfect it is compatible with our vented duct flow model, considering other approximations made in deriving this model. The duct flow model as used in this study is then formulated in terms of Equations I through IX, which can be solved numerically for a variety of initial and boundary conditions. Solutions were obtained using the Lax-Wendroff differencing scheme with Flux Corrected Transport. Typical results are presented in the next section and compared with experiments.

EXPERIMENTS

The experiments performed had two major objectives. One was to check and validate the code described in the previous section, and the other to test the effectiveness of vented duct absorbers under conditions which simulate the operation of pulsed lasers.

For the first set of experiments we have used a conventional shock tube, depicted schematically in Figure 4. A 24" driver section was used to generate shocks which were propagated into a 78" solid-wall (unvented) tube. Both had a square internal cross-section of 3.5 x 3.5". Air was the working fluid with pressure in the driven section fixed at 1 atm while driving pressure was varied.

![Figure 3. Vent Discharge Coefficients vs. Normalized Ideal Jet Velocities.](image-url)
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between 6 and 80 psig. Pressure traces were recorded near the mid point and near the closed, downstream end of the driven section. Both short time (0 to 10 ms) and long time (0 to 100 ms) traces were recorded. These experiments were very useful in checking out the basic 1-D transient code, without the sink and source terms, and the numerical procedure used.

Results of a test with 80 psig driver pressure are first shown in Figure 5 and compared with the code predictions. For the first 10 ms the code appears to be in excellent agreement with the experimental results. The magnitude of the incident wave as well as the first wave reflected from the closed end of the driven section are properly predicted both at the center of the driven section (Station 1) and near it's closed end (Station 2). The time of arrival and temporal variation of these first pressure pulses is also properly predicted. On a longer time scale, from 0 to 100 ms, a discrepancy develops between the measured and calculated pressure traces. First there are secondary waves which show up in the experiments but are not predicted by the code. The experiments show also a faster decay in the amplitude of the pressure pulses and a gradual delay in their time of arrival, as compared to the calculations. We believe that all these effects can be attributed to non-ideal processes in the shock tube, such as wave interactions with the diaphragm petals and with boundary layers, effects which were not considered in the code development. This conclusion is supported by the observation that as the driver pressure and the strength of the initial wave were reduced, the agreement between experiments and code predictions has improved. An experiment with 6 psig initial driver overpressure is shown in Figure 6. A 0.00025" Mylar diaphragm was used for this later case whereas a 0.012" aluminum diaphragm had to be used for the 80 psig case. The decay of the primary waves and the strength of the secondary waves both diminish significantly as the diaphragm thickness (and mass) and the strength of the initial waves are decreased. The results of the code calculation are very close now to the experimental results.

![Figure 4. Shock Tube Used for Preliminary Code Verifications Tests.](image-url)
The analytical model and code were developed mainly to predict the interaction of pressure waves with vented-duct acoustic suppressors. When a vented duct is used, the initially strong pressure waves are expected to be suppressed by a factor of about 100 on a time scale of 10 ms or less. We have concluded therefore that the basic code would be adequate for our purposes, despite the discrepancies which showed up over the long test periods, when compared with experiments in which high driver overpressures were used.

For the main series of experiments the solid wall driven section was replaced by a similar duct which was vented on one side, as depicted in Figure 7.

The top wall of the new driver section was perforated, with three holes of 23/64" drilled in symmetric rows across the top wall, 1.2" apart, to give a net 7.2% open area for this wall. An optical section with Schlieren grade windows was also incorporated in this duct to permit the application of optical diagnostics for the flow field generated after the diaphragm burst.

Results for the vented tube with a 24" driver and 7 psig initial overpressure are first shown in Figure 8. The first two traces on the left show the complete pressure histories at the two selected stations, one in the driver end wall and the other placed 9" downstream of the diaphragm up to 20 ms after the diaphragm burst. The figure on the right shows the same two traces with a higher resolution. The code calculations and the experimental results are in good agreement to within 20% of the initial overpressure. The code fails to predict, however, a wave which is reflected from the closed end of the vented tube and shows up at about 18 ms at station 2. It also fails to predict the
observed high frequency pressure oscillations, which appear to be amplified by this reflected wave.

Results for an 8" driver with 7 psig initial overpressure are shown in Figure 9. Similar discrepancies were found here between the code predictions and the experimental results. The observed high frequency oscillations, which were not predicted by the code, are particularly bothersome, since they have an amplitude of about $8 \times 10^{-4}$ of the initial driver overpressure, a result which would not be admissible for most pulsed laser applications. We have observed these pressure fluctuations to persist on a longer time scale, at a level of $1.5 \times 10^{-3}$ times the initial overpressure, up to 100 ms after the diaphragm burst, as is shown in Figure 10.

We have taken shadowgraph pictures of the shock and pressure wave interactions with the vented top wall of the shock tubes driven section. Some results are shown in Figure 11. The shock is moving from right to left. The jets coming out of the vents in the top wall are clearly visible up to about 5.5 ms after the diaphragm burst. The diffraction of waves from the vents can
also be seen up to 4.0 ms. At this time the turbulent head of the driver gas fills up the field of view and it becomes difficult to detect any details of the flow field. Even so, we were able to see that at about 6.5 ms, when the pressure undershoot reaches the optical section, the flow through the vent is reversed. The transverse flow and pressure fields associated with the vent flow reversal is presumably responsible for the high frequency pressure oscillations detected in the experiments. It is interesting to note that the dominant frequency of the long-term oscillations is about 900 Hz, which corresponds roughly to a "quarter-wave" pressure oscillation across the short (transverse) dimension of the vented tube. A transverse pressure oscillation thus appears to be superimposed on the initially strong longitudinal mode. When these oscillations have a sufficiently low amplitude, no jets are generated and the vents are no longer dissipative. This can explain the persistence of the high frequency oscillations.

CONCLUSIONS

The one-dimensional model presented here can properly predict the short term (\(t < 0.1\) ms) interactions of pressure waves with a perforated duct, but it fails to predict the longer term effects. Further code modifications will be required to account for the long-term pressure oscillations observed in the experiments. A linearized model should be appropriate for the long term behavior and amenable to analytical solutions. Such solutions can then be incorporated into the one-dimensional numerical code to improve its predictive capabilities.

As far as the performance of the vented duct is concerned, it is quite clear that a vented duct alone can not produce the pressure attenuation required for fusion-type laser. Some additional dissipative devices are needed to affect the small, long term, pressure fluctuations. This could be done by placing flow-through porous absorbers inside the perforated duct or along the duct walls, either on top or, instead of the perforations. Such modifications of the vented tube may also obviate the need for any major modifications of our model, other than adding proper dissipative (drag and heat transfer) components to the source/sink terms.
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ENERGY AND POWER REQUIREMENTS FOR DIRECT INITIATION OF SPRAY DETONATIONS
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A method for determining the critical energy and power requirements for the direct initiation of detonation in spray detonations is described. The method is based on a model of the reaction zone in which blast waves due to the energy release from each drop play a significant role. It is shown that the critical energy and power are dependent on the drop diameter, the ignition delay, the energy deposition time, and an energy parameter that describes the energy time variation. In particular, it is shown that the ignition delay plays a more pronounced role in the spray detonation than in all gaseous detonations. An approximate method for determining the effect of equivalence ratio on the critical energy and power is also presented and the results indicate that when the ignition delay is chemically controlled the trends are similar to those observed in gaseous detonations.

INTRODUCTION

Direct or blast initiation of gaseous detonations has been the subject of many articles. In a recent review, Lee describes the theoretical models used for determining the minimum or the critical blast energy necessary for a continued detonation. Sichel developed a method for calculating critical energies for a particular fuel-oxidizer mixture at different equivalence ratios provided ignition data is available. Knystautas and Lee indicated on the basis of their experiments in acetylene-oxygen that detonation initiation depends not only on an energy criterion but on the rate of energy deposition (power) as well.

The purpose of this paper is to describe a method for determining both energy and power requirements for spray detonations. Such detonations are now well documented. Although they are similar to gaseous detonations, they exhibit enough differences under certain conditions, to warrant a different analysis. The key to this analysis is the reaction zone behind the front of the detonation wave. An idealized model of this zone has been suggested by the author. This model will be briefly described first and then used in the analysis of energy and power requirements.
The reaction zone model is based on photographic observations of the detonation phenomenon in a medium consisting of fuel drops in a gaseous oxidizer. When a detonation takes place, the passage of the front induces a convective flow over the drops which because of their inertia, remain practically stationary. The convective flow serves to break up the drops and after a suitable time delay, $t_{ig}$, the partially or totally disintegrated drop ignites, resulting in heat release. Under certain conditions, this heat release is rapid enough to induce a blast wave around each drop within the reaction zone. The blast wave propagates towards the front reinforcing it after interaction.

In the idealized model the drops are assumed to be uniform in size and uniformly spaced, and the blast waves to originate at the center of the drops which remain stationary. Except for distortion due to the convective flow behind the front, the blast waves are considered spherical, with time dependent heat release in the form:

$$E = Wt^8$$

with a duration $t = t_1$. In addition to being reasonable, this form of energy deposition has been used in self-similar and perturbation solutions of blast wave trajectories.

As the front propagates between drops it tends to decelerate; however, when it is overtaken by the blast waves from the drops it is strengthened. A steady detonation is then assumed possible when a balance between these two considerations is reached. It is shown by Dabora that provided $t_{ig}$, $t_1$ and $B$ are known the Mach number, $M_{bw}$ of the blast wave when it overtakes the front can be determined from the following equation:

$$(t_{ig}/t_b) = \left\{ Z^{(62/61)} \right\} 1/(1-B) (t_{1}/t_b)^{-B/(1-B)}$$

where:

- $Z = R/R_o = Z(M_{bw}, B)$
- $w = a_1 t/R_o = w(M_{bw}, B)$
- $R_o = D\left(p_1/p_2\right)^{1/3} \left(p_2/p_1\right)^{1/3} = R_o(M, Y, Q, \rho_1)$

and

- $t_b = T_b D/\left(p_1/\rho_k\right)^{1/2} = t_b(M, D, \rho_k)$

Further, since $M_{bw}$ is usually close to unity, the change in $M$ can be approximated by

$$\Delta M/M = M_{bw} - 1$$

Figure 1 shows typical calculations for $\Delta M/M$ which can be related to $t_{ig}$ as:

$$\Delta M/M = k(t_{ig}/t_b)^{0.3}$$

Considering planar cylindrical or spherical geometry for the detonation front, the Mach number decrement as the front passes through a distance $S$ is

$$\Delta M/M = -(a+1)(S/R)/2$$

Addition of IX to either VII or VIII and setting the net $\Delta M = 0$ gives the
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**Figure 1.** The Increment of the Frontal Mach Number condition necessary for a steady detonation.

**CRITICAL RADIUS AND MINIMUM INITIATION ENERGY**

The condition for a steady detonation as described in the previous section corresponds to a critical detonation radius \( R^* \) above which detonation continues without deceleration. If blast initiation is considered, the blast energy must be such that a critical Mach number is achieved at \( R^* \). Although the critical Mach number in gaseous detonations has been observed to be somewhat lower than the Chapman-Jouguet Mach number, in this paper, it will be assumed that the latter is the critical Mach number. Since the classical constant energy blast wave shows that:

\[
E = J K P_{\alpha} R^{\alpha+1} M^2
\]

substituting \( R \) by \( R^* \) and \( M \) by \( M_{CJ} \), the critical energy for initiation can be determined. The procedure is as follows: for a given fuel oxidizer mixture \( M_{CJ} \) can be calculated (e.g. Gordon and McBride\(^1\)); with \( t_f, t_i \) and \( S \) known or assumed \( M_{CJ} \) can be determined by trial and error from \( II \); with \( S \) known, \( R^* \) can be determined from \( IX \) and the critical energy \( E^* \) determined from \( X \). However, for better insight into the effect of the important parameters on \( E^* \), the approximation \( VII \) can be used. Thus, combination of \( VIII, IX \) and \( X \) gives:

\[
E^*/D^{\alpha+1} = J K P_{\alpha} [(\alpha+1)(t_f/t_i)^{\alpha} S/D(2K)\beta]^\alpha M^2
\]

In this equation \( S/D \) is a function of the fuel oxidizer ratio and \( E^* \) can be scaled to the drop diameter. Comparison of this equation with its counterpart...
for a gaseous detonation shows that the dependence of $E^*$ on $t_1$ is much more pronounced for the spray case because $m$ is usually greater than unity. This may be due to the discrete manner in which the heat is released. It should be noted from Figure 1 however, that as $\delta$ increases $m$ approaches unity.

To see the effects of $t_1/t_b$, $t_2/t_b$ and $\delta$, a reference critical energy $E^*_0$ corresponding to $t_1/t_b = 1$ and $\delta = 0$ can be used as a reference parameter. It can then be shown that for sprays with the same drop diameter and composition:

$$E^*/E^*_0 = \left( \frac{k_{ref}}{k_B} \right) \left( \frac{(t_1/t_b)(t_1/t_b)^{\beta/(\gamma-1)}}{(t_1/t_b)^m} \right) \left( \frac{k}{k_0} \right)^{(t_1/t_b)}$$

where $k_{ref}$, $k_B$, and $m_B$ can be determined from plots similar to Figure 1. For the spherical case ($\alpha = 2$), this equation is plotted in Figure 2 when $M$ and $Q$ are 5 and 2.5 respectively. It can be seen that $t_1/t_b$ has a pronounced effect at all values of $\delta$ whereas the effect of $t_2/t_b$ becomes more pronounced as $\delta$ increases. The effect of $\delta$ however is influenced by the value of $t_1/t_b$, and apparently can go in either direction. As $t_1/t_b$ or $t_2/t_b$ increase it becomes obvious that the initiation energy requirement can become so high that no practical source can be adequate for initiation.

As was mentioned earlier, there is evidence that not only a critical energy is necessary for detonation initiation but a critical power as well. If the initiating blast energy is also in the form of equation 1, it can be shown from the self-similar solution of variable energy blast waves that
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\[ E = K_p J \left( \frac{a^3}{\alpha + 1} \right)^{\frac{\alpha + 1}{\alpha}} R^{(\alpha + 1) - \beta} M^{(1 + \beta)} (a_t) \beta \]  

XIII

With \( \delta = 1 \), and replacing \( R \) by \( R^* \) and \( M \) by \( M^* \), differentiation of \( E \) with respect to time gives the energy rate necessary to produce the requisite critical conditions. To verify this, the data of Knystautas and Lee were examined. First, the critical radius as a function of \( M \) is determined on the basis of the ignition delay equation and the method outlined by Lee and Ramamurthi. Then applying XIII with \( \delta = 0 \) and using the experimentally determined critical energy of \( 0.11 \text{J/cm} \) the corresponding \( R^* \) and \( M^* \) are found to be \( 0.27 \text{cm} \) and \( 4.64 \text{respectively} \). The latter gave an induction time of \( 0.09 \text{sec} \). Further using XIII with \( \delta = 1 \), and the calculated values of \( R^* \) and \( M^* \), the power is found to be \( 0.059 \text{MW/cm} \) which is within a factor of about two from the simply calculated power:

\[ P^* = \frac{E^*}{t_{ig}} \]  

XIV

suggested by Lee and Ramamurthi. Because of its simplicity this equation is adopted in this paper. It follows then from XI that:

\[ \frac{P^*/D^*}{t_{ig}} = J_0 K_p J_0 (a) (a+1) (S/D) \left( \frac{t_{ig}}{t_b} \right) (\gamma - 1) \left( \frac{M^*}{M} \right)^{1/2} t_b \]  

XV

Table 1 shows some representative values of \( E^* \) and \( P^* \) for the conditions listed in the table which correspond to liquid hydrocarbon-air mixtures.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( R^*/D )</th>
<th>( E^<em>/D^</em>(J/cm^2) )</th>
<th>( E^* )</th>
<th>( D(\mu) )</th>
<th>( P^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>425.5</td>
<td>1.78x10^3</td>
<td>1.78x10^2</td>
<td>1000</td>
<td>5.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.78x10^2</td>
<td>100</td>
<td>5.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(J/cm^2)</td>
<td>(J/cm)</td>
<td>(J/cm)</td>
</tr>
<tr>
<td>1</td>
<td>851</td>
<td>9.98x10^6</td>
<td>9.98x10^4</td>
<td>1000</td>
<td>3.30x10^7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>9.98x10^4</td>
<td>100</td>
<td>3.30x10^7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(J/cm)</td>
<td>(J/cm)</td>
<td>(J/cm)</td>
</tr>
<tr>
<td>2</td>
<td>1276.5</td>
<td>3.88x10^18</td>
<td>3.88x10^7(J)</td>
<td>1000</td>
<td>1.32x10^8(MW)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.88x10^7</td>
<td>100</td>
<td>1.32x10^8</td>
</tr>
</tbody>
</table>

For comparison a planar shock at \( M = 5 \) produced in air by a 1m He driver can be calculated to be caused by 418 J/cm^2 energy input at a rate of \( 0.43 \text{MW/cm}^2 \), and a dense explosive like tetryl release \( 4.7 \text{KJ/gm} \). Table 1 can be used in conjunction with XII or Figure 2 to obtain \( E^* \) and \( P^* \) at the desired values of \( \delta, t_{ig}/t_b \) and \( t_i/t_b \).

EFFECT OF EQUIVALENCE RATIO

Sichel has shown that if ignition delay times for a given fuel-oxidizer mixture at different stoichiometry can be related to the ignition delay at a given equivalence ratio for which the critical energy is known, then the critical energy at other equivalence ratios can be predicted analytically. His analysis for acetylene-oxygen and MAPP-air showed good agreement with experiment. In order to use Sichel's method in spray detonation, the variation of ignition delay with equivalence ratio need to be known. The equivalence ratio of course affects the propagation Mach number and this influences the ignition delay. Pierce et al. advanced the idea that the ignition in spray...
detonation can be made up of two parts namely, a mechanical portion due to partial breakup of the drops and a chemical portion which is related to the type of fuel and oxidizer used, the mixing and evaporation that take place in the wake of the droplet and the temperature. Thus:

\[ t_{ig} = t_m + t_{ch} \]  

where the mechanical time, \( t_m \), is estimated to be 1/3 the breakup time, \( t_b \). For diethyl-cyclohexane (DECH) oxygen a chemical time can be deduced from their work. The mechanical and chemical times are plotted in Figure 3 against the reciprocal of the stagnation temperature behind the shock. The chemical time is little affected by the drop size and is shown as one line. One can see that there are regimes in which the mechanical time dominates and others in which the chemical time dominates. For example at \( M = 5 \) for droplets larger than 1000 \( \mu \) the mechanical time is controlling whereas at \( M = 4 \) the chemical time is controlling for droplets lower than 100 \( \mu \).

\[
\begin{align*}
\text{Figure 3. Mechanical and Chemical Time Delays for DECH in Oxygen} \\
\text{If Figure 3 can be generalized to other mixtures, it is possible to make predictions for } E^n \text{ and } P^n \text{ at different equivalence ratios. Incidentally, data on heptane-air presented by Lu et al. show a steeper line than the chemical time line shown in Figure 3. }
\end{align*}
\]

To get a feel for the effect of equivalence ratio some reasonable approximations are made first. If an Arrhenius expression exists for \( t_{ch} \) it can be shown that

\[ t_{ch} = 1/M^\alpha \]  

\[ \text{XVII} \]
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where \(11 < n < 17\) for an activation energy of 20-30 Kcal/mole in the temperature range corresponding to a shock at 4 < \(M\) < 6. Also

\[ t_m = t_b = 1/M \quad \text{XIX} \]

and the Mach number of propagation

\[ M^2 = q \quad \text{XX} \]

where \(q\) is the heat release per unit mass of mixture. Further,

\[ q/q_s = \frac{\phi(u_s+1)/(u_s+\phi)}{2} \quad \phi \leq 1 \quad \text{XXI} \]

\[ = \frac{(u_s+1)/(u_s+\phi)}{2} \quad \phi > 1 \quad \text{XXII} \]

and

\[ (S/D)/(S/D)_s = 1/\phi^{1/3} \quad \text{XXIII} \]

Using equation IX (normalized with respect to the stoichiometric case) in conjunction with relations XVII - XXIII, after noting that when \(t_m\) is controlling \(\tau_m/\tau_b\) is not a function of \(M\), one can show that for \(t_m\) controlling (i.e., large drops)

\[ \frac{E^*}{E_s^*} = \left[ \frac{(S/D)/(S/D)_s}{2} \right]^{(n+1)} (M^2/M_s^2)(k_s/k)^{\alpha+1} \quad \text{XXIV} \]

and since \(k_s/k = 1\) for \(\phi \leq 1\) and \(\phi^{1/3}\) for \(\phi > 1:\)

\[ \frac{E^*}{E_s^*} = \left( \frac{1}{\phi^{1/3}} \right)^{\alpha+1} \frac{(u_s+1)^{\phi}}{u_s+\phi} \quad \phi \leq 1 \quad \text{XXV} \]

\[ = \frac{(u_s+1)/(u_s+\phi)}{2} \quad \phi > 1 \quad \text{XXVI} \]

Similarly for \(t_{ch}\) controlling (i.e., small drops)

\[ \frac{E^*}{E_s^*} = \left[ \frac{(n-1)(n+1)}{2} \right]^{(n+1)} \left[ \frac{(u_s+1)^{\phi}}{u_s+\phi} \right]^{(n-1)} \quad \text{XXVII} \]

\[ = \frac{(u_s+1)^{\phi}}{u_s+\phi} \quad \phi \leq 1 \quad \text{XXVIII} \]

The effect of \(\phi\) on \(p^*\) can be found by using equation XV from which it can be shown, after using the same approximation above that, for \(t_m\) controlling:

\[ \frac{p^*}{p_s^*} = \left( \frac{1}{\phi^{1/3}} \right)^{\alpha+1} \left[ \frac{(u_s+1)^{\phi}}{u_s+\phi} \right]^{(n-1)} \quad \phi \leq 1 \quad \text{XXIX} \]

\[ = \frac{(u_s+1)^{1/2}}{u_s+\phi} \quad \phi > 1 \quad \text{XXX} \]

and for \(t_{ch}\) controlling

\[ \frac{p^*}{p_s^*} = \left[ \frac{1}{\phi^{1/3}} \right]^{\alpha+1} \left[ \frac{(u_s+1)^{\phi}}{u_s+\phi} \right]^{(n-1)(n+1)-1} \quad \phi \leq 1 \quad \text{XXXI} \]
From the above equations for $E^*/E^*$ and $P^*/P^*$, it can be seen that when $t_m$ is controlling the effect of $\phi$ is rather small for mixtures with $\mu_2 = 16$. On the other hand when $t_m$ is controlling the effect of $\phi$ is very large because of the usually large value of $n$. Plots of the effect of $\phi$ when $n = 15$ are shown in Figures 4 and 5. Figure 4 exhibits the same kind of trends given by Sichel for the gaseous detonations in that lean mixtures require considerably higher critical energy than the stoichiometric or rich mixtures.

![Figure 4. Effect of Equivalence Ratio on Critical Energy (Chemical Time Controlling, n = 15)](image)

**CONCLUSIONS**

A method for evaluating the critical initiation energy and power for spray detonation has been developed. The basic data needed to make use of the method are the ignition delay and the temporal variation of the heat release from each drop, which points out the need of such data. A simplified analysis on the effect of equivalence ratio is also made. However, in principle, detailed calculations of that effect could equally be performed.

The similarity between the spray detonations and the gaseous detonations is pointed out. However, it would be interesting to determine analytically the conditions necessary for identical behavior.
Initiation of Spray Detonations

Figure 5. Effect of Equivalence Ratio on Critical Power
(Chemical Time Controlling, n = 15)

NOMENCLATURE

\( a \) = Velocity of sound
\( D \) = Drop diameter
\( E \) = Energy
\( E^* \) = Critical energy, energy/unit length or energy/unit area for \( a = 2, 1 \) or 0 respectively.
\( J \), \( \alpha \) = Nondimensional blast wave energy integral for constant energy or variable energy blast wave
\( K \) = \( 4\pi, 2\pi \) or \( \pi \) for \( a = 2, 1 \) or 0 respectively
\( k \) = Value of \( \Delta M/M \) at \( t_{ig}/t_b = 1 \)
\( M \) = Chapman Jouguet Mach number
\( M_{bw} \) = Blast wave Mach number
\( m \) = Exponent in equation VIII
\( n \) = Exponent in relation XVII
\( P \) = Power
\( P^* \) = Critical power
\( p \) = Pressure
\( Q \) = Heat per unit mass of liquid fuel
\( Q^* \) = \( (Q/24R_g \phi)^{1/3} \) for \( \phi \leq 1 \) or \( (Q/24R_g \phi)^{1/3} \) for \( \phi > 1 \)
\( q \) = Heat release per unit mass of mixture
\( R \) = Detonation or blast radius
\( R^* \) = Critical radius
\( R_0 \) = Explosion radius defined in equation V
\( R_g \) = Oxidizer gas constant
\( S \) = Spacing between drops
Dabora

\( T_b \) = Nondimensional breakup time \( \leq 4 \)
\( t \) = Time
\( t_b \) = Breakup time
\( t_{ch} \) = Chemical time delay
\( t_i \) = Energy input time
\( t_{ig} \) = Ignition delay
\( t_{mb} \) = Mechanical time delay
\( u \) = Convective flow velocity
\( W \) = Proportionality constant
\( w \) = Nondimensional time defined in equation IV
\( Z \) = Nondimensional radius defined in equation III
\( \alpha \) = Geometric factor \( = 0, 1, 2 \) for planar, cylindrical or spherical waves respectively.
\( \beta \) = Time exponent in equation I
\( \gamma \) = Ratio of specific heats
\( \theta \) = Gas temperature
\( \mu \) = Oxidizer-fuel mass ratio
\( \rho_g \) = Gas density
\( \rho \) = Liquid density
\( \phi \) = Equivalence ratio

Subscripts:
1 Free stream condition
2 Condition behind shock wave
s Stoichiometric condition
ref Reference conditions
\( \beta_i \) Condition for \( \beta \neq 0 \) at \( t_i/t_b = 1 \)
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MEASUREMENTS OF ENERGY DENSITY IN SHOCK AND BLAST WAVES

J. M. DEWEY and D. J. McMILLIN

University of Victoria, Victoria, B.C., Canada

A technique is described which enables the energy density in blast waves and shock tube flows to be computed from experimentally measured particle trajectories. This new technique is applied to a theoretical result describing the blast wave from a spherical TNT explosion, to experimental measurements of blast waves from spherical and hemispherical charges, and to measurements of reflected flow in a one-dimensional shock tube. Total energy values obtained by volume integration of computed energy profiles are compared to estimates of source energy yield in each case. Consistent results are obtained.

INTRODUCTION

Blast waves in air are produced by the rapid release of energy from sources such as nuclear explosions, chemical detonations and the rupture of pressurized vessels. In the case of most explosions, even those which are carefully controlled, the exact amount of energy deposited in the blast wave is not known. For example, in the case of an oxygen-deficient explosive such as TNT, the detonation products will continue to burn for some time after detonation, using atmospheric oxygen. It has been shown by Dewey\textsuperscript{1} that this "after burning" has a measurable effect on the blast wave. For most chemical explosions some energy is released as radiant heat, and for nuclear explosions approximately 50% of the released energy is in the form of thermal and nuclear radiation. The amount of energy released to a shock wave probably can be calculated most accurately for the case of the rupture of a pressurized vessel, or a shock tube flow. Even here, however, it is difficult to determine the amount of energy expended in rupturing the vessel or the diaphragm and the amount carried by the debris from the vessel.

The problem of determining the energy in any shock wave is further complicated when interaction occurs with a solid or liquid interface. For an explosion close to, on, or below the ground surface a significant amount of energy is transmitted by seismic waves, or is dissipated by the process of producing a crater. Shock waves reflected normally or obliquely from a solid surface, or passing over a rough surface, will experience some energy loss and redistribution. There is particular interest in the redistribution of energy in shock waves passing through a branched tunnel system. A knowledge of the energy residing in a shock wave would be particularly valuable to studies of shock wave attenuation.
DETERMINATION OF ENERGY DENSITY AND TOTAL ENERGY

The internal energy per unit mass of an ideal gas is \( C_v T \), where \( C_v \) is the specific heat at constant volume and \( T \) the absolute temperature. When the gas moves with a velocity \( u \), its total energy per unit mass is

\[
E_m = C_v T + \frac{1}{2} u^2 = \frac{1}{\gamma - 1} RT + \frac{1}{\gamma - 1} PV + \frac{1}{2} \rho u^2,
\]

using standard thermodynamic relationships (\( \gamma \) is the ratio of specific heats, \( P \) is the pressure, and \( V \) is the specific volume, or reciprocal of the density \( \rho \)). The total energy per unit volume of the gas is therefore

\[
E_v = \frac{1}{\gamma - 1} P + \frac{1}{2} \rho u^2.
\]

Hence, for a shock wave moving into a gas which was initially at rest under ambient pressure \( P_a \), the excess energy per unit volume due to the wave is

\[
E = \frac{1}{\gamma - 1} (P - P_a) + \frac{1}{2} \rho u^2.
\]

If the excess energy per unit volume is known as a function of position throughout a shock wave, the total energy within the wave may be obtained by volume integration. For example, in the case of a spherical blast from a centred explosion, the total energy in the blast wave is

\[
E_{\text{TOT}} = 4\pi \int_0^R r^2 E(r) \, dr,
\]

where \( R \) is the radius of the shock at the leading edge of the blast wave.

To determine experimentally the energy in a shock wave it is necessary, therefore, to have an independent measure of the spatial profiles of the pressure, density and particle velocity throughout the wave. The most commonly measured physical property in blast waves is the hydrostatic pressure-time history obtained using high-frequency-response electronic transducers at fixed locations. In order to determine the spatial distribution of pressure throughout a blast wave it is necessary to have an extensive array of such transducers. The density in a shock tube flow can be measured with an interferometer, but instruments for measuring the density in blast waves are not readily available. The total pressure can be measured, but to extract the dynamic pressure \( (\frac{1}{2} \rho u^2) \) from the total pressure it is necessary to apply a compressibility factor which requires a knowledge of the local Mach number in the flow. A determination of the energy profile in a shock wave using gauges does not seem feasible.

An alternative method has been developed by which the physical properties required to compute energy in shock waves may be obtained by analysing particle trajectories within the flow, measured by the high speed photography of smoke tracers introduced into the air just prior to the arrival of the shock wave. This particle trajectory analysis, as applied to the blast waves produced by chemical explosions, has been described by Dewey et al. and by Anderson.
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and Decker\(^4\), and as applied to shock tube flows, by Dewey et al\(^6,7\). The method is summarized below, as applied to a generalized two-dimensional flow.

A grid of smoke tracers with initial positions \((x_0, y_0)\) is established in the ambient gas before the arrival of the shock wave and the movement of the tracers by the wave is recorded by high speed photography. The positions \((x, y)\) of the tracers at any time, \(t\), can be determined, as well as both components of particle velocity, \(\frac{\partial x}{\partial t}\) and \(\frac{\partial y}{\partial t}\). Gas density, \(\rho\), relative to its ambient value, \(\rho_a\), is given by

\[
\frac{\rho}{\rho_a} = \frac{\frac{\partial x}{\partial x_0} \frac{\partial y}{\partial y_0}}{\frac{\partial x}{\partial x_0} \frac{\partial y}{\partial y_0}}
\]

As a gas element is traversed by the shock at the leading edge of the wave, it undergoes a change of entropy, after which the flow is isentropic and adiabatic until the element is traversed by a subsequent shock. Pressure, \(P\), in the gas element is therefore given by

\[
P = P_s \left(\frac{\rho}{\rho_s}\right)^\gamma
\]

where \(P_s\) and \(\rho_s\) are the pressure and density immediately behind the shock, as determined from measurements of shock velocity. It should be noted that since the strength of a shock wave normally varies with position, the gas is left in a state of varying entropy and, hence, the final equation above is valid only in a Lagrangian co-ordinate system which follows the individual gas elements, and not in the Eulerian system of transducer measurements made at fixed locations.

The particle trajectory analysis method of studying shock waves thus provides information sufficient to determine the energy density and total energy in the waves.

APPLICATION TO NUMERICAL RESULTS

In order to validate the calculations described above for determining the energy density and total energy within blast waves, a set of energy density vs. distance curves was prepared for a centred explosion using data computed by Brode\(^8\) for TNT. Brode computed particle velocity, hydrostatic pressure, and gas density as functions of reduced radius, \(\lambda\), at reduced times, \(\tau\), for a spherical blast wave produced by a centred TNT explosion in a standard atmosphere at sea level at 0\(^\circ\)C. Brode's results and a value of \(\gamma = 1.4\) were used to compute excess energy density, and a scaling factor of \(\alpha = 3.966\) was applied to Brode's reduced radius values \(\lambda\) to obtain results describing the detonation of a 1 kg charge of TNT in a standard atmosphere at 15\(^\circ\)C. The scaling factor \(\alpha\) was determined earlier by Dewey\(^4\), by matching Brode's computed variation of shock strength with distance to its measured variation in the blast waves produced by a large number of spherical TNT charges. The resulting energy density profiles are shown in Figure 1 at a number of selected times. The profiles were integrated and the resulting values of total energy are listed in Table 1. The energy values shown in parentheses in Table 1 do not represent total energy because the energy density was not defined over the full range of radii between the explosion centre and the primary shock front.
Table 1. Total energy from 1 kg TNT using the data of Brode.

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>Energy (MJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4405</td>
<td>4.811</td>
</tr>
<tr>
<td>0.5384</td>
<td>5.301</td>
</tr>
<tr>
<td>0.7239</td>
<td>5.073</td>
</tr>
<tr>
<td>1.000</td>
<td>5.090</td>
</tr>
<tr>
<td>1.424</td>
<td>4.841</td>
</tr>
<tr>
<td>1.725</td>
<td>5.343</td>
</tr>
<tr>
<td>2.514</td>
<td>4.212</td>
</tr>
<tr>
<td>3.414</td>
<td>5.343</td>
</tr>
<tr>
<td>5.919</td>
<td>(3.9)</td>
</tr>
<tr>
<td>8.533</td>
<td>(2.8)</td>
</tr>
</tbody>
</table>

The mean value of the total energy for those times at which data were available over the full range of radii, is 4.95 MJ. This result may be compared to the total energy yield of 1 kg TNT which is thought to be approximately 4.85 MJ using data from Cook\(^\text{9}\) for TNT with a loading density of 1.57 g/cc. The agreement between these two results validates the energy density calculation to within 2 per cent.

**BLAST WAVE MEASUREMENTS**

Energy density profiles have been computed from data measured experimentally using the techniques described above, for both a spherical and hemispherical blast. The spherical blast wave was produced by a 490 kg charge of TNT detonated at a height of 18.2 m (DRKS Canada FR589/6, 17 October 1969). The large height of burst and the positioning of the smoke puff grid in this
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experiment yielded a relatively large amount of particle trajectory data in the primary blast wave. Results were scaled to represent a one kilogram charge detonated in a standard atmosphere. A profile of the energy density in the wave computed at a scaled time of 8.5 ms is shown in Figure 2. Also shown is the energy profile calculated from Brode's results at the same scaled time. The scatter of the experimental points arises partly from a lack of spatial resolution in the measurement of density and pressure, and partly because the data were not measured along a single radius vector, but throughout the region covered by the smoke puff grid.

![Energy density profile](image)

**Figure 2.** Energy density in the spherical primary wave of experiment FE589/6, scaled to a 1 kg TNT charge. Also shown is the curve computed using the data of Brode at the same scaled time.

The two profiles appear to be similar in shape and, had Brode's results been scaled to match the experimentally observed shock position and strength, the Brode curve would have been an excellent descriptor of the experimental points. The positive phase of the experimental energy density profile (indicated by the broken curve in Figure 2) was integrated over a full sphere to obtain an energy of approximately 13.3 MJ. The corresponding integral for the positive phase of the Brode curve is 8.0 MJ. Both of these figures place the available energy in the positive phase of the blast waves well in excess of the total energy released by the charge, namely 4.85 MJ. The excess positive phase energy is, of course, balanced by a deficit of energy in the negative region of the blast wave, a region of expanded and cooled gas.

As a result of this observation, Brode's results were re-integrated over the positive phases only, at times for which data were available. Integrated positive phase energy is plotted in Figure 3 as a function of time. The energy integral appears to remain approximately constant until a time of about 3.5 ms, after which it increases almost linearly with time. Also shown are the data...
from Table 1, that is, the total energy in the blast wave at those times for which the complete energy profile was known, and the mean of those values.

![Figure 3. Integrated energy in the waves computed using the data of Brode, as a function of time, scaled to a 1 kg TNT charge.](image)

The increase with time of the positive phase energy may be compared to a result of Thornhill\(^\text{10}\), who showed on the basis of a purely theoretical analysis that the blast wave from a central source is divided into two regions. There is an inner sphere, the radius of which is defined by the first positive characteristic which fails to overtake the shock in a finite distance, so that flow within the inner sphere can have no influence on the decay of the shock. The excess energy in the blast wave exterior to this inner sphere increases indefinitely in proportion to the shock radius. Since the characteristic which determines the two regions defined by Thornhill is very close to the end of the positive phase, the result shown in Figure 3 might have been expected.

Energy density profiles were also determined in the blast wave from a 454 thousand kg TNT explosion (DRES Canada FE548, July 1964). Results in this case were scaled to represent a 0.656 kg hemisphere detonated at ground level in a standard atmosphere, to match the experimentally derived shock strength vs. distance curve to that of Brode's 1 kg free charge. The energy density profile along a radius vector at a scaled time of 3.4 ms is shown in Figure 4, together with the matching profile from Brode's results. Again, agreement between the experimental results and those of Brode is good. The integrated positive phase energy for the experimental profile shown in Figure 4 is 3.53 MJ, greater than the total energy released from the explosion (3.18 MJ in this case) by almost exactly the same relative amount as in the case of Brode (about 9%). It is approximately at this time of 3.4 ms that the positive phase energy begins to increase with time. Again, in Figure 4 as in Figure 3, had Brode's curve been scaled to match the experimental shock position and strength, it would have been an excellent descriptor of the experimental points. The main difference between the two curves shown in Figure 4 is in time.
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Figure 4. Energy density in the hemispherical wave of experiment FE548. Here the data were scaled so that the peak energy vs. radius curve matched the one computed using the data of Brode scaled to a 1 kg TNT charge.

SHOCK TUBE MEASUREMENTS

Measurements of pressure, density and particle velocity in a shock tube, obtained by the analysis of the experimentally observed particle trajectories, were reported by Dewey and Whitten. These results have been used to determine the energy density in the flow at times of 14 ms and 20 ms after the diaphragm was ruptured. The rectangular shock tube used in these experiments was 7.6 cm by 25.4 cm in cross-section and 9.25 m long, including a 1.0 m compression chamber. The Mach number of the shock was 1.34. At 14 ms the shock front was approaching the closed end of the tube, and at 20 ms it had been reflected, as shown by the energy density profiles in Figure 5. The internal energy of the compressed air before the diaphragm was ruptured was 16.5 MJ. The integrated energy in the leading 3.8 m of the shock wave at 14 ms is 18.8 kJ, and in the observed part of the reflected wave it is 22.5 kJ.

It is difficult to compare the integrated energy in two waves because energy is transported both by gas particles at velocity \( u \) and by compression waves at velocity \( u + c \), where \( c \) is the local sound speed. Both \( u \) and \( c \) vary with position and time. The energy in the wave ahead of the particle marked PB at 14 ms is 17.8 kJ. The energy in the wave ahead of the same particle at 20 ms is 22.5 kJ, indicating a net sound wave transport of 4.7 kJ between these times. The broken curve in Figure 5 represents the 14 ms wave folded back on itself and matched to the 20 ms wave. The energy in the same length of the 20 ms wave (ahead of the point LA) is 19.9 kJ. The total energy in the 14 ms wave is carried by a shorter length of wave at 20 ms (ahead of the point marked PA). The positive characteristic through the point PA at 14 ms is the point CA at 20 ms, so that flow behind PA at 14 ms cannot have affected the wave ahead of CA at 20 ms. The integrated energy ahead of CA at 20 ms is 17.5 kJ.
Dewey and McMillin

Figure 5. Energy density in a one-dimensional shock tube flow at two times, before and after reflection of the wave by an end wall. Annotation gives total energy values ahead of points shown.

An exact comparison between two waves to determine, for example, the energy loss at a reflecting wall in a shock tube, could only be made by performing two separate experiments (one with and one without the wall). Energy values could then be integrated for the same point in time in each experiment.

CONCLUSIONS

The technique for determining the energy density within blast waves and shock tube flows is at an early stage of development and it is difficult to draw firm conclusions from the results presented in this paper. Nevertheless, it has been possible, for the first time, to determine the energy density
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profiles in shock waves using the measured physical properties of the waves. Consistent results were obtained when the method was applied to the numerical calculations of Brode, to measurements of the blast waves produced by a free spherical charge and a hemispherical charge at the ground surface, and to measurements in a one-dimensional shock tube flow. It is interesting to note that for all of the blast waves studied the integrated energy in the positive phase is greater than the total energy released by the explosion, and that it continues to grow as the blast wave expands. Total energy, of course, must be conserved and the excess energy in the positive phase is balanced by an energy deficit to be found in the central region of expanded gas.
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SHOCK WAVE GENERATION IN LIQUID BY A HIGH ENERGY CO₂ LASER PULSE

D. DUFRESNE, J. P. CARESSA, P. GIOVANESCHI, M. AUTRIC, PH. BOURNOT
Institut de Mecanique des Fluides Marseille
1, rue Honnorat, 13003, Marseille, France

The interaction of high power laser radiation focused on the surface of a liquid provides new interesting possibilities for the production of high pressure, shock waves and acoustic waves in a liquid. This phenomenon can provide many important applications such as welding by shock wave, study of sea bottom emulsification and photochemistry.

When a powerful laser pulse is focused on the surface of a liquid a breakdown occurs, the laser energy is divided in acoustic and luminous energy. Generally a shock wave propagates inside the liquid and vapor is ejected off the surface.

The present paper describes some experiments of the interaction between a CO₂ laser beam and water using of $10^7$ W cm⁻² to several $10^8$ W cm⁻². Fast quartz and piezoresistive pressure gauges are used to study the shock waves induced in the water.

The time evolution of the pressure depends on the thickness of the water and of the intensity of the laser flux. When the thickness is very small, less than 1 mm, the time evolution of the pressure follows the laser pulse. When the intensity of the laser pulse is low the pressure signal exhibits two peaks, the former is due to a thermoelastic mechanism and the latter to a vaporisation mechanism.

INTRODUCTION

The interaction of laser radiation with liquid provides new interesting possibilities for the production of high pressure and intense acoustic waves. According to the absorption coefficient of the liquid and the laser flux, the stress is due to several mechanisms. These different mechanisms have been studied both theoretically and experimentally. There are four principal processes: dielectric breakdown, electrostriction, advanced evaporation and thermoelastic or thermal expansion. In the interaction of CO₂ laser with water, the absorption of the laser energy is very high and only the two last processes are present.
CO₂ Laser Pulse

The thermoelastic process is due to the thermal expansion of a rapid heated volume by the laser energy. If the light energy absorbed by the liquid is above the vaporisation threshold, the liquid will evaporate and the vapor is ejected from the surface and the recoil momentum produces a pressure pulse in the liquid.

The interaction of CO₂ laser pulses with water have been performed first by Bunkin et al. who have shown that very high pressure can be obtained. Bushanam and Barnes have made a model which describes the thermoelastic process. Felorx and Goodwin have developed a numerical code for the pure evaporation process. Recently Sigrist and Kneubühls have studied in detail the thermoelastic and evaporation process.

These experimental works have been made with a low energy (some Joule) and short laser pulse (about 100 ns). In this paper we reported an experimental investigation of interaction of a high energy (100 J) and long pulse laser (2 μm). In this case there is a breakdown above the surface of the water and the laser induced stress wave is controlled by the properties of the plasma located near the surface.

The pressure induced by the laser energy is measured with piezoresistive carbon and piezoelectric quartz gauge for different thickness of water.

The schlieren pictures showed that the stress wave is spherical.

EXPERIMENTS

a) CO₂ laser and experimental arrangement

The experiments of interaction laser-radiation with liquid are performed with a CO₂ cold cathode electron-beam type laser: this system used in an instable oscillator mode is capable of emitting 100 J of laser energy in a gain switched pulse. The shape, the duration and the energy of the laser pulse depends upon the discharge parameter (E/p : ratio of the electric field to the laser gas pressure) and the gas mixture. Two typical laser pulses are shown in fig. (1). With E/p = 3 KV cm⁻¹ bar⁻¹ and with a nitrogen free mixture

Fig. 1 Laser pulses and pressure signals

a) E/p = 3 KV cm⁻¹ bar⁻¹
b) E/p = 5 KV cm⁻¹ bar⁻¹

Laser pulse
Pressure signal

[ 705 ]
(He - N$_2$ - CO$_2$ ; 3-0-1) the laser pulse consists only of a single peak with a
FWHM of 100 ns. The laser pulse obtained with a gas mixture (He-N$_2$-CO$_2$; 3-2-1)
and with E/p = 5 KV cm$^{-1}$ bar$^{-1}$ contains an initial high power peak followed
by a high energy low power tail.

![Experimental apparatus diagram](image)

**Fig. 2 Experimental apparatus**
B.S. Beam splitter ; M Plane mirror ; M$_1$ Spherical mirror ;
M$_2$ Spherical mirror (focal length 5 m)

In the experimental apparatus fig. (2) the laser beam is focused
on the water surface by a spherical mirror (focal length 5 m). The diameter of
the laser beam at the surface is about 1 cm. The spatial distribution of the
energy determined by burning on Kalvar film is uniform. With this experimental
arrangement the spike flux is about 3.25 $10^8$ W cm$^{-2}$ and during the tail it is
about $10^7$ W cm$^{-2}$ the shape and the intensity of the laser pulse are monitored
by a photon drag detector.

b) Devices for stress measurements

The pressure measurements are performed with carbon piezoresistive gauge
(Dynasen model 15.300.E) with a sensitive surface of 1.57 x 1.27 mm$^2$. These
gauges used in conjonction with a pulsed power supply have a rise time of 10ns
and the sensivity depends on the voltage of the power supply. The piezo-
resistive pressure transducer and holder assembly are shown fig. (3).

![Carbon gauge holder assembly](image)

**Fig. 3 Carbon gauge holder assembly**
1. Piezoresistive gauge
2. Terphane foils
3. Holder
Different configurations of the holder assembly are used:
- gauge located between two pieces of glass
- gauge without backing material and directly immersed into water.

The latter configuration gives a better result with a shock transient time which records the true propagating pressure wave.

Quartz gauges are also used for recording pressure close to the surface of the liquid.

**MEASUREMENTS AND RESULTS**

In the production of high pressure in water with a CO$_2$ laser pulse there are two important parameters: the thickness of water and the laser flux.

The influence of the thickness of water has been studied by measuring the pressure wave for several laser energy (16.5 to 72 J) and for a distance h from the impact varying from 0 to 100 mm. The results obtained are presented fig. (4). The dependence of the maximum pressure with h is in a good agreement with the law of spherical wave propagation. The decrease is proportional to 1/h for h higher than 6 mm. When the thickness of water is small, the time evolution of pressure follows the laser pulse. This evolution is comparable with pressure induced by the interaction of a powerful laser beam with a solid target covered with a thin layer of paint. Without water the measured pressure is 245 bar corresponding to the pressure induced by the laser on a solid. There is a maximum for h = 4.5 mm. A pressure as high as 1 kbar is measured.

In fig. (5) are shown the delay times of shock wave on the pressure gauge. From these results the velocity of the shock wave is determined, which is 1540 m s$^{-1}$. The figure (5) showed also that the shock wave induced by the laser beam is not immediate. The time of formation of the shock is about 1 μs. This result is consistent with other experiments which have determined this time with fast framing camera.
As the pressure wave is propagating the steeper portion of the pressure is attenuated corresponding to the attenuation of the high frequencies components of the signal.

The evolution of a pressure wave versus the laser power is studied for $h = 10$ mm and for laser flux varying between $3.25 \times 10^8$ W cm$^{-2}$ to $10^7$ W cm$^{-2}$. The attenuation of the power is made by inserting in the laser beam known attenuators (foil of terphane). With this method the shape and the duration of the laser pulses are constant.

The evolution of pressure signals versus laser flux is plotted fig. (6).

Fig. 5 Delay time versus distance $h$

Fig. 6 Peak pressure versus laser flux

($W = 1 \rightarrow 3.25 \times 10^8$ W cm$^{-2}$)
CO, Laser Pulse

For the lower laser flux the pressure wave exhibits two peaks, a rapid first one lasting about 100 ns, followed by a second large pressure signal. The total duration of the pressure signal increases when the laser flux decreases fig. (7).

a) Below breakdown threshold

b) Near breakdown threshold

c) Above breakdown threshold

Fig. 7 Pressure signals

The time evolution of the pressure signal is comparable with those obtained by Sigrist et al., near vaporisation threshold. But because the long duration of the laser used in our experiments, the pressure always exhibits the two pulses. The first pulse is due to a thermoelastic process. The maximum experimental values of the pressure are in good agreement with the theoretical values calculated with Hu's formula.

The evolution of time between the two peaks versus the laser flux is plotted fig. (8). In the same figure is shown the time required to obtain the vaporisation threshold of water (2.6 J cm⁻²). There is good agreement when the laser flux is low in this case no breakdown occurs at the surface of the liquid. For lower values of the laser flux the main pressure pulse is attributed to a direct vaporisation of water by the laser.

As the laser flux becomes higher the delay time between the two peaks decreases and when the plasma above the surface is well established the pressure fig. 7 consists of a single peak with a duration nearly constant (750 - 800 ns). The width of the pulse pressure is independent of the shape of the laser pulse. In this case the thermoelastic process exits but it is immediately overlapped by the vaporisation process.
In our experiments the breakdown threshold is found to be $3 \times 10^7$ W cm$^{-2}$. The formation of plasma above the surface of water is very fast and it screens the water. In this case the vaporisation process is not due to the direct heating of the water by the laser energy. Pirri et al have demonstrated that the transfer of the energy from the plasma to a solid target is effective and the dominant transfer mechanism is radiative.

Fig. 9 showed the pictures of the shock wave. Fast framing camera and flash are used. The time between two pictures is 5 µs.

CONCLUSION

An experimental investigation of the production of high pressure in a liquid by powerful laser pulses has been performed. Below the breakdown threshold the pressure is due to thermoelastic or vaporisation process by direct absorption of the laser energy. With a plasma above the water the two precedent mechanisms are controlled by absorption of the plasma radiation.
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ENTRAINMENT OF DUST BY AN AIR SHOCK WAVE: INFLUENCE OF SHOCK DIFFRACTION AROUND AN OBSTACLE

K. Bracht* and W. Merzkirch
Institut für Thermo- und Fluidodynamik
Ruhr-Universität, D-4630 Bochum, Germany

Dust from a layer on the floor of a shock tube is entrained by the air flow behind the unsteady shock wave. The development of the dust mass concentration profiles is measured by means of an optical extinction method. Prior to the erosion of the dust the shock is diffracted around an obstacle. The large scale vortex shedded from the obstacle dominates the mass transfer and dust entrainment which is more intense than in the case without obstacle.

INTRODUCTION

Dust explosions are a severe source of danger in underground coal mines. Prior to the initiation of such an explosion there occurs the formation of an air-dust mixture. The unsteady air flow behind a pressure wave or shock wave moving along the gallery of a mine may entrain the coal dust covering the floor and the walls of the gallery, thus forming the dangerous dust cloud. Since the mixture is explosive only within a certain range of values of the dust concentration in air [1], one is generally interested in knowing and understanding the development of the dust concentration as a function of time in the described flow.

This process has been investigated by a series of shock tube experiments and compared with model calculations [2]. In these experiments, the dust from a plane layer on the floor of a shock tube was entrained by the (two-dimensional) air flow behind the unsteady, normal shock wave. At fixed cross-sections of the tube, x = const, the development of the dust mass concentration profiles was measured by means of an optical extinction method. For positions x far enough downstream of the leading edge of the dust deposit, the concentration profiles are independent of x and can
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be described by the following exponential law (x is the coordinate along the axis of the tube):

\[
\frac{c(y,t)}{c_0(t)} = \exp \left[ -a(t)\cdot y \right],
\]

where \( c \) is the dust mass concentration as a function of the height \( y \) above the channel floor and the time \( t \) after the arrival of the shock at the position of \( x = 0 \) (leading edge of the dust deposit); \( c_0(t) \) is the dust concentration in an infinitesimal height \( y = 0 \), and \( a(t) \) is a measure for the distribution of dust across the air stream. Both \( c_0 \) and \( a \) are extrapolated from the measurements, they depend on the shock strength and on the properties of the dust material. For large values of time, \( c \) and \( a \) approach stationary limits, and \( c(y,t\rightarrow) \) agrees with the concentration profiles derived by the theory of stationary pneumatic transport.

The experiments described in [2] have been performed in a shock tube of rectangular, constant cross-section. This situation is not very realistic when applied to the galleries of underground coal mines where obstructions may change the cross-section of a gallery. The shock wave is reflected and diffracted from such obstructions, and the rate of dust entrainment and dust cloud formation must be different than in the case of plane, parallel flow behind the undisturbed, normal shock wave. Therefore, further experiments have been performed in which the shock wave diffracts around a rectangular body before reaching the dust layer (Figure 1). The interaction of the dust layer with a curved shock and the existence of large-scale vortices in the air flow result in a more rapid entrainment process. These experiments are described in this paper and compared with the earlier results produced in the shock tube with constant cross-section [2].

EXPERIMENTAL PROCEDURE

The experimental facility and the properties of the dust are the same as described in [2,3]. The strength of the initially plane shock is constant in all experiments, with the shock Mach number \( M_s = 1.18 \) and the velocity of the (undisturbed) air flow \( U = 95 \text{ m/s} \). The flow in the test chamber of rectangular cross section is, to a high a degree of accuracy, plane or two-dimensional. It is assumed therefore that the gross properties of the developing two-phase flow are also two-dimensional, i.e., they do not depend on the z-coordinate in the direction of the transmitted laser beam.

The extinction of the laser beam recorded as a function of time (Figure 2) is a measure of the instantaneous dust concentration. A special calibration procedure [2] permits to convert the measured light intensity into values of mean dust concentration \( \bar{c} \) (measured in milligramme per liter, mg/l). These values are averaged over the particular size distribution of the used dust, over the depth (in z-direction) of the test section where the flow is, of course, not perfectly two-dimensional, and over a number of individual measurements which show fairly good reproducibility. Taking the measurements for various positions \( y \) of the laser beam above the channel floor permits to record the dust concentration profile \( \bar{c}(y,t) \) at a fixed cross section \( x = \text{const} \) of the shock tube.

The process of dust entrainment and formation of the dust cloud is illustrated by a series of high-speed shadowgraphs (Figure 1). The first of these three photographs shows the shock wave dif-
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Figure 1. Series of 3 shadowgraphs showing the erosion and entrainment of dust by a shock wave diffracting around a rectangular obstacle. The horizontal line is in a distance $y = 30\text{mm}$ from the floor and designates half of the height of the test section. The shock seen in the first shadowgraph propagates from left to right. The pictures are taken 1000 ms, 500 ms and 1500 ms after the arrival of the shock at the leading edge of the obstacle.

Fractured over the rectangular obstacle. The initial stage of dust entrainment is dominated by the unsteady vortex shedded from the obstacle. The dust cloud forms and grows much faster than it has been observed in the case without an obstacle in the shock tube [2, 3].

EVALUATION OF EXPERIMENTS AND DISCUSSION

Dust concentration profiles $\bar{C}(y, t)$ for the position $x = 80$ mm downstream of the rearward edge of the obstacle are shown in Figure 3. The time coordinate $t$ is measured from the arrival of the shock wave at the obstacle. The curves start the later from $C = 0$, the higher the position $y$ of the laser beam above the channel floor. The measured curves end when the degree of light extinction exceeds 90% ($y = 1$ and 2.5 mm), or when the shock wave reflected from the closed end of the shock tube again reaches the test section.
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Figure 2. Optical extinction technique adopted to the shock tube.

The profiles for the lower test positions ($y < 10 \text{ mm}$) exhibit a characteristic maximum and minimum which were not observed in the experiments without obstacle. It is thought that this pattern is caused by the interaction of the dust deposit with the vortex shedded from the obstacle. The vortex moves with the velocity of the air flow behind the shock. Its time of arrival at the test position $x = 80 \text{ mm}$ is in agreement with the appearance of the maximum in the dust profiles. The vortex superposes a motion which first is directed downward, thus acting opposite to the raising motion of the dust particles and therefore causing the maximum and the subsequent decrease of $c$. The following upward flow induced by the vortex supports the raising motion of the dust and causes the $c$-profiles to increase again. At the higher test positions the dust concentration is too low yet that the action of the vortex could be observed.

Further downstream of the obstacle the disturbances produced by the vortex are smoothed out since the vortex decays. At $x = 260\text{ mm}$ (Figure 4) the dust profiles appear very similar to the pattern which has been measured without obstacle. However, the curves for the lower test positions ($y < 10 \text{ mm}$) are less steep here. This can be explained with the former observation that the flow behind the diffracted shock wave and the shedded vortex increase the rate of dust entrainment, so that the dust is distributed more uniformly over the cross section of the channel.

The data of Figure 4 can be cross-plotted by exchanging the parameter (height $y$ above the channel floor) with the abscissa (time). From the new representation of these data (Figure 5) one recognizes the same functional behavior of the experimental results as in the case without obstacle, i.e. the data follow the exponential law of equation (1). The quantity $a(t)$ is the negative slope of the curves in Figure 5, and $c(t)$ is found by intersecting the straight curves with the abscissa ($c$-axis). The latter results are shown in Figure 6 for the two test positions.
Figure 3. Mean dust concentration $c$ as function of time for various values of the height $y$ above the channel floor. Test position $x = 80$ mm downstream of the obstacle.

Figure 4. Mean dust concentration $c$ as function of time for various values of the height $y$ above the channel floor. Test position $x = 260$ mm.
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Figure 5. Mean dust concentration $\bar{C}$ as function of the height $y$ above the channel floor as obtained by cross-plotting the data of Figure 4. The parameter $t$ is the time after the arrival of the shock at the leading edge of the obstacle.

Figure 6. Extrapolated values $c(x)$ according to equation (7) as function of time for two different test positions $x$. 
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x = 180 mm and x = 260 mm. In [2] the values of \( C_z(t) \) are interpreted to be the dust mass concentration in an infinitesimal height (\( y = 0 \) but \( y > 0 \)) above the floor. From this assumption it follows that the fitting curves in Figure 6 must originate from the point \( C_z = 0 \), \( t = 0 \); no dust is raised at \( t = 0 \).

The following pattern of the curves can be explained with the different mechanisms being responsible for the dust erosion in the laminar and in the turbulent stage of the shock tube flow. The interaction of the dust deposit with the initially thin, laminar shock tube boundary layer [3] causes a strong lift force acting on the particles in the dust layer so that they raise by a small amount, but they cannot be entrained at the same rate by the (still) laminar air flow. With increasing degree of turbulence the dust can be distributed at a higher rate in the air flow. At the same time the intense erosion of dust as caused in the laminar phase decreases, i.e. \( C_z \) decreases after having passed the maximum. Finally a stage of equilibrium is reached when all the dust raised due to an interaction with the turbulent boundary layer can be entrained by the turbulent channel flow.

The values in Figure 6 are about half an order of magnitude smaller than in the case without obstacle (see Figure 25 in [2]). This again confirms the earlier assumption that the large scale vortices promote the distribution of the eroded dust across the channel flow. Both \( C_z \) and \( a \) approach constant values for \( t \rightarrow \infty \), and therefore also \( C_z \) apparently has a stationary limit for large values of time. This limit has been shown to be in agreement with the results of the stationary pneumatic transport theory. Furthermore, it is concluded that the experimental data of Figure 5 also are in agreement with the theory of Hwang, Singer and Hartz [4]; this theory has been evaluated and compared with the experiments without obstacle in [2]. The diffusion coefficients used in [4] will have greater values here, thus accounting for the action of the vortices.

The summarized result of these investigations is that the entrainment of the dust by the shock tube flow is promoted by the presence of an obstacle in the flow channel. The fluid mechanical reason for this rapid entrainment is the formation and shedding of a large scale vortex from the obstacle. This vortex determines the flow structure behind the diffracted shock wave and it intensifies the mass transfer in this flow regime. This result is of particular interest for the study of the dust explosions in coal mines, as mentioned in the beginning, since such obstacles usually are present in the galleries of underground coal mines.
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Examination of wave compression-expansion machinery in light of increased demands for efficient energy conversion reveals a number of potentially useful applications. The energy exchanger is a wave machine which transfers work from one gas stream to another by unsteady gas dynamic compression and expansion through waves. Energy exchangers have been suggested which utilize a tailored gas interface together with staged compression to obtain efficient, high pressure ratio energy exchange between dissimilar working fluids. Interface tailoring prevents wave reflection from the contact surface between gases and may be imposed by maintaining the product of the density and the speed of sound at the same value on each side of the fluid-fluid interface. Staged multi-shock compression must be used to reduce losses in a high pressure ratio wave machine.

Further progress toward substantiating these ideas has awaited experimental demonstration of an efficient high compression ratio wave machine. A device to meet this need is currently under development. This machine has a compression ratio of 5.6 and an overall power transfer of 0.3 NW. A machine of this general description was chosen because it permits demonstration of the desired effects in an experimentally manageable operating regime. Of particular concern in the design and test phases are control and documentation of losses due to throttling, friction, heat transfer, leakage, interface mixing and shock waves.

INTRODUCTION

The use of an energy exchanger to increase the thermal efficiency of a power cycle has often been proposed.1,2 Its unique operating characteristics permit operation and work extraction on high temperature streams that would be unobtainable with conventional axial flow turbines of the same inlet conditions and throughput. Although this idea shows promise for specific cycles, up to now no attempt has been made to develop scaling laws which describe the performance of energy exchangers over a broad range of operating conditions or to demonstrate a very efficient device. Such an effort is currently in progress at Mathematical Sciences Northwest, Inc. (MSNW).
Energy Exchanger

The energy exchanger is a device which continuously transfers work from an expanding primary gas stream to a secondary gas which in turn absorbs work while being continuously compressed. This transfer is accomplished by unsteady gas dynamic processes which are transformed into spatially steady positions by means of a set of axial tubes arranged on a rotating drum. The tubes rotate into confluence with properly phased stationary supply and exhaust manifolds arranged at opposite ends of the tubes on the periphery of the drum. Figure 1 is an idealized representation of energy exchanger operating principles. Driven gas is introduced at the right hand boundary and is compressed and scavenged by driver gas introduced along the left hand side. The driver gas is subsequently exhausted along the left hand boundary inducing an inflow of fresh driven gas charge for a new wave cycle.

As a work extraction element in a topping cycle application, the energy exchanger has a fundamental advantage over a gas turbine because of the continuous cooling provided by the secondary driven gas stream. This application was first proposed by Claude Seippel, the inventor of the energy exchanger, in 1942 as a method for improving the thermal efficiency of a power cycle by raising the peak operating temperature. The idea was improved upon by Weatherston and Hertzberg, who proposed using separate, appropriately matched fluids with staged systems of compression and expansion waves to obtain high efficiency, high-pressure-ratio work transfer. An energy exchanger which utilizes these latter principles can be employed as an element in a topping cycle, as shown in Figure 2, to augment any one of a number of thermal power conversion cycles with significant improvements in overall efficiency for moderate operating conditions and conservative component efficiency requirements. Figure 3 shows the energy exchanger efficiency and peak conditions required to produce a particular overall thermal efficiency for a 38 percent efficient bottoming cycle. For example, an 83 percent efficient energy exchanger with an inlet temperature of 1800°K and a pressure ratio of 3.3 will increase the overall thermal efficiency of a 38 percent efficient plant by nearly 10 percent.

Figure 1. Energy Exchanger Drum and Tubes.

Figure 2. Energy Exchanger in Topping Cycle Application

Figure 3.
A high performance two fluid point design device is currently under development at MSNW. The object in developing this experimental device is to establish the viability of the two fluid principle in the pressure ratio range of present generation machines; that is, up to 2.5. Then, by addition of a second driver gas stage and suitable transfer passages, the device can be extended to the pressure ratios up to 5.6. This latter pressure ratio is in the range of interest for energy exchanger application to advanced power system cycles. Understanding and controlling the highly interactive steady and unsteady fluid mechanical effects is central to the problem of obtaining efficient operation.

The criteria used in developing an efficient fluid mechanical design for this proof-of-concept experiment is presented herein. The fluid modeling techniques used to establish and refine the experimental wave cycles are discussed. Methods used to characterize and estimate losses are given. Also included is a description of the design of a high mass and enthalpy flow, short duration blowdown facility which allows quasi-continuous wave testing of energy exchangers with power transfer rates up to 0.3 MW.

Motivation For A Two Fluid Energy Exchanger

Interest in a two fluid energy exchanger stems from the Weatherston and Hertzberg wave system in which perfect energy transfer can, in principle, be achieved. The conditions required for perfect transfer in a two fluid device are 1) the matching of the product of the speed of sound and the density at the contact surface between gases and 2) the use of staged systems of compression waves. The former condition, referred to as impedance matching or interface tailoring, permits perfect transmission of pressure waves across the contact surface without reflection. The second condition approximates isentropic processes through a series of weak compression waves.

A simple wave diagram which illustrates this ideal cycle is shown in Figure 4. A uniform driver stream is entrained onto the rotor in region ① as it scavenges a spent driven gas stream. In non-uniform region ② a focused set of waves, generated by incoming driven gas, compresses the driven stream and the last remnant of the spent driver. This compression continues through part of uniform region ③. In the central part of region ③ a uniform driver stream is used to scavenge the compressed driven stream. In the latter part of region ③ and the non-uniform region ④, driver gas is expelled through
centered expansion waves, thus completing the cycle. In an impedance matched system the mass flows of the driver and driven streams are identical. Recirculation of the gas in the non-uniform regions is necessary to achieve perfect efficiency. Here two ports are shown in each fan to approximate the infinite number of recirculation ports required for ideal operation.

The fundamental advantage of a two fluid impedance matched device over its single fluid or two fluid mismatched counterpart is the simplicity of the wave patterns required to initialize the wave cycle. An orderly cycle closure and uniform steady manifold flows are essential to obtaining high performance in a two fluid machine. Flow disturbances during the low pressure scavenging process promote mixing of the gases at the fluid-fluid contact surface and will result in efficiency penalties, particularly in closed systems where it is necessary to separate and reprocess the contaminated effluent driver and driven streams. Although stricter requirements for efficient cycle closure prevail in the two fluid machine, a compensating feature is that greater design latitude is afforded in choosing a practical means of utilizing available energy. As will be seen, this advantage is maximum near the impedance matched condition.

Energy Exchanger Efficiency

The performance of an energy exchanger operating between given pressure states may be measured in terms of the actual work extracted by the machine. The maximum work extractable by any process operating between two given pressure states is an ideal isentropic work extraction process. The efficiency of an energy exchanger may therefore be defined as the ratio of the actual work transferred to the driven stream to the maximum work that can be transferred by an ideal isentropic process that takes all of the driver to the low pressure state. Formally the efficiency is

\[ \eta = \frac{W_d}{W_{d \text{ideal}}} \]

The wave phenomena dictates that during the operational cycle some fluid elements enter or exit the energy exchanger at pressures intermediate between the operating pressures. These forced operations at varying intermediate pressures impose a penalty on the actual work extracted by a given energy exchanger, thus influencing its performance.

A perfect energy exchanger is one which delivers the driven stream at the highest possible availability state while extracting the maximum possible work from the driver stream. An energy exchanger which delivers only a portion of the driver at the ambient pressure and the rest at some higher intermediate state, though isentropic, has performed poorly compared to a perfect thermodynamic process. By this criterion two isentropic energy exchangers are not identical in performance if one of them extracts 90% of maximum possible work as compared to 80% of another. While it may be argued that the latter machine delivers part of the driver at a higher availability state from which work can be extracted in principle, it must be realized that the less efficient machine requires additional gadgets to extract equal amounts of work and is hence less desirable.

In terms of the above definition the relationship between isentropic operation and the performance of the energy exchanger is clear. For a prescribed driver and driven inlet condition, the more non-Isentropic the machine processes are the less efficient the energy exchanger is. Isentropy is, therefore, a necessary condition for high efficiency. It is, however, not a sufficient condition for peak performance. The efficiency of an isentropic machine with a given compression ratio depends on the ratio of acoustic impedance across the contact surface. We shall refer to this ratio as the
mismatch parameter \( K \) and define it to be the speed of sound in the driver stream divided by the speed of sound in the driven stream along the contact surface. The mismatch parameter is equal to unity if the acoustic impedances are matched across the contact surface.

The general relationship between the efficiency of an energy exchanger and the mismatch parameter can be illustrated by considering a specific example. Let us consider the wave diagram shown in Figure 5. The compression is achieved by two equal shocks while the expansion is completed in four stages. If the state of the driver gas and the mismatch parameter are chosen, the strength and location of all the waves become uniquely determined for a closed cycle of operation.

On the driver side the first and fourth waves are always expansion waves whereas the second and third waves are compression or expansion waves depending on whether the mismatch parameter is less than or greater than unity. On the driven side the flow is uniform along the inlet and exit manifolds for the wave arrangement considered. Shock compression results in losses in the given stream due to entropy production which is not significant at small pressure ratios.

The efficiency of an energy exchanger which operates according to the wave diagram of Figure 5 can now be calculated. In Figure 6 the calculated efficiency for a compression ratio of 2.5 is plotted as a function of the mismatch parameter. Since the non-isentropic is sufficiently small for the pressure ratio considered, the calculated efficiency is a close approximation to isentropic efficiency. The peak efficiency of about 96\% is achieved when the impedances are matched. The peak efficiency is less than unity because part of the driver is not expanded to ambient pressure inside of the machine.

In a single fluid device the mismatch is equal to the square root of the temperature ratio across the contact surface. This value ranges between 1.5 and 2.0 for machines of practical interest. For this pressure ratio the efficiency penalty for mismatch is almost 10\%. Since only two fluid devices can
be designed to have matched impedance under meaningful operating conditions, they are seen to enjoy a fundamental efficiency advantage over single fluid devices. For high K, excess total availability is contained in the primary driver stream, some of which must be jettisoned at intermediate conditions to close the wave cycle. In contrast, the availability of the primary driver stream is too low at low K and makeup driver must be provided at intermediate conditions to accomplish closure.

Initial experiments at MSNW are being conducted on a pressure ratio 2.5 device with a system of waves identical to that shown in Figure 5. The performance of energy exchangers built and operated to date has fallen off sharply as the pressure ratio has increased beyond 2.5. In order to extend the concept to the higher range of pressure ratios which are of interest in topping cycle applications, the use of multiple driver stages with transfer passages becomes necessary. A promising recirculation scheme is shown in Figure 7. It is particularly advantageous for two fluid impedance matched machines since the mass flow and fluid conditions in exhaust region (©) are identical to those in the first stage driver region (©). This approach has been utilized in the design of the MSNW Pr 5.6 two fluid energy exchanger.

---

**Figure 6.** Energy Exchanger Efficiency vs Mismatch Parameter.

**Figure 7.** Energy Exchanger with Two Stage Driver and Transfer Passage.
Pressure ratios of 5 to 6 would extend energy exchanger operation to a regime beyond the range of turbine inlet temperatures currently being contemplated for the most advanced power systems. Discussions thus far have dealt with ideal energy exchanger performance and it is clear that there are definite efficiency advantages to be gained from operating a two fluid impedance matched device. However, to realize these benefits, losses must be understood and minimized.

Characterizing Loss Mechanisms

While the ideal wave diagram provides an appropriate baseline case for assessing wave machinery potential, the performance of these devices is severely impacted by real processes not indicated on the diagram. These loss mechanisms are largely surface to volume effects which become dominant for small devices. The importance of these loss mechanisms and how they scale with dimension parameters cannot be underestimated in choosing an efficient point design.

Table I summarizes the loss mechanisms considered and their scaling relationship where known. The first losses are total pressure losses due to shock waves. This effect depends on the strength, $\Delta p/p$, of the wave with weak waves more nearly approximating isentropic compression. For a given overall pressure ratio, $n$, a large number of weak waves, $n$, may be used instead of a single shock, thus increasing the efficiency of compression. In the limit of $n \rightarrow \infty$, the wave system becomes isentropic. Boundary layers in the tubes are a source of pressure losses due to friction and energy losses due to heat transfer. In this instance it is important to keep the Mach number, $M$, of the flow in the tubes low while at the same time keeping the Reynolds number based on tube hydraulic diameter, $Re_d$, as large as possible. The length of the rotor, $L$, should be made as short as possible in relation to the tube dimension, $d$.

In addition, the flow in the machine may be made more adiabatic by raising the rotor temperature to more nearly approximate the appropriately averaged recovery temperature, $T_r$, of the flow. There is a clearance, $t$, required between the rotor and manifolds. At the same time this gap acts like a labyrinth seal. The relative amount of mass that is lost through this seal, $\Delta q$, to the amount of fluid being processed, $\dot{m}$, is proportional to $M(t/d)$. The most suitable method for reducing this fraction is to reduce the clearance between the manifold and rotor without, of course, taking undue risks of material contact. Of course, if the gap were to be made very small, then windage friction would become important. This could be reduced by reducing the rotor speed. The means of reducing the losses are not necessarily independent of one another. In fact, optimizing the design involves finding a balance between the competing loss mechanisms.

A large class of losses may be grouped together under the title of mixing effects. In these effects different fluids are mixed with one another, or differently processed fluids of the same variety are mixed together. In either case the mixing of the identity of the fluid through composition, momentum, or energy reduces the performance of the machine. The main interface between the driver and driven fluid is subject to surface instability whenever different density fluids are accelerated through expansion or compression fans. This classic instability mechanism is minimized or eliminated by impedance matching the fluids. In addition, this contact surface is never plane because of the presence of the boundary layer. As such, at the exit plane of the rotor, there will be the presence of gas due to the core flow (undisturbed by the boundary layer) and gas under different conditions in the boundary layer on the wetted surface of the tube. The ratio of these two gases collected in the manifold system is a function of boundary layer thickness, $\delta$, to the tube dimension, $d$. Choosing a large $Re_d$ and small $\delta/d$ reduces the mixing loss. Even if one were fortunate enough to have an essentially plane contact surface there is still a potential loss which can be visualized using Figure 8. Imagine a finite number of tubes on a rotor, each one displaced in time by $d/N_m$ from its
Table 1. Loss Mechanisms in Energy Exchangers

<table>
<thead>
<tr>
<th>Loss Mechanism</th>
<th>Functional Dependence</th>
<th>Agent of Reducing Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Shock Wave Pressure Losses</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Increase number of waves for given ( \frac{\rho}{\rho_0} ) so ( \frac{\rho}{\rho_0} \rightarrow 0 ).</td>
</tr>
<tr>
<td>2. Boundary Layer Pressure Losses</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Reduce number of waves. Keep Reynolds number large.</td>
</tr>
<tr>
<td>3. Boundary Layer Heat Losses</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>In addition to above, make machine near adiabatic by heating wall temperature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to recovery temperature.</td>
</tr>
<tr>
<td>4. Leakage Mass Loss</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Reduce clearance between manifold and rotor.</td>
</tr>
<tr>
<td>5. Windage, etc.</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Reduce rotor velocity.</td>
</tr>
<tr>
<td>6. Mixing Effects:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact Surface Instability</td>
<td>( \frac{(a)}{(a)} )</td>
<td>Impedance match interface.</td>
</tr>
<tr>
<td>Contact Surface B.L. Mix</td>
<td>( \frac{(a)}{(a)} )</td>
<td>Make ( a/a \approx 1 ) by making ( a ) large and ( a/d ) small.</td>
</tr>
<tr>
<td>Collection Efficiency</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Increase number of tubes/collection orifice.</td>
</tr>
<tr>
<td>Throttling of Driver Gas</td>
<td>( \frac{(a)}{(a)} )</td>
<td>Increase rotor speed.</td>
</tr>
<tr>
<td>Manifold Mixing</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Reduce ( a/d ) as above.</td>
</tr>
<tr>
<td>7. Inlet and Diffuser</td>
<td>( \frac{1}{\sigma} \frac{d}{d\sigma} \left( \frac{\rho}{\rho_0} \right)^n )</td>
<td>Increase number of manifolds.</td>
</tr>
</tbody>
</table>

![Figure 8. Energy Exchanger Collection Efficiency.](image)

\[ n_C = \frac{\text{Mass Collected}}{\text{Processed Mass}} = 1 - \frac{1}{L} \left( \frac{U}{U_2} - \frac{U}{U_5} \right) \]

\[ n = \frac{N-1}{N} \]

where, \( V_m \) being the rotor tangential velocity. Because of the finite particle speed, \( U_2 \), the contact surface of each tube is displaced in an axial direction from its neighbor by \( d/V_m U_2 \). A stationary collector or manifold collects the processed gas. Only part of this gas can be collected if contamination of the driver gas is to be avoided. The general result for the ratio of collected
gas to processed gas is \( \frac{N-1}{N} \) where \( N \) is the ratio of manifold width divided by tube width. The collected fraction may be improved by increasing the number of tubes and increasing the tube length, both of which are in direct opposition to earlier improvements suggested for boundary layer control. Mixing effects become noticeable not only at the collection ports, but at the entrance manifold through losses in the driver stream. As each low pressure tube is first exposed to the driver nozzle, a jetting of the driver gas occurs causing mixing and pressure losses. A little later the tube is fully opened to the system and this effect stops. While the exact functional dependence of the loss is not known, it depends on the relative pressure difference, \( \Delta p \), between the driver and driven gas at the point of opening and the duration of opening. Thus reducing the pressure jump across the wave reduces throttling of the driver gas and if \( a/V_m >> 1/d \), then the duration of the throttling is short.

The last and very important mixing effect is termed manifold mixing. Expansion and compression fans place non-uniform conditions at the exit plane of the rotor. If these conditions are not properly imposed, this flow can undergo additional entropy production, mixing in the manifold or unwanted wave reflections into the machine. Optimal placement of ports and adjustment of port flow conditions provides a means of controlling these losses. In order to fully realize the potential of the energy exchanger, the kinetic energy invested in the flow streams must be efficiently managed and recovered. Nozzles and diffusers should be designed to provide smooth acceleration of inlet flows to match the proper axial gas velocity and the rotor tangential velocity at the junction between the manifolds and the rotor face. An overspeed rotor will act as an impulse compressor extracting power from the rotor driving motor. An underspeed rotor will act as an impulse turbine delivering power to the rotor driving mechanism. Both of these effects adversely influence efficiency since a difference in tangential velocity at the entrance or exit interface will produce waves in the rotor tubes.

Fluid Modeling

In order to design an efficient energy exchanger and to predict its performance correctly, we have developed two major numerical codes. The first, a method-of-characteristics code, solves the ideal compressible fluid equations to obtain a self-consistent pattern of unsteady waves representing the gas flow in one tube of an energy exchanger. The second code employs a flux corrected transport method of solving the fully dissipative fluid equations to take account of finite width shockwaves, shock wave formation times, heat transfer and viscous boundary layer drag.

The method-of-characteristics code is used primarily as an aid to design intuition, to check the precise wave pattern produced in a tube when a variety of open and closed port sequences are postulated. The precise location of these ports and gas exhaust conditions can be computed so that manifold placement in the rotor design can be established. The results can also be used to determine appropriate entrance and exit manifold gas conditions, duration of the complete gas dynamic cycle and operating efficiency under ideal gas conditions. To predict the flow under real operating conditions, gas dynamic losses must be analyzed with the complete fluid equations. In particular the pressure drop in tubes with a length-to-diameter ratio of 50 to 100 and finite Mach number flow speeds can be substantial. Choked flow can also occur if the heat transfer is too large. Both of these effects are encompassed by the flux corrected transport or FCT code which is a recent finite difference scheme developed by Boris and Book. The FCT technique is chosen instead of the Lax-Wendroff techniques because the latter is highly diffusive and unstable near sharp discontinuities like a shock front or a contact surface, which are
commonly encountered in an energy exchanger. The FCT method has the further advantage of reducing the numerically induced shock width to just one or two grids on the numerical space mesh used to represent the finite difference approximation to the fluid differential equations. The implementation of this code is based on a numerical scheme originated by Coakley to treat energy exchanger flow systems. Coakley's unique contribution was an algorithm to treat two different adjacent gases (e.g., driver and driven gases). His technique carefully tracks the interface between the gases and breaks the solution space into two distinct regions where the interface forms a moving boundary between them. In this way even impedance mismatched flow behavior can be computed including the wealth of wave reflections which may occur at the interface. We have used this code sparingly, because of its greater expense, to quantify various aspects of the losses associated with real energy exchanger performance. The FCT approach has permitted considerable accuracy in predicting the change in wave patterns (e.g., delays in wave exits, increased transit times, etc.) associated with the fully dissipative flows.

The preceding fluid modeling, strictly speaking, is applicable just to one-dimensional fluid flows. Additional analytic quasi-two and three-dimensional modeling of the manifold flows was necessary in order to reduce the aerodynamic losses due to high velocities, flow turning, flow non-uniformities and diffuser losses (e.g., flow separation). Simple constraints were also derived as design guides to limit the amount of mixing at the gas interface due to finite tube opening times; the rule used is to keep the opening time short compared to the acoustic transit time down the length of the tube.

**Design of Experimental Device**

The goal of the experimental program is to demonstrate the concept of an efficient energy exchanger at pressure ratios at and beyond the range of present day devices. Central to this problem is the development of a machine which combines the ideas of impedance matching and staged compression in an optimal, low loss configuration.

To emphasize the ideal and the real effects of interest the experiment was designed using monatomic gases with modest temperatures, pressures and rotor velocities, while at the same time maintaining physical dimensions and mass throughputs sufficiently large so as to minimize surface to volume effects. A machine has been built which is capable of operating in the impedance matched or mismatched mode at a pressure ratio of 2.5 and a work transfer rate of 100 KW. By adding a second driver gas stage impedance matched performance can be demonstrated at a pressure ratio of 5.6 and transfer rate of 300 KW. The physical parameters for this device are listed in Table II.

**Table II: Machine Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure Ratio</td>
<td>2.5 [5.6]</td>
</tr>
<tr>
<td>Work Transfer</td>
<td>100 KW [300 KW]</td>
</tr>
<tr>
<td>Rotor Length</td>
<td>42 cm</td>
</tr>
<tr>
<td>Rotor Diameter</td>
<td>42 cm</td>
</tr>
<tr>
<td>Rotor Tube Speed</td>
<td>4130 cm/sec</td>
</tr>
<tr>
<td>Tube Dimensions</td>
<td>h=4cm, d=1cm (dH=2.67cm)</td>
</tr>
<tr>
<td>Driven Gas (Matched Case)</td>
<td>80 Ar, 20 He</td>
</tr>
<tr>
<td>Driver Gas</td>
<td>100 Ar</td>
</tr>
<tr>
<td>Driver Inlet Temperature</td>
<td>525 K [725 K]</td>
</tr>
<tr>
<td>Driven Inlet Temperature</td>
<td>295 K</td>
</tr>
<tr>
<td>Driver Mass Flowrate</td>
<td>1500 g/sec</td>
</tr>
<tr>
<td>Driven Mass Flowrate</td>
<td>1500 g/sec</td>
</tr>
<tr>
<td>Collector Efficiency</td>
<td>.9</td>
</tr>
<tr>
<td>Run Time</td>
<td>4 sec</td>
</tr>
</tbody>
</table>
Values in Table II refer to the pressure ratio 2.5 design and values in brackets refer to the pressure ratio 5.6 configuration. Figure 9 is a photograph of the MSNW pressure ratio 2.5 design showing the rotor, manifolds and

Figure 9. Photograph of MSNW Pressure Ratio 2.5 Energy Exchanger.

Estimates were made of the losses in the experimental device using the functional dependencies given in Table I. These are shown in Table III.

Table III. Estimated Losses for Experimental Device

<table>
<thead>
<tr>
<th>Loss Source</th>
<th>% Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Shock Wave Pressure Losses</td>
<td>~0</td>
</tr>
<tr>
<td>2. Heat Transfer in Tubes</td>
<td>1.0</td>
</tr>
<tr>
<td>3. Boundary Layer</td>
<td>4.0</td>
</tr>
<tr>
<td>4. Leakage</td>
<td>4.0</td>
</tr>
<tr>
<td>5. Vibration and Friction</td>
<td>2.0</td>
</tr>
<tr>
<td>6. Mixing Effects including</td>
<td></td>
</tr>
<tr>
<td>Collection Efficiency</td>
<td>5.0</td>
</tr>
<tr>
<td>7. Inlet and Diffuser Losses</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Losses are given in percent of maximum work of expansion of the driver stream. Item 6 represents the largest anticipated loss and at the same time the most difficult to evaluate analytically. As such it is a major topic of the experimental investigation. The second largest source of loss is the leakage from rotor-manifold face seals through gaps of .15 mm. The third major loss source is due to boundary layer pressure drop which has been minimized by maintaining tube Mach numbers below .4. Manifold and diffuser losses are expected to account for a three percent loss. Friction and heat transfer account for the remaining inefficiency, leading to an estimated device efficiency of 75 to 80%.

Two important features of the design are the rotor geometry and the manifold configurations. The rotor length to hydraulic diameter of 28 was chosen to minimize boundary layer pressure loss and heat transfer effects while
Energy Exchanger

maintaining the tube opening and closing times necessary for a 0.9 collection efficiency.

The physical arrangement of energy exchanger components required a complex design for these helicoidal nozzle and diffuser manifolds. The driver inlet flow was expanded from Mach 0.1 plenum tube conditions through smoothly contracting helicoidal nozzles to Mach 0.4 at the rotor-manifold interface. The tangential components of these velocities match the rotational speed of the rotor tubes at this interface. In this manner both the driver and driven gases are provided to the individual energy exchanger tubes with a minimum amount of flow disturbance.

The manner in which the processed gases are removed from the rotor also significantly affects the overall efficiency of device operation. Diffusers with total divergence angles of 7 degrees were incorporated in these helicoidal exhaust manifolds to decelerate the exhaust flows to Mach 0.1 and efficiently recover total pressure.

Design of Experimental Facility

Figure 10 shows the layout of the gas supply system required for initial tests on the 100 kW, pressure ratio 2.5, energy exchanger. The energy exchanger is shown schematically as a stationary system of waves with supply and exhaust lines leading to and from the appropriate flow regions. Also pictured are the various tanks, valves, heaters and flow meters required to supply steady flow conditions during a six second blowdown episode. Control of the system during blowdown is provided by a minicomputer. The programmed opening of control valves provides an interval of quasi-steady flow conditions during which experimental data is taken. The rotor manifolds and individual flow lines are maintained at predetermined temperatures corresponding to gas flow temperatures during testing.

Figure 10. Energy Exchanger Gas Blowdown Facility
Experimental Program

The experimental program has multiple objectives of (1) verifying power transfer and efficiency, (2) providing data on sensitivity to off-design operation, (3) providing rates of driver and driven gas mixing and (4) providing detailed characterizations of the principle loss mechanisms.

Standard orifice and venturi type flow meters, pressure probes, and thermocouples are used to measure mass flow, pressure, and temperature of the driver and driven gas inlet and outlet streams for calculation of the power transfer and efficiency. Total pressure and temperature measurements are made in low velocity duct sections up and downstream of the manifolds and rotor so that diffuser pressure losses are included in the power transfer and efficiency. Gas sampling probes are located at critical inlet and outlet duct regions near the rotor to provide data for determination of mixing rates across driver/driven gas interfaces. Gas samples are analyzed off line, using a gas chromatograph. Multiple static pressure taps and pressure transducers are located at critical wave reflection points between manifolds to evaluate the effects of finite tube opening and closing times on pressure wave location, strength, and waveform.

SUMMARY

The rationale used in the design of an efficient energy exchanger is presented. Methods used to estimate ideal and real behavior over a range of conditions are discussed. The design configuration is given for an experimental device which has been built and will operate at pressure ratios of 2.5 and 5.6 with power levels of 100 and 300 KW respectively. Methods of energizing the device and measuring its actual performance are also included.
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