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I. INTRODUCTION

An executive strategy is a set of decisions regarding the allocation of cognitive resources during problem-solving. Thus, it determines which of several cognitive operations a problem-solver performs at each point in the problem-solving process. For example, in choosing a chess move, a player can consider a variety of data and, as a consequence, choose one of several moves. Presumably, an executive strategy determines which data the player considers and which move she or he chooses to make. The problem-solver may or may not consciously adopt a particular strategy. However, some strategy is presumably implicit in all problem-solving behavior (Bruner, Goodnow, & Austin, 1956).

For many problem-solving tasks, several alternative executive strategies can produce satisfactory solutions (Amarel, 1968; Anzai & Simon, 1979; Bruner, et al., 1956; Greeno & Simon, 1974; Newell & Simon, 1972; Simon, 1975). Bruner et al. (1956) documented individuals' adoption of a range of strategies for concept-attainment tasks. Other researchers have induced people to adopt different strategies for other kinds of problem-solving tasks (e.g., Reed, Ernst, & Banerji, 1974; Simon & Reed, 1976). Thus, people exhibit considerable flexibility in their adoption of executive strategies.

How can we model this flexibility in executive strategies? One method might be to simply postulate multiple problem-solving "programs." Each program would organize all of the operations necessary to solve the problem using a particular executive strategy. This would permit different people to exhibit different strategies. Similarly, if one person had several programs, she or he could exhibit different strategies. A
person could also change strategies in the course of solving a problem by interrupting execution of one program and instead executing another.

The multiple-program approach to modeling executive strategies has two major inefficiencies. First, different executive strategies frequently apply to identical or overlapping sets of basic operations. Modeling them as separate problem-solving programs entails considerable redundancy in the representations of their constituent operations. Permitting programs to share subroutines might eliminate some of this redundancy. However, because different strategies often do not share long sequences of operations, the reduction in redundancy from shared subroutines would probably be minimal. Second, this approach leads to arbitrarily large numbers of stored programs for dealing with a single task. As indicated above, researchers have enumerated a variety of executive strategies for particular tasks, and there are undoubtedly others. Further, we can expect people to combine known strategies in idiosyncratic ways. It seems unreasonable to postulate a separate program for each strategy and combination of strategies possible for a given task.

The multiple-program approach also resists postulation of simple acquisition mechanisms. How do people acquire new strategies? Obviously, one could acquire a new program in a straightforward way from explicit instruction. But how would one acquire it from experience? It is unlikely that one would carry out a complete strategic program by chance. It is still less likely that one would do so enough times to detect its utility and commit it to memory. Considering the large number of hybrid strategies a person might, in principle, apply to a given task, the assumption that each one could have been learned intact
becomes untenable.

Alternatively, we might view problem-solving as the activity of a production system (Newell, 1972; Newell & Simon, 1972; Waterman & Hayes-Roth, 1978). A person might possess many independent rules, each of which could perform a single operation. Presumably, the person could organize the application of these rules according to different executive strategies. This approach would provide the flexibility of the multiple-program approach while avoiding some of its inefficiencies.

However, we still need a model of executive strategies per se. How should we represent different strategies? How do different strategies get invoked? What variables influence the invocation and switching of strategies?

Recently, Hayes-Roth and Hayes-Roth (1978, 1979) proposed an "opportunistic" model of executive strategies. The model assumes that an executive strategy comprises a set of decisions regarding allocation of cognitive resources. These include decisions about the overall organization of problem-solving activity as well as decisions about which specific operations to perform at particular points in the solution process. People presumably make explicit executive decisions in the course of solving a problem. Further, in making these decisions, they use the same kind of rules they use in problem-solving and they "record" the resulting decisions in the same data base in which they record decisions about problem solution.

This Note will examine the opportunistic model and test some of its predictions. The next section reviews the model as it applies to an
errand-planning task.[1] The third section shows how the model would implement two different executive strategies for performing the task. The fourth section derives predictions for performance under each strategy. The next sections report five experiments which test the model's predictions. The final section discusses implications of the experiments and some additional properties of the model.

[1] For a more detailed account of the model and the justification of its assumptions, see Hayes-Roth & Hayes-Roth (1979), Hayes-Roth, Hayes-Roth, Rosenschein, & Cammarata (1979), and Hayes-Roth & Thorndyke (1980).
II. REVIEW OF THE OPPORTUNISTIC MODEL

To facilitate this discussion, consider an errand-planning task. For this task, the problem-solver receives (a) a list of desired errands; (b) contextual information bearing on but not explicitly specifying the importance and amount of time required for each errand; (c) a map of the town in which to perform the errands; and (d) starting and ending times and locations. Thus, the problem-solver must decide (a) which errands to include in the plan; (b) when to perform each errand; (c) how much time to allocate for each errand; and (d) what route to traverse between successive errands.

The opportunistic model assumes that the problem-solving process comprises the activities of many independent cognitive "specialists."[1] Each specialist is a rule or heuristic that suggests a specific decision for incorporation into the plan. The model assumes that different specialists suggest decisions at different levels of abstraction. Thus, some specialists suggest high-level decisions that have far-reaching implications for future additions to the plan, while others affect only very specific details of the plan.

[1] Hayes-Roth and Hayes-Roth (1978) introduced the term "specialists" to distinguish the more complex, pattern-directed activity of the rules they postulated from the simpler, symbol-manipulating activity originally associated with production rules (Newell & Simon, 1972). In this respect, specialists are similar to the "knowledge sources" of Hearsay-II (CMU Computer Science Research Group, 1977), the cooperative "beings" discussed by Lenat (1975), and the pattern-directed modules of many other artificial intelligence systems (Hayes-Roth, Waterman, & Lenat, 1978).
Figure 1 illustrates several levels of abstraction at which specialists might suggest decisions. Beginning at the top level, some specialists suggest particular outcomes, indicating what the plan should accomplish when the planner carries it out (e.g., which errands to accomplish). Other specialists suggest designs characterizing the general organization of the plan (e.g., which spatial cluster of errands to perform first, next, and so on). Other specialists suggest procedures specifying sequences of actions (e.g., which sequence of individual errands to perform). Finally, some specialists suggest operations specifying details of the actions (e.g., which route to traverse from each errand to the next or how to perform an individual errand).

Each specialist has a condition component and an action component. The condition component characterizes the situation to which the specialist's heuristic applies. Ordinarily, a condition will require a particular prior decision. The action component defines the specialist's behavior. Ordinarily, the action will suggest a new decision for incorporation into the plan.

Whenever a situation satisfies a specialist's condition, the specialist is invoked and enters a queue of specialists waiting to execute their respective actions. As each specialist executes its action, it records its suggested decision in a global data base, the "blackboard." (Figure 1 represents part of the complete blackboard postulated in

[1] Hayes-Roth and Hayes-Roth (1978) assume that a variety of other kinds of decisions occur during the planning process. For the present purposes, however, we need only consider the kinds of decisions indicated in Figure 1 and the executive decisions indicated in Figure 2.)
Figure 1. Levels of abstraction and illustrative specialists
Hayes-Roth and Hayes-Roth (1978). This enables the specialists to influence one another indirectly. For example, the condition of one specialist might require that a particular prior decision, generated by some other specialist, appear on the blackboard. Thus, the former specialist would be invoked only if the latter had already been invoked and had executed its action.

A few examples of specialists and their behavior will clarify the concepts introduced above. Figure 1 illustrates the behavior of three specialists, referred to as the programmer, the wanderer, and the opportunist. The circle and arrow ends of the arc associated with each specialist indicate the levels of abstraction at which its condition and action appear. For example, the programmer gets invoked when a new design appears on the blackboard. When executed, it suggests a procedure that would implement the design. The opportunist also gets invoked when a new design appears on the blackboard. When executed, it suggests outcomes that would be easily achieved if the design were adopted. The wanderer gets invoked when a new operation appears on the blackboard. When executed, it suggests a procedure that incorporates the operation.

Note that some specialists operate top-down, suggesting new decisions at levels lower than those at which their condition decisions occur. Other specialists operate bottom-up, suggesting new decisions at levels higher than those at which their condition decisions occur. This multidirectionality of processing characterizes the opportunistic model and distinguishes it from other models of planning (e.g., Sacerdoti, 1974, 1975).
The model assumes that many specialists simultaneously monitor the blackboard for the occurrence of decisions specified in their conditions. As their conditions are satisfied, invoked knowledge sources queue up for execution. Thus, at any point in the planning process, a potentially large number of invoked specialists await execution. Presumably, executive decisions determine which of the currently invoked specialists should execute its action next. These decisions, of course, determine which specialists are invoked subsequently. As a consequence, different sequences of executive decisions can produce top-down, bottom-up, or more complex strategies.

The model assumes that people make executive decisions by the same type of process they use to make decisions about the plan itself. Thus, it assumes that a variety of independent specialists suggest executive decisions at different levels of abstraction. Thus, some specialists suggest high-level executive decisions which have far-reaching implications for allocation of cognitive resources throughout the planning process. Other specialists suggest decisions which affect only short-term allocation of cognitive resources.

Figure 2 illustrates the levels of abstraction at which specialists make executive decisions. Beginning at the top level, some specialists suggest priorities, indicating a preference for allocating processing activity to certain areas of the blackboard before others. For example, the planner might decide to determine what errand sequences one could do conveniently, rather than deciding what errands one ought to do. These priorities would permit specialists that made the former kinds of decisions to execute their actions before specialists that made the latter kinds of decisions. Other specialists suggest a particular focus,
Figure 2. Levels of abstraction for executive decisions
indicating a preference for allocating processing activity to certain areas of the blackboard at the current point in the planning process. For example, the planner might decide to focus attention on generating an operation-level refinement of a previously generated procedure. This focus would permit specialists that made that kind of decision to execute before specialists that made other kinds of decisions. Finally, other specialists suggest particular scheduling decisions, indicating which of the currently invoked specialists should execute its action. If, for example, both the programmer and the wanderer had been invoked and both were consistent with current priorities and focus, the planner might decide to schedule the programmer.

A planner presumably makes many executive decisions in the course of formulating a plan.[1] Frequently, the planner decides on a single set of priorities early in the planning process, and they apply throughout the process. Sometimes, however, the planner makes several priorities decisions, modifying or replacing earlier decisions. The planner typically makes several focus decisions during the planning process. As the plan develops, the planner tries to identify promising areas for subsequent development and to focus cognitive resources in those areas. Focus decisions frequently implement earlier priorities

[1] In general, subjects may or may not make executive decisions consciously. Intuitively, it seems likely that one would make global priorities decisions consciously, while making low-level scheduling decisions more automatically. Several of the experiments reported below confirm that subjects can at least articulate intended executive strategies. However, there are undoubtedly a number of variables which influence a person's consciousness of these decisions.
decisions. However, they need not do so and they might contradict earlier priorities decisions. Finally, the planner will make numerous scheduling decisions. After each decision in the planning process, the planner must decide which of the currently invoked specialists to schedule next. Again, scheduling decisions frequently implement earlier priorities and focus decisions. However, they need not do so and they might contradict earlier decisions.

This conception of executive strategies permits considerable flexibility in the strategy a planner adopts for a problem. For example, different priorities decisions permit the planner to adopt a strictly top-down strategy, a strictly bottom-up strategy, or even a "middle-out" strategy. Other priorities decisions might produce various combinations of these or other strategies. In addition, the planner can change previous priorities decisions at any point in the planning process. The planner's capacity to make independent focus and schedule decisions permits decisions to depart temporarily from the current priorities. For example, the planner might decide initially to work top-down but constrain subsequent decisionmaking to include particular low-level decisions. Independent focus and scheduling decisions might even lead the planner to complete the planning process without ever following the prescription of an early priorities decision.
III. IMPLEMENTATION OF ALTERNATIVE EXECUTIVE STRATEGIES

This section explains how the proposed model implements two alternatives: the traveling salesman strategy and the scheduling strategy. As discussed above, the model permits a planner to adopt a variety of alternative strategies. These two were selected for study because they have already been studied extensively by computer scientists and graph theorists (Aho, Hopcroft, & Ullman, 1974; Christophides, 1975) and because they are easy to distinguish experimentally.

The traveling salesman strategy emphasizes finding an efficient route among the errands. The planner reasons forward from the starting location, planning successive errands to minimize route distances. Under this strategy, most decisions would occur at the operation and procedure levels of the blackboard (Figure 1). These decisions would implicitly determine design- and outcome-level decisions. Thus, the traveling salesman strategy is basically a bottom-up strategy.

The scheduling strategy responds to a perception of insufficient time to perform all of the errands by emphasizing the completion of important tasks. The planner first decides which errands to perform and then decides how to organize the plan, sequence errands, and travel between successive errands. Under this strategy, the planner would make outcome decisions first, then design decisions, then procedure decisions, and finally, operation decisions. Thus, the scheduling strategy is basically a top-down strategy.

The following discussion shows how the opportunistic model would implement each strategy as a series of executive decisions. In some ways, the discussion greatly simplifies the model's assumptions. These
simplifications preserve the main features of the model but avoid unnecessary detail. Some of the simplifications are noted in the discussion, but see Hayes-Roth and Hayes-Roth (1978) and Hayes-Roth, Hayes-Roth, Rosenschein, and Cammarata (1979) for more detailed descriptions of the model and its implementation.

Table 1 lists ten specialists. The first six (ES1-ES6) are executive specialists. They generate decisions on the executive blackboard (Figure 2). The remaining four specialists (PS1-PS4) are plan specialists. They generate decisions on the plan blackboard (Figure 1). Note that Table 1 contains English-language descriptions of the specialists. Of course, the LISP code necessary to implement these specialists in a computer simulation is considerably more complex. In addition, the specialists in Table 1 are more powerful than those currently implemented in the model. In particular, each plan specialist in Table 1 aggregates the behavior of three to five more molecular specialists distinguished in the current model.

Table 2 schematizes the series of executive decisions that would implement the traveling salesman strategy. Presumably, the problem description presented to the planner provides sufficient time to perform the errands. Since that information satisfies ES1's condition, it establishes initial priorities to find an efficient route among the errands. These priorities satisfy ES2's condition, so it suggests a decision to focus on the operation level. Given this focus, ES5 schedules PS4, the route planner. PS4 produces alternative routes at the operation level of the plan blackboard (not shown). At this point, an errand must be planned before the route can be extended, so ES2 changes the focus to the procedure level. Given this focus, ES5
Table 1
EXAMPLES OF EXECUTIVE AND PLAN SPECIALISTS

Executive Specialists

ES1: If there is adequate time to perform all errands
Then set priorities to find an efficient route among the errands

ES2: If priorities are to find an efficient route among the errands
Then focus on the lowest level at which a decision can be made

ES3: If there is insufficient time to perform all errands
Then set priorities to establish intended outcome before
deciding on details of plan

ES4: If priorities are to establish intended outcome before
deciding on details of plan
Then focus on the highest level at which a decision can
refine the most recent higher-level decision

ES5: If a focus has been established
Then schedule a specialist that operates at the level in focus

ES6: If at least one specialist can be scheduled
Then schedule the most recently invoked specialist

Plan Specialists

PS1: If errands differ in importance
Then establish the most important errands as intended outcomes

PS2: If intended errands form convenient spatial clusters
Then formulate a design that moves from starting location
through clusters to ending location in order of proximity

PS3: If an intended errand is near the current location
Then insert it as the next errand in the procedure

PS4: If the current location is an errand site
Then establish routes leading away from that site as
alternative new current locations
Table 2
IMPLEMENTATION OF TRAVELING SALESMAN STRATEGY

<table>
<thead>
<tr>
<th>Executive Decisions</th>
<th>Priorities</th>
<th>Focus</th>
<th>Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>First set</td>
<td>ES1 -&gt; Find an efficient route among the errands</td>
<td>ES2 -&gt; Operation</td>
<td>ES5 -&gt; PS4: Route planner</td>
</tr>
<tr>
<td>Second set</td>
<td></td>
<td>ES2 -&gt; Procedure</td>
<td>ES5 -&gt; PS3: Errand planner</td>
</tr>
<tr>
<td>Third set</td>
<td></td>
<td>ES2 -&gt; Operation</td>
<td>ES5 -&gt; PS4: Route planner</td>
</tr>
<tr>
<td>Fourth set</td>
<td></td>
<td>ES2 -&gt; Procedure</td>
<td>ES5 -&gt; PS4: Errand planner</td>
</tr>
</tbody>
</table>
schedules PS3, the errand planner. PS3 changes the current location to an errand site. It is now possible to extend the route, so ES2 changes the focus to the operation level, and ES5 schedules PS4, the route planner. The problem-solver continues alternating route planning and errand planning in this fashion until a complete plan emerges.

Table 3 schematizes the series of executive decisions that would implement the scheduling strategy. Presumably, the problem description presented to the planner provides insufficient time to perform the errands. Since that information satisfies ES3's condition, it establishes initial priorities to establish the intended outcome before deciding on the details of the plan. These priorities satisfy ES4's condition, so it suggests a decision to focus on the outcome level. Given this focus, ES5 schedules PS1, the errand evaluator. PS1 produces a list of intended errands at the outcome level of the plan blackboard (not shown). Given this outcome decision, ES4 changes the focus to the design level, and ES5 schedules PS2, the cluster detector. PS2 generates a design organized around spatial clusters of intended errands. Given this design, ES4 changes the focus to the procedure level, and ES5 schedules PS3, the errand planner. PS3 plans the "first errand" in accord with the established design. Because this changes the current location to an errand site, ES4 changes the focus to the operation level, and ES5 schedules PS4, the route planner. PS4 plans the route connecting the starting location to the planned first errand. Given that refinement, ES4 changes the focus back to the procedure level, and ES5 schedules PS3, the errand planner. The planner continues planning errands in accord with the design and routes to connect the errands until a complete plan emerges.
Table 3
IMPLEMENTATION OF SCHEDULING STRATEGY

<table>
<thead>
<tr>
<th>Executive Decisions</th>
<th>Priorities</th>
<th>Focus</th>
<th>Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>First set</td>
<td>ES3 -&gt; Establish intended outcome before details</td>
<td>ES4 -&gt; Outcome</td>
<td>ES5 -&gt; PS1: Errand evaluator</td>
</tr>
<tr>
<td>Second set</td>
<td>ES4 -&gt; Design</td>
<td></td>
<td>ES5 -&gt; PS2: Cluster detector</td>
</tr>
<tr>
<td>Third set</td>
<td>ES4 -&gt; Procedure</td>
<td></td>
<td>ES5 -&gt; PS3: Errand planner</td>
</tr>
<tr>
<td>Fourth set</td>
<td>ES4 -&gt; Operation</td>
<td></td>
<td>ES5 -&gt; PS4: Route planner</td>
</tr>
</tbody>
</table>
Comparison of Tables 2 and 3 shows that for a given number of
planned errands, the scheduling strategy requires more decisions than
the traveling salesman strategy. Both strategies require a pair of
related decisions at the procedure and operation levels, along with the
associated executive decisions, for each planned errand. In addition,
the scheduling strategy requires preliminary higher-level decisions at
the outcome level and perhaps at the design level, along with their
associated executive decisions. This difference in number of required
decisions underlies predictions about planning time discussed below.

Before continuing, a few simplifications in the preceding discus-
sion should be noted. First, the discussion ignores the scheduling of
executive specialists. The model schedules executive specialists
exactly as it schedules plan specialists, using rules such as ES6.
These decisions were omitted for brevity. Second, the discussion sug-
gests that implementation of either of these strategies would produce a
straightforward sequencing of a few specialists. In fact, our simula-
tion of the model (Hayes-Roth et al., 1979) includes many more special-
ists. Frequently, several specialists have true conditions simultane-
ously and, as a consequence, they compete for scheduling. Competitors
may operate at the same or different levels of abstraction. Further,
alternative executive specialists resolve these conflicts differently.
In some cases, scheduled specialists might even contradict the chosen
strategy. Thus, the actual performance of the model is considerably
more complex than the activity represented in Tables 2 and 3. For the
present purposes, however, these simplifications do not alter the
model's predictions.
IV. PREDICTIONS FOR PERFORMANCE OF THE ERRAND-PLANNING TASK

The experiments reported below investigated the consequences of adopting the traveling salesman strategy versus the scheduling strategy for the errand-planning task. The experiments shared the following basic methodology. Immediately upon presentation of a problem, subjects recorded the time. Subjects then read the problem. An example follows:

You need to plan some errands before going home to give your son a birthday party. Here are the errands you want to do:

> pick up a package at post office (26)
> buy hooks for hanging plants at hardware store (77)
> buy ice cream for your son's birthday party (58)
> buy a birthday cake (6)
> buy party decorations at the card and gift shop (37)
> buy your son a baseball bat at sports equipment store (27)
> buy a few items at Pine Street pharmacy (54)
> exchange your new tea kettle at Truc (61)
> sign some papers at lawyer's office (53)

You are starting from the Maple Street parking structure (56). It's 10:30 now and you have to pick up your car at 2:00 in order to get home in time for the party. It takes about fifteen minutes to cross town in either direction.

As this problem illustrates, problems provided only implicit information regarding errand importance and time requirements. Presumably, the birthday party context would lead most people to assign greater importance to those errands associated with the party than to others. Time estimates relied on world knowledge.

After reading the problem description, subjects responded to the instruction: "In two or three sentences, describe how you plan to solve this problem." Then they formulated plans for performing the errands in the fictional town shown in Figure 3. Each picture on the map in Figure 3 symbolizes a particular store or other destination. Instructions for
each problem referred to errands by the numbers associated with each symbol on the map, as illustrated in the example above. Immediately upon completing their plans, subjects again recorded the time.

In Experiment 1, subjects spontaneously adopted the strategy of their choice. In Experiments 2 and 4, the experimenter instructed subjects to adopt one of the strategies in particular. In Experiments 3 and 5, the experimenter instructed subjects to adopt one of the strategies on several "primer" problems to induce strategy transfer on subsequent problems.

Subjects' self-reports should reflect the strategy they adopt. Subjects who adopt the traveling salesman strategy should emphasize designing an efficient route. Subjects who adopt the scheduling strategy should emphasize planning the most important errands before working out the details of the plan. In addition, the model predicts that adoption of a particular strategy should influence planning time, number of planned errands, and average importance of planned errands. Each of these predictions is discussed below.

The model predicts that planning time (measured as the difference between the two times a subject recorded) will be shorter when subjects adopt the "appropriate" executive strategy than when they adopt the "inappropriate" executive strategy for a problem. Consider problems that provide sufficient time for planning all the errands. For these problems, the traveling salesman strategy is appropriate. It should produce an efficient route encompassing all of the errands. The scheduling strategy will also produce a reasonable plan. However, as discussed above, its implementation entails more decisions than does implementation of the traveling salesman strategy. Therefore, planning
time should be longer for these problems when subjects adopt the scheduling strategy than when they adopt the traveling salesman strategy.

Consider problems which provide insufficient time for planning all the errands. For these problems, the scheduling strategy is appropriate. It insures inclusion of the most important errands in the plan, leaving the planner the option of including less important errands if time permits. The traveling salesman strategy is inappropriate for these problems. An efficient route through all the errands would be an unrealistic plan. Presumably, many subjects will recognize this problem at some time during the planning process and will have to revise their plans. This planning and replanning under the traveling salesman strategy should produce longer planning times than planning under the more appropriate scheduling strategy.

The executive strategy adopted should also influence the number and importance of planned errands. As illustrated in Table 2, the traveling salesman strategy leads to indiscriminate inclusion of all or most errands in the plan. As illustrated in Table 3, the scheduling strategy selects only the most important errands for inclusion in the plan. Therefore, subjects should plan fewer but more important errands under the scheduling strategy than under the traveling salesman strategy.

The following experiments tested these predictions.
V. EXPERIMENT 1

Subjects worked on the errand-planning problem given above. For half the subjects, the starting time was 10:30. For the remaining subjects, the starting time was 12:00. These two versions of the problem are referred to as the T problem (traveling salesman strategy appropriate) and the S problem (scheduling strategy appropriate).

The experiment addressed two questions. First, do subjects have both the traveling salesman strategy and the scheduling strategy in their repertoires? If so, some subjects' statements of intended executive strategy should indicate each strategy. Second, assuming subjects know both strategies, do they adopt the appropriate strategy for a given problem? If so, subjects who work on the T problem should indicate the traveling salesman strategy, while subjects who work on the S problem should indicate the scheduling strategy. In addition, subjects in these two groups should produce plans that differ in the number and importance of planned errands, as discussed above.

METHOD

The method was essentially as described above. After reading the problem, subjects reported their intended strategy. They then wrote their plans on forms provided by the experimenter. Subjects tried to write their plans so that a stranger could carry them out exactly as they would. Thus, they indicated which errands to perform, the times at which to begin and finish each errand, and how to travel between successive errands. Forty UCLA undergraduates served as subjects.
RESULTS AND DISCUSSION

Subjects' statements of intended executive strategy were classified as representing the scheduling strategy, the traveling salesman strategy, both strategies, or neither strategy. A statement represented the scheduling strategy if it emphasized planning all of the most important errands before incorporating other errands in the plan. For example, one subject wrote:

I plan on definitely getting the items I need for my son's birthday. Then, if there are any stores very close to the ones I have to go to, I will run into them too.

A statement represented the traveling salesman strategy if it emphasized design of an efficient route. For example, one subject wrote:

I would try and make a circular route. I wouldn't want to do any backtracking.

A statement represented both strategies if it emphasized both errand importance and route efficiency. For example, one subject wrote:

You need certain items for the birthday party so those are the most important. I will not backtrack, but will continue to go in one line.

A statement represented neither strategy if it did not refer either to errand importance or route efficiency. For example, one subject wrote:

Plan to pick up the ice cream and cake last.

A theoretically naive judge classified the statements. Spot-checking by a second judge produced no disagreements.
Table 4 shows the frequencies of statements in each category for each problem. Most subjects adopted the traveling salesman strategy regardless of its appropriateness. Only three of the 33 subjects who indicated an intended executive strategy indicated the scheduling strategy. (One of the three indicated both strategies.) Accordingly, subjects planned comparable numbers of errands for the S and T problems (means = 8.35 and 8.5). They also planned errands of comparable importance for the two problems (median importance = 2.28 and 2.39).[1]

These results suggest that most people have a proclivity toward adopting the traveling salesman strategy, but not the scheduling strategy. This proclivity might reflect either (a) ignorance of the scheduling strategy or (b) disinclination to use it. In either case, we might view the traveling salesman strategy as an instance of the stored general-purpose executive programs discussed by Newell and Simon (1972). Although it is not always the best strategy, the traveling salesman strategy will suffice for many problems requiring scheduling in a spatial environment.

[1] We quantified the importance of an errand as the median rating (1-3) given by an independent sample of ten judges.
Table 4

SELF-REPORTS OF INTENDED EXECUTIVE STRATEGY FOR EXPERIMENT 1

<table>
<thead>
<tr>
<th>Problem</th>
<th>Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
<th>Both Strategies</th>
<th>Neither Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>2</td>
<td>13</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>
VI. EXPERIMENT 2

Given the results of Experiment 1, we need to determine whether people can adopt either the traveling salesman strategy or the scheduling strategy. That is, do people have the flexibility in executive strategies presumed by the opportunistic model? Newell and Simon (1972) suggested that task instructions might influence executive strategy. The opportunistic model would implement the effects of instruction as the creation of new executive specialists. It would create ES1 and ES2 following instructions in the traveling salesman strategy and ES3 and ES4 following instructions in the scheduling strategy.

Accordingly, in Experiment 2, subjects were instructed to adopt one or the other strategy. Subjects worked with T or S problems, as defined above for Experiment 1. Half the subjects working with each problem received no special instructions, while the other half received instructions to adopt the appropriate strategy.

The predictions are similar to those for Experiment 1. For S problems, adoption of the scheduling strategy should produce shorter planning times and fewer, but more important, planned errands. For T problems, adoption of the traveling salesman strategy should produce shorter planning times and more, less important, planned errands. However, Experiment 1 suggested that most people spontaneously adopt the traveling salesman strategy. Therefore, instruction and problem type should interact. Instructions to adopt the scheduling strategy for S problems should produce greater effects than instructions to adopt the traveling salesman strategy for T problems.
METHOD

The method was similar to the method for Experiment 1, with these exceptions. First, subjects solved three errand-planning problems, rather than one. Second, half of the subjects worked on problems that contained strategy instructions. For example, one T problem contained the following instruction:

You have a blister on your left foot from hiking last weekend, so you want to minimize the amount of walking around you do. Find the shortest route you can that permits you to do your errands.

One S problem contained the following instruction:

Since you only have two hours, you can't possibly do all the errands on your list. So first decide which errands are really important and be sure to include them in your plan. Then, if you have time to do any other errands, include them too.

Thus, the experiment crossed executive strategy instruction (none versus appropriate) with problem (T versus S) in a between-subjects design. Eighty UCLA undergraduates served as subjects.

RESULTS AND DISCUSSION

The first panel in Table 5 shows the mean time to formulate a plan for each of the four conditions. The results show the predicted interaction between instruction and problem (F(1,76) = 13.04, p < .001). Instructions to adopt the scheduling strategy substantially reduced planning time for the S problems. However, instructions to adopt the traveling salesman strategy did not reduce planning time for the T problems.
Table 5

PLAN CHARACTERISTICS FOR EXPERIMENT 2

<table>
<thead>
<tr>
<th>Problem</th>
<th>Instruction</th>
<th>None</th>
<th>Appropriate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planning Time (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>13.95</td>
<td>8.95</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>9.36</td>
<td>9.40</td>
</tr>
<tr>
<td></td>
<td>Number of Errands Planned</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>5.73</td>
<td>4.30</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>5.87</td>
<td>5.88</td>
</tr>
<tr>
<td></td>
<td>Mean Importance of Planned Errands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>1.86</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>1.88</td>
<td>1.87</td>
</tr>
</tbody>
</table>
The second and third panels in Table 5 show the mean number and importance of planned errands for each of the four conditions. Both variables show the predicted interaction (F(1,76) = 55.97, p < .001 for number of planned errands; F(1,76) = 34.47, p < .001 for importance of planned errands). For S problems, instructions led subjects to plan fewer but more important errands. For T problems, instructions did not affect the number or importance of planned errands.

These results demonstrate that subjects can adopt alternative executive strategies for a single task. In particular, they can adopt either the basically top-down scheduling strategy or the basically bottom-up traveling salesman strategy when planning a day's errands. The observed interactions also confirm the earlier observation that in the absence of instruction, subjects spontaneously adopt the traveling salesman strategy.
VII. EXPERIMENT 3

In a natural setting, people rarely receive explicit instruction regarding executive strategies. Newell and Simon (1972) suggested that previous experience with problems similar to the one at hand might also influence choice of an executive strategy. Previous successful applications of a strategy could reinforce the tendency to make similar executive decisions for subsequent problems. The opportunistic model would implement this effect as an increase in the "goodness" measure (Hayes-Roth & Lesser, 1977) of the corresponding executive specialists. Other things being equal, specialists with higher goodness values are scheduled in favor of those with lower goodness values. Under these assumptions, previous successful applications of the scheduling strategy or the traveling salesman strategy should induce subjects to adopt the same strategy on a subsequent problem. Experiment 3 tested that prediction.

Subjects first worked on three "primer" problems. T primer problems provided sufficient time for performing the errands and instructed subjects to adopt the traveling salesman strategy. S primer problems provided insufficient time for performing the errands and instructed subjects to adopt the scheduling strategy. Solving these problems provided experience with successful application of the prescribed strategy. After solving the three primer problems, subjects worked on a "transfer" problem. Half the subjects in each primer condition worked on an S transfer problem, while the remaining subjects worked on a T transfer problem. Neither version of the transfer problem provided instructions regarding executive strategy.
The predictions for this experiment are similar to those for Experiment 2. Subjects primed to adopt the appropriate strategy for the transfer problem should exhibit shorter planning times than subjects primed to adopt the inappropriate strategy. Subjects primed to adopt the scheduling strategy should plan fewer, but more important, errands than subjects primed to adopt the traveling salesman strategy.

**METHOD**

The procedure was similar to those for Experiments 1 and 2. First, subjects formulated plans for three T or S primer problems. Then subjects formulated plans for a T or S transfer problem. The experiment crossed primer problem and transfer problem in a between-subjects design. Eighty UCLA undergraduates participated in the experiment.

**RESULTS AND DISCUSSION**

Subjects' statements of intended executive strategy were scored according to the rules given for Experiment 1. Table 6 shows the frequencies of statements in each category for each of the four conditions. A few subjects in each condition gave neither or both responses. Those subjects were omitted from the analyses, and chi-square statistics were applied to the remaining data.

The first analysis focused on the two-by-two table defined by primer problem (S or T) and intended executive strategy (scheduling strategy or traveling salesman strategy). This analysis collapsed data over transfer problem within each of the primer conditions. As predicted, primer condition had a large effect on subjects' intended executive strategies ($\chi^2 = 40.2$, $p < .001$). Most subjects transferred the primed strategy to the transfer problem. Thus, following S primer problems, 27
Table 6
SELF-REPORTS OF INTENDED EXECUTIVE STRATEGIES FOR EXPERIMENT 3

<table>
<thead>
<tr>
<th>Transfer Problem</th>
<th>Intended Strategy</th>
<th>Traveling Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
<th>Both Strategies</th>
<th>Neither Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S Primer Problems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>15</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>12</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>T Primer Problems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>13</td>
<td>0</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>18</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
subjects indicated the scheduling strategy, while only five indicated the traveling salesman strategy. Following T primer problems, 31 subjects indicated the traveling salesman strategy, while only two subjects indicated the scheduling strategy.

We also analyzed the two-by-two tables defined by transfer problem and intended executive strategy separately for each primer condition. Following S primer problems, transfer problem influenced subjects' intended executive strategy ($X^2 = 5.1, p < .05$). Subjects primed with the scheduling strategy applied it more often to the S transfer problem than to the T transfer problem. In the latter condition, several subjects spontaneously adopted the more appropriate traveling salesman strategy. Apparently in these conditions, time constraints influenced some subjects to adopt the appropriate strategy. Following T primer problems, on the other hand, subjects apparently chose intended executive strategies independent of transfer problem ($X^2 = .07$). Subjects primed with the traveling salesman strategy adopted that strategy for the transfer problem regardless of its appropriateness.

These results, like the results of Experiments 1 and 2, indicate that many subjects have a natural inclination to adopt the traveling salesman strategy, but not the scheduling strategy. They also suggest that some subjects who have knowledge of both strategies discriminate problems for which each is appropriate (see also Bruner et al., 1956).

The first panel in Table 7 shows the mean time to formulate a plan for each of the four conditions. Planning times varied considerably across subjects, ranging from 3.75 minutes to 40.92 minutes. Times spanned about 25 minutes within each of the four conditions. The between-subjects design made this variability especially problematic.
Table 7

PLAN CHARACTERISTICS FOR EXPERIMENT 3

<table>
<thead>
<tr>
<th>Transfer Problem</th>
<th>Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planning Time (minutes)</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>11.23</td>
<td>14.96</td>
</tr>
<tr>
<td>T</td>
<td>13.92</td>
<td>13.31</td>
</tr>
<tr>
<td></td>
<td>Number of Errands Planned</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>5.70</td>
<td>8.45</td>
</tr>
<tr>
<td>T</td>
<td>7.95</td>
<td>8.55</td>
</tr>
<tr>
<td></td>
<td>Mean Importance of Planned Errands</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>2.90</td>
<td>2.37</td>
</tr>
<tr>
<td>T</td>
<td>2.51</td>
<td>2.39</td>
</tr>
</tbody>
</table>
Therefore, in order to reduce variability and improve the power of the analysis, the highest and lowest two scores were eliminated from each of the four conditions of the design. Note that this technique applies in the same way to all conditions and does not bias the analysis in any way. Thus, the analysis of planning times discussed below represents the performance of 64 subjects, 16 in each condition.

A planned comparison confirmed the predicted interaction \((t(60) = 1.96, p < .05)\) between primer condition and transfer problem. S primers improved planning times for S transfer problems, while T primers improved planning times for T transfer problems.

The second and third panels in Table 7 show the mean number and importance of planned errands for each of the four conditions. As predicted, T primers produced more planned errands than S primers \((F(1,76) = 37.07, p < .001)\), but S primers produced more important planned errands \((F(1,76) = 44.39, p < .001)\). Primer condition and transfer problem also interacted. Primer condition had a greater effect on number \((F(1,76) = 15.27, p < .001)\) and importance \((F(1,76) = 17.78, p < .001)\) of planned errands for the S transfer problem than for the T transfer problem.

These results confirm that successful application of a strategy on several problems inclines people to adopt that strategy for subsequent similar problems.
VIII. EXPERIMENT 4

Experiments 1-3 illustrated the importance of adopting the appropriate executive strategy for a particular problem. Ideally, people would be capable of distinguishing problems for which each strategy is appropriate. The opportunistic model assumes that people can follow instructions to adopt the strategies appropriately. It implements the effects of such instruction as the creation of new executive specialists and the refinement of existing specialists' conditions. Assuming most people already possess the traveling salesman strategy, instruction will induce creation of specialists necessary to implement the scheduling strategy (ES3 and ES4). In addition, it should refine the conditions of priorities-generating specialists for both strategies (ES1 and ES3) to discriminate problems for which each is appropriate. Experiment 4 evaluated peoples' ability to follow explicit instructions regarding appropriate use of the two strategies.

METHOD

Subjects were instructed in the appropriate use of the traveling salesman strategy and the scheduling strategy as follows:

Here are some helpful suggestions for you to use in formulating your plans.

You will notice that some of the problems do not provide enough time for performing all of the errands. In that kind of situation, you should first decide which errands are really important and be sure to include them in your plan. Then, if you have time to do any other errands, include them too.

Other problems provide plenty of time for doing all of the errands. For these problems, don't worry about which errands are most important. Just concentrate on finding the shortest route you can that permits you to do your errands.
Then subjects worked on four problems, two T problems and two S problems. Subjects worked alternately on T and S problems, with half the subjects working first on a T problem and half working first on an S problem. The order of the problems and the assignment of problems to conditions (T versus S) were counterbalanced across subjects. Forty UCLA undergraduates served as subjects.

RESULTS AND DISCUSSION

Table 8 shows the frequencies of statements in each category for each of the four conditions. The data appear separately for the first, second, third, and fourth problems subjects solved. Again, subjects who indicated both approaches or neither approach were omitted and chi-square statistics were applied to the remaining data for each problem.

As predicted, problem type influenced subjects' choices of executive strategies (first problem: $X^2 = 6.6, p < .025$; second problem: $X^2 = 6.7, p < .025$; third problem: $X^2 = 4.9, p < .05$; fourth problem: $X^2 = 11.5, p < .0001$). Given instruction in the two executive strategies and when to apply them, most subjects adopted the strategies appropriately.

Although the results confirmed the prediction, the effect was not as large as might have been expected. Some subjects still exhibited a bias toward adopting the more familiar traveling salesman strategy. Thus, given a T problem, virtually all of the subjects adopted the traveling salesman strategy. Given an S problem, on the other hand, some subjects adopted the traveling salesman strategy, rather than the more appropriate scheduling strategy. Averaging across the four problems, subjects adopted the traveling salesman strategy 86 percent of the times
Table 8
SELF-REPORTS OF INTENDED EXECUTIVE STRATEGIES FOR EXPERIMENT 4

<table>
<thead>
<tr>
<th>Problem</th>
<th>Intended Strategy</th>
<th>Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
<th>Both Strategies</th>
<th>Neither Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First Problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>7</td>
<td>8</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>T</td>
<td></td>
<td>1</td>
<td>15</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Second Problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>11</td>
<td>15</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>T</td>
<td></td>
<td>3</td>
<td>11</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>Third Problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>7</td>
<td>7</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>T</td>
<td></td>
<td>2</td>
<td>10</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Fourth Problem</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>T</td>
<td></td>
<td>2</td>
<td>13</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>
that it was appropriate. By contrast, subjects adopted the scheduling strategy only 60 percent of the times that it was appropriate.

Subjects who adopt different problem-solving strategies should also exhibit the differences in planning time, number of planned errands, and importance of planned errands observed in Experiments 1-3. For the following analyses, we defined two groups of subjects for each problem type: those who adopted the scheduling strategy and those who adopted the traveling salesman strategy.

The first panel in Table 9 shows the mean time required to formulate a plan for each condition. As predicted, adopted strategy interacted with problem type to produce an effect on planning time (F(1,111) = 6, p < .025). For S problems, subjects who adopted the scheduling strategy formulated plans somewhat faster than subjects who adopted the traveling salesman strategy. For T problems, subjects who adopted the traveling salesman strategy formulated plans much faster.

The second and third panels in Table 9 show the mean number and importance of planned errands for each condition. As predicted, subjects who adopted the traveling salesman strategy planned more errands than those who adopted the scheduling strategy (F(1,111) = 64.57, p < .001). Subjects who adopted the scheduling strategy planned more important errands than those who adopted the traveling salesman strategy (F(1,111) = 16.1, p < .001).

These results confirm that people can learn to adopt alternative strategies as appropriate for the problem at hand.
Table 9

PLAN CHARACTERISTICS FOR EXPERIMENT 4

<table>
<thead>
<tr>
<th>Problem</th>
<th>Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planning Time (minutes)</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>10.53</td>
<td>10.80</td>
</tr>
<tr>
<td>T</td>
<td>13.94</td>
<td>8.66</td>
</tr>
<tr>
<td></td>
<td>Number of Errands Planned</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>6.94</td>
<td>8.91</td>
</tr>
<tr>
<td>T</td>
<td>6.50</td>
<td>8.55</td>
</tr>
<tr>
<td></td>
<td>Mean Importance of Planned Errands</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>2.62</td>
<td>2.32</td>
</tr>
<tr>
<td>T</td>
<td>2.58</td>
<td>2.36</td>
</tr>
</tbody>
</table>
Again, in a natural setting, people rarely receive explicit instructions regarding how to adopt alternative strategies and when to adopt each strategy. Presumably, subjects acquire this knowledge from previous experience. Previous successful applications of each strategy could reinforce the tendency to make similar executive decisions for subsequent problems. In addition, one would have to learn to discriminate problems for which each strategy is appropriate. Hayes-Roth and Hayes-Roth (1978) refer to this process as adoption of a particular "problem-solving model" (see also Chi & Glaser, 1979; Hinsley, Hayes, & Simon, 1977; Larkin, 1979; Simon & Simon, 1978). As discussed above, the opportunistic model would implement this knowledge as the addition of new executive specialists and the refinement of their conditions.

Experiment 5 investigated people's ability to learn to adopt the traveling salesman strategy and the scheduling strategy on the basis of experience. Subjects worked on four primer problems, two S primers and two T primers. Half of the subjects subsequently worked on an S transfer problem. The remaining subjects worked on a T transfer problem.

The prediction is straightforward. Transfer problem should influence which executive strategy subjects adopt. For the S problem, subjects should adopt the scheduling strategy. For the T problem, subjects should adopt the traveling salesman strategy.

METHOD

The method was identical to the method for Experiment 3 except that subjects worked with two T primer problems and two S primer problems. Eighty UCLA undergraduates served as subjects.
RESULTS AND DISCUSSION

Table 10 shows the frequencies of statements in each category for each condition. Omitting subjects who indicated neither or both executive strategies, a chi-square statistic was computed for the remaining data. As predicted, transfer problem influenced subjects' choices of executive strategy ($\chi^2(1) = 4.05, p < .05$). Thus, many subjects acquired enough knowledge of the two executive strategies from prior experience to apply them appropriately on subsequent problems.

Subjects who adopt different problem-solving models should also exhibit differences in number of planned errands, importance of planned errands, and time required to formulate a plan. Again we defined two groups of subjects for each condition: those who adopted the scheduling strategy and those who adopted the traveling salesman strategy.

The first panel in Table 11 shows the mean time required to formulate a plan for each of the four conditions. For the S problem, subjects who adopted the scheduling strategy formulated plans faster than those who adopted the T strategy. For the T transfer problem, there was a smaller difference in planning time for subjects who adopted the two strategies. Here, however, the interaction was not significant ($F(1,58) < 1.0$). The absence of a statistically significant interaction is not surprising. Only 11 subjects adopted the scheduling strategy for the S problem, and only four adopted it for the T problem. Given the great variability in planning times noted above, we would need many more subjects before we could reasonably expect to observe a statistically significant interaction.
Table 10
SELF-REPORTS OF INTENDED EXECUTIVE STRATEGIES FOR EXPERIMENT 5

<table>
<thead>
<tr>
<th>Intended Strategy</th>
<th>Transfer Problem</th>
<th>Scheduling Strategy</th>
<th>Traveling Salesman Strategy</th>
<th>Both Strategies</th>
<th>Neither Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S</td>
<td>11</td>
<td>23</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>4</td>
<td>24</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>
Table 11
PLAN CHARACTERISTICS FOR EXPERIMENT 5

<table>
<thead>
<tr>
<th>Problem</th>
<th>Adopted Strategy</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheduling Strategy</td>
<td>Traveling Salesman Strategy</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td></td>
<td>Planning Time (minutes)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>11.62</td>
<td>12.52</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>12.28</td>
<td>12.79</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of Errands Planned</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>5.91</td>
<td>8.65</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>6.50</td>
<td>8.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean Importance of Planned Errands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>2.87</td>
<td>2.33</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>2.78</td>
<td>2.35</td>
<td></td>
</tr>
</tbody>
</table>
The second and third panels in Table 11 show the mean number and importance of planned errands for each of the four conditions. As predicted, subjects who adopted the traveling salesman strategy planned more errands than those who adopted the scheduling strategy (F(1,58) = 67.53, p < .001). Subjects who adopted the scheduling strategy planned significantly more important errands than those who adopted the traveling salesman strategy (F(1,58) = 59.37, p < .001).

These results confirm that people can learn to adopt alternative strategies appropriately on the basis of previous problem-solving experience. However, many subjects continued to exhibit a bias toward adopting the traveling salesman strategy. Here the bias was stronger than the similar bias exhibited in Experiment 4. Again, subjects chose the traveling salesman strategy 86 percent of the times that it was appropriate. They chose the scheduling model only 46 percent of the times that it was appropriate. (In Experiment 4, subjects chose the scheduling model 60 percent of the times that it was appropriate.) Thus, fewer subjects acquired the necessary knowledge from four primer problems than acquired it from explicit instruction. One possible reason for this may lie in the fact that subjects had only "positive" experiences, that is, successful applications of the two strategies. Some people may require "negative" experiences (relatively unsuccessful applications of the strategies) as well in order to learn to discriminate problems for which each strategy is appropriate.
X. GENERAL DISCUSSION

These experiments illustrate the inherent flexibility in people's executive strategies. Although most people approach the familiar errand-planning task with one general strategy, several factors can cause them to adopt another. These include explicit instructions, set induced by prior problem-solving experiences, problem characteristics, and the apparent appropriateness of alternative strategies to a problem.

Adoption of a particular strategy had important consequences for performance of the task. It influenced the time required to formulate a plan. Subjects formulated plans faster when they had adopted a strategy appropriate to problem constraints than when they had adopted an inappropriate strategy. Adoption of a particular strategy also influenced the selection of errands for incorporation into the plan. Subjects planned fewer but more important errands when they had adopted the scheduling strategy than when they had adopted the traveling salesman strategy. These observations suggest that knowledge of alternative executive strategies and the ability to apply them appropriately may be an important component of planning expertise (see also Anzai & Simon, 1979; Bruner, Goodnow, & Austin, 1956).

The results also provide evidence regarding the acquisition of executive strategies. Subjects learned to adopt particular strategies in four different ways. First, they followed explicit instructions to adopt a strategy. Second, they transferred a strategy they had learned on previous problems to a new problem. Third, they followed explicit instructions to adopt alternative strategies for particular kinds of problems. Fourth, having learned alternative strategies on previous
problems, they transferred appropriate usage of the strategies to a new problem. These are all ways in which people might naturally acquire new executive strategies. In addition, they represent potentially useful strategy training methods.

Despite the considerable flexibility in their executive strategies, subjects exhibited a strong proclivity toward adopting the traveling salesman strategy. Without instruction or training in the scheduling strategy, subjects almost invariably adopted the traveling salesman strategy. Further, many subjects failed to respond to instruction or training in the scheduling strategy. They persisted in adopting the traveling salesman strategy even when it was inappropriate. Only strong, unambiguous training methods (explicit instruction in a single strategy or previous experience with a single strategy) reliably induced adoption of the scheduling strategy. Only about half of the subjects learned to adopt the two strategies as appropriate. Of course, this had unfortunate consequences for their performance on the task.

These results were surprising for several reasons. First, the two strategies were commonplace. Subjects ought to have had prior knowledge of both of them. Second, both strategies were easy to understand and easy to execute. In addition, the subjects were bright, educated people who probably performed better than the average person would on this task. Finally, previous research has shown that for certain other tasks, people readily learn to apply alternative strategies appropriately (Anzai & Simon, 1979; Bruner et al., 1956; Resnick, 1976).

There are several possible explanations for subjects' failure to adopt the scheduling strategy reliably. Subjects may simply have forgotten how to use the scheduling strategy or may have forgotten to evaluate
its appropriateness. These hypotheses seem unlikely because of the simplicity of the task and the relative sophistication of the subjects. Alternatively, subjects may have considered using the scheduling strategy for time-constrained problems, but decided that it was unnecessary. That is, they may have judged that the available time was sufficient for performing all of the errands. A recent study provides some support for this hypothesis. Hayes-Roth (1979) observed that in performing the errand-planning task, subjects systematically overestimated the number of errands they could accomplish in a given period of time. Perhaps subjects in the present experiments also overestimated what they could accomplish. If this hypothesis is correct, the results would reflect an error in judgment, rather than an inability to adopt the strategies appropriately. Additional research should resolve these issues.

Whatever the reason for subjects' behavior, the results suggest that training in when and how to apply executive strategies may be an important aid to the problem-solving process. Although the training methods used in the present experiments produced mixed results, it must be remembered that they were designed to test certain hypotheses rather than to produce expert planners. It is straightforward to elaborate these procedures with additional instruction or practice. It is reasonable to expect such modifications to produce more substantial effects on a larger proportion of subjects.

STATUS OF THE OPPORTUNISTIC MODEL

The results confirm some basic assumptions of the opportunistic model: (a) that people can adopt alternative executive strategies for performance of a task; (b) that people can change strategies or act out
of accord with a previously adopted strategy during the problem-solving process; and (c) that the strategy a person adopts influences problem-solving difficulty and important characteristics of the solution.

The opportunistic model provides a useful framework within which to model flexibility in executive strategies. Its ability to execute a fixed set of problem-solving specialists in different orders permits the model to exhibit arbitrary executive strategies. At the same time, it avoids the redundant specification of subroutines entailed in the multiple-program approach discussed in the Introduction to this Note. Similarly, the model's ability to execute executive specialists in different orders permits it to construct different executive strategies with minimal redundancy in stored "program code."

The different levels of abstraction at which executive specialists operate (priorities, focus, and schedule) increase both the power and flexibility of the model. For example, early adoption of a particular problem-solving model (identification of a problem as one for which a particular strategy is appropriate) might lead a subject to make the corresponding priorities decision and to implement those priorities with subsequent focus and scheduling decisions, as illustrated in Tables 2 and 3. Such a configuration of decisions would provide an algorithmic approach to the problem. By permitting independent decisions at each level of abstraction, however, the model permits a variety of deviations from purely algorithmic problem-solving behavior. For example, the subject might switch to a different algorithm, with or without beginning the problem over again. The subject might begin with a particular algorithm and then abandon it in the course of solving the problem. (This is probably what many of our subjects did when they found they had
inappropriately adopted the traveling salesman strategy.) The subject might make isolated decisions that are inconsistent with otherwise algorithmic behavior. And, of course, the subject might not exhibit any obvious algorithm at all.

The opportunistic model also suggests plausible learning mechanisms. Because executive strategies comprise the actions of a particular configuration of independent specialists, subjects might well acquire them in bits and pieces. Unlike the multiple-program approach, the model does not require that a subject learn from repeated execution of complete strategies. Instead, the subject can acquire and refine various executive specialists independently. For example, the subject might infer that a certain set of priorities works well when the problem has certain time constraints. She or he might infer that a certain focus decision works well after problem solution reaches a certain stage. She or he might infer that when a particular configuration of problem-solving specialists is applicable, scheduling a particular one of them is usually more effective. The model's uniform representation of independent problem-solving specialists and executive specialists makes it amenable to several well-defined learning mechanisms in the literature (Buchanan, Mitchell, Smith, & Johnson, 1979; Hayes-Roth & McDermott, 1978; Neves, 1978; Waterman, 1975; Vere, 1978)

Finally, the model permits people to generate strategies that go beyond their explicit experience. Because the executive specialists operate independently, a subject can execute a configuration of specialists that she or he has never executed before. This permits at least a minimal form of the kind of novelty that characterizes much of human problem-solving behavior.
REFERENCES


DEPARTMENT OF THE NAVY

1. Meryl S. Baker
   NPRDC
   Code F309
   San Diego, CA 92152

2. Dr. Robert Breaux
   Code N-711
   NAVTEAQUIPCEN
   Orlando, FL 32813

3. Chief of Naval Education & Training Liason Office
   Air Force Human Resource Laboratory
   Flying Training Division
   Williams AFB, AZ 85224

4. Dr. Richard Elster
   Department of Administrative Sciences
   Naval Postgraduate School
   Monterey, CA 93940

5. Dr. Pat Federico
   Navy Personnel R&D Center
   San Diego, CA 92152

6. Dr. John Ford
   Navy Personnel R&D Center
   San Diego, CA 92152

7. LT Steven D. Harris, MSC, USN
   Code 6021
   Naval Air Development Center
   Warminster, Pennsylvania 18974

8. CDR Charles W. Hutchins
   Naval Air Systems Command HQ
   AIR-340F
   Navy Department
   Washington, DC 20361

9. Dr. Norman J. Kerr
   Chief of Naval Technical Training
   Naval Air Station Memphis (75)
   Millington, TN 38054  Navy
Dr. William L. Maloy  
Principal Civilian Advisor for  
Education and Training  
Naval Training Command, Code 00A  
Pensacola, FL 32508

Dr. Kneale Marshall  
Scientific Advisor to DCNO(MPT)  
OP01T  
Washington DC 20370

CAPT Richard L. Martin, USN  
Prospective Commanding Officer  
USS Carl Vinson (CVN-70)  
Newport News Shipbuilding and  
Drydock Co  
Newport News, VA 23607

Lt William Montaque  
Navy Personnel R&D Center  
San Diego, CA 92152

Commanding Officer  
U.S. Naval Amphibious School  
Coronado, CA 92155

Naval Medical R&D Command  
Code 44  
National Naval Medical Center  
Bethesda, MD 20014

Ted M. I. Yellen  
Technical Information Office,  
Code 201  
Navy Personnel R&D Center  
San Diego, CA 92152

Library, Code P201L  
Navy Personnel R&D Center  
San Diego, CA 92152

Technical Director  
Navy Personnel R&D Center  
San Diego, CA 92152

Commanding Officer  
Naval Research Laboratory  
Code 2627  
Washington, DC 20390
20 Psychologist
ONR Branch Office
Bldg 114, Section D
666 Summer Street
Boston, MA 02210

21 Psychologist
ONR Branch Office
536 S. Clark Street
Chicago, IL 60605

22 Office of Naval Research
Code 437
800 N. Quincy Street
Arlington, VA 22217

23 Personnel & Training Research Programs
(Code 458)
Office of Naval Research
Arlington, VA 22217

24 Psychologist
ONR Branch Office
1030 East Green Street
Pasadena, CA 91101

Washington, DC 20350

26 Captain Donald P. Parker, USN
Commanding Officer
Navy Personnel R&D Center
San Diego, CA 92152

27 LT Frank C. Petho, MSC, USN (Ph.D)
Code L51
Naval Aerospace Medical Research Laboratory
Pensacola, FL 32509

28 Dr. Gary Poock
Operations Research Department
Code 55PK
Naval Postgraduate School
Monterey, CA 93940
29  Mr. Arnold Rubenstein  
Naval Personnel Support Technology  
Naval Material Command (08T244)  
Room 1044, Crystal Plaza #5  
2221 Jefferson Davis Highway  
Arlington, VA 20360

30  Dr. Worth Scanland  
Chief, Naval Education and Training  
Code N-5  
NAS, Pensacola, FL 32508

31  Dr. Alfred F. Smode  
Training Analysis & Evaluation Group  
(TAEG)  
Dept. of the Navy  
Orlando, FL 32913

32  Mr. Robert Wisher  
Code 309  
Navy Personnel R&D Center  
San Diego, CA 92152

33  Mr. John H. Wolfe  
Code P31Q  
U. S. Navy Personnel Research and  
Development Center  
San Diego, CA 92152

DEPARTMENT OF THE ARMY

34  Technical Director  
U. S. Army Research Institute for  
the Behavioral and Social Sciences  
5001 Eisenhower Avenue  
Alexandria, VA 22333

35  HC USAREUE & 7th Army  
GDCSOPS  
USAREUE Director of GED  
APO New York 09403

36  Dr. Ralph Dusek  
U.S. Army Research Institute  
5001 Eisenhower Avenue  
Alexandria, VA 22333
37  Dr. Michael Kaplan  
U.S. Army Research Institute  
5001 Eisenhower Avenue  
Alexandria, VA 22333

39  Dr. Milton S. Katz  
Training Technical Area  
U.S. Army Research Institute  
5001 Eisenhower Avenue  
Alexandria, VA 22333

39  Dr. Harold P. O'Neil, Jr.  
Attn: PERI-OK  
Army Research Institute  
5001 Eisenhower Avenue  
Alexandria, VA 22333

40  Dr. Robert Sasmor  
U.S. Army Research Institute for  
the Behavioral and Social Sciences  
5001 Eisenhower Avenue  
Alexandria, VA 22333

41  Dr. Joseph Ward  
U.S. Army Research Institute  
5001 Eisenhower Avenue  
Alexandria, VA 22333

DEPARTMENT OF THE AIR FORCE

42  Dr. Earl A. Alluisi  
HQ, AFHRL (APSC)  
Brooks AFB, TX 78235

43  Dr. Genevieve Haddad  
Program Manager  
Life Sciences Directorate  
AFOSR  
Bolling AFB, DC 20332

44  Dr. Marty Rockway (AFHRL/IT)  
Lowry AFB  
Colorado  90230

45  3700 TCHTW/TTGH Stop 32  
Sheppard AFB, TX 76311

46  Jack A. Thorpe, Maj., USAF  
Naval War College  
Providence, RI 02846
H. William Greenup
Education Advisor (E031)
Education Center, MCDEC
Quantico, VA 22134

Headquarters, U. S. Marine Corps
Code MPI-20
Washington, DC 20380

Special Assistant for Marine Corps Matters
Code 100M
Office of Naval Research
800 N. Quincy St.
Arlington, VA 22217

Dr. A.L. Slafkosky
Scientific Advisor (CODE RD-1)
HQ, U.S. Marine Corps
Washington, DC 20380

Chief, Psychological Research Branch
U. S. Coast Guard (G-P-1/2/TP42)
Washington, DC 20593

Defense Documentation Center
Cameron Station, Bldg. 5
Alexandria, VA 22314
Attn: TC

Dr. Dexter Fletcher
Defense Advanced Research Projects Agency
1400 Wilson Blvd.
Arlington, VA 22209

Military Assistant for Training and Personnel Technology
Office, Under Secretary of Defense for Research & Engineering
Room 3D129, The Pentagon
Washington, DC 20301 Civil Govt
55 Dr. Susan Chipman  
Learning and Development  
National Institute of Education  
1200 19th Street NW  
Washington, DC 20208

56 Dr. Joseph I. Lipson  
SRED W-638  
National Science Foundation  
Washington, DC 20550

57 Dr. Andrew R. Molnar  
Science Education Dev. and Research  
National Science Foundation  
Washington, DC 20550

58 Dr. Frank Withrow  
U. S. Office of Education  
400 Maryland Ave. SW  
Washington, DC 20202

59 Dr. Joseph L. Young, Director  
Memory & Cognitive Processes  
National Science Foundation  
Washington, DC 20550

60 Dr. John R. Anderson  
Department of Psychology  
Carnegie Mellon University  
Pittsburgh, PA 15213

61 Dr. John Annett  
Department of Psychology  
University of Warwick  
Coventry CV4 7AL  
ENGLAND

62 Dr. Michael Atwood  
Science Applications Institute  
40 Denver Tech. Center West  
7935 E. Prentice Avenue  
Englewood, CO 80110

63 Dr. John Annett  
Psychological Research Unit  
Dept. of Defense (Army Office)  
Campbell Park Offices  
Canberra ACT 2600, Australia
Dr. Alan Baddeley  
Medical Research Council  
Applied Psychology Unit  
15 Chaucer Road  
Cambridge CB2 2EF  
ENGLAND

Dr. Patricia Baggett  
Department of Psychology  
University of Denver  
University Park  
Denver, CO 80208

Mr. Avron Barr  
Department of Computer Science  
Stanford University  
Stanford, CA 94305

Dr. Nicholas A. Bond  
Dept. of Psychology  
Sacramento State College  
600 Jay Street  
Sacramento, CA 95819  Non Govt

Dr. Lyle Bourne  
Department of Psychology  
University of Colorado  
Boulder, CO 90309

Dr. John S. Brown  
XEROX Palo Alto Research Center  
3333 Coyote Road  
Palo Alto, CA 94304

Dr. Bruce Buchanan  
Department of Computer Science  
Stanford University  
Stanford, CA 94305

Dr. C. Victor Bunderson  
WICAT INC.  
University Plaza, Suite 10  
1160 SO. State St.  
Orem, UT 84057

Dr. Pat Carpenter  
Department of Psychology  
Carnegie-Mellon University  
Pittsburgh, PA 15213
Dr. Hubert Dreyfus  
Department of Philosophy  
University of California  
Berkeley, CA 94720

LCOL J. C. Eggenberger  
Directorate Of Personnel Applied  
Research  
National Defence HQ  
101 Colonel By Drive  
Ottawa, CANADA KIA OK2

Dr. Ed Feigenbaum  
Department of Computer Science  
Stanford University  
Stanford, CA 94305

Mr. Wallace Feurzeig  
Bolt Beranek & Newman, Inc.  
50 Moulton St.  
Cambridge, MA 02138

Dr. Edwin A. Fleishman  
Advanced Research Resources Organ.  
Suite 900  
4330 East West Highway  
Washington, DC 20014

Dr. John B. Frederiksen  
Bolt Beranek & Newman  
50 Moulton Street  
Cambridge, MA 02138

Dr. Alinda Friedman  
Department of Psychology  
University of Alberta  
Edmonton, Alberta  
CANADA T6G 2E9

Dr. R. Edward Geiselman  
Department of Psychology  
University of California  
Los Angeles, CA 90024

CR. ROBERT GLASER  
LRDC  
UNIVERSITY OF PITTSBURGH  
3939 O'HARA STREET  
PITTSBURGH, PA 15213
**N-1170-OMR**

| 100 | Dr. Steven W. Keele  
|     | Dept. of Psychology  
|     | University of Oregon  
|     | Eugene, OR 97403 |

| 101 | Dr. Walter Kintsch  
|     | Department of Psychology  
|     | University of Colorado  
|     | Boulder, CO 80302 |

| 102 | Dr. David Kieras  
|     | Department of Psychology  
|     | University of Arizona  
|     | Tuscon, AZ 85721 |

| 103 | Dr. Kenneth A. Klivington  
|     | Program Officer  
|     | Alfred P. Sloan Foundation  
|     | 630 Fifth Avenue  
|     | New York, NY 10111 |

| 104 | Dr. Stephen Kosslyn  
|     | Harvard University  
|     | Department of Psychology  
|     | 33 Kirkland Street  
|     | Cambridge, MA 02138 |

| 105 | Mr. Marlin Kroger  
|     | 1117 Via Golita  
|     | Palos Verdes Estates, CA 90274 |

| 106 | Dr. Jill Larkin  
|     | Department of Psychology  
|     | Carnegie Mellon University  
|     | Pittsburgh, PA 15213 |

| 107 | Dr. Alan Lesqold  
|     | Learning R&D Center  
|     | University of Pittsburgh  
|     | Pittsburgh, PA 15260 |

| 108 | Dr. Michael Levine  
|     | 210 Education Building  
|     | University of Illinois  
|     | Champaign, IL 61820 |
109  Dr. Robert A. Levit  
Director, Behavioral Sciences  
The BDM Corporation  
7515 Jones Branch Drive  
McLean, VA 22101

110  Dr. Charles Lewis  
Faculteit Sociale Wetenschappen  
Rijksuniversiteit Groningen  
Oude Boteringestraat  
Groningen  
NETHERLANDS

111  Dr. Mark Miller  
Computer Science Laboratory  
Texas Instruments, Inc.  
Mail Station 371, P.O. Box 225936  
Dallas, TX 75265

112  Dr. Allen Munro  
Behavioral Technology Laboratories  
1845 Klena Ave., Fourth Floor  
Redondo Beach, CA 90277

113  Dr. Donald A Norman  
Dept. of Psychology C-009  
Univ. of California, San Diego  
La Jolla, CA 92093

114  Dr. Seymour A. Papert  
Massachusetts Inst. of Technology  
Artificial Intelligence Lab  
545 Technology Square  
Cambridge, MA 02139

115  MR. LUIGI PETRULLO  
2431 N. EDGEWOOD STREET  
ARLINGTON, VA 22207

116  Dr. Martha Polson  
Department of Psychology  
University of Colorado  
Boulder, CO 80302

117  DR. PETER POLSON  
DEPT. OF PSYCHOLOGY  
UNIVERSITY OF COLORADO  
BOULDER, CO 80309
136
DR. THOMAS WALLSTEN
PSYCHOMETRIC LABORATORY
DAVIE HALL 013A
UNIVERSITY OF NORTH CAROL
CHAPEL HILL, NC 27514

137
Dr. Phyllis Weaver
Graduate School of Education
Harvard University
200 Larsen Hall, Appian Way
Cambridge, MA 02139

138
Dr. David J. Weiss
N660 Elliott Hall
University of Minnesota
75 E. River Road
Minneapolis, MN 55455

139
DR. GERSHON WELTMAN
PERCEPTRONICS INC.
6271 VARIEE AVE.
WOODLAND HILLS, CA 91367
139 ADDRESSES
162 TOTAL COPIES