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PREFACE

The development of Computer Programs, which are referred to as Software, is currently on the critical path of all NATO weapon systems and developments. The cost of designing, developing, and subsequently maintaining software is currently costing many times the cost of the related hardware. The objective of this AGARDograph, assembled by the Guidance and Control Panel of AGARD, brings together related experience in the NATO community as a guide for future guidance and control software development.
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The Editor also wishes to express his appreciation to his panel colleagues Monsier Daniel Pichoud (France), Dr Reiner Onken (Germany), Mr Peter Kant (Netherlands), Mr John Hillington (United Kingdom), Mr Ronald Vaughan (US Navy), and Dr Herman Redeiss (US-NASA) who assisted me in the selection of topics and the identification of authors from their respective countries. I also wish to acknowledge the valuable contribution and assistance provided by the AGARD staff.

Special recognition is due my secretary, Mrs Agnes Vislosky, who handled most of my correspondence, assembled the final manuscript and even typed two of the last chapters submitted to enable their inclusion in this AGARDograph.
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SUMMARY

The preparation of requirements is seen to be a relevant area to address in order to improve system software acquisition. There is evidence to suggest that it is potentially cost effective to consider means of improving the way in which requirements are validated. In order to validate requirements the form of expression and methodology of derivation need to be structured in a particular way. To achieve this a convenient interface with the engineer is required as well as an information structure amenable to validation and automated aids to this process.

Such an approach is described, embodying a hierarchical diagrammatic notation, information structure and an appropriate system description language and analyser to assist validation.

INTRODUCTION

This paper will discuss the problems associated with the development of requirements for Guidance and Control Software. It will suggest ideas that it is believed will overcome these problems and describe a specific application of those ideas in terms of a methodology and associated tools.

Let us first examine the position and contribution of requirements definition in the perspective of the overall product life cycle. In doing so we will consider it from two relevant viewpoints.

- The resources needed to produce requirements.
- The quality of requirements and its impact on budget.

A typical phased life cycle is shown in Fig. (1) as consisting of a number of logical steps providing both technical and management outputs. There is general agreement that phasing product development in this way is desirable although there is still much discussion as to the specific interfaces between phases and the methodologies and tools used to achieve them.

The following observations can be made:

The requirements phase represents a small percentage of overall budget and is labour intensive. A typical budget profile taken from (1) is shown in Fig. (2). The cost of changing software either to correct errors or because of modified requirements becomes more expensive as the life cycle proceeds. This is exemplified by Fig. (3), based on Boehm (2), where the cost can be seen to be increasing by orders of magnitude between requirements and operation. Development apart, requirements are less likely to change if they are considered in depth to begin with and quite clearly some errors originate from a poor communication interface between customer and supplier.

These observations lead to the conclusion that benefits are to be gained by improving the way in which requirements are developed. A large percentage increase in resources applied to the requirements phase will result in a small change to the overall budget and hence improving the production of requirements has a potentially advantageous cost leverage. Having established a case for examining the production of requirements in order to ascertain how it can be improved we will discuss below the nature of the problems encountered in more detail. Without wishing to pre-empt this discussion it is believed that these problems can be overcome by the following:

- Enter the production of requirements by considering as many technical viewpoints as possible.
- Provide the engineer with a convenient notation for expression.
- Proceed via decomposition to produce a hierarchy of functions and data.
- Establish an information structure that enables validation.
Enlist the help of tools that will assist validation and simplify the production of documentation.

In this paper we will discuss the roles of a standard for the expression of requirements, a methodology to be used in their derivation and tools to assist us. A particular set will be described that currently appear to be adequate while accepting the necessity for their development in the light of experience.

PROBLEMS ENCOUNTERED IN THE PRODUCTION OF REQUIREMENTS

There is a growing feeling on both sides of the Atlantic that many of the problems associated with software projects can be traced back to inadequacies in the requirements specification phase. This observation is important when one considers the cost of correcting problems over the product life cycle. As mentioned above, Boehm has shown that there is a significant difference between the cost of correcting errors during requirements specification and when the product has reached the testing phase.

Unfortunately, as Rubey so effectively points out in (3), the organisation of software testing often means that the most significant errors are detected late in the testing activity. The initial unit testing usually only detects the errors made by the programmers when the unit under test was programmed. The integration testing generally only detects errors that result from an incomplete or ambiguous software design. Acceptance testing, done last, detects errors that were made very early on when the functions that the programme satisfies were defined. Clearly the early verification of the original functional requirements is essential.

In TRW's software reliability study (4) the analysis of error data showed that most of the errors were design and requirement errors as opposed to coding errors and those made during the correction of other problems. The evidence indicates that although software development projects typically expend much effort in requirements and design reviews, these sources of error were shown to represent major portions (60%) of the total errors detected during formal testing.

Reifer has reported more recently in (5) the results of project experience indicating that more than 62.5% of all changes during test and integration resulted from latent requirements and design errors. In turn about 85% of those errors were a result of inadequacies or deficiencies in requirements.

Perhaps the most comprehensive collection of qualitative evidence based on project experience is to be found in the MITRE study (6) for the United States Department of Defense. This work was aimed at translating software acquisition and management problems into specific objectives that the DoD could then pursue as part of its research and development programme. The comments in the project interviews that relate to requirements specification are quoted below.

- Requirements were not well developed or understood by the user and the subcontractor.
- Requirements change during development; programme managers should try to get user agreements early in the process.
- Some of the major software problems and delays were caused from software not performing the functions that management intended.
- It takes too long to develop, produce and deploy weapons systems (up to 10 years). Requirements change over the development cycle which causes expensive redesign efforts.
- It is important to validate interfaces early.
- There is a need to stabilise requirements early in the system acquisition. Changes to the requirements caused major software redesign efforts which delayed the operational date of this system. With extended development of a system there is a danger it will be overtaken by the technology changes.
- There is a need to do a good system analysis of requirements, define all interfaces and to ensure that all components of a system can be built before starting the detailed software design and coding.
- There are at times software compromises made at the beginning of a system development because of the lack of funds. However, there always seems to be funds to correct for software deficiencies later.
- There is a need for a research and development programme to find ways to accomplish automatic verification through simulation or other means to avoid expensive testing.
- Changing requirements presented major problems; trying to cope with changes was expensive and time consuming.

- Functional requirements should be clearly stated before entering into a development contract. A good check on feasibility of requirements is to determine whether they are testable, if not they should be eliminated.

The quotations were given in full in order to emphasise the repetition of certain observations over the many projects examined.

- Requirements should be validated at an early stage.

- Changes to requirements are the norm and have expensive consequences.

- There is a communication problem between the customer (requirements) and the contractor (product) that leads to lack of conformance.

- Requirements need assessing to ensure that they are practicable.

We can conclude therefore that in order to improve the situation we require standards and tools that will satisfy the following objectives.

- Validate requirements (i.e. ascertain if they are consistent and complete).

- Assess the consequence and potential cost of changes to requirements.

- Improve the communication between the customer and contractor (i.e. unambiguous).

- Provide the detail that will allow realistic assessment of whether requirements are practicable.

It could also be said that another cause of changes to requirements is that they were inadequately considered originally and so any improvement in their production should include mechanisms that assist the engineer in making his statement as comprehensive as possible. This can only be done by allowing individual viewpoints to be expressed and subsequently combined into an overall system requirement.

This latter point is important when considering new generations of avionic systems, moving away from centralised computing and equipment oriented subsystems towards a fully integrated approach with distributed and even federated processing. The latter approach, to be effective, should as far as possible have no preconceived ideas concerning equipment boundaries before functional requirements have been prepared.

It can be concluded from the above that the quantitative evidence justifies the case for improving the way in which we produce requirements through leverage on the overall budget. The qualitative evidence points to specific ways in which the process could be improved, such as techniques for validation and improving customer/vendor communication.

AREAS OF IMPROVEMENT

This section will discuss how the problems of communication, validation, conformance and the consequence of change can be addressed. The solutions are intrinsically related to the structure of the requirement both to improve communication and assist validation although differing in the resolution of detail.

Requirements are presented in varying levels of detail as a starting point.

The customer may have just a notional idea of what he requires of his system and will rely on the implementor to produce a more detailed statement in partnership with him. At the other end of the scale, the customer, because of his experience may be able to transfer his notional requirements into the detail needed without assistance.

With either approach it is essential that the detailed end product conforms with the original (or notional) requirement. Notional, perhaps is too trivial an adjective but it is attempting to show that the customer views the system requirement, initially, as part of a global requirement at a higher level. For example, as part of a strategic scenario a front line ground support vehicle with reconnaissance may be required, to which can be assigned certain qualities such as navigation performance, weapon aiming accuracy etc. This high level requirement must then be translated into a system requirement which can be seen to be part of an overall vehicle requirement. At a lower level, the system requirement is itself seen to consist of specifications for particular pieces of hardware and matching software requirements.

Clearly the transformation and enhancement of the original requirement down to the detail of a software requirement which can act as the basis for software design is a long and laborious process. It is also vital that during this process conformance between the starting point and the end product is preserved and that nowhere along the way inconsistencies and ambiguities accumulate that will lead to erroneous requirements or requirements that will confuse their recipient the software designer.
It is believed that this can be achieved by developing requirements within a hierarchial framework, where each level in the hierarchy represents a more detailed qualification of the problem. Ideally the hierarchy should be developed from the overall system requirements and transcend into the software requirements but at the very least be employed for software requirements.

Thus, in a process hierarchy approach a system is organised as a sequence of hierarchial levels of processes. In each level a group of interacting processes can be observed which is accomplished by yet another group at a lower level (7). This general approach to describing systems is varying described as top down, structured, stepwise refinement and functional decomposition. Although there are subtle differences in these techniques, in practice, they subscribe to the philosophy outlined above.

This approach has been the basis of successful engineering practice for decades. A requirement is initially satisfied by a conceptual or outline solution that is gradually more detailed until an adequate description of the system results that will allow it to be built. This process allows iterations to take place between the various levels.

Fig. (4) is a simplified representation of the drawing scheme used to manufacture an aircraft and it is possible to make the following observations.

- There are several levels of detail.
- At each level of detail the customer and designer assess in turn whether the design is practicable, will satisfy the requirements and if it is correct.
- The hierarchy of information that each drawing level represents can be seen to be a logical decomposition of the preceding levels.
- There is an unambiguous method of expressing the design (i.e. a drawing system with standards).
- Inter-relationships between various levels and drawings at the same level are referenced on the diagrams.

In short, there is a visible structure of the information required to construct the aircraft.

When applied to the development of system and software requirements it is clear that such an approach if applied rigorously would enable conformance to be established via a series of small increments of detail. Equally the effect of changes to the requirement could be quickly traced through the hierarchy in order to establish the functions affected by such a change. The notation in the engineering analogy allows an unambiguous statement of the requirement which is vetted against a drawing standard. In the case of system/software requirements a standard is needed that imposes an information structure on the description that prevents ambiguities and inconsistencies.

As a very simple example consider a small subset of the information categories required in describing process and data.

**PROCESS**

- **Name:** A recognisable and unique identifier for the process.
- **Part of:** It should be seen to be part of a process at the previous level.
- **Parts are:** The names of processes that are part of this process at the next level.
- **Uses:** The data used by this process.

**DATA**

- **Name:** A recognisable and unique identifier for the data.
- **Part of:** It should be seen to be part of data at the previous level.
- **Parts are:** The names of data that are part of this data at the next level.
- **Used by:** The names of processes that use this data.
- **Derived by:** The name of the process that derives this data.

The validation of information provided in these categories falls into two areas:

- Whether the information is present or not and its consequence.
- If the information is present, is it consistent with corresponding information in other categories and relating to other parts of the system.

The scale of the validation tasks associated with these two classes differ by an order of magnitude. The complexity of the latter task is further magnified when one considers that the categories described above represent a very small percentage of all the possible categories of information that would be expected by a comprehensive requirements standard. The function of the standard is that it has made validation of the requirements possible (i.e. the validation procedures are now visible). The function of an automated aid is that it makes the validation process practicable by alleviating the considerable clerical task of checking the many categories of information necessary.
A SPECIFIC APPROACH TO THE PRODUCTION OF REQUIREMENTS

The ideas discussed in the previous section have been used to devise a specific approach to developing systems and software requirements. This work is aimed at deriving the requirements for a fully integrated avionic system of the type being considered for current and future military aircraft. The techniques and tools are collectively described as Semi Automated Functional Requirements Analysis (SAFRA). The major elements of SAFRA are shown in Fig. (5) and can be seen to contain the following:

A Method of Problem Entry and Decomposition

This consists of bounding the problem to be described and in doing so proposing the viewpoints to be considered while developing the requirement. Information is collected for each viewpoint including its impact on other viewpoints and represented in tabular form. The tabular data are decomposed and used to identify threads (or logical paths of operation) through the actions required to satisfy the input and output data. The threads are reconciled to produce combined threads both within viewpoints and across viewpoints where iteration between them occurs.

A level of decomposition is defined as a statement of a new set of viewpoints reflecting the changing influences brought about by increasing the level of detail.

A Notation for Description

The requirement at the highest and subsequent levels is represented using a simple diagrammatic notation which allows decomposition of data and process to proceed in parallel. All the elements contained within the diagrams are described via lower level diagrams and associated text referred to as object definitions.

An Information Structure for Validation

The information contained in the object definition is translated into the more rigid format of a Technical Definition for each object and for a number of object types. The format consists of particular information categories which are in part of a general nature or specific to the object type.

Validation

The validation procedure is used to check the consistency, completeness and ambiguity of all the information categories in a Technical Definition. These tests validate hierarchical statements and also cross references to related Technical Definitions.

Practically all of these tests can be accomplished using a system description language with associated analyser and data base.

In the context of SAFRA the particular methodologies and tools employed are as follows. The method of problem entry and notation are based upon the Controlled Requirements Expression (CORE) methodology developed by System Designers Ltd., in the United Kingdom. The information structure to assist validation also owes much to System Designers' standards for requirement specification.

The automated aid used for validation is the University of Michigan's Information System Design and Optimisation System (ISDOS) consisting of a Problem Statement Language (PSL) and Problem Statement Analyser (PSA). The above features of SAFRA will now be discussed in a little more detail.

Problem Entry and Decomposition

The top level of a requirement should be achieved by considering as many viewpoints as possible that relate to external interaction with (or influence on) the system being described, (e.g. tactical user, pilot etc.). For a particular viewpoint information is assimilated by the engineer directly or by interviewing a relevant specialist using a checklist of questions. Experience to date indicates that this list begins as an aide memoire but once the engineer becomes more practiced it can eventually be dispensed with. A typical question checklist is shown in table (1).

This collecting of information is the first of ten logical steps taken at each level of decomposition. Subsequent steps relate to data reconciliation, data decomposition and the construction of isolated and combined threads through each viewpoint and across viewpoints. The threads are represented by the diagrammatic notation described below. In addition to threads an operational (a 'snapshot') view is considered in order to describe the system in operation, indicating, for example, the degree of parallelism required.

The final step is a 'reliability' assessment, where every object (data and process) is examined in order to ascertain the consequence of its failure or degradation on the rest of the system. This check will result in system changes if corrective or recovery action is required.

The reader is referred to reference (8) for a more comprehensive discussion of the methodology underlying Controlled Requirements Expression (CORE).
1. Establish system title.
2. Define system purpose (from previous level).
3. Define system boundaries (for the particular level).
4. Establish Decomposition Viewpoint(s).
5. Define Decomposition Level.
6. ACTIONS
   What Actions does the ............................... system perform?
   (How are these Actions performed?) (By what mechanism)
   Prompts: Operator/Computer/Transmitter/Receiver
   Are there any other Actions?
   (How are these Actions performed?)
   Are you sure that's all?
7. What are the inputs for the Actions above?
8. What are the sources for these inputs?
9. What are the outputs for the Actions above?
10. What are the destinations of these outputs?
11. What Events occur that start or stop these Actions?
12. What Action does the ............................... system perform to Gather Information?
    Prompt: Input signal transducers
    (By what mechanism does the ............................... system Gather Information?)
    Prompt: Sensor/Operator
13. What Action(s) does the ............................... system carry out on Inputs?
    Prompt: Signal Processing/Computing
    (By what mechanisms are these Actions performed?)
    Prompt: Aircraft systems/operators/processing
14. What Information Checking does the ............................... system perform?
    Prompt: Signal validation/Signal correlation
    (By what mechanism is this change conducted?)
    Prompt: Computing : hardware/software
15. What Information Storage does the ............................... system perform?
    Prompt: Mission Data Store (e.g. Target position/ Waypoint (Fuel))
    (By what mechanism is this storage achieved?)
    Prompt: Alterable store/permanent store
16. What Dissemination Action(s) does the ............................... system perform on the output data?
    Prompt: Transducing/Output Data processing
    (By what mechanism is this dissemination achieved?)
    Prompt: Data Formatter/Transmitter
17. What Correction/Change Action does the ............................... system perform?
    Prompt: System updates/course corrections
    (By what mechanism(s) are these Corrections/Changes achieved?)
    Prompt: Operator/Aircraft Systems.
18. What management/control action does the ............................... system perform?
    Prompt: Engine control - by the Main Engine Control Units
    Flight control - by the C.S.A.S.
    (By what mechanism(s) is management/control achieved?)
    Prompt: Operator/Computer
19. What Failure Detection; Location and Diagnostic Action; does the ............................... system perform?
    Prompt: Internal Testing
    (By what mechanism(s) are failures detected; located; and diagnosed?)
    Prompt: Test circuitry
20. What are the Inputs for the Actions in 12 to 19 above?
    (By what media are these Data Transmitted?)
    Prompt: Test circuitry
21. Is that all?
22. From what sources are each of these inputs derived?
23. Is that all?
24. What are the Outputs for the Actions in 12 to 19 above?
    (By what media are these Data Transmitted?)
    Prompt: Test circuitry
25. Is that all?
26. What destinations are these outputs passed to?
27. Is that all?
28. What Events occur that start or stop the system?
    (When do these Events occur?)
29. For Decomposition Questions 6 to 14 apply.
Diagrammatic Notation

The basic technique of description is a hierarchic set of diagrams. An item which appears on one diagram is itself decomposed and described in a lower level diagram. Each diagram is supported by notes and the whole is supplemented by a complete Technical Definition which always contains information under key headings, which we will discuss later. This section will attempt to describe the notation only.

The system adopted allows strict control of the consistency of one level of decomposition with the higher level from which it was derived and is based upon boxes and directed lines. On each diagram a box defines an object and a line defines its interface, interaction or area of external effect. The interfaces to a box at one level must appear as external interfaces in the lower level decomposition description.

As most systems contain two fundamental hierarchies (process and data) the production of a description aims to represent both hierarchies via a simple notation. This is done using two sets of diagrams:

- Data diagrams
- Process diagrams

In a data diagram a box represents information and a directed line normally represents a process. In a process diagram a box represents a process and a directed line represents information.

The side of the box at which a directed line appears indicates the type of relationship between the line and the box.

The difference between these two approaches in practice is shown in Fig. (6) and can be termed 'data on arrow' and 'process on arrow'.

Box Ordering

Temporal ordering of data production or process takes place from left to right, within a particular diagram.

If B were a process this means that it can take place at any time between the end of A and the start of C. If B were data, it is produced between the time A has been produced and the time C starts being produced.

Intermediate order is shown vertically.

B and C may occur in any order, including in parallel, but both must occur after A and before D.
Mutual exclusion is indicated by a 0 in one of the top corners of a box.

Either B or C, but not both, will occur after A and before D for process diagrams, which occurs will depend upon the selection made by A.

Iteration is indicated by an * in one of the top corners of a box.

B occurs repeatedly after A and before C, this may include zero occurrences.

Combined Ordering Notations

The above notation may be combined in such a way as to represent the following cases:

Here B and C occur repeatedly after A and before D, and instances of B and C can occur in any order or in parallel (e.g. asynchronous process).

Here, B occurs repeatedly and C occurs once, i.e. after A and before D. Each instance of B can occur before, after or in parallel with the one instance of C.
Here, either one instance of B or several instances of C occur after A and before D.

**Line Branching**

Lines interconnecting boxes may be branched appropriately to indicate either decomposition or duplicate use of whatever the line is representing.

Here B is a composite of B1 and B2

For process on arrow: X is derived partly by A and B1; Y is derived partly by C and B2; Parts of B derive parts of X and Y;

For data on arrow: Part of X uses A and part uses B1; Part of Y uses C and part uses B2; Parts of B are used by part of X and part of Y;

For process on arrow: X is derived partly by A and B; Y is derived partly by C and B; B derives parts of X and Y;

For data on arrow: All of B is used by part of X and by part of Y; B is not being decomposed.
Line Joining

Similar rules apply to line joining.

Here D is a composite of D1 and D2

For process on arrow: Part of X is used by D1 and part by C;
Part of Y is used by D2;
Parts of X and Y are used by parts of D;

For data on arrow: Part of X derives D1 and part derives C;
Part of Y derives D2;
Parts of X and Y derive the parts of D;

For process on arrow: Part of X and all of Y is used by C;
For data on arrow: All of C is derived by part of X and by part of Y;
C is not being decomposed;

A final word about lines and boxes.

The data X cannot travel backwards in time. This construction is possible only if A and B are parts of the same iteration box.

X can travel backwards only if an iteration at a higher level contains A and B or if A also receives a default (initialisation) value.
Object Definitions

The diagrams above are insufficient and in order to provide a complete system description additional information is required. The nature of this information is such that it would be inconvenient to include it in the diagrams and therefore it is provided as additional text. The function of the object definition is to record all the information required for system description prior to it being transferred into the more formal representation required for subsequent validation. It consists of a data or process diagram with an appropriate indexing key and associated text.

In compiling a description a certain level of confidence in its accuracy and completeness must have been reached. In practice this is achieved by addressing the levels below before judging the description at the current level. Thus at least two levels below the current one will have been explained in some detail before the object definition of the level under consideration is seen to be adequate.

A typical diagram proforma is shown in Fig. (7) with appropriate key and should be accompanied by change and review sheets and notes providing technical information not provided by the diagrammatic notation. For example, the following additional information would be required in defining a process.

- A brief description of the process
- The maximum time allowed for this process
- The process at a lower level that makes up this process
- A process at a lower level utilised by this process
- A process at a higher level that utilises this process
- The frequency of this process (if iterative)
- Security classification of the subject being described
- The event that triggers this process
- The event triggered when this process is terminated

Technical Definitions

General

The function of a Technical Definition (T.D.) is to represent the system description in such a way as to allow validation of the requirement. This is achieved by partitioning the description into specific and unambiguous information categories, grouped according to the type of object being described.

The categories apertain to hierarchies, relationships, qualities, time ordering etc., of the object they are helping to describe. The titles assigned to these categories correspond to PSL constructs and such words are identified in the T.D. description given below, by being in capitals.

The objects used in system description are:

PROCESS
INPUT
OUTPUT
SET
GROUP
ELEMENT
INTERFACE

Brief Definitions of the Objects are:

PROCESS: Represents any action carried out on data. It can validate Inputs, produce Outputs, store and manipulate data to meet the objectives of the system and cause the initiation of additional Processes.

INPUT: Describes a collection of data produced external to the system but used by the system. It shows the flow of data from the outside world into the system.
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>OUTPUT</td>
<td>Describes a collection of data produced by the system, but is used external to the system.</td>
</tr>
<tr>
<td>SET</td>
<td>Defined as a typical or logical view of the data as seen by the user. It is a collection of one or more occurrences of objects that contain or carry data values. In this context it is applied to the medium of input or output.</td>
</tr>
<tr>
<td>GROUP</td>
<td>A logical collection of data elements and/or other groups. In this context it is used to describe data generated internal to the system.</td>
</tr>
<tr>
<td>ELEMENT</td>
<td>The basic unit of data and therefore cannot be sub-divided. An element is used to describe a data object which may take on a value. In this context it is used to describe data generated internal to the system.</td>
</tr>
<tr>
<td>INTERFACE</td>
<td>An object or system outside the boundaries of the target system that interacts with the system being described.</td>
</tr>
</tbody>
</table>

In addition to the above, T.Ds for events and the conditions that control them have also been considered.

A Technical Definition for a Process is given below as an example.

```
PROCESS TECHNICAL DEFINITION

PROCESS: The name of this PROCESS;
SYNONYM: An appropriate synonym;
DESCRIPTION: A short description of this PROCESS starting on this line and preferably not more than 5 lines in length, terminated with a;
KEYWORDS: An appropriate identifier that can be used for selective retrieval from the database;

ATTRIBUTES ARE:
  TIME-LIMITS The maximum time allowed for this PROCESS;

SEE-MEMO: The name of the document that calls up the requirement for this PROCESS;
GENERATES: The OUTPUTS generated by this PROCESS;
RECEIVES: The INPUTS received by this PROCESS;
SUBPARTS ARE: The PROCESSES at a lower level, that make up this PROCESS;
PART OF: The PROCESS, at a higher level, that this PROCESS is part of;
UTILIZES: A PROCESS at a lower level utilized by this PROCESS;
UTILIZED BY: A PROCESS at a higher level that utilizes this PROCESS;
USES: Internal data used by this PROCESS;
DERIVES: Internal data derived by this PROCESS;
PROCEDURE: AFTER The PROCESS that immediately precedes this PROCESS in time,
  BEFORE " " " " follows " " " "
HAPPENS: Frequency TIMES-PER: Interval; (e.g. HAPPENS: 30 TIMES-PER second)
TRIGGERED BY: The event that starts this PROCESS off;
INCEPTION-CAUSES: Events generated by the inception of this PROCESS;
TERMINATION CAUSES: The event generated when this PROCESS finishes;
RPD: The engineer responsible for this definition (e.g. Responsible Problem Definer);
SECURITY: The security classification of this Technical Definition;
SOURCE: Information not contained within the system documentation;
```
VALIDATION

General

The Technical Definitions described in the previous section contain information that may be examined as part of a validation process. Validation consists of examining the requirement in order to ensure it is consistent, complete and unambiguous.

Completeness, here, refers to the completeness of a stated system structure and not whether all the technical viewpoints have been accommodated. The latter will only emerge from technical reviews of requirements.

In this section we will describe in detail a typical validation procedure, as applied to a Process Technical Definition, in order to demonstrate the nature of the tests being made and the files required to support them. In the next section we will summarise how PSL/PSA assists this procedure but it is important that we clarify the specific tasks that the tool will undertake by first considering a manual approach to the problem.

Support Files

Before we discuss the tests there are a number of files that need to be established and these are as follows:

System Dictionary

This contains the names of all objects referred to in a system description. This includes items mentioned within Technical Definitions as well as the objects for which T.Ds already exist. i.e. Object, synonym, type (e.g. Read Data, RD, Process).

Technical Definition File

This contains the names of all objects that have been qualified by a Technical Definition. As such, all objects referred to at levels of decomposition higher than the one being considered should have an entry in this file. Similarly, all objects being qualified at the current level should be entered in this file. The file is structured according to type (i.e. Process, Input, Output etc.).

Responsible Problem Definer File

This contains the names of all personnel involved in the definition of the requirement, with details of the specific objects they are responsible for.

Memo File

This contains the identifiers of all ancillary documentation referenced in the system description with details of specific objects that reference them.

Validation Tests

Validation takes place once Technical Definitions have been prepared for a level of decomposition. In brief it consists of checking each Information Category (I.C.) in the T.Ds for completeness, consistency and ambiguity.

For example:
- Completeness; has the I.C. been completed and if not is the description still valid?
- Consistency; are the statements made about the objects connected with this Technical Definition consistent with complementary statements made in other Definitions? (e.g. Inputs generated and Outputs received).
- Ambiguity; Have the names assigned to objects in one T.D. already been used in another context elsewhere?

Checklists of tests or statements of error can be drawn up to satisfy the above criteria and an example for the validation of a Process T.D. is shown in Fig. (8).

Answering the questions with a YES constitutes a pass, NO, a failure.

The tests may be classified as follows:
- General comments
- General section
- Hierarchies
General Comments

All entries should be checked for completion and blank entries reported. Not all of these will constitute a failure, for example a Process is not necessarily utilised by another Process. At the top and bottom levels of decomposition, the part of and subparts are entries respectively will not apply.

Hierarchies

These in turn can be seen to be relating to

- the level above
- the current level
- the level below

Level Above

All the identifiers for T.Ds at the current level will have been included in the description of the previous level. They will therefore appear in the System Dictionary. The identifiers cited at the current level must be checked against the System Dictionary to ensure that they exist and are being used in the correct context.

Statements of error would be:

Name not in System Dictionary
Name used for another purpose

Clearly, there must be one parent at the previous level, for the objects at the current level and a T.D. must exist for it.

e.g. More than one name supplied
Entry does not exist

Current Level

All identifiers referred to at the current level must have T.Ds prepared for them and hence entries in the T.D. file.

e.g. Entry does not exist

These T.Ds will contain complementary statements that relate to the T.D. being considered (i.e. a DERIVES category in a PROCESS T.D. will have a complementary DERIVED BY statement in a GROUP T.D.).

e.g. Cross References do not exist

Level Below

Names used for the level below should not already exist in the System Dictionary.

e.g. Name in System Dictionary

Clearly there should be more than one offspring, at the level below, of a parent at the current level.

e.g. Only one name supplied

These errors are summarised in the table below:

<table>
<thead>
<tr>
<th>LEVEL</th>
<th>SYSTEM DICTIONARY</th>
<th>TECHNICAL DEFINITION</th>
<th>ANOTHER PURPOSE</th>
<th>CROSS REFERENCES</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABOVE</td>
<td>NOT IN</td>
<td>NOT IN</td>
<td>YES</td>
<td>-</td>
</tr>
<tr>
<td>CURRENT</td>
<td>NOT IN</td>
<td>NOT IN</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>BELOW</td>
<td>IN</td>
<td>IN</td>
<td>YES</td>
<td>-</td>
</tr>
</tbody>
</table>
PSL/PSA ASSISTANCE

General

In this section we discuss the role of PSL/PSA in SAFRA and how it can be used by the engineer to validate and assess the completeness of his description.

In order to assist the engineer in preparing the Technical Definitions and to produce them in such a way that they can be converted into PSL, a number of proforma have been devised. An example is shown in Fig. (9).

Files

The files used to assist validation that were described in the previous section can be generated by selective use of PSA reports as follows:

System Dictionary

Every object name that successfully passes syntactical and semantic checks by the analyser will be stored in the database. It may be subsequently retrieved and displayed using the Dictionary Report. At minimum this will allow listing of all names stored in alphabetical order, with synonym and type. An example is shown in Fig. (10). The majority of names will have an implied type although they have not been explicitly assigned, (e.g. SUBPARTS ARE of a Process must be themselves Processes). In this case the type will be automatically assigned by the analyser. On the other hand the context of some objects are ambiguous, (e.g. A Group may CONSIST OF Groups or Elements). In this case the name will be stored in the database, but examination of the Dictionary will show its type as undefined.

Technical Definition File

A Technical Definition is very similar in structure and content to a PSA Section. A Section consists of all the valid PSL statements that relate to a particular object type. An example for Process is shown in Fig. (11). The Formatted Problem Statement report will list, for a particular object, all the statements entered into the database, as shown in Fig. (12) and can be used to represent a Technical Definition File.

Responsible Problem Definer and Memo File

These may be generated as above, by use of the Formatted Problem Statement report to list the Responsible Problem Definer and memo sections, as shown in Fig. (13) and (14).

Validation

The reader is referred to Ref. (9) for a complete description of the use of PSL/PSA in checking a system description, here we will discuss those particular aspects that relate to the validation procedures outlined in the previous section.

A considerable portion of the error detection facilities in PSA are used to check the preciseness of new PSL statements being added to the database. The analyser checks that the syntax is correct and that the user-defined names given in the new statements are consistent with the names already in the database. If either of these conditions fail, an error diagnostic is generated by the analyser to inform the user that the information to be stored in the database was ambiguous or inconsistent. No ambiguous or inconsistent information is allowed into the database.

It is important that once an object is defined and has an associated object type (e.g. Process or Set), the object can only be used in the context in which it is defined. Thus an object defined to be a Process cannot be also used to define a group of data.

Similarly, only valid relationships between objects are allowed. For example, a USES relationship between two Process names is not permissible and any attempt to specify this would generate an error diagnostic.

Let us now examine the validation tests for hierarchies, described in the previous section, in order to identify how PSL/PSA provides assistance.

Level Above

Name not in System Dictionary: the name will have been automatically entered at the previous level description and if not, the reasons for omission would have been reported via an error diagnostic.

Name used for another purpose: this will be reported by the analyser when a new block of PSL is input (i.e. 'Name already used in different context').

More than one name supplied: this will be reported by the analyser when a new block of PSL is input (i.e. 'Already part of something else'). This only applies to system structure relationships (i.e. Part of/Subparts are), data structure relationships (i.e. Consists of/Contained in) are such that objects may be Contained in several objects at a higher level.
Entry does not exist: The Formatted Problem Statement report would be examined.

Current Level

Entry does not exist: The Formatted Problem Statement report would be examined.

Cross References do not exist: In most cases PSA makes appropriate cross references by inserting complementary statements in the relevant sections. For example, if an Interface T.D. Generates an Input, the Input T.D. will have a Generated By statement inserted referring to the relevant Interface.

Level Below

Name in System Dictionary: Manual Inspection of Dictionary report. This is particularly important as entering a name that already exists in the system will merely reopen the associated section and merge the new statements with those already in the database.

CURRENT STATUS OF SAFRA

An approach to the development and validation of requirements has been described that it is hoped will overcome the problems described in the earlier sections. SAFRA is currently at the preliminary stage but development of its constituent elements is proceeding along a broad front, addressing in-particular

- Detailed application and administration of the methodology of decomposition (CORE).
- Assessing the impact of an automated aid on Configuration and Quality Control Procedures.
- Extending the information categories within Technical Definitions (and hence the scope of PSL) to cater for all the elements of system description encountered in practice.

SAFRA is being applied in two contexts:

- As an exploratory exercise it is being used to develop the requirements for an integrated avionic system from the highest level.
- In a more specific project it is being used to produce the requirements for a particular subsystem alongside more conventional approaches to the problem in order to assess its relative value.
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### TECHNICAL DEFINITION VALIDATION: PROCESS (4)

<table>
<thead>
<tr>
<th>INFORMATION CATEGORY</th>
<th>TEST</th>
<th>PASS</th>
<th>FAIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>UTILIZED BY:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IS THE FIELD COMPLETE?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OF THE NAME IN THE</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| TECHNICAL DEFINITION VALIDATION: PROCESS (3)
| INFORMATION CATEGORY | TEST | PASS | FAIL |
| HAPPENS...... TIMES..... SUBPARTS ARE: PER: |      |      |      |
| IS THE FIELD COMPLETE? |      |      |      |
| IS MORE THAN ONE SUPPLIER |      |      |      |
| TECHNICAL DEFINITION VALIDATION: PROCESS (2)
| INFORMATION CATEGORY | TEST | PASS | FAIL |
| GENERATES | IS THE FIELD COMPLETE? |
| DERIVES: | TECHNICAL DEFINITION VALIDATION: PROCESS (1)
| INFORMATION CATEGORY | TEST | PASS | FAIL |
| ATTRIBUTES ARE: TIME LIMITS |      |      |      |
| UTILIZES: | IS THE FIELD COMPLETE? |
| IDENTIFIER: | IS THE NAME EXCLUSIVE TO THIS PURPOSE |
| IS THE FIELD COMPLETE? | YES |      |      |
| DOES THE ENTRY APPLY TO ONE NAME ONLY? |
| DESCRIPTION IS THE FIELD COMPLETE? | YES |      |      |
| IS THE DESCRIPTION OF THE PRESCRIBED LENGTH? |
| KEYWORD IS THE FIELD COMPLETE? |
| IS THE FIELD COMPLETE? |
| SE Memo: IS THE FIELD COMPLETE? |
| DOES THE REFERENCE EXIST? |
| RESPONSIBLE | IS THE FIELD COMPLETE? |
| IS THE NAME ONLY DEFINER:|
| SUPPLIED? |
| SOURCE IS THE FIELD COMPLETE? |
| SECURITY IS THE FIELD COMPLETE? |
| T.D. IDENTIFIER TESTED BY DATE |

**FIG. (8) VALIDATION CHECKLIST**
### FIG. (9) PSL PROFORMA

**PSA Version A4.2R1**

**BRITISH AEROSPACE WARTON**

**Dictionary Report**

**Parameters:** DS: PSLDB, DBF File: PSATEMP, PSANAME NINDEX NORECUCED-VALUES NODESCRIPTION SYNONYM: NOKEYWORDS NRESPONSIBLE-PD NOATTRIBUTES SPACING: 2 NONEW-PAGE PRINT

1. A-16 - BIT - DEDICATED - WORKSPACE GROUP
   SYNONYM: A16WSPACE
2. A-16 - BIT - SCRATCHPAD - CONSTANT GROUP
   SYNONYM: A16S-PC
3. A-16 - BIT - SCRATCHPAD - VARIABLE GROUP
   SYNONYM: A16S-PV
4. ADDITION - BOX - CLJI PROCESS
   SYNONYM: CLJI
5. ADDITION - BOX - CLJI - START EVENT EVENT
6. ADDITION - BOX - CLK1 PROCESS
7. ADDITION - BOX - CLK2 PROCESS
8. ADDITION - BOX - CLK1 PROCESS
9. ADDITION - BOX - CLK3 PROCESS
10. ADDITION - BOX - CLK3 PROCESS

### FIG. (10) DICTIONARY REPORT
PROCESS:

RESPONSIBLE - PROBLEM-DEFINER:

ATTRIBUTES ARE:

SECURITY IS:

DERIVES:

SEE - MEMO:

DESCRIPTION:

SOURCE IS:

GENERATES:

SUBPARTS ARE:

HAPPENS:

TIMES-PER:

SYNONYMS ARE:

INCEPTION - CAUSES:

TERMINATION - CAUSES:

KEYWORDS ARE:

TRIGGERED BY:

MAINTAIN:

UPDATES:

USING:

PART OF:

USES:

TO DERIVE:

PROCEDURE:

UTILIZED BY:

RECEIVES:

UTILIZES:

FIG.(11) PROCESS SECTION: PERMISSIBLE STATEMENTS

P&A VERSION A4.2R1 79.137.00.35.51 PAGE 1

BRITISH AEROSPACE WARTON

FORMATTED PROBLEM STATEMENT

PARAMETERS: DE = PTADE, D&F. FILE = ADV. PAB. JAG DATA (NAME) NO INDEX
NO PUNCHED - NAMES PRINT EMPTY NO PUNCH SIM ARG = 5 N MARG = 20
AMARG = 10 EMARG = 25 M MARG = 70 CMARG = 1 M MARG = 10 NO DESIGNATE
ONE-PER-LINE DEFINE COMMENT NON-NEW-PAGE NON-LINE NO-ALL STATEMENTS
COMPLEMENTARY STATEMENTS LINE NUMBERS PRINT OF DLC-COMMENT

PROCESS

LIMIT = L14;

SYNONYMS ARE: L14:

DESCRIPTION;

PITCH STICK COMMAND RATE LIMIT

STORES LAST STICK COMMAND

CHECKS PRESENT STICK COMMAND AND LIMITS RATE OF

CHANGE TO 20 DEG/SEC

GROUP

ACCUML 16 BIT REGISTER

CLQW91 16 BIT DEDICATED WORKSPACE

CLQCO2 16 BIT SCRATCHPAD CONSTANT;

SEE-MEMO:

JAG - FBW - 64

PART OF:

CONTROL-LAW-MODULE-CLQ;

USES:

A-16-BIT-SCRATCHPAD-VARIABLE

A-16-BIT-SCRATCHPAD-CONSTANT;

ACCUML;

CLQW91;

CLQW92;

20 DERIVES;

ACCUML;

PROCEDURE,

AFTER ADDITION - BOX - CLQ2

EXECUTES

BEFORE FILTER - F12

WHERE

WS 1600 = ACCUML

WS 1602 = ABS(WS 1601 - CLQW91) * CLQCO2

IF (WS 1602 > 20) THEN CLQPI = CLQW91 + (20/CLQCO2)

ELSE CLQPI = WS 1601

CLQW91 = CLQPI

WS 1602 = 50 MODULE FREQUENCY

CLQW92 LAST CLQPI;

FIG.(12) FORMATTED PROBLEM STATEMENT FOR A PROCESS

FIG.(12) FORMATTED PROBLEM STATEMENT FOR A PROCESS

HAPPENS:

50 TIMES-PER SECOND;

TRIGGERED BY: LIMIT - L14 - START-EVENT;
**Problem Statement**

**Problem Definer**: D. Talbut;

**Date of Last Change**: 79, 110, 17, 54, 64

**Responsible for**:
- Control-Law-Module - CLE.
- Control-Law-Module - CLR.
- Control-Law-Module - CLM.
- Control-Law-Module - CLB.
- Control-Law-Module - CLN.
- Control-Law-Module - CLL.
- A - 16 Bit - Scratch Pad - Variable.
- A - 16 Bit - Scratch Pad - Constant.
- Link-Module - L22.
- Link-Module - L23.
- Scaling-Factor - G6.
- Addition - Box - CLQ1.
- Variable - Gain - K11.
- Filter - F13.
- Gain - Schedule - GSM.
- Gain - Schedule - GUM.
- Gain - Schedule - GAM.
- Filter - Macro - FTD.
- Filter - F12.
- Filter - Macro - FTS.
- Gain - Factor - G6.
- Addition - Box - CLQ1.
- Addition - Box - CLQ2.

**Fig.(13) Problem Definer File**

**Problem Statement**

**Memo**: JTR-073;

**Date of Last Change**: 79, 110, 17, 54, 64

**Applies To**:
- Control-Law-Module - CLE.
- Control-Law-Module - CLR.
- Control-Law-Module - CLM.
- Control-Law-Module - CLB.
- Control-Law-Module - CLN.
- Control-Law-Module - CLL.
- Link-Module - L22.
- Variable - Gain - K11.
- Filter - Macro - FTD.
- Filter - F12.
- Filter - Macro - FTS.
- Gain - Factor - G6.
- Addition - Box - CLQ1.
- Addition - Box - CLQ2.

**Fig.(14) Memo File**
TRENDS IN THE DEVELOPMENT OF SOFTWARE FOR GUIDANCE AND CONTROL
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ABSTRACT
The paper tries to classify the steps of the development process for computer programs in guidance and control systems. It is then tried to identify possible methodologies and support tools for development on each level and to assess the state of the art. Several existing methods are described.

1. INTRODUCTION

As time goes on, one reaches a better and better understanding of the thought processes which are involved in the development of programs of some size for guidance and control systems. This may sound trivial, but it obviously was not during the past decade, where no visible progress followed the bold statements of computer scientists in the late sixties: "... we have to bring programming from the state of an art to that of a science ..."

Several approaches were tried, which tackled the problem from different sides and, indeed, solved parts of the whole problem.

Some shall be mentioned briefly:
- Program development systems
- Simulation and emulation
- High order languages
- Problem oriented packages and languages
- Portability techniques
- Interactive programming
- Structured programming
- Specification languages
- Programming standards
- etc.

The problem was that some of these approaches competed with each other in places where there was no reason to do so, others were too costly to implement, others were falsely related to each other, etc. All that resulted in a "confused" picture which seemed to reflect no progress at all.

But "suddenly", i.e. within the past three years or so, a certain hierarchy of "levels" seems to crystallize, according to which the development process may be structured. Furthermore, first experience is available as to which of the above mentioned approaches solves the problems of which application area. It may still take some more years until a general understanding is reached as to what these levels exactly are, and by which means or tools one should go from one level to another. But a certain guess can be made already now, though the author would like to emphasize that it is still his personal view. It will also become obvious that the properties of the different levels are not yet equally well understood, and that in some places there is an abundance of tools whereas there are next to none in others.

2. THE LEVELS OF SYSTEM DEVELOPMENT

The title of this chapter has been deliberately chosen not to be restricted to programs alone, because it is the authors' conviction, that up (or: down) to a certain level of detail, hardware and software have to be treated alike. The neglect of this aspect has led to quite a bit of difficulties in the past; e.g. an information gap - sometimes widening to an unwillingness even to communicate - between the "hardware-man" and the "software-man", or to premature design decisions after which each "party" was stuck with problems which were supposed to make life easier for the other. In this paper it shall therefore be tried to abstract from the differences between hardware and software as long as it appears feasible.

What levels can be identified under such premises:
1. Understanding the problem
2. Describing the problem
3. Sketching a solution
4. Refining the solution
5. Identifying the resources
6. Making the solution work
7. Maintaining the resulting system
As can be seen later, the "size" of these steps (or the "distance" between the levels) is still somewhat unbalanced, but, as said before, the classification is a first attempt. On the other hand it may turn out that this apparent unbalance is based on the fact that some levels are just better understood than others, and consequently there is more information on them.

But let us look at them in order and some detail.

2.1 UNDERSTANDING THE PROBLEM

On the first glance this has nothing to do with "programming", "computer-science", "system design" or the like.

It seems to be purely a matter of the application engineer, physicist, officer, or whoever tries to solve a problem, maybe by means of a computer. But it is a deceiving first impression. There are examples that e.g. a sales-engineer from a systems house discovered that there was no computer necessary to automate a certain process once it had been properly analysed and understood, or that control engineers tend to specify much too high scan rates for inputs "just to make sure".

There are other cases like this and they seem to indicate that there is an educational problem: Applications people will have to develop a "feeling" for the necessary "computer power" and for the peculiarities of the process of digitalisation, its advantages and limitations. It is obviously not sufficient that somebody who understands the application and somebody who understands computers get together and try to discuss how to solve the problem. There are thought processes which have to go on within one single person's mind.

It cannot be excluded that in the future "cookbooks" or even automated information retrieval systems will facilitate this process, but on the other hand it seems that there is so much creativity involved that first stage of the development process that automation cannot help very much.

But in order not to become to philosophic we will leave this subject now.

2.2 DESCRIBING THE PROBLEM

This is still an area which is rather remote from computer technology proper. During the centuries different crafts have developed different methods for the description of a project, the most famous one being the plan for a building - which also describes the solution - or the numerous kinds of verbal descriptions which are issued as a basis for "requests for proposals" for acquiring something.

But here computer oriented research can help. Results of research on languages as well as on the "information content" of descriptions might lead to less error prone, less ambiguous or more understandable descriptions of a given problem. It still seems to be necessary that such description methods are developed by people with a good understanding of the problem and a fair amount of knowledge of the descriptional power of any kind of formalised notation.

2.3 SKETCHING A SOLUTION

This step is often overlooked or its importance forgotten. But in traditional technical disciplines like architecture or mechanical engineering it plays a very important role. The methods applied here rely heavily on the human capability of processing a huge amount of data very rapidly if they are presented in graphic form. Certain conventions, like the three projection planes, allow skilled people - after relatively little training - to produce an image of the solution within their minds, i.e. develop an understanding for the properties and the feasibility of the object to be constructed.

The developers of automated systems still have a long way to go in this direction. They also suffer from a number of disadvantages which the traditional disciplines do not have. In the first place they deal with abstract objects, like "information" or "energy" or "momentum". Secondly they have to deal with the dynamic behaviour of systems. The latter problem could be tackled by developing something like a "projection on time", a rudimentary form of which may be the "transition diagrams" which are used in control theory.

Here the specific capabilities of computers might be utilized. A developer might suggest a formula, describing a certain solution, and the computer might simulate it and inform the developer of possible responses in a graphic form. This sounds pretty abstract for the simple reason that each discipline may require a different methodology for such sketching. Examples are the automobile industry where computers already help to design cars by presenting the shape of mechanical parts in three dimensions responding to the designer's inputs with respect to modifications, or the semiconductor-industry, where the intricate patterns of integrated circuits are laid out in display screens and can be easily revised by the designers.
But additionally it appears necessary to develop a methodology for "system design sketches" which works without any computer support at all. On one hand it might in some cases be much more cost-effective and on the other hand it would avoid the psychological stress which each interactive computer system imposes on its user, by forcing him subconsciously to make faster decisions than necessary and giving him fewer choices than possible. It may be compared to the production-line, which improved the productivity of the individual worker immensely on the first hand, but developed formerly unknown negative effects in the long run. And why should a young technology not learn from the mistakes of an older one and retain the advantages of "hand-held-tools" where they are appropriate.

2.4 REFINING THE SOLUTION

We have now gradually slid into an area, where automated tools can help a great deal, and, in fact, do and have done so for many years.

Here, given an adequate formalized method of description for the solution, enough computing power to handle the necessary data, and proper interactive devices, the computer can take all the cumbersome and boring detailed work off the human user's shoulders, like e.g. repeating calculations with slightly different parameters, solving differential equations with different sets of boundary conditions, checking wiring diagrams for completeness, making sure that all applicable standards are met.

All that does not sound very much like the problems one is "used to have" in systems programming. But this is only true on the first glance. Imagine a "system" (or: "program", or: "something") with a database which contains information on every available module of a given production line, about the ways how these can be interconnected, voltage levels, fan out conditions, response times of available program-modules, etc. Imagine further a program which is able to simulate the behaviour of a hardware-software configuration specified this way or imagine a simulation package that is able to show you the behaviour of a compound of parallel processes with given time constraints under simulated input, either statistically or problem-structure oriented.

You need not even to imagine! Such things exist and have been successfully used - but mostly for other purposes. New CPU's have been designed this way, the behaviour of operating systems simulated, the electrical properties of IC's verified. It is thus just a question of time until such tools will be available for the still less costly guidance and control applications, or they will become necessary once these applications become more complex and costly!

Once we have reached this level we can have reasonable confidence in the feasibility and performance of a system to be developed. We can now proceed to exactly identify the resources we need and make the whole structure work.

2.5 IDENTIFYING THE RESOURCES

It is fully intentional that this step is described before the actual "problem solving". It has also been intentionally put after the other steps because it is - very often - done as one of the first steps and then restrains the designers freedom in an inadequate way or is done partially after the next step and then tends to foul up the structure and clarity of the data representation of the solution.

To the author this process is so closely interwoven with parts of the next step that both should rather be regarded as parallel activities. Nevertheless for sheer reasons of the way how people tend to think and to solve their problems, every designer will still first make a guess about the hardware he is likely to need and then start putting it together and programming it. Much simpler and tougher constraints are delivery times and production time lags for hardware.

But despite these "facts of life" one should not forget that there have to be feedback loops in the development process.

On the other hand also the "soft resources" should be planned and identified here. Data areas, buffers, structures, etc. should be outlined and their size estimated. Existing support routines, programs in other languages are resources as well and should be identified and made available.

Automated tools can already help a great deal in doing this job. If the simulation in the preceeding step is any good, it already contains lists and functional descriptions of all necessary hardware and software components. It should therefore be possible, if not easy, to extract this information and use it for further purposes.

2.6 MAKING THE SOLUTION WORK

What we have now is a kind of a model of the problem solution. The step which follows is the one which is most widely known and into which most of the research and development in the computer field has gone until now.
It can be decomposed into:
- development of necessary additional hardware
- detailed program design
- coding
- component test
- integration and system test

It should be noted that in the context of this paper this is the first time that a hardware oriented activity has been identified as a separate item. It should further be noted that this particular item comes right here and not much earlier - as it usually does, which in turn usually results in problems at integration time. But we will leave it at that and consider the development of hardware modules of limited complexity as a well understood problem, which we do not have to discuss here.

2.6.1 DETAILED PROGRAM DESIGN

This work item is far from being easy. The traditional means - flowcharts - has proven quite helpful and adequate for programs of moderate size, but turned out to be next to useless for describing the parallel structure of programs for embedded computer systems, and is of an all too seductive softness which tends to turn sizeable programs into beautiful patterns of incomprehensible complexity. Together with the nearly unlimited possibilities of good assemblers this has resulted in programs which sometimes are works of art, but ...

This "state of the art" has been of concern to computer scientist as well as practitioners during the past decade. They have come up with different solutions. The practitioners introduced "programming standards" within their organizations, i.e. mostly "cookbooks" containing e.g. upper limits of the size of program modules, forbidden instructions, regulations on the use of certain instructions, limitations on branches, etc.

Computer science, on the other hand, mainly developed the methods of "structured programming". The sometimes raging battles about which constructions were good and which ones should be outlawed ("GOTO considered harmful") seem to have settled down on a reasonable level of (dis-)agreement and now allow transfer of ideas and methods developed into the area of the practitioners. Partly this has already happened with the "Structograms", developed by Nassi and Shneiderman [NSH 73] with Jackson's method [JAC 76], or the IBM-originated HIPO-Method [IBM 75]. In the area of realtime-programming it is about to happen, e.g. with the diagrams developed by the author [ELZ 77/2] or with the pool-channel-interface-method used in MASCOT [JAH 76].

One characteristic of these newer methods is that they can be automated, if necessary. An example for a useful computerization of the Nassi-Shneiderman diagrams is the programming aid "COLUMBUS" [WIT 74], which shows the versatility of the method by applying the same structuring principles to three different programming languages: FORTRAN, COBOL and Assembler.

This remark leads us to another very well established program development aid - high order languages (HOL's). They have been one of the oldest and most proven means to facilitate the design of programs, to structure them, to speed up coding, to facilitate testing, etc., i.e. they considerably improved the state of the art in programming in several ways already several years ago. In the areas of "conventional" programming FORTRAN, COBOL and ALGOL were introduced nearly twenty years ago and have since then undoubtedly helped to solve problems which otherwise would have been drowned in detail and effort if assembly coding had been the only available method.

The situation has, however, been different in the areas of programming for guidance and control applications and general systems implementation.

The essence of this is that there are now highorder programming languages for nearly all areas of computing and that some of them will even be (internationally) standardized which will further help to reduce proliferation at least to a certain extent. A survey on that area is given in two papers by the author [ELZ 77/1, ELZ 78].

But a closer look at the success of the HOL's reveals another interesting phenomenon: The main reason for their success has been their ability to raise the level of abstraction on which a program designer can think and work, or, to put it an other way, they reduce the amount of detail by which he is bothered at any given time of the design process.

This principle has, of course, been formulated very early and a number of languages have been designed, the most famous being ALGOL 68, which contained elements for allowing the user to define his own level of abstraction on which he wanted to work. Under other aspects it has been addressed e.g. by Parnas in his proposals concerning specification and structuring and by Wulf in the ALPHARD approach [WLS 76]. It has also been of major concern during the development of "Ada", an HOL which has been developed for the US-Dept. of Def. for future use in all types of embedded computer systems [ADA 79, ELZ 79/2]. The aim was to define that, with one basic language, a user or a user community can define all the levels of abstraction necessary for their design problems, thus unifying the design process at least in steps 4, 5 and 6.
As we now obviously have reached the summit of possible automation of the system development process, it can only go downhill, which, indeed, it rapidly does.

2.6.2 CODING

With the elaborations on high order languages we have already touched the next step, coding. In case assembly languages are used, the design process is often even physically interrupted here and the specification handed over to another person, the coder. But this is not a necessary step and we may well regard the tool, by which a higher level language is transformed into machine-useable form, as an "automatic coder". It is usually called a compiler, but as technology advances, one recognizes that this tool is in fact a whole toolbox, consisting of, e.g. a front-end compiler, a code-generator, a link-loader, libraries, a control-interface to the user or the operating system, may be a special integrated assembler etc.

It should be noted that in a development process like the one outlined in this paper, there is no place any more for the "coder" in the traditional sense, who transforms - by hand - programs from a form readable by humans into a machine readable form. Automation has finally reached a very high state here. But, and this is another interesting observation, one begins already to question whether one should go any further at this particular point or even back up a little and allow for more human intervention. One example may serve as an illustration: During the high time of belief in compilers a language, PL/I, was developed, which could be translated in such a way that even programs which were not complete in some sense could be transformed into runnable code which in turn produced results - but not necessarily the ones the user expected.

One has backed up from this "fully automated philosophy" and now requires that the user completely specifies what he expects the program to do before it can be translated. This in turn leads to some more recent considerations according to which the user should be able to interfere with the compiler a little more - of course only at specified points - e.g. in order to extract information which he may need later. This, together, with many other requirements for a software environment for a modern HOL, has been investigated within the "Ada" project, too [PEB 79, ELZ 79/1].

As we now obviously have reached the summit of possible automation of the system development process, it can only go downhill, which, indeed, it rapidly does.

2.6.3 COMPONENT TESTING

Testing is one of the areas in system development, where art and intuition, patience and craftsmanship still play an important role.

On one side this is just a consequence of the not-yet-orderly state of program development, but on the other hand it has intrinsic reasons. There is automated test equipment for hardware components, but there is little of that around for software. Maybe the reason is simply that there are usually many pieces of hardware produced to one design, whereas software is mostly just one-of-a-kind, but sometimes the reasons are just sloppiness, pressure of time, lack of know-how, etc.

But such tools are not sufficient. Testing has to be done already during coding and has to be built into the design. If automatic testing is not feasible or not worth the effort, feedback loops in the coding process, like incremental compilation, might help. Furthermore, for guidance and control applications it is of extreme importance that interactive testing aids are built in the production system, which allow the user, though unplanned, to interact with the program under test on language level. There are successful examples.

As a future overall effort it might be well worthwhile to structure the whole design process in a manner that proper feedback loops allow testing of the design decisions made on a higher level already on the next lower level.

2.6.4 INTEGRATION AND SYSTEM TEST

This is quite similar to the previous chapter, except that we are still a little further downhill and that considerations on symmetry of design and testing apply still more: Testing has to be built into the design.

But, as things have a tendency to go wrong, and "the best laid plans of men and mice ...", too, there have to be tools for reconfiguring and replugging, for bypassing faulty components and keeping record of effects already investigated. Not to forget retesting after the "program has not been changed at all ... nearly".
2.7 MAINTAINING THE RESULTING SYSTEM

This is a sad story or an ugly duckling, which hopefully will be come a swan. If one may believe hearsay, and there are few reasons not to do so, maintenance is a dull job, staffed with people who either are incompetent or who become so. There are horror-stories about programs getting out of control after some time of maintenance, etc. On the other hand there are estimates that maintenance consumes from forty to ninety percent of the total system lifecycle costs, mainly because of the above reasons. What can be done?

Surprisingly, nobody seems to know an answer. During a study, "VEPAS" [VEP 77] carried out by "Project PDV" in the FRG it turned out that everybody saw that there was a problem, but nobody had an answer. During a workshop on software tools, held under the auspices of the US-DoD-HOL-project, the same result emerged.

One thing seemed to become clear: Maintenance has also to be built into the design. The design has to be transparent, the documentation complete, correct and easily available, there have to be training courses, the maintenance people have to be better motivated, etc.

As this field has obviously been of total noninterest to computer scientists, one has actually to look how the practitioners do it and maybe extract some principles from it.

To make things worse, maintenance of programs has one particularly nasty quality in comparison to maintenance of hardware: it changes the properties of the object being maintained. And this property may demand for completely new procedures to cope with it.

2.8 A "NON-ITEM"

Until now, the design process has been described as to how it might look like at some time in the future. The tone has been more positive where things are known to be under way, more negative, where the difficulties are greater, or no solution is in sight.

In general it appeared that one integrated design methodology for guidance and control systems might eventually be developed.

But this shall not mean that the author believes that there should be one great big, integrated, automated, interactive design support system to do all this. There should rather be a toolbox, or a shop full of assorted tools for different purposes and for cases of different severity. But there should be one consistent underlying philosophy or craftsmanship on how to apply them.

If this can happen, we will be quite a way ahead. But first let us look at where current tools can help us.

3. EXISTING TOOLS

3.1 INTRODUCTION

This introduction shall also serve as a kind of disclaimer: The following section shall - and can neither serve as a comprehensive overview on known design and development aids, nor shall it give a judgement of different methods. If the reader is interested in more details he shall be referred to [IEE 77], where a considerable number of modern design and development aids are presented and partially compared. It shall just give a short impression of the power and areas of applicability of some of the methods and tools mentioned. It will mainly be tried to identify which steps in the development process can be covered and supported by which method.

The following concepts will be regarded:
1. The design principles of PARNAS
2. SADT
3. HIPO
4. PSL/PSA
5. Extended Structograms according to ELZER
6. PEARL

The choice looks rather arbitrary, but this is only partially true. The methods have mainly been selected - and ordered - according to the increasing level of detail which they are able to handle. It will turn out that each method covers a certain range of design steps. It should, however, be emphasized that they are not necessarily recommended as the best ones of their kind, but are rather regarded as prototypes or examples of a certain class of approaches.
3.2 THE DESIGN PRINCIPLES OF PARNAS

They consist of a broad range of recommendations, rules and methods which are based on fundamental discoveries concerning system structure and behaviour, hierarchies, system families, etc. One particular part has been successfully used as a program specification method. But it seems to be independent of any specific application. Interestingly it could as well be applied to the specification of hardware, because its basic principle is the description of system modules in terms of "black boxes", which have certain "inputs", which in turn can assume a certain range of input values. The modules also have "outputs" and "output values", accordingly.

The function which is performed by the module can be described in natural language as well as in some kind of programming language. Mostly an algorithm is specified, which relates output values to input values. Error and exceptional conditions can be indicated as well. The method is completely abstract and therefore capable of describing any level of detail. It is also completely recursive and allows to describe the behaviour of a whole system in one consistent terminology.

It is designed around the principles of "abstraction" and "information hiding" and allows to describe software systems in a way how they should be structured. The "input" and output" philosophy aids in identifying resources.

A graphic representation and a computerized form of this method are not known to the author.

3.3 SADT

This is a proprietary method of SOFTECH, Inc., and potential users can buy instruction material and courses from that company. The name expands to "Structured Analysis and Design Technique" and is centered around the basic idea that there must be a graphic representation for the description of the behaviour of any system.

The method turns out to be a rigid formalization of the thought processes which go on during the analysis and design of system and as such is independent of the application to computerized or software systems. It goes together with a defined structure of the project development team applying the method. The basic descriptive elements are rectangular boxes, each representing one function or element of a system of any kind, and arrows, connecting these boxes and showing interdependencies. The meaning of the arrows is rigidly standardized as input, output, control and mechanism (ICOM). Detailed information is provided by means of natural language inside the boxes and along the arrows. The diagrams can be nested to any depth, i.e. each box can be expanded into another diagram, according to the principle of "structured decomposition".

A very interesting feature of the method is that it is fully capable of describing the "duality" of a system structure, i.e. either describing a system as a compound of activities which are interconnected by data or as a model of data which are transformed into each other by activities.

Usually two sets of diagrams are produced, each completely describing the system under one of these two aspects and thus helping in identifying resources, too. There are attempts to produce computer support for that method.

3.4 HIPO

This method ("Hierarchy plus Input-Process-Output") was developed by IBM. Interesting enough, the starting point was that a method for facilitating maintenance was sought.

It is less abstract than SADT. It also relies heavily on graphic representations and even a template is provided to draw the system description diagrams. The programs are subdivided into "processes", represented by a box, which contains the description of the actions to be performed by this process. A second box to the left of this "process" contains the "input (data)" and another one to the right the "output". Data flow is represented by arrows. This basic diagram is supplemented by formalized tables for "extended descriptions" and tree-like "tables of contents". Extra symbols, like "magnetic tapes" and "display screens" show that the method is more oriented towards requirement analysis. Printed forms ("worksheets") are also available for the developer. The whole method is subdivided into slightly different "packages", which cover:

- initial design
- detailed design
- maintenance.

Though the rather broad variety of different symbols and the whole layout indicates that the method was initially developed as a documentation aid on a rather pragmatic basis, it is capable of supporting structured programming and hierarchical decomposition. Computer programs for automated support of the application of the method are available from IBM.
3.5 PSL/PSA

In contrast to the techniques described until now, this method is heavily computerized.

It consists of a "Problem Statement Language" (PSL) and a "Problem Statement Analyzer" (PSA). It was developed within the ISDOS-Project at the University of Michigan and has since then been used several times, e.g. on large defense programs. Like HIPO, it is also more oriented towards a solution rather than towards a problem analysis, but it is formalized to a much higher degree. The PSL is based on a model of a generalized information system. This system is supposed to consist of "objects". Each of these "objects" has "properties", which in turn have "property values". The connections or interrelations between the objects are described by "relationships". A "system description", which is obtained by using the PSL, is then input for the PSA.

This is essentially a program system which accepts statements in the PSL, and is controlled by a special command language. It constructs and uses an "analyzer data base" and outputs reports and messages of various kinds, e.g. summary reports, reference reports, analysis reports, data base modification reports, process chain reports, data process interaction reports etc.

The software for this method is available on several large machines, e.g. IBM 370, Univac 1100, CDC 6000/7000, etc.

3.6 STRUCTOGRAMS

This method was originally developed only as an alternative to traditional flowcharts, which proved inadequate for realtime programming and of too low level for use with HOL's [ELZ 77/2].

The original diagrams by Nassi/Shneiderman were developed for conventional programming only and consist of four elements:
1. code sequence
2. if-then-else (alternative)
3. case-statement
4. loop

The extensions for realtime purposes are:
5. parallel clause
6. synchronization block
7. integrated signal
8. exception handler
9. protoprocess

During development it turned out, however, that the underlying concepts had to be very carefully adapted to each other to ensure orthogonality (which is important for simple use) and coherence with the principles of structured programming. This led to the introduction of the principle of "virtual resources" which are basically access rights to actual resources and allow a clean separation of the description of the static and the dynamic parts of programs. It was also possible to identify the role of interrupts as "not-reusable resources" and to establish rules for the treatment of exceptions in process hierarchies.

The method turned out to be a promising means for sketching parallel program systems, but it also has the potential for computerization. Its constructs can be directly translated into HOL's and input for simulation packages can also be automatically derived.

3.7 PEARL

This is a high order language for process and experiment automation realtime applications [PER 78].

In this capability it was designed to facilitate parts of the detailed design and of the coding phase. But due to a unique feature, the "system description part", which allows to describe the hardware configuration of an automated system as a separate part of the program, it is also useful as a means to support system design in general and especially the identification of resources.

It facilitates test and maintenance insofar, as PEARL programs are much more readable than any Assembler. In fact, tests have shown that the main savings due to the use of PEARL can be achieved in the test phase.
4. SUMMARY

This paper is neither meant as a tutorial on program development methods nor as an outline of a plan for the development of an "all singing and dancing" program system (or even: method) for system development for guidance and control. It shall just support the author's view that practical progress in this area can be made in some reasonably near future.

The potential is there, prototype systems have proven successful, and it is now necessary to have a closer look at these to extract the elements which are fit for practical use and to combine them in a reasonably modular fashion.
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SUMMARY

A facility has been designed, developed, and used for the life-cycle support of weapon system software. This facility consists of a software system which runs on a commercial multicomputer configuration. The approach features increased management visibility of the software development process, increased programmer productivity through automation, reducing the cost-of-change during maintenance, and the use of automated regression testing to improve software quality.

This paper describes the underlying issues which guided the development, provides an overview of the operation, and discusses the experience gained in implementing and using the facility.

1. BACKGROUND

SOFTWARE ENGINEERING

The main concern of this paper is the manufacturing of software or, more specifically, the economical manufacturing of a software product which is reliable, efficient, and functionally satisfactory to the end user. The software product is a large-scale software system which executes on military computers and provides a specific operational capability.

In order to orient the reader for the main section of this paper, a short discussion on terminology is necessary. In this paper the term “software” refers to a set of computer programs written by professionals which are intended to be used by others. The term “computer program” refers to a series of statements prepared in order to achieve a specific result. In a broader sense the term “software system” refers to a collection of computer programs, procedures, and methods which interact in an organized way to accomplish a set of specific functions.

The phrase “software engineering” is used in this paper and a short discussion is needed to put this phrase in proper context. When the phrase “software engineering” first appeared, it was used in a provocative sense and was intended to draw attention to the fact that software manufacturing was not based on the theoretical foundations and practical disciplines that are traditional in the established engineering fields. “Software engineering” was further intended to emphasize a concern for a product which works; where working means meeting commitments of function, cost, and schedule. The phrase “software engineering” was intended to contrast with the phrase “computer science”; the latter aims at defining general principles underlying the design and application of computer systems (including both hardware and software). A working definition of “software engineering” is that it is concerned with developing software systems that satisfy the requirements of the user over the life of the system.

SOFTWARE PRODUCTS

The software for a weapon system can be categorized as follows:

Operational Software
System Test Software
Support Software
Software Documentation

The Operational Software is a software system which executes on a military computer and performs many critical functions for the total weapon system: typical functions for an airborne system are tactics, navigation, sensor processing (sonar, radar, etc.), target tracking, weapon control, man-machine interaction and many more. System Test Software is an independent software system which executes on a computer prior to mission use; this software determines the operational readiness of the computer and its peripheral subsystems. The size of the Operational Software and System Test Software in terms of computer storage are roughly equal.

The Support Software consists of a set of computer programs which are required to develop the Operational Software and System Test Software; typically, it consists of high-level language compilers, assemblers, software emulators or simulators, system generators, debug-aids, software engineering tools, and an operating system. Originally, all Support Software was developed and executed on military computers in a laboratory facility. Support Software is not delivered to the operational forces but is delivered by the development agency to the designated maintenance agency. Depending on the particular project there are other categories of software such as weapon system trainer software and software for Automatic Test Equipment (ATE).

Software Documentation is produced for Operational Software, System Test Software, and Support Software. The documentation is produced in accordance with formal standards and specifications and may exceed 15,000 pages for a large-scale software development.

SOFTWARE LIFE-CYCLE

The use of the term “life-cycle” implies a concern for the product from the time of conception to disposal. Many weapon systems have a system life of 15 to 20 years. The software life-cycle covers the same period as the system life-cycle.

From a system's viewpoint the software is one of many components or subsystems. The software life-cycle can be broken down into distinct sequential phases of activity as shown in figure 1.

The purpose is to define those activities which have measurable inputs and outputs, thus allowing management review and control. The activities overlap in time to show that there is an interaction between the activities. There are iterations both within activities and across several activities depending on the nature of the project.
2. SOFTWARE PROBLEMS

The complexity and cost of weapon systems have increased dramatically over a period of several years. Concurrently, the use of digital computers also increased because the programmability offered a means of extending the useful system life by permitting adaptation to new threats or tactical situations. Building large, complex weapon systems at affordable costs has been a major problem; historically, the development of both hardware and software systems has been poor from a cost performance viewpoint. There is an optimism concerning hardware system costs because technological breakthroughs are continually reducing the component costs. However, the recurring software problems of late deliveries, poor quality, and especially increasing life-cycle costs have created a somewhat pessimistic attitude regarding software.

These software problems have been discussed at length in reports, professional journals, and national trade publications; numerous committees, study groups, and symposiums have also addressed the problems. References 1 through 8 document the software problems.

**ANALYSIS**

Studies of weapon system life-cycle costs have shown that about 25% of the total cost is spent during development, the time from system concept to operational deployment. Thus, 75% of the total cost is spent on maintenance, a term which covers activities from minor error corrections to large functional enhancements. It is clear that to substantially reduce life-cycle costs the software must be developed in a manner which makes it easy to change during maintenance.

The weapon system acquisition environment is an important factor since the life-cycle support is a shared responsibility between Department of Defense (DOD) and industry. The long-term expertise in military problems rests in the government laboratories; therefore, the solution to the software life-cycle cost problem requires a management strategy which blends the vast talents and resources of industry with the long-term expertise of the laboratories.

There are some important distinctions between the use of computers in weapon systems and the use in most commercial and industrial applications. In the latter case a programmer that discovers a problem with his software has the capability to quickly diagnose the problem, correct the program, and conduct new tests; this capability exists because the software is developed, tested, and executed on the same computer. This capability does not exist for computers in weapon systems because of the constraints in the operating environment. The military computer on which the program is executed does not have adequate programming environment for development and testing. Another distinction is that the software for a weapon system is distributed to a large number of operational units and usually there are small but critical differences between each version; these differences are due to different armament, sensors, or tactics. Further, weapon system software is typically a real-time application which means special consideration must be given to computer storage space and execution time. These distinctions mean that weapon system software must be carefully designed, developed, thoroughly tested, and distributed with variations to deployed units. Additionally, an environment must be prepared in which the software can be efficiently maintained.

The use of many different types of computers, both within and across weapon systems, has been a major source of software problems. Perhaps equally significant was the policy of developing and maintaining the software on military computers. This created a situation where new military computers were constantly being introduced and before they could be used a completely new set of support software would have to be developed. In other words, the tools were being developed at the same time as the final software product.

Also significant was the lack of recognition that software was a labor-intensive field; it was not a well developed engineering discipline. Successful software developments at reasonable costs were rare; there was no methodology which could repeatedly produce high-quality software on time and at affordable costs.

---

**FIGURE 1 — Generic System Development Process**
The software problems did not have a single source; there was no single change which would solve the problems. In fact, every activity of figure 1 needed improvement. The software problems were caused by technical inadequacies in the software field itself, as well as management's inability to adopt the correct policies and enforce their use.

3. FACILITIES FOR LIFE-CYCLE SUPPORT

To produce better weapon system software at significantly reduced life-cycle costs requires an overall strategy which blends the talents of government laboratories and industry. The first step is to partition the initial development effort into two stages—software production and integration. Next, facilities for each function are designed and constructed to support the weapon system over the total life-cycle. The engineering activities during the maintenance phase require the same facility features as the development phase, making it possible to do a design for the total life-cycle.

Industry, in a competitive acquisition environment, uses these facilities to produce and maintain the software with long-term expertise in the weapon system being provided by the government laboratory. Since the capital investment is high it is intended to share the facilities across projects although this is generally only possible with the software production facilities.

An important part of the strategy is to adopt an engineering methodology which is supported by the facilities. The activities shown in figure 1 can serve as an example; the software development, and later the maintenance, is broken down into work activities each with a measurable input and output. Many of the activities use the facilities and rely on the particular features which are implemented. In contrast to the development of a hardware system the end result of a software development is an intangible product which can only be observed indirectly through the associated documentation. Thus, all inputs and outputs of the activities are documents, in great quantity and of various forms.

SOFTWARE PRODUCTION AND MAINTENANCE

The software end products are dependent on the support software, e.g., compilers, assemblers, etc.; thus, the software production function offers a natural leverage point to improve all software problem areas. The strategy used for this facility was:

- use modern commercial computers for the host facility;
- support several large projects concurrently;
- increase management visibility and provide a means for measurement and control;
- increase programmer productivity by enhancing the programming environment and automating many of the functions;
- use software emulation of the target computer to develop the "software first";
- use the new concepts of structure and modularity to reduce the cost-of-change during maintenance; and
- use a flexible superstructure in order to easily accommodate new software engineering tools and techniques.

INTEGRATION FACILITIES

Integration Facilities exist for each project and consist of laboratory hot mockups of the actual military computers with realistic simulation of external signals.

The Integration Facilities serve as the hardware configuration baseline and are used for hardware/software integration, evaluation of man/machine functions, and for test and evaluation of Engineering Change Proposals (ECP's). The simulation of realistic external signals allows the total system to be tested in a laboratory environment with proper instrumentation and easy access to the equipment. This approach minimizes costly field testing, a very difficult environment to test hardware and software. Initial tests are performed locally prior to formal test and evaluation.

4. FACILITY FOR AUTOMATED SOFTWARE PRODUCTION (FASP)

This section contains a generic description of FASP, a software system implemented according to the previously stated strategies. FASP is implemented at the U.S. Naval Air Development Center (NADC), Warminster, PA, a Navy laboratory with life-cycle responsibility for several major weapon systems.

The initial studies began in July 1972 and the first operational version was put in use in July 1975; FASP has been used continuously since that date. The first version was named the Software Engineering Facility (SEF) but as the software system evolved the name was changed to FASP. References 9 and 10 contain additional information.

During the early 1970's, NADC was faced with a rapidly expanding software workload; the work was for several major projects and included both development and maintenance responsibilities. At that time it was normal for each project to have a separate software development facility with the support software executing on a military computer.

At the same time the software problems of cost, delivery schedule, and quality were gradually being recognized at the highest management levels. Thus, in a project production environment, where the constraints of time and money were rigid, the problem became one of introducing radically new methods while minimizing risk to the project.

The overall approach was to select a single project and to phase the development of the new support system to meet the critical schedule dates. Although the analysis of software problems indicated that the entire software development process (figure 1) needed new methods, only the code and test phase was initially addressed. The code and test phase was selected for three reasons: first, there were no proven tools for the requirements and design phases and the development of such tools was judged too high a risk; second, the code-and-test activities were well understood and were, therefore, easier to adapt to automated methods; third, once a project used the new facility for code-and-test the software was "in-place" for maintenance, clearly an advantage to developing the software on a separate system and later performing a conversion.

ARCHITECTURE

From a functional, or user's, point of view, FASP is built around a project data base, a related collection of computer accessible libraries. The data base contains not only the actual project software but a wealth of supporting data and management information. The user interfaces with FASP through a command language, invoking various types of programs which interact with the data base. These
programs, sometimes called "tools", are editors, compilers, system generators, simulators, test analyzers, etc. FASP is a highly-integrated system since all the internal operations between the tools and the data base are transparent to user; the user sees only the command language.

FASP is both an advanced programming system and a management information system. As a programming system FASP provides a set of uniform procedures and certified tools for developing and maintaining weapon system software. As a management information system, FASP provides on-line access to a variety of production data which has been automatically stored in the data base.

The FASP software architecture is shown in figures 2 and 3, the second being an expansion of the first. The stacked boxes on the left of each figure represent the computer mainframe; the bottom box represents the basic hardware, the next highest the standard operating system. The FASP software system executes as an application program under the control of the operating system. The normal environment is multiprogramming so at any given time a very large number of FASP jobs are active in the system.

FIGURE 2 – FASP CCS (Central Computer System)

FIGURE 3 – Single User/Single Project FASP
FASP COMPONENTS

Project Data Bases

Under FASP, the developing weapon system software resides in the project data base. Normally, rather than one large data base the project software is distributed across several data bases in units of manageable size; the smaller units are then combined to obtain the total software. The data bases are not only repositories for project software but also are a source of technical and management information that reveals the genesis and current status of software production down to the module level.

Data bases are the basic means for independent development of separate pieces of project software. At the same time, the continuity of format and content over all data bases ensures the smooth integration of a complete system or subsystem.

Each data base is organized into a number of libraries; all are keyed to a source-code library that contains the most recent version of the project software. A master directory is automatically maintained for locating information in these libraries. As shown in figure 3, each project data base contains the following libraries:

(1) Source Library

The source library is a file containing the source code for each software module; source code refers to both programming language source statements and comment-cards which are interspersed throughout the program. In the FASP, certain standards and conventions are established for program comments so that FASP processors can extract certain data for reports.

Medium to large-scale computers of the third generation have extensive file handling capabilities where the data is normally stored on disk files and backed-up on magnetic tape. This capability allows the elimination of card decks as the principal storage medium and results in greater programmer and operational efficiency. Programmer efficiency is increased because of greater capabilities, such as common-decks (lines of source code which are shared across many modules); simple commands which allow additions, deletions, and editing of source code; and, audit-trail information which automatically records dates and times of changes to the source library. Operational efficiency is increased because large card-decks are not continually re-read (processing is done directly from disk files), disk files actually store card-images in compressed formats which reduces machine time and disk space, and back-up procedures minimize recovery in case of computer malfunctions or damage to source cards.

The source library is organized as software modules where a module is understood to be a program or part of a program which performs at least one complete function and which can be compiled or assembled as a unit.

When common-decks, which are blocks of source code with a single identifier, are used, a separate file is maintained which contains each common-deck identifier and a list of all modules which utilize the common-deck. Assembly language macros are handled in the same manner.

(2) Object Library

The object library contains target computer code, usually in relocatable form, which has been produced by a translation of the source code. If a particular software effort uses both a high-level programming language and assembly language, then two distinct object files are maintained in the FASP. The object files are retained in formats which are compatible with the respective linkage editor products.

(3) Test Library

The FASP employs the concept of regression-testing wherein sets of test input data and test results are accumulated during the development of a software system. The test input data is provided by the software engineer who is responsible for testing the software module; the test results are obtained from a target computer software-emulator which executes on the host computer. In addition to test data, test results and test directives, an index of what tests are to be performed for each software module is maintained. When modules are changed, the FASP automatically repeats the test and compares the new results to the old, giving appropriate printouts if discrepancies occur.

(4) Interface Data Library

It is standard practice to organize large software programs in such a way that common data can be shared by many modules; similarly, it is natural to develop general purpose routines which can be called from several modules. When a module executes a call to a separate routine or procedure, the computer transfers control to an entry-point of the called routine; sometimes a routine may have several entry points. The term "entry point", or simply entry, is also used with variables to denote where the variable is assigned storage.

In the FASP, a file is maintained of all external references and entry points. The information is obtained by a FASP processor which scans the actual object files. A FASP user can therefore obtain a list of all modules which reference a particular external variable name as well as all associated entry points for the external variable.

(5) Production Data Library

This library contains information such as modification histories and management information. Management information is captured down to the module level for each data base; the information includes module name, module size in source and object, creation date, date last modified, programming language, number of test runs, etc. For certain parameters estimated values are stored in the data base and can only be changed by project managers; FASP then tracks estimated values versus actual and gives on-line reports of the differences. Some of the estimated parameters are number of modules, number of source lines, number of object words, etc.

FASP System Software

From figure 3 it can be seen that all interaction with the user is handled by a command processor. The command processor invokes a FASP procedure which in turn calls on other software to complete the procedure; this latter software is categorized as support packages, software engineering tools, and software management tools. The interaction with the project data base is handled by the FASP Data Base Management System (DBMS).
While FASP procedures rely on system software to perform tasks, FASP is function-oriented rather than tool-oriented, differing in this respect from other software generation facilities. In a tool-oriented facility, the user is responsible for calling each tool separately, supplying all the detailed parameters, providing the host computer’s job control language, and ensuring that the interface data to all other tools is correct. With FASP, the user specifies the function in simple terms and FASP supplies the appropriate tool or set of tools in proper sequence.

FASP Procedures

FASP provides a set of user commands to accomplish all the software generation functions that must be performed by programmers and managers during the various phases of the software life cycle. FASP procedures have been designed both to simplify the programmer’s task and to enforce standard modes of development on all users.

A procedure is invoked by issuing a FASP command. A command consists of a directive indicating the overall task to be performed along with the required parameters and data. The associated procedure may perform many smaller tasks to carry out a command; many procedures are designed to carry out standard programming sequences. For example, one FASP command specifies “software modification”. The associated procedure updates source code, translates it, stores the object code, updates the interface and production data, and at the user’s option will perform testing and compare results to those of previous tests. This grouping of well-defined programming sequences adds another dimension of standardization to the software production process.

Through the use of FASP procedures, all programmers follow the same development pattern and are, therefore, able to understand the software developed by others as well as being able to easily shift their efforts to other projects using FASP. In addition, FASP handles all the details required for using system software to accomplish a task. These details include selection of options, interfacing different formats, and specifying the sequence in which tools are invoked when more than one is needed for a given task. Examples of the tasks that are supported by FASP user procedures are:

- **Data Base Functions**
  - data base creation and deletion
  - data base saving and restoring
  - data base auditing
- **Software Functions**
  - software creation and deletion
  - software translation
  - software editing and modification
  - software sharing and copying
  - software listings
- **Load Tape Generation**
  - load module creation
  - load tape creation
  - load tape transmission
- **Test Functions**
  - test creation and deletion
  - test execution
  - test modification
  - regression tests
  - automated test analysis
  - test listings

**Support Packages**

This category of FASP system software contains the common support software products which are necessary to generate weapon system software. There are three sub-categories: Editors/Librarians, Translators/Preprocessors, and System Generators.

**Editors/Librarians**

This type of software includes interactive text editors and programs called librarians which maintain source files, object files, and application libraries. The FASP interactive text editor has all the features found in modern text editors and is compatible with the source program librarian. Some of the features are: each source image is given a unique identifier, each source image is kept in active or inactive status; a chronological history is kept of changes to the status; common units of code can be inserted anywhere; correction sets may be identified, inserted, or deleted; the source program is stored in a compressed format; simple commands exist to ADD, DELETE, or MODIFY the source program.

**Translators/Preprocessors**

The term translator is used to denote FASP processor which translates a programming language source program into a target machine object language in either relocatable or absolute form. Translators include high-level language compilers, assemblers, and microprogram translators (sometimes called microassemblers). The present environment is such that weapon systems contain several different computers; thus, several translators must be available in FASP. Further, it is not uncommon to have different translators each at a different release level. Modern compilers usually contain separable code generation sections in order to accommodate different target computers; however, within the FASP the code generators are considered bound to the main compiler and the combination is treated as a single translator. A goal is to have the interface with the translators as uniform as possible and, thus, to avoid any reformatting between the source library and translator and also between the translator and object library. A requirement on all translators is that the name and version number of the translator be stored in the object library for each translator run.

A preprocessor or precompiler is a program which operates on the source program prior to translation. It is used to provide features not existing in the translator proper, for example, a conditional translation option, a macro-type facility for a high-order language, or the implementation of structured programming constructs.
System Generators

The term system generator is generic and refers to a collection of products which operate on data in the object library and produce load tapes for the target computer. These load tapes are usually in absolute format and contain the operating system (or executive) and application programs for the target computer; additionally, the load tapes may contain microcode for the target computer, hardware diagnostics as well as complete sets of object code for other target computers in the weapon system (the case where the first target computer is loading the other target computers). Included in the system generator category are linkage editors and relocating loaders; the essential characteristic of these products is flexibility in searching various object libraries and quickly creating the correct load tapes.

Software Engineering Tools

The term “software engineering tool” covers a variety of programs which assist the software engineer in developing and maintaining weapon system software. Two of the most important FASP tools are discussed below.

Software Emulators

The term software emulation refers to the process where a computer is imitated by a program such that the imitating program accepts the same data, executes the same object code, and achieves the same results as the actual computer. This is in contrast to a hardware emulation of one machine by another, for example, through microcode. Software emulators can be relatively quickly implemented for existing military target computers or for new computers once the instruction set and architecture are firm. Software emulators are typically implemented with either interactive control from a conversational terminal or with trace-command controls in a batch mode. One of these latter features is essential because software emulators are typically several hundred times slower than execution on the actual target machine; the control features allow emulated execution of relatively short segments of code, which is quite adequate for debugging runs during the software development. However, since software emulators do not run at the same speed as the actual target computers, computations are usually performed within the emulator to produce timing approximations within a few percent. The principal advantage of software emulation is that software development can begin early in the overall development cycle; software testing can begin before delivery of the actual hardware and, thus, give the software engineers considerable insight into the adequacy of their designs. In using software emulation, one must insure that the emulation maintains a one-to-one correspondence with the actual hardware; however, since the emulation is performed at the instruction level, this is not a difficult problem.

Some additional advantages of software emulation in FASP are:

- Many users can simultaneously checkout software rather than sequentially using actual military computers.
- The user has access to the emulated machine at the high-level of the emulation language, typically FORTRAN, which allows the contents of memory, registers, and status lines to be obtained in a convenient format, e.g., decimal notation, vice hexadecimal or octal, without disturbing the program under test.
- Within the emulation, extensive error detection can be implemented which may, in fact, go undetected on the actual machine, e.g., addressing beyond the bounds of available memory, or improper double operand alignment.
- The emulated machine may be used to evaluate hardware modifications before they are made in the actual hardware, or certain modifications may be made to facilitate software checkout and then removed before the software is run on the actual hardware.

Automated Test Analyzer (ATA)

The ATA automatically scans the source program, determines the paths between decision points, and instruments the source code without altering the intended computations. The instrumented program is then dynamically executed with test data while special run-time routines record data; the dynamic execution may be on the software emulator or the actual hardware. The recorded data is post-processed to show what paths have been tested as well as the frequency of execution. The resultant statistics are accumulated over many tests, forming a complete test picture. A project manager can assess the progress of the testing effort and has a quantitative indication of the risk associated with releasing software which is not 100% tested. In this case 100% testing means all statements have been executed at least once. The frequency of execution of certain paths provides information to the software engineer for improving the performance of the software.

SOFTWARE MANAGEMENT TOOLS

Software management tools refers to the collection of programs which produce software management information from the project data base. The most important tools in this category produce the FASP software management reports; these reports are module-detail, module-summary, data base-detail, data base summary, and account summary. The account summary report contains information on all data bases assigned to the particular account number; an account number is the identifier used for host computer cost accounting. This allows the convenient collection of technical data and cost data on any project software effort.

Extensive reports are produced concerning the host computer resources. Items such as number of runs, CPU time, Turnaround Time (TAT), etc., are monitored on a weekly basis. Also reported are details of the FASP operations, such as what procedures were used, number of load tapes generated, etc.

FASP OPERATION

The purpose of this section is to provide the reader with some insight into how the integrated FASP components form a programming system. Figure 4 shows a view of FASP which is functionally oriented. The user interacts with a FASP software processor which has access to the FASP system software and the project data base as previously described. In this view the FASP processor produces either test outputs or a tape; the tape is called a load tape and is the means for transferring the software to the target computer. The test outputs are normally hardcopy results of compilations or simulator runs.

A functional view of the FASP processor is shown in figure 6; five major steps are shown - editing, translating, linking/loading, and either simulator testing or load tape generation. If we retain this functional view and add a view of the project data base we obtain figure 8. A typical scenario is as follows: first, an existing module (OLD SOURCE) is corrected or modified in the editing phase producing a new module (NEW SOURCE). Second, the revised module is translated by a compiler or assembler producing a new object file; the interface data is updated by routines in the FASP procedure. Next, the object code is bound together producing a load module. If
the software is to be executed on the target computer a load tape is generated in the particular format of the target computer; frequently, the physical magnetic tape is nonstandard for military computers. If a simulator test is specified the test data and directives are used by the software emulator which in turn produces the test results. Information is continually added to the production data file during all the operations. References 11 through 14 describe FASP in greater detail.

Regression Testing

An important feature of FASP is regression testing. During software module development all test data, inputs, outputs, and test directives, are stored in the data base. A full test history is thereby established for each module. Figure 7 shows the flow during regression testing. Once a module is developed, any change will trigger automatic rerunning of all test cases with a printout of any differences between new and previous results.

For each data base a test directory is maintained which specifies a set of tests for each module; when a module is changed the set of tests is repeated and for each test the new results and old results are compared.

Regression testing is most important during the maintenance phase when it is critical that new changes do not cause software errors in unintended functions.

5. FASP EXPERIENCE

The purpose of this section is to relate the NADC experience in implementing and using FASP. The implementation experience is important because of the very fundamental tradeoffs which were made.

IMPLEMENTATION

Distributed Network Versus Central Site

When implementing a system such as FASP a very crucial choice exists at the outset as to the configuration of the host computer(s); the issue is not remote access because that can be solved by a communication network regardless of the host computer configuration. The choice is whether the project data base and all system software will be at one site or will the resources be distributed across several sites such that parts of the software development can be done at any site. Conceptually, either approach is feasible; however, there are some serious practical problems with the distributed approach.

The basic problem centers around the project data base; in the FASP concept the various libraries in the data base have very specific dependencies on one another. For example, the source and object libraries must be kept in one-to-one correspondence, the histories of changes must be accurate and the management information must relate to the total data base. Another difficulty is the recovery of the total data base in the event of loss or damage to a particular library.
A further difficulty in using a distributed approach is the compatibility of all the subcomponents of the FASP system software, e.g., compilers, emulators, etc.; this is a formidable problem especially when different host computers are used.

In the case of FASP the implementation was chosen to be at a central site with remote access by available communication networks. It was intended that interface-control-documents would allow the easy exchange of source programs and object code with other facilities.

Host Computer

The choice of a host computer is extremely critical. It was clear that a commercial computer rather than a military computer should be used; the great variety of peripheral equipment and the large software base was far superior to that of military computers. The issue became choosing the size of the host computer and the management factor of dedicated operation to a single project or multiproject support.

Since it was a strategy with FASP to trade computer-time for labor-time and to apply more tools during the software development, a large scale computer was desired. On the other hand, the cost of a large scale computer would be difficult to justify for a single project.

At NADC there existed a large scale centralized computer complex consisting of two CDC 6600's which could be further expanded if needed. This facility was selected as the host computer.

Project managers were concerned about the cost of operation and the availability of computer service; factors which were under total project control with dedicated facilities. These concerns were solved when by policy the computer costs were stabilized for a five-year period and firm, written guarantees were given for host computer turnaround time (TAT).

Today the NADC computer facility has two CDC 6600's, a CDC CYBER 170/175, and a second CYBER is planned to be added in 1980. These computers operate independently but all share a common file system; the same version of the operating system executes on each computer. This multicomputer installation is a tightly-coupled distributed processing configuration with high performance for the user.

Data Base

The use of a project database, managed as a whole rather than as a dispersed set of files, is a critical part of FASP. The data base and the underlying relationships between the libraries was the unifying element in the design and implementation of FASP. One study
FIGURE 6 - Data Base Interaction

FIGURE 7 - Regression Testing with FASP
recommended the development of a new DBMS and a new access language which also would serve as a job control language (see references 9 and 10). A survey of existing DBMS's showed that no existing system could meet the requirements; some of the factors were:

- the ability to handle long-sequential strings of data as found in source programs, binary object files, etc.
- most DBMS's used inverted file structures, a feature which would tend to enlarge the total size of the data base for small to moderate amounts of data.
- the project data base was an application where the "sort keys" were known and, therefore, a general approach to selecting data elements was not required.
- some of the contents of the data base had to come from compilers, assemblers, etc., a difficult problem with available DBMS's.
- most DBMS's did not allow multiple access to a single data base nor did they have adequate security controls.

Rather than develop a new generalized DBMS a specialized FASP DBMS was developed using the standard file system of the host computer. This approach has the disadvantage in that it is difficult to add a new type of library; however, it has the advantage of being very efficient when running and straightforward to implement.

Interactive Versus Batch

This topic has been of considerable debate. There has been, and continues to be, a growing body of evidence that clearly shows that a programmer's productivity is increased with the use of interactive capabilities. There is also evidence that programming teams which employ program libraries can achieve high productivity with batch systems. It is sometimes argued that interactive capabilities let the programmer too much freedom to the programmer; that extra computer runs will be made, that the work will be hurried, careless, etc.; whereas, the thoughtful skilled programmer who carefully analyzes each step will more carefully use a batch system yielding higher quality software at an overall higher productivity. This is a weak argument since interactive capabilities in the hands of thoughtful skilled programmers would clearly solve the issue.

In the case of FASP, the limitations of the original operating system (SCOPE 3.3) were such that interactive capabilities were impractical. A change in operating systems (KRONOS 2.1) made it feasible to introduce a degree of interactive capability.

From a functional standpoint, (figure 5), two points were selected for interactive features—editing and simulator testing. Both have been implemented while retaining batch operations. It is not planned to convert the existing FASP system software to be fully interactive, e.g., incremental compilers; however, all new components are planned to be highly interactive.

PROJECT EXPERIENCE

FASP Usage

The total FASP usage in terms of computer jobs per month is shown in figure 8. At any given time the number of projects using FASP averages about 20; about 6 are large scale efforts. FASP accounts for about 1/3 of the total jobs on the host facility and about 2/3 of the resources, i.e., CPU time, file space, etc. FASP supports 6 different target computers. In general, the larger projects support the development of a FASP; however, the smaller projects can use these capabilities, paying only the computer usage costs.

Since the FASP procedures are highly uniform across the target computers, both in-house and contractor personnel have been able to be moved from project to project with relatively high efficiency.

The total FASP usage presents a considerable workload to the host facility; figure 8 also shows the average TAT for the FASP workload. As projects near critical deadlines the computer utilization, e.g., CPU time, increased dramatically. The large-scale computers were able to handle this peak workload and keep the projects close to schedule; however, the large workload caused the scheduling algorithms to thrash, increasing TAT. A contributing factor was inefficiencies in the FASP system software, in particular, the compilers, assemblers, and software emulators. After analysis the combination of performance improvements and modifications of the scheduling algorithms solved the TAT problem. The large-scale computer with the increased TAT basically caused multiple shift operations but accomplished the work; smaller computers would have become so saturated as to result in lengthy schedule delays.

Figure 9 shows the number of jobs per month for two representative FASP projects.

Software First

The use of a software simulator, or simulator, to develop and test the software prior to execution on the target computer was a controversial issue. The major weapon system contractors were divided on the issue; some stated the project could not be done without a simulator, others that none was needed. In the end all of the projects agreed it was a very valuable tool. Late deliveries of the target computers and access to the integration facilities caused very difficult scheduling problems; the simulator on the host computer proved a viable alternative. After using the simulator the testing in the integration facility was significantly quicker. Getting the software errors corrected early in the schedule was not only cheaper but also yielded higher quality software.

Software Estimates

For contractors who were new users of FASP a comparison between their proposals and subsequent actual usage showed large discrepancies. The differences were in all areas but most noticeably in the total amount of software developed and the rate at which they could produce software; thus, the total job was underestimated in size and the team was generally not able to produce software at the expected rate until late in the schedule. With the feedback of information from FASP the differences between proposed or estimated values and actual values rapidly decreased.

In the case of dedicated small scale facilities the same discrepancies occurred but there was no corrective feedback path.

Productivity

Productivity, in the most general sense, is an important economic indicator; it is the ratio of what-is-produced to what-was-required-to-produce-it. Unfortunately, it is not a pure independent variable and factors such as the quality of the product are not directly
FIGURE 8 - Average TAT for the FASP Workload

Software, like many other areas, is labor intensive; that is, labor costs dominate. As in other fields, technological advances must increase the productivity of labor or costs will spiral upward indefinitely. With FASP a goal has been to increase productivity; however, it is difficult to prove this point in an absolute sense. To do so would require doing the same project with and without FASP while holding all other factors equal, a nearly impossible task.

At NADC two measures of productivity are tracked, Delivered Source Lines, including comments, per Man-Month (DSL/MM) and Delivered Object Words, including program and data, per Man-Month (DOW/MM). It is assumed that the amount of testing is relatively high and that full documentation is included. Representative samples of productivity with FASP are shown in table I; note that all projects are real-time weapon system applications. A note of caution with regard to the data of table I; the complexity of the application is a critical factor. Project C was significantly more complex than the others. Overall, the productivity with FASP was considerably better than with smaller scale dedicated facilities.

6. CONCLUSIONS

FASP has demonstrated improvements in the software problem areas of life-cycle cost, quality, and delivery-schedule. Providing a facility with the dual functions of an advanced programming system and a management information system has been a significant factor in the acceptance of FASP. The underlying issue is that by standardizing and stabilizing the programming environment, many of the old software problems have disappeared.
FIGURE 9 — Total FASP Usage in Terms of Computer Jobs Per Month

TABLE I — REPRESENTATIVE SAMPLES OF PRODUCTIVITY WITH FASP

<table>
<thead>
<tr>
<th>Project</th>
<th>Language</th>
<th>DSL</th>
<th>DSL/MM</th>
<th>DOW</th>
<th>DOW/MM</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>AL</td>
<td>95,500</td>
<td>424</td>
<td>65,000</td>
<td>286</td>
</tr>
<tr>
<td>B</td>
<td>AL</td>
<td>108,000</td>
<td>521</td>
<td>65,000</td>
<td>313</td>
</tr>
<tr>
<td>C</td>
<td>HOL</td>
<td>1,600</td>
<td>58</td>
<td>5,000</td>
<td>185</td>
</tr>
<tr>
<td>D</td>
<td>HOL</td>
<td>12,200</td>
<td>420</td>
<td>16,600</td>
<td>573</td>
</tr>
</tbody>
</table>

AL — Assembly Language  
HOL — High-Order Language  
MM — Man-Months (176 hours/month)
Referring to figure 1, it would be ideal to have highly automated facilities to support all the activities, but what is the best way to reach that goal? Requirements and design methodologies with automated support tools are judged to be in a largely experimental state. Therefore, selecting the code and test activities was key to making basic changes in the way weapon system software is developed and maintained. The effort was larger than anticipated because not only was a significant technical development required but also a basic change in the way the managers and programmers accomplished their work. However, once the code and test activities were accomplished the necessary changes to use requirements and design tools are expected to be small.

On the average the initial programmer reaction to FASP was negative; however, this changed dramatically when it became apparent that FASP was merely itself a tool. Their creative talents could be focused on the end product rather than support tools, a result which improved the satisfaction of the end user. FASP produced the welcome benefit of making the managers not only more knowledgeable of their product but also more appreciative of the actual efforts of their programming staffs.

7. REFERENCES


LOGIC STRUCTURE FOR TESTABILITY AND FAILURE DETECTION

U. Schulz and A. Roelker
Dornier AG
Postfach 1360
7990 Friedrichshafen
West Germany

ABSTRACT

A concept of the logic structure for testability and failure detection of digital, modular, onboard data acquisition and control units within avionics systems will be presented. The units of the avionics system are interconnected by the serial Data Bus (1553).

The concept was developed according to the maintenance levels within the German Air Force. The tests and failure detection are performed during operation as well as during pre- and post flight tests without additional external special to type test equipments. The tests are totally integrated into the avionic system.

The tests result in the localization of the failure on the defective module within a unit. The test-software needs about 4 msec and may therefore incorporated into the operational software.

This leads during operation (inflight) to a reorganization of the system by software such that the full system capability will be kept until a second failure occurs.

This system capacity is performed by a minimum of additional hardware (5%) and testsoftware (10%).

1. INTRODUCTION

The conventional structure of onboard electronic and avionic system is purely a collection of units and subsystems (for example: navigation, guidance and control, communication, displays, ...) which are separated and independent from each other. The failure detection and testing of such systems is performed by many special to type test equipments for pre- and postflight tests as well as for maintenance tests. Testing during operation is nearly impossible except the monitoring of a failure of a complete subsystem.

A concept for the testability and failure detection of integrated, digital onboard electronics within avionics systems is presented. The system makes use of the inherent redundancy.

2. ASSUMPTIONS

The following assumptions are made:

- The avionics system is structured as an integrated data processing system with a uniform structure concerning the signal processing soft- and hardware.
- The system contains partially redundant units due to the specified reliability of the subsystems.
- The signal processing units are line replaceable units (LRU) and interconnected by the serial data bus according to MIL-STD 1553.
- The internal structure of the LRU's is modular with the modules connected and operated via a parallel data bus. The modules are functional electronic boards as multiplexer, A/D-converters, digital inputs and outputs, ...
- Most of the LRU's are controlled by an internal processor.

The following approach on testability and failure detection is based on the system shown in figure 1. This is an example of an avionic system design for a helicopter for which the previous mentioned assumptions are valid.
3. CONSIDERATION OF THE PROBLEM

The failure detection and testing is divided into two main levels, according to the so-called maintenance levels of the German Air Force, figure 2:

- **Testlevel 1:**
  During the testlevel 1 the inflight test and the pre- and postflight test will be performed. The task of the tests are to detect the failed function of the system during operation: System GO/NOGO.

- **Testlevel 2:**
  The testlevel 2 is the first maintenance level. The tasks of the tests are to detect the failed hardware components.

The failure detection during operation (test level 1) is performed by well known methods. Those methods are the observation of the process, the comparison of redundant sensor-signals, the voting of the results form the algorithms within redundant data processing units.

Therefore the following considerations are at first limited to the maintenance tests. (test level 2).

4. HARDWARE TESTABILITY

The maintenance test has to lead to the detection of the failed hardware components. The considered system (see figure 1) has a uniform structure of the signal processing soft- and hardware, with LRU's built up out of standard modules.

Figure 3 shows the general configuration of a modular LRU with an electronically and mechanically standardized parallel data bus for the internal data transfers and the serial bus coupling module for the external connections to the other units. The units contain further a data processor, a memory, RAM or PROM, some autonomous modules that are only needed for the control of the internal events, and a lot of digital and analog I/O-modules that perform the connection to the process.

If we want to test such a system we must have testable hardware. Fig. 4 shows the structure of a testable analog periphery. We get the testability by using the inherent redundancy of the modules. The n- and m-input signals are given into the both input modules and are given back again to the system by additional wiring from the outputs to the inputs (cross strapping). The test itself than is performed by software such that a failure within the analog periphery may be detected and localized down to the level of analog input or output modules.

In order to test the digital periphery the information is given twice to the processor on different ways and thus providing information redundancy.

The figure 5 shows the structure of a testable digital I/O-module. Here some circuits are added to the pure module function of every module in order to set up the test information and to send it on a "digital test bus". The test information is converted to a serial 4-bit signal.

The figure 6 shows the receiver module that is connected to the parallel memory bus of the data processor. The test information than is transfered directly to the registers of the data processor and there compared against the measurement value that comes directly over the data bus from the module.

The additional hardware for the test of the digital periphery consists only in one receiver module, the circuits on the electronic boards and the wiring of the serial test bus. The tests itselfes are made by software.

Figure 7 shows an example of a realized LRU within an experimental flight guidance and control system. The LRU is prepared for the maintenance test.

The analog periphery is tested as described before with the additional wiring (cross strapping) as shown in figure 4. The test of the analog periphery includes also the signal conditioning or filtering modules.

The digital input and the parallel data bus are tested by means of an additional module, the data way memory. This is in addition to the previous mentioned way another possibility to test the digital periphery together with the parallel data bus.
A failure of a bus line for example is detected by transmitting a test signal through the bus to the register of the data way memory. From there it is transmitted back to the processor at one way through the bus and at a second way via the process-side and the digital input. The wiring between data way module and digital input is performed such that the first 8 bits of the test signal are given back to the processor through the last 8 bit bus lines and vice versa. If there is a failure for example of a bus line, the two test signals transmitted via different ways are different.

The test of the LRU consists further of short tests of autonomous modules (clock, ...), the data transfer via the serial bus, the processor itself, the memory and power modules inside the LRU.

From investigation and tests we got the following results.

Considering the results of all tests and their logical combination the test leads to a localization of the defective module with a LRU.

The calculation of such a test takes about 500 command words and a time of about 4 msec.

This leads to the possibility to perform the test at every calculation cycle of the processor while the system is full operational.

Due to this capability of failure localization at the level of the module during the operational mode it is possible to reorganize the software of a LRU after the detection of a failed module. The information for example coming from an analog input may be replaced in case of a failure of the module by a value that is calculated from redundant informations within the system (additional observer).

Figure 8 now shows the block diagram of the software structure of a LRU. The test software now is incorporated into the operational software. The organisation and timing of the complete software is performed by a task scheduler.

After the discussion of the testability of one LRU the maintenance test of the whole system (see figure 1) is considered.

In principle there are two possibilities to realize the maintenance test:

1. The test will be performed by a simple external test terminal with the test software situated in the memory of every LRU and the task scheduler in the terminal.

2. The test will be performed by internal test procedures that are situated completely within the memories of the LRU's and performed and controlled by one LRU being the master on the serial data bus during the test phase.

An example for the configuration of an external test terminal is shown in the figure 9. The whole system is connected to the control and test terminal (CTT) via the standard interface of the serial data bus. With this configuration the whole system may be tested with the CTT being the master on the bus. On principle the same configuration is valid if the test will be performed by internal test procedures. In this case the communication between the system under test and the operator may be performed via a multifunction display and a multifunction keyboard in the cockpit (see figure 1).

With respect to the new function of the serial Data Bus according to MIL-STD 1553 B "Transmit BIT-Word" and the above described possibilities for the test and failure detection of LRU's that are structured modular there are the following results:

Inflight-, pre- and postflight-test as well as the maintenance test according to the testlevels 1 and 2 may be performed and totally integrated into the system.

There is the possibility to detect the failed function of the system and to localize the failure at the level of the module within the LRU.

There is no need of any external test equipment if the result of the failure detection and the test may be indicated (immediately or on request) on a multifunction display in the cockpit. The decision whether the information of the failure must be indicated immediately or on request during the flight depends upon the importance of the failure and its influence at the operational mission. During pre-, post-flight and maintenance test all results might be indicated.

With respect to the testable hardware and the methods of failure detection within redundant systems it is possible to allow one detected failure without degradation during operation (inflight). The software of the failed LRU will be reorganized as described above. The full system capability will be kept until a second failure occurs.

This is especially interesting for example in the case of a triplex guidance and control system.

This capacity of the system is performed by a minimum of hardware (5%) and the test software (10%) incorporated into the operational software program of the system.
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**Fig. 8:** Structure of the software of a LRU
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The United States Department of Defense (DoD) spends more than three billion dollars a year on computer software. This includes the design, development, acquisition, management, and operational support and maintenance of such software. Only a small fraction of this effort is involved with the accounting, inventory, payrolling, and financial management functions which are defined by the Federal Government as Automatic Data Processing, those functions that have their exact analogy in the commercial sector and share a common technology, both hardware and software. A much larger fraction of the DoD's computer investment is in computer resources which are embedded in, and procured as part of, major weapons systems, communications systems, command and control systems, etc. In this environment the DoD finds itself spending an even larger share of its systems resources on software. As a result, this area is receiving increasing attention from the highest levels of management. A number of technical and managerial initiatives have been called out to both reduce the cost and improve the quality of Defense systems software. A management plan has been formulated in this area and initial guidance is provided by DoD Directive 5000.29, Management of Computer Resources in Major Defense Systems.

In the area of software we may have, at the present time, more flexibility and a greater influence on the technology than with hardware. Some years ago, the "DoD was a major innovator and consumer of the most sophisticated computer hardware. It now represents only a small fraction of the total commercial market. In software, that unique position still maintains. A significant fraction of the total software industry is devoted to DoD related programs and that is true on an even larger proportion for the more advanced and demanding systems. Thus, there is both an opportunity and a responsibility in the software arena which is past for hardware.

One specific initiative which has been called out by DoD Directive 5000.29 is the use of high order languages (HOL) in systems development. The advantages are well known and in many communities, for instance, the COBOL financial management community or the FORTRAN scientific computational community, these advantages are so persuasive that there has been essentially no alternative to the use of these common languages for more than a decade. The obvious advantages include ease of writing of programs, self-documentation, ease of maintenance, ease of modification, transportability of programs, simplification of training, etc.

It is surprising that a general consensus has not mandated a common high order language for embedded systems. There are, however, a number of managerial and technical constraints that have acted against this in the past. For most Defense systems applications, very severe timing and memory considerations have been prominent in the past, often governed by real time interaction with the exterior environment. Because of these constraints, and restrictions in developmental cost and time scale, many systems have opted for assembly language programming. This decision is often substantially influenced by past experience with poor quality compilers and the fact that the assembler comes with the machine, while the compiler and its tools usually must be developed after the project has begun. The advantages of high order languages, however, are compelling and many more recent systems developments have turned to HOLs. Because of limitations of available high order languages, the programs generated most often include very large portions done in assembly code and linked to an HOL structure, negating many of the expected advantages.

Further, many systems have found it convenient to produce their own high order language or some perhaps incompatible dialect of an existing one. Since there is no general facility for control of existing languages, each systems office has had to do the configuration control on their language and compilers and continue to maintain such on their particular dialect through the entire maintenance phase of the system, which may be very long. This has reduced the contractual flexibility of the government and restricting competition in maintenance and further development. This lack of commonality negates many advantages of high order languages including transportability, sharing of tools, the development of very powerful tools of high efficiency and, in fact, not only raises the total cost of existing tools, but in some cases essentially prices them out of the market. Many development projects are very poorly supported and forced to live with a technology which is far below the state-of-the-art.

By the early 1970's each of the military departments had underway studies or actual language designs which were expected to lead to common languages for large portions of those departments, in January 1975 the Director of Defense Research and Engineering set up a DoD-wide program with the goal of a single common military computer programming language for embedded systems. The intent was to have a real time language to supersede
those numerous ones in current use. Further, to assure non-proliferation during the duration of this effort, all other DoD sponsored implementations of new high order languages were halted. In 1975, a High Order Language Working Group (HOLWG) with representation from the Military Services and DoD Agencies was established as the agent for this effort.

Briefly, the logic of this initiative is as follows:

- The use of a high order language reduces programming costs, increases the readability of programs, eases program modification, facilitates maintenance, etc., and generally addresses many of the problems of life cycle program costs.

- A modern high order language performs these tasks better and, in addition, features which improve readability and understandability can be included in the language in such a way that they also improve automatic test generation, analysis and verification as well. A modern language is required if real time, parallel processing, input/output and error recovery portions of the program are to be expressed in high order language rather than in assembly language inserts which destroy most of the readability and transportability advantages of using an HOL. A modern language may also provide better error checking, more reliable programs, and the capability for more efficient compilers.

- Many of the advantages of a high order language can only be realized through accompanying software tools. A total programming environment for the language includes not just compilers and debugging aids but text editors, interactive programming assistance, automatic testing facilities, automated program analysis tools, incremental modification tools, extensive module libraries, and a variety of compiler options including code optimization. Wide use of such tools, which are often unavailable today, through use of a common language would significantly reduce the life cycle cost of software. Development of newer powerful tools with even greater capabilities would allow the average programmer's tool box is rather bare. Because of the time, difficulty, and high cost involved in preparing these tools for each new combination of language, machine, and operating system, only the very largest projects have been able to assemble even a representative set. Smaller projects must be content to develop the same set of primitive tools over and over. While in many cases development of tools can be shown to be desirable in the long run, day to day pressures usually prevail. There is almost never time to do it right. The use of a common machine independent high order language across many projects and controlled at some central facility, would allow sharing of resources in order to make available the more useful, more powerful, and more expensive tools which no single project could generate or support. At the same time, it would make those previously generated tools available at the beginning of a project, reducing both start up time and risk.

- Reducing the number of languages supported to a minimal number, therefore, provides the greatest economic benefit. There are, of course, costs associated with supporting any particular project and general costs of supporting any language. For a sufficiently large number of users, presumably the costs would be proportionally less. Perhaps 200 active projects contributing to a single support facility may not be proportionally much cheaper than two facilities each supporting 100 projects, although the absolute saving would be significant.

- There are, however, unique advantages to having a singly military computer language. With a single language, one could reasonably expect new computers proposed for a project to be supplied by the manufacturer with a compiler. This is, in fact, the experience of the British with their common language effort. If there were five or ten common languages, such is not a reasonable expectation. In fact, if there were a single common language, its use in DoD and the provision of tools by the DoD would make it a popular candidate for use elsewhere. Sufficient use could be generated that it would be economically sound to produce machines with firmware targeted to this high order language, thus further decreasing cost and increasing efficiency. The multitude of military languages in the past has not received this sort of acceptance. A single modern well supported machine independent high order language might even be expected to influence academic curricula, improving training not so much of individual programmers but the understanding and capabilities of the general engineering community for support of DoD programs.

The High Order Language Working Group (HOLWG) was chartered to formulate the requirements for common DoD high order languages, compare those requirements with existing languages, and recommend adoption and implementation of the necessary common languages. For the very near term, administrative recourse was taken. DoD Directive 5000.29 specifies that "DoD approved high order programming languages will be used to develop Defense systems software unless it is demonstrated that none of the approved HOLs are cost effective or technically practical or vital to the system life cycle... Each DoD approved HOL will be assigned to a designated control agent..." Thus, the use of high order languages is established and indeed very strongly mandated, since life cycle costs are usually dominated by maintenance where the high order languages have considerable advantage over assembly language. Approved high order languages will be used, thereby reducing the proliferation and further, these
languages will be controlled by central facilities. DoD Instruction 5000.51, Interim List of DoD Approved High Order Programming Languages, designates CMS-2, Jovial J73, FORTRAN, COBOL, Jovial J3, TACPOL, and SPL/1 as the only currently approved languages and assigns control responsibility.

Formalization of the approved languages was a major step forward and recognized for the first time the corporate commitment of the Department of Defense to provide long term support for languages. It stops the proliferation of languages in that all new systems are to be programmed in one of these languages, but there is no intent that already existing programs be redone or that the projects, already committed to a language, change. There are, however, limitations. The languages themselves are selected from the present Service inventories and are not, in general, modern powerful languages. They are generally deficient in tools and in availability of compilers. They are seldom machine or operating system independent. Further, we have only started on the concept of control. It will be some time before they reach the state of a rigorously defined, well supported and controlled language. They are, therefore, a very near term interim solution. A more satisfactory technical solution to the problem is to formulate requirements, evaluate the existing languages, select the best for modification to meet the requirements, and build a single common high order language, if that proves technically feasible.

The first charge to the High Order Language Working Group was to establish requirements. This working group was to consider general purpose computer programming languages, those which are used by a programmer to specify computations to a computer, that is, one of the level of the interim approved languages. This is a limited goal which does not include conversational application packages nor special purpose languages such as requirements specification languages, query languages, job control languages, automatic test equipment languages, or simulation languages, that do not provide a general purpose computing capability.

The goals of such a high order language are well agreed upon.

- One wishes to have the language facilitate the reduction of the cost of software. This cost must be reckoned on the total burden of the life cycle, including maintenance and certainly not just the cost of production or program writing.
- Transportability allows the reusing of major portions of software and tools from previous projects and the flexibility to modify hardware configurations.
- The maintenance of very long lived software in an ever changing threat situation requires responsiveness and timely flexibility.
- Reliability is an extremely severe requirement in many Defense systems and is often reflected in the high cost of extensive testing and verification procedures.
- The readability of programs produced for such long term systems use is clearly more important than coding speed.
- The general acceptability of high order languages is determined, at this time, by the efficiency and quality of the compiled code. While rapidly falling costs of hardware may make this difficult to substantiate in general, each project manager will compare the efficiency of the object code produced against an absolute standard of the best possible machine language programming. Very little degradation is acceptable.

While these and similar goals are well accepted, they do not lend themselves to a quantifiable or rational assessment of languages. Alternatively, one could establish criteria which were excessively explicit, determining the form but not necessarily the capability of the language. Rigorous definition of the exact level of requirement proved difficult. Therefore, a STRAWMAN of preliminary requirements was established to define this level by illustration. The STRAWMAN was forwarded to the Military Departments, other government agencies, the academic community and to industry. Additionally, a number of technical experts outside the U.S. were solicited for comments, the European and NATO community being especially responsive.

The review of the STRAWMAN resulted in inputs from which were put together a fairly complete, but still tentative, set of requirements called the WOODENMAN. This too was widely distributed for comment. Based on various inputs and the official responses from each of the Military Departments, a TINNMAN set was derived which then represented the desired characteristics for a high order computer programming language for the DoD.

Early in this program, there was the feeling that different user communities might have fundamentally different requirements with insufficient overlap to justify a common language between them. Such communities include avionics, weapons guidance, command and control, communications, tactical systems, and training simulators. The surprising result was that the technical requirements so generated were identical. It was impossible to single out different sets of requirements for different communities. All users needed input/output, real time capability, strong data typing, compiler checking, modularity, etc. Upon reflection, the technical rationale for this was clear. The surprise was historical, based on the observation that in the past the different communities had favored different language approaches. Further investigation showed that the origin of this disparity was primarily administrative rather than technical, and the result that a single set of requirements would satisfy a broad set of users became less of a surprise. This did not, however,
establish that a single language could meet all the stated requirements, only that, if a language meeting all the requirements existed, it would satisfy the users needs.

Very wide distribution of the TINMAN followed and for a year comments were received on this document. An international workshop was held at Cornell University in the fall of 1976 to illuminate the current state of the art of programming language design and implementation. In January, 1977, a new version called the IRONMAN was issued. It was essentially the same set of requirements as the TINMAN, modified slightly for feasibility and clarity, but presented in a different format that simplified analyses for technical feasibility. The TINMAN was discursive and organized around general areas of discussion. The IRONMAN, on the other hand, is very brief and organized like a language description or manual. It provides a specification with which to initiate the design of a language. It remains sufficiently general to avoid specifying particular features or structures, while still giving the needed capabilities. The IRONMAN was revised in July 1977 and again in June 1978 to form the final version which is called STEELMAN. These revisions were mainly to clarify the intent, but also corrected a few errors and inconsistencies that were identified later.

The next phase of the work was the evaluation of existing languages. This was begun in a formal fashion in the summer of 1976, at which time the current requirements document was the TINMAN. Differences between the TINMAN and the IRONMAN are sufficiently minor so as not to affect the conclusions of this evaluation. The purposes of the evaluation were: to examine the existing languages and determine if one or a combination could satisfy the requirements; to determine on the basis of evaluation of existing languages whether the requirements themselves were feasible and valid; to determine if it was within the state-of-the-art to have a single language satisfying all these requirements; and to recommend the procedure for arriving at the desired minimal set of languages. The languages included in the evaluation were those nominated to the Interim Standard List, languages in wide acceptance elsewhere, and certain modern languages offering advanced capabilities. The main set of languages was evaluated very formally through contracts in which each language was evaluated by more than one contractor and each contractor had several languages to evaluate, thus giving a cross check on the results. In addition, a number of individuals submitted detailed evaluations of specific languages with which they had a unique familiarity. All these evaluations consisted of a comparison of the language against each individual point of the TINMAN. They were not mere existence checks but the languages were also examined for feasibility of modification should a particular point not be met and for possible deletion of features not needed to satisfy the TINMAN requirements. The following languages received formal evaluations: FORTRAN, COBOL, PL/1, HAL/S, TACPOL, CMS-2, CS-4, SPL/1, J38, J73, ALGOL 60, ALGOL 68, CORAL 66, PASCAL, SIMULA 67, LIS, LTR, RTL/2, EUCLID, PDL/2, PEARL, MORAL, EL-1. Besides these languages receiving formal evaluation, a number of other languages were examined for specific features or as examples of modifications of these languages and contributed data on the feasibility and flexibility of the various language approaches.

Such was the bulk of these studies that a government committee was put together to analyze and compare the evaluations and to make recommendations consistent with them. These conclusions and recommendations were adopted unanimously by the High Order Language Working Group as the basis for the next phase of the project. The conclusions may be briefly summarized as follows:

- Among all the languages considered, none was found that satisfies the requirements so well that it could be adopted as the common languages.
- All evaluators felt that the development of a single language satisfying the requirements was a desirable goal.
- The consensus of the evaluators was that it would be possible to produce a language within the current state-of-the-art meeting essentially all the requirements.
- Almost all the evaluators felt that the process of designing a language to satisfy all the requirements should start from some carefully chosen base language.
- Without exception, none of the interim approved languages was found by the evaluators to be appropriate to serve as a base for the development of a common language for embedded military applications.
- Several languages were found to be appropriate as a base for modification. All such languages were derivatives of one of three languages: PASCAL, ALGOL-68, or FORTRAN.

At this point we had determined, as well as can be done on the basis of paper studies without actual construction of a language, that a single language could be constructed to meet the requirements, further, that this could be done with elements which are mutually consistent and within the demonstrated state-of-the-art. The next step in the project was, therefore, to provide a preliminary definition of a language. Alternatively this might be considered an elaborate feasibility proof. Such definition was to be informal but fairly complete and to consider the cost and nature of implementations.

The preliminary definition used the Revised IRONMAN as the requirements specification and drew upon the previous work. Multiple competitive contracts were used with the best
products to be selected for continuation to full rigorous definition and developmental implementation. Each design was to be produced by a small closely knit team under the control of one person.

In August 1977, four contracts were awarded to produce competitive prototypes of the common high order language. These awards came as a result of a request for proposal and offers received from fifteen firms, both U.S. and foreign. The successful contractors were CII-Honeywell Bull, Intermetrics, Softech, and SRI-International.

While different approaches were offered, all four winning contractors proposed to use PASCAL as a base, thereby restricting the products in form and making it somewhat easier to compare the results. We were prepared to deal with three different base languages, so the outcome was coincidental. It should be noted however that the requirements against which the language was designed were not the same as those driving PASCAL. Thus, only a family resemblance between PASCAL and the design product could be expected.

The products of Phase I, the preliminary designs, were received in February 1978. The considerable interest that this project has generated in the outside community made it possible to seek technical input for the evaluation of these designs from the industrial and academic communities worldwide. Eighty volunteer analysis teams were formed and produced extensive technical analysis of the designs. The period available was quite short, but the designs were only preliminary and the purpose of analyses was to determine which should be continued to completion. On the basis of those analyses, CII-Honeywell Bull, and Intermetrics were selected to continue and resumed work in April 1978. As a result of both the designs and the analyses, the requirements were updated in June 1976 to the STEELMAN version. Since this may logically be the final set of requirements, some care was taken to remove apparent misunderstandings and discrepancies which surfaced as the result of the actual design of the four languages. The exceptionally rigorous review of the languages by the analysis teams in the context of the requirements was a further test.

The second phase of the design produced a complete language manual, a design rational document and a limited test translator. The test translator was intended only as an aid in testing the design of the language and was neither complete nor production quality. Based on additional public review and analysis and a workshop with joint discussions among the design teams, the analysis teams and DoD participants, a final selection was made in May 1979. The Green language designed by CII-Honeywell Bull was chosen for further rigorous testing and continued refinement, and thus became the initial design of Ada.

At the same time, DoD sponsored three different economic analyses of the common language effect. These were targeted to estimation of savings to result from the successful completion of the program. They further examined various introduction strategies and rates of introduction of Ada. Not only were significant savings identified, but they were shown to be magnified as a function of the rapidity with which Ada could be introduced. These analyses were not however based on the technical merits of the language or on its suitability to military applications, but only on its machine independence and wide availability.

To verify that the Ada language design would adequately support the range of embedded computer applications which motivated "STEELMAN," a one year testing and evaluation effort initiated in May 1979. An open invitation was issued for volunteers to choose an existing application, preferably written in some high order language, and implement it in Ada. Each of the services identified teams of programmers to implement applications considered critical to their own embedded systems. Teams from industry, academia and government volunteered to conduct independent appraisals.

An Ada orientation course was offered to Test and Evaluation participants in the early summer. The one week session, led by the language design team, was presented at the U.S. Air Force Academy, the Naval Postgraduate School, the U.S. Military Academy, the Georgia Institute of Technology, and the Shienham Royal Military College. Participants were introduced to both the philosophy of design and to specific language features.

A test and Evaluation Workshop, jointly sponsored by DARPA and MIT was held in Boston on October 23-36, 1979. Some one hundred participants gathered to discuss issues ranging from simple transliteration (from some high order language to Ada) to significant refinement activities. The mix of applications varied from straightforward data processing to complex control of real time systems involving synchronization of parallel processes. Although a number of specific language issues were raised, it was not apparent that Ada is adequate for all applications attempted. The general theme expressed by a number of speakers was that, while the language is both adequate for their applications and a significant improvement over existing embedded computer languages, there are some important refinements that are needed.

Although no special environment is needed to use Ada, it was realized early in the development process that acceptance of the language and ultimate payoff would be magnified by the development of a useful and powerful support environment. A workshop, jointly sponsored by the Army, Navy, Air Force and the University of California - Irvine, was conducted at the Irvine campus June 20-22, 1978 to initiate discussion of alternatives for environments.

From this workshop an initial environment specification, called "Pebbleman," was developed. Pebbleman described all aspects of the Ada language environment (ALE) including language
At this stage, the HOLWG decided to separate the technical issues from the policy issues. After several informal iterations and reviews a set of technical requirements for an Ada Program Support Environment (APSE) was distributed in November 1979 as the "Preliminary Stoneman".

To better understand and define these requirements, the HOLWG sponsored an Ada Environment Workshop, November 27-29, in San Diego. Two hundred twenty industrial, research, and government participants discussed relevant features of existing environments from both the users and developers points of view. From these discussions and written responses to the "Preliminary Stoneman" the "Stoneman" document is being prepared and will be distributed this winter. Stoneman is a requirements document which specifies the structure and content of an APSE to support both the development and maintenance phases of a system, requirements are stated for the support system on a host machine and the run-time considerations for the target machine.

The APSE is to offer a well-coordinated set of tools with uniform interfaces to support a programming project throughout its life cycle activity. It must be highly portable and employ uniform conventions for interface between user and tool. Stoneman introduces the notion of a common open-ended database to serve as the interface through which a highly modular set of software tools can communicate. This database will maintain information important to such functions as version control, library support and project management. The form and content of the database are not specified but the Stoneman calls for the selection of a set of conventions.

It is likely that more than one APSE will evolve. Therefore a Kernel Ada Programming Support Environment (KAPSE) is defined to provide a virtual support environment. The KAPSE is the environment made available to the APSE tools to ensure a machine-independent interface. All APSE tools using a common KAPSE should prove portable over the set of environments supported by that KAPSE.

Stoneman also defines a minimum set of functions which an APSE should perform. This minimal APSE (MAPSE) must provide a method to create database objects, modify database objects, produce new objects which are records of analysis of other objects, transform an object from one representation to another, support the display of objects, parse, link, load and execute.

The Air Force has issued a draft RFP specifying the competitive design of an APSE. The "Stoneman" is a supporting document in the RFP and the HOLWG will continue to work with the Air Force in better defining an APSE.

Introduction of Ada should involve more than just learning a new language. It offers an opportunity to provide training in modern programming methods that are appropriate to Ada, but inappropriate to lower level languages, and often unfamiliar to DoD programmers (whether in house or contractors). Introduction of the language will permit the use of new concepts and facilities, some, for which there is little current experience.

Realizing that Ada presents a novel opportunity to present a coordinated view of modern programming practice, complete with a language and support environment, the HOLWG established an Advisory Committee on Education and Training in March 1979. The committee, composed of military and civilian educators, is to coordinate education and training activities to ensure an orderly and coordinated introduction of Ada.

The goal is to develop a base of experience from which to launch the introduction of Ada within DoD. Members of the committee are actively engaged in teaching and coordinating Ada courses in universities and industry. Based on the experience gained from these efforts, and committee intends to develop a model course from which other courses may be derived. It is clearly appropriate for courses to be oriented to the experience of the student.

Courses with titles such as "Ada for FORTRAN programmers," "Ada for Pascal Programmers," Ada for Machine Language Programmers," will undoubtedly appear. These courses will focus on the similarities and differences between Ada and some commonly understood language, some of which share little of the philosophy of the Ada design. Such courses will not naturally examine the motivation for features nor promote application of the relevant principles. The model course should help infuse appropriate concepts into such specialized courses.

Courses dealing with Ada related issues were offered during the fall term at Carnegie-Mellon University, New York University, Stephens' Institute of institutions, both university and industry plan courses in the coming terms. Based on the collected experience from these efforts, a design for a model course will be developed and distributed for comment. The goal is to provide a model course which provides coordinated treatment of many languages, complete with instructional materials, by early summer. It is hoped that this model will be of assistance to anyone preparing an Ada course.

The common language effort has not attempted to solve the software problem, but rather to provide a leverage for emerging solutions and to eliminate certain conspicuous and unnecessarily duplicative costs. Somewhat surprisingly, it has been possible to satisfy...
substantially all the identified requirements without encountering any significant technical difficulties. This may be the result of setting our sights on what we know. George Washington didn't ask for airplanes or atomic bombs or lasers, all he wanted was muskets, cannon and sabers. Future language research is vital if we are to be able to deal with ever more complex and demanding military systems, if we are to be able to satisfy the increasingly severe systems reliability requirements, and if we are to significantly impact the high cost of software maintenance. It is not the intent that the existence of this language stifle such research, rather that it provide a target and a user, a data and requirements gathering agent, and clearer identification of underlying software problems in military and real time applications.

Besides the normal interaction between portions of the Department of Defense and other agencies of the U.S. Government, this effort has had close relations with and received a great deal of support and technical input from a number of outside organizations with similar aims. The appropriate subcommittees of the American National Standards Institute and the International Standards Organization including their Working Group on Programming Languages for the Control of Industrial Processes have been kept closely informed of this work. The International Purdue Workshops on Industrial Computer Systems have long held an interest in this area and in particular an affiliate group, Long Term Procedural Language-Europe (LTPL-E) has as a goal the production of a language much like the one we desire. The goals of this group have recently been adopted by the European Economic Community and there has been a very intimate relationship between this group and the HOLWG. This is perhaps the most closely analogous group, trying to satisfy the requirements of several countries in several real time applications areas. Perhaps the most successful national common language effort has been that of the British Ministry of Defense in specifying language CORAL 66 for all MOD real time applications. The HOLWG has received much valuable technical and managerial insight from the British experience and to enhance this cooperation, the British assigned a senior technical expert to the HOLWG to be resident in Washington, providing both technical input and liaison. More recently, both the German and French governments have initiated procedures to standarize on existing high order languages, PEARL and LTR, respectively. The Federal Republic of Germany also assigned a technical representative to the HOLWG in Washington. The Japanese government, Ministry of Information, Technology and Industry, is subsidizing a consortium to produce a software production environment, central to which is a common programming language. The CCITT has proposed a common high order language for international use in communications.

It appears that the time is ripe for moving to a common High Order Language both technically and administratively, but significant milestones do remain.

Several efforts are just now getting underway for the introduction of Ada. Delivery of the final language design is expected in May with formal standards established in June 1980. In anticipation of the development of production compilers, DoD has undertaken a contract with SofTech to develop an Ada Compiler Validation Capability (ACVC). This capability will aid compiler builders to ensure that their products satisfy the Ada standards, and will provide an extensive set of test programs to determine compatibility with the standard. The initial ACVC will be delivered in June 1980 and will be used by chartered Ada Compiler Validation Facilities (ACVF) to test and certify compilers.

The first production compiler contract from the DoD will be let by the Army in February, 1980. It calls for the development of an Ada compiler written in Ada, having separable front end and code generators, and for multiple code generators. This will be a two year effort. The Air Force contract to design and implement an APSE will also include a production compiler. This compiler will also be written in Ada, have separable front end and code generators, and have an intermediate representation compatible with that of the Army compiler. The code generators will however be targeted to several machines widely used in the Air Force. In addition there are several research compilers which emphasize specific goals such as target code optimization or clarity of presentation without commitment to a production quality product. In all cases the compiler must pass the testing and certification process prior to use on DoD projects.

Recently the British Government, the German MOD, and the European CEC have made certain commitments to the introduction of Ada. The DoD will continue to cooperate fully with other Ada user organizations to insure that all compilers are fully compatible with a single standard definition, that the advantages of standardization are not lost through proliferation of dialects, and that they are magnified through the broadest possible sharing of resources. The High Order Language Working Group actively solicits comments and cooperation in maximizing the success of this effort.
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INTRODUCTION

The use of Higher Order Languages (HOLs) for developing avionics software is becoming the usual practice. Many HOLs have been defined with avionics applications in mind; these include JOVIAL J3B, JOVIAL J73, SPL/H, CMS-2, HAL/S, CORAL-66, PEARL, and Ada. Regardless of the HOL used, a compiler is needed to translate the program written in the HOL (i.e., the source code) to the machine or assembly language (i.e., the object code) of the avionics computer. These compilers are complex computer programs; the availability and characteristics of the compiler for the selected HOL have a major influence on an avionics software development effort. Because compilers are expensive and require considerable time to develop, many avionics projects are inhibited from using a HOL. There may be neither the funds nor the time available to the avionics project to develop a compiler. Indeed, the availability of a proven, efficient compiler may be the prime consideration in the selection of the particular HOL to be used in an avionics project.

HOST AND TARGET COMPUTER DEPENDENCIES

Because a compiler is a computer program, it must execute on a specific digital computer called the host computer. The compiler translates the higher order language into the machine or assembly language code of a specific computer called the target computer. Most general-purpose compilers execute on and generate code for the same computer; that is, the host and target computers are the same. For example, the IBM 370 FORTRAN compiler executes on and generates code for the IBM 370 computer. In avionics applications, the host computer is usually a large- or medium-scale general-purpose computer while the target computer is a different, smaller, airborne or embedded computer. For example, the JOVIAL J3B compiler for the F-16 Fire Control system is hosted on the IBM 370 and generates DELCO M362P code. This type of compiler is called a cross-compiler. Cross-compilers are used in avionics applications because the capacity, the peripheral equipment, and support software of the avionics computer are not adequate for a compiler. In addition, the capabilities of larger general-purpose computers facilitate compiler use, enable the creation of a more efficient compiler, and permit the effective use of support tools such as a formatter or a cross reference. In particular, a cross-compiler can employ more elaborate optimization techniques than a compiler hosted on a small computer of limited capabilities.

The use of a HOL for an avionics software project means that there must be a cross-compiler targeted to the selected avionics computer hosted on a computer available to the software development team. If such a compiler does not exist, there are several ways that an appropriate cross-compiler can be obtained. (We rule out the possibility of selecting a different target or host computer since these decisions are difficult to change.)

If a compiler for the HOL is available on the host that generates code for a different target computer, that cross-compiler can be converted to generate code for the desired target by a process known as retargeting. This is a straightforward process and it is common for a set of cross-compilers for a particular HOL to be implemented on the same host computer. For example, the SofTech developed J3B compiler is hosted on the IBM 370 and generates DELCO M362P code. This type of compiler is called a cross-compiler. Cross-compilers are used in avionics applications because the capacity, the peripheral equipment, and support software of the avionics computer are not adequate for a compiler. In addition, the capabilities of larger general-purpose computers facilitate compiler use, enable the creation of a more efficient compiler, and permit the effective use of support tools such as a formatter or a cross reference. In particular, a cross-compiler can employ more elaborate optimization techniques than a compiler hosted on a small computer of limited capabilities.

If a cross-compiler for the HOL targeted to the desired avionics machine is not available on the support computer but is available on a different host, that cross-compiler can be converted to run on the desired host by a process known as rehosting. If the cross-compiler is written in assembly language, rehosting can be an expensive operation because the entire cross-compiler must be translated into the assembly language of the new host. If the cross-compiler is written in a HOL such as the HOL itself, rehosting can be substantially simplified. In this case, rehosting involves compiling the cross-compiler with a version of the compiler that generates code for the new host computer. It is not unusual for a compiler written in its own language to be hosted on many machines. For example, the SofTech developed AED compiler runs on the IBM 370, CDC 6600, and UNIVAC 1110 series and is targeted to many more machines.

Usually the general-purpose computer (e.g., IBM 370, DEC 10, UNIVAC 1110, CDC CYBER 74, etc.) used as the host for the avionics cross-compiler is also used for other activities such as simulation and modeling in the avionics software development process. It is usually very useful if there is a compiler of the selected avionics language targeted to the host computer as well as to the avionics computer. With this capability avionics programs can be compiled and executed on the general-purpose computer. Thus, initial checkout of the avionics software algorithms can be on a more accessible computer and in a more controlled environment.

SUMMARY

This paper reviews some of the options in compiler construction for avionics applications and describes the structure of a typical compiler. Compilers for avionics applications have many similarities and a few significant differences as compared with compilers used in general-purpose applications. This paper will concentrate on the differences.
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The use of a HOL for an avionics software project means that there must be a cross-compiler targeted to the selected avionics computer hosted on a computer available to the software development team. If such a compiler does not exist, there are several ways that an appropriate cross-compiler can be obtained. (We rule out the possibility of selecting a different target or host computer since these decisions are difficult to change.)
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If a cross-compiler for the HOL targeted to the desired avionics machine is not available on the support computer but is available on a different host, that cross-compiler can be converted to run on the desired host by a process known as rehosting. If the cross-compiler is written in assembly language, rehosting can be an expensive operation because the entire cross-compiler must be translated into the assembly language of the new host. If the cross-compiler is written in a HOL such as the HOL itself, rehosting can be substantially simplified. In this case, rehosting involves compiling the cross-compiler with a version of the compiler that generates code for the new host computer. It is not unusual for a compiler written in its own language to be hosted on many machines. For example, the SofTech developed AED compiler runs on the IBM 370, CDC 6600, and UNIVAC 1110 series and is targeted to many more machines.

Usually the general-purpose computer (e.g., IBM 370, DEC 10, UNIVAC 1110, CDC CYBER 74, etc.) used as the host for the avionics cross-compiler is also used for other activities such as simulation and modeling in the avionics software development process. It is usually very useful if there is a compiler of the selected avionics language targeted to the host computer as well as to the avionics computer. With this capability avionics programs can be compiled and executed on the general-purpose computer. Thus, initial checkout of the avionics software algorithms can be on a more accessible computer and in a more controlled environment.
After this checkout is complete, code can be generated for the avionics computer rather than for the general-purpose computer by using a different version of the compiler. This can greatly reduce, or eliminate, the recoding that is required when initial algorithm development is done in a different language (e.g., FORTRAN) than that used for the avionics software (e.g., JOVIAL J73). Finally, other benefits, such as increased host-computer transportability, can accrue from using the avionics language for the support software as well as the avionics software development.

EFFICIENCY CONSIDERATIONS

The prime factor that has inhibited the use of HOLs for avionics in the past has been the greater memory required by the slower execution time of HOL-derived programs. The impact of this factor has been reduced for two reasons. First avionics computers of greater capacity but lower cost have made it possible to compensate for efficiency problems in the compiler by providing additional hardware. Second, techniques for producing efficient compilers have evolved. Today, compilers can generate programs no more than 20% slower or bigger than programs coded in assembly language by expert programmers. In some cases, such as the FORTRAN compiler for the CDC 6600, the code produced by the compiler is normally better than the assembly language code most experienced programmers are capable of producing.

The performance characteristics of a compiler depend on the environment in which it will be used. In most situations, a compromise is required between the computer time used by the compiler in translating from source to object code and the time used in execution of the object code. Compilers for general-purpose applications must compile source programs with moderate speed and generate object code of moderate efficiency. Conversely, compilers intended for use in educational environments are constructed to compile very fast at the expense of object code efficiency. On the other hand, compilers for avionics applications must generate object code of the greatest possible efficiency; this efficiency can be obtained even at the cost of a considerable increase in the time required for compilation.

Even with a HOL suitable for the avionics application and an efficient compiler, current practice provides for programming a portion of the software in assembly language. A major reason for this regression to assembly code is the belief that the HOL results in unacceptably inefficient code for some functions, particularly the real-time executive. Other reasons often cited include the inability to use special hardware features and concern over the efficiency of procedure linkage conventions.

We believe that with modern HOLs (and optimizing compilers for them), the use of assembly language should be significantly curtailed, if not eliminated. For example, it seems reasonable to write in assembly language the fault interceptor module that receives control after a hardware fault, but this module should be written to save the machine state and then call an appropriate HOL procedure.

This contention is justified because modern compilers can almost always generate code that is as good as, or better than, assembly code written by average programmers. It will always be possible for the experienced, exceptional programmer to write code that is better than that produced by the compiler for a particular section of source code, but experience shows that such carefully tailored code tends to be hard to change or maintain and leads to high life-cycle costs for the avionics project. A common problem with "efficient" assembly code is that the programmer makes a change in one part of a program but does not make a required change in a logically unrelated section of the program, e.g., because a new register is used. The compiler does not make such mistakes. The compiler never has a bad day and can consider the entire program when generating code.

SofTech has found that the use of target-specific, built-in functions provides a convenient means for giving the HOL programmer access to special features of the target machine. These are predefined functions with code expansions that map onto specific instructions. For example, the functions

\[
\text{DOT}(A, B, N)
\]

and

\[
\text{POLY}(X, C, N)
\]

could be defined for a target machine that had hardware instructions for vector multiplication and polynomial evaluation. On such a machine only a single instruction (with suitable setup) would be used to implement these functions. For another computer lacking such features, the compiler could generate

\[
\]

and

\[
C[0] + X*(C[1] + X*(\ldots + X*C[N]) \ldots)
\]

for these two special functions. Such built-in functions enable hardware features to be fully utilised without requiring inline use of assembly code or assembly language subroutines and these functions permit the programs that use them to be moved to other hardware.

Procedure linkage conventions are another area where a good compiler can do as well as, or better than, the assembly language programmer. Some things that can be done in this area are compiling the procedure body as inline code (if space is not at a premium), using a simplified calling sequence, based on information on how the procedure is actually used, and passing formal parameters in registers.

In the few cases where use of assembly language is deemed critical, the assembly code should be provided as a callable procedure that uses the documented calling sequence conventions of the HOL.
The structure of a typical optimizing compiler for a HOL such as J73 is shown in Figure 1. The compiler consists of a set of sequential phases or modules, each performing part of the translation process. The early phases are normally highly dependent on the particular HOL and almost completely independent (except for parameters such as bits per word) of the target computer. The later phases are highly dependent on the target machine and essentially independent of the HOL being compiled. This partitioning into machine independent and machine dependent sections is the reason development of a cross-compiler is normally a straightforward process. With proper design, retargeting involves the development of only the code generator phases. When compilers that are targeted to both the host computer and an avionics computer are needed, a single set of machine independent phases and two sets of machine dependent phases will provide the needed capability.

The compiler executive module initializes the compiler for operation, processes command lines, opens files, and controls the operation of the remaining modules. Host operating system dependent functions are performed by service routines within the executive. Isolating these functions in the executive makes the rest of the compiler more host independent. Based on user-selected options supplied to the compiler, the executive controls processing by invoking only those modules and functions required to complete a compilation in accordance with the user's selected option. For example, the compiler executive can direct:

- The syntax analyzer module to insert formatting information into the listing file;
- The optimizer to skip optimization processing in order to save compile time for programs whose size is not of concern; this option is also of value during development when the initial code generators are being produced independently of the compiler;
- The optimizer and code generator to skip processing when syntax checking mode is in effect during initial program development.

The compiler executive module also receives error severity codes on completion of each pass that may affect which subsequent modules are called. It skips optimization and code generation when serious errors are detected in the source program during syntax, declaration, or semantic processing.

The syntax analyzer module parses the source program and creates the initial version of the symbol table and intermediate language file. Parsing involves recognition of lexical tokens, such as an identifier, which normally consists of a letter followed by a sequence of letters and digits, and application of syntactic rules to determine the grammatical structure of the source program.

The syntax rules of the HOL are usually expressed in a notation called Backus-Naur-Form (BNF). The BNF description of an assignment statement as a typical HOL would include rules such as:

- `<assign-statement> ::= <reference> = <expression>;
- `<reference> ::= <identifier> | <identifier> (<ss-list>)
- `<ss-list> ::= <expression> | <ss-list>, <expression>

These rules state that an `<assign-statement>` is a `<reference>` followed by an equal sign followed by an `<expression>` followed by a semicolon; a `<reference>` is an `<identifier>` or an `<identifier>` followed by a parenthesized list of subscript expressions; and an `<ss-list>` is one or more `<expression>`s separated by commas. The BNF description for J73 contains several hundred such rules.

Compilers built by SofTech normally use a table driven parser. The BNF grammar is processed by a support tool that verifies that the grammar is unambiguous (there are no "sentences" with more than one possible parse) and generates a compact set of tables that are used with a bottom-up look-ahead parser. This technique produces syntax analyzers that are as efficient as any that can be hand-programmed; since errors are detected as early as possible, the error recovery properties are good.

The declaration processor module completes the skeleton symbol table created by the syntax analyzer. Information contained in type and variable declarations is checked and appropriate error messages are issued. Machine specific data (localized to a few places in the phase) is used to calculate the size of data and to assign offsets to fields in a record. If the language contains a COMPOOL facility, as does J3B and J73, this phase must also process the COMPOOL files specified by the programmer and extract required declarations.
The semantic processor module performs all semantic checks, introduces type conversions or identifies type incompatibilities, and generates the final intermediate language (IL) representation of the program for use by the optimizer and code generator.

The global optimizer module performs global and target-computer-independent optimizations. These optimizations are performed on the IL representation of the program and a more efficient IL representation is produced. Because of the importance of the optimization operations to an efficient and effective avionics compiler, they are discussed in detail in a later section. The optimization module also inserts information about the use of variables into the IL program to guide the allocation of registers during code generation.

The code generator module processes the IL representation of the source program and maps it into a target machine instruction representation. Instructions are generated from the intermediate language by interpreting each IL operator in terms of target machine instructions. Instructions generated depend on the addressing properties of operands, the availability of registers, and the information on operand usage inserted into the intermediate language by the global optimizer module.

SofTech has successfully used a decision table technique for code generation. Instructions are generated using decision tables, which examine all of these factors using preprogrammed conditions parameterized with the operands and which produce locally optimal code for the appropriate target machine architecture. This technique results in very reliable code generators. A critical optimization activity performed during code generation is the allocation of target computer register stores and reloads. SofTech has used a cost function approach in this register allocation. The cost function uses the information on data usage collected by the optimization module. For each variable, the global significance is a function of the distance to the next reference. A register is selected for each variable reference based on this data. The cost function prioritizes different types of use; intermediate results have the highest priority, followed by reused operands, reused bases, and reused indices.

The output processor module produces all compiler outputs. It performs final instruction optimization and code assembly operations, and prepares the object module in the form of a relocatable binary object file. It prints the source program listing with error messages interspersed and occurring after the source input line that was found in error. It generates a readable description of the complete symbol table and combines the symbol table information for each name with cross-reference information identifying input lines on which each variable is set or referenced. The output processing module produces binary symbol table files for use in COMPOOL input and for potential use by a symbolic debugger. Finally, the output processing module can print statistics about the source program. Some statistics collected by the SofTech J73 compiler are shown in Table 1. These statistics are useful in management review and evaluation, particularly in determining software complexity.

**TABLE 1**

<table>
<thead>
<tr>
<th>SOME COMPILER STATISTICS FOR J73</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of symbols;</td>
</tr>
<tr>
<td>number of lines;</td>
</tr>
<tr>
<td>number of comments;</td>
</tr>
<tr>
<td>number of declarations;</td>
</tr>
<tr>
<td>number of items of each data type;</td>
</tr>
<tr>
<td>number of constants of each data type;</td>
</tr>
<tr>
<td>number of procedures and functions at each nesting level;</td>
</tr>
<tr>
<td>number of serial and parallel tables;</td>
</tr>
<tr>
<td>number of defines;</td>
</tr>
<tr>
<td>number of compools used;</td>
</tr>
<tr>
<td>number of overlay statements;</td>
</tr>
<tr>
<td>number of assignment statements;</td>
</tr>
<tr>
<td>number of IF statements at each nesting level;</td>
</tr>
<tr>
<td>number of simple GOTO statements;</td>
</tr>
<tr>
<td>number of FOR statements at each nesting level;</td>
</tr>
<tr>
<td>number of calls for each procedure and function;</td>
</tr>
<tr>
<td>number of exit statements;</td>
</tr>
</tbody>
</table>

**COMPILER DATA STRUCTURES**

Among the compiler's data structures, two are of fundamental importance to the overall design, and are discussed briefly here in order to highlight their significance. These are the symbol table and the intermediate language (IL).

The symbol table is a collection of entries containing information about all symbols that occur in the source program together with those that are reserved or predefined in the language. Each entry describes all the attributes of a symbol with fields that contain all the declarable or built-in attributes. For a language such as J73, symbol classes include items, tables, blocks, procedures, constant names, define names, zones, keywords, operators and single letters. Attributes of variables include size, range, precision, packing and storage class. Table attributes include dimensions and the ordering and packing of components. Type and constant name attributes include the attributes of their underlying types or values. Constants are represented by both the corresponding type information and their declared or literal value. These values are represented by a single symbol table entry for each value, with a canonical machine independent representation; such a representation is important in allowing accurate constant expression evaluation routines to be used for different target computers.
The intermediate language (IL) is the complete internal representation of the input source program semantics. The IL is initially produced by the syntax analyzer, is modified by the semantic processor and optimizer, and is mapped to target machine language by the code generator. The IL includes codes for all expression operators in the language, for assignment and parameter passing, for all control structures, and for all references to symbols defined in the program.

OPTIMIZATION METHODS

Optimization methods can be divided into two main categories: target-computer-independent and target-computer-dependent. The target-computer-independent optimizations would be concentrated in the optimization module of the typical compiler structure as described in the preceding section. Target-computer-dependent optimizations would be performed primarily in the code generation module.

Machine-independent optimizations are those expressible as transformations of the intermediate language. They are valid (in the sense of not changing the meaning of the program) for all target-machines. There are a number of machine-independent optimizations discussed in the academic literature. Some are applicable to only a few specialty programming languages; others can only be performed under certain conditions that rarely occur.

No optimizations can be performed without intimate knowledge of the program being optimized. Data flow analysis is the process by which information is collected for optimization. Data flow analysis can be performed in a number of ways, depending on the nature of the expected source programs.

Traditional data flow analysis algorithms (e.g., iterative analysis and linear nested region analysis), as well as more recent high-performance techniques, are designed for programs written in Fortran-like programming languages. Such analysis methods are called "low level" because they are preferred for programs that make heavy use of undisciplined GOTO's to express program flow of control. More appropriate for analyzing well-written programs in modern HOLS, such as JOVIAL J73, are "high level" data flow analysis algorithms. Such algorithms are best for analyzing programs that express flow of control with advanced control structures, such as loops, IF, and CASE, with GOTO's appearing only rarely.

Data flow analysis can be either interprocedural or intraprocedural. Intraprocedural analysis collects information from only one procedure at a time, making worst-case assumptions when other procedures are called. The more detailed and time-consuming interprocedural analysis takes into account most or all of the effects of procedures calling other procedures. Fewer worst-case assumptions are made, leading to more opportunities for optimization.

Typical optimizations that result from data flow analysis are:

a. Constant folding (also known as constant expression evaluation).
   For example: \(1 + 2 \Rightarrow 3\)

b. Local and global constant propagation.
   For example:
   \[
   \begin{align*}
   B &= 2; \\
   C &= 1 + B; \\
   \Rightarrow & B = 2; \\
   C &= 1 + 2;
   \end{align*}
   \]

c. Local and global common subexpression elimination.
   For example:
   \[
   \begin{align*}
   B &= C \times D; \times E; \\
   F &= C \times D; \\
   \Rightarrow & B = T; \times E; \\
   F &= T;
   \end{align*}
   \]

d. Re-ordering of expressions, including application of associative and communicative laws.
   For example: \(2 + B + 1 \Rightarrow 2 + 1 + B\)

e. Operator strength reduction in loops.
   For example:
   \[
   \begin{align*}
   \text{FOR II: A BY B;} & \quad T1 = A \times 4; T2 = B \times 4; \\
   \text{BEGIN} & \quad \text{FOR II: A BY B;} \\
   \ldots & \quad \text{BEGIN} \\
   \text{II \times 4...} & \quad \ldots T1... \\
   \text{END} & \quad T1 = T1 + T2; \\
   & \quad \text{END}
   \end{align*}
   \]

f. Extensive simplification of expressions using algebraic identities.
   For example:
   \[
   \begin{align*}
   AA * 1 \Rightarrow AA \\
   AA \text{ AND TRUE} \Rightarrow AA
   \end{align*}
   \]
g. Code motion out of loops (also known as extraction of invariant expressions).

For example:

```
FOR .......... ; T1 = A*B;
BEGIN
    .... A * B ...
END
A and B are loop invariant
```

h. Elimination of dead assignments.

For example:

```
B = C;
...
B = D;
```

i. Elimination of unreachable code.

For example:

```
IF FALSE;
```

j. Optimization of subscript calculations.

For example:

```
A(3,2) the subscript calculation is performed at compile time.
```

Equally important are target-computer dependent optimizations. There are three basic categories of such optimizations:

- Register allocation
- Code selection
- Generated-code optimization

There is no optimal strategy for assigning intermediate results to computer registers because of the differences between computer architectures. One computer may have index registers, floating registers, and general-purpose registers; another may use general-purpose registers for indexing, but have special registers for multiply and divide. Thus, one register allocation strategy can not work for all target computers. It is possible, however, to extract some basic principles of optimal register allocation:

- It is necessary to keep a full register history during code generation, to avoid redundant loads.
- It is usually optimal to keep values in registers as long as possible, rather than storing intermediate results into memory as soon as they are computed.
- When a register must be chosen for a new value to be loaded, it is necessary to look ahead to the future uses of the value in order to choose an appropriate type of register. Consider the example of a machine that permits addition into both index and general registers, but permits multiplication only into general registers.

If we wish to compute a sum that will later be used as a multiplicand, it is important that we compute the sum in a general register rather than in an index register. However, if the sum is to be used later as an index, we would want to compute the sum in an index register.

- When all registers are full, it is necessary to have a strategy to determine the "best" register to use (the current contents of the register may have to be saved in memory). Such a strategy could discard the value least recently used or the value least recently loaded. A better strategy is to consider the number of remaining uses of the value, and the distance to the next use; this is called the "usage count" method of register allocation.

Just as no one register allocation strategy can work for all target machines, no one code selection algorithm can be universal. When choosing which instruction codes to use, the code generator must pay attention to special-purpose machine instructions for loop-control, masking, clearing, and incrementing. Half-word, double-word, and multi-word instructions can be used to great advantage when available. Fixed and integer multiplication and exponentiation can frequently be speeded up through use of shift, add, and subtract operations. Exponentiation can be replaced by multiplication when it is profitable to do so. Certain CASE statements can be implemented via branch vectors rather than tests. It is important to make good use of indirect, indexed, and immediate addressing of operands, in order to eliminate useless register loading and redundant allocation of literal storage. A number of algorithms exist that allow the code generator to evaluate a complicated expression in the order that makes minimal use of machine registers.

A number of compilers have demonstrated great success with optimization of the generated machine code. Such optimizations uncover and exploit aspects of juxtapositions of machine instructions that yield optimizations not detectable by earlier optimizers. Many times, such optimizations have produced improvements in unexpected situations, surprising even the compiler's designers. An example of post-compilation optimization is peephole optimization. In this technique, a "window" of only two or three instruction-widths is passed over the generated code. Simple machine-dependent optimizations are sought without examining any code outside of the window. Redundant register loads and stores are eliminated. Operand addressing is improved. Machine condition-codes are used to best advantage. A variety of straightforward but highly effective transformations are performed, cleaning up the rough edges in the code. Other examples of important post-compilation optimizations are eliminating jumps to jumps and reversing the senses of comparisons.
A problem with generated-code optimizations is that they may interact with each other in unexpected and confusing ways, resulting in the possibility of bugs being introduced into the generated code. SofTech has addressed this problem by introducing an inductive proof methodology that demonstrates the correctness of the generated-code optimizer transformations. For each optimization (and a compiler may apply 15 or 20 types of such optimizations), the effects on the contents of memory, the machine condition codes, and the flow of control are explicitly defined. The situations in which the optimization may be performed are also explicitly defined and a proof is constructed showing that the optimization preserves program correctness. It is then possible to construct an inductive proof showing that the aggregate of all optimizations preserves program correctness, regardless of how the optimizations interact.

COMPILER TESTING

Since the compiler is an essential tool in software development, it must work correctly if that development effort is to succeed. It is clearly intolerable for errors to be introduced into the avionics software because of compiler deficiencies. It is only slightly less tolerable for the compiler to fail to successfully compile a valid source program. Because compilers are complex computer programs, they must be thoroughly tested before they are used. Five classes of tests can be defined.

Class I
Tests in this class verify that valid HOL statements are accepted by the compiler. These tests are not intended to verify the correctness of the generated object code.

Class II
These tests verify that the compiler rejects statements that are not valid HOL, and that corresponding diagnostic messages are produced when such statements are recognized.

Class III
These tests verify the operation of the implementation-independent HOL directives.

Class IV
Tests in this class are used to check that capacity requirements and constraints are met. For implementation-dependent capacity requirements, model tests are included that can be adapted for a particular implementation.

Class V
These tests verify that HOL programs are translated into correct object code. The tests in this class are all executable and self-checking (i.e., the test program outputs a message telling whether or not the test was passed).

Each class is composed of a great many test programs written in the HOL. The tests are performed by attempting a compilation of each program and, in some cases, execution of the resulting object code. Each test is aimed at exercising a specific language feature or combination of features.

Compartmentalizing the tests in this way achieves three advantages:

a. Catastrophic failure of a single test program will not alter the outcome of subsequent tests.

b. Incorrectly supported language features will have minimal effect on tests of other language features.

c. Partial test sets can be used during compiler development to test partially complete compilers.

Total isolation of language features is not possible since testing of some features must assume that other features are operable. In order to minimize cross-dependencies and to achieve a well-behaved compartmentalization, a nucleus of language features has been defined. Features in the nucleus are tested first. Tests of features outside the nucleus assume the existence of the nucleus features, the existence of the feature under test, and a minimal number of the other language features required to support the feature under test. This organization permits maximum testing support for compilers that are still under development and, also, supports verification of the finished product.

CONCLUSIONS

The approaches to avionics compiler development described in this page have been successfully used by SofTech and others to produce reliable and efficient compilers for avionics applications. The results from the use of these avionics-oriented compilers should convince all but the most hardened sceptics that compilers are an essential part of an avionics software development system. Avionics software development has progressed rapidly in the last five years from relatively primitive support software to integrated and complete software support facilities.

The compiler is at the center of these facilities. The compiler will, in the future, be linked to the simulators and test software so that the benefits of a HOL can extend from the coding phase to debugging and checkout. Through the mechanism of software libraries the compiler will become an information source for software documentation, configuration control, and status accounting tools. Finally, more general and comprehensive software analysis tools (such as data flow analyzers, program structure analyzers, and test instrumentation tools) will be integrated into compiler usage.

Although much greater use of compilers will be made, fewer compilers will be written in the future than the number of applications would indicate. This will be the result of actions taken to minimize language proliferation (e.g., the Ada language), actions taken to reduce computer hardware differences (e.g., the MIL-STD-1750 instruction set), and the establishment of central agencies for compiler certification and distribution.
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Summary

This chapter defines the terms verification and validation and provides detailed guidance for their conduct. For each activity, it identifies the responsibilities of the participating organizations and discusses applicable concepts, methods, products and problems. Its purpose is to serve as a guide and it should be utilized accordingly.

I. Introduction

The purpose of verification and validation is to provide systematic assurance that software developed for weapons systems will perform its mission requirements economically, efficiently and correctly. This assurance is enhanced by having an objective third-party independently assess the technical adequacy of the delivered software products.

The concept of verification and validation was first employed in early space and missile systems where the consequences of failures were often catastrophic. The concept was extended to encompass nuclear safety analysis and command and control systems and is currently being used on a wide range of systems. Although a quantitative measure of the effectiveness of its application is impossible to make, an examination of the success of past systems employing it indicates that its added expense is justified. The following examples illustrate this point.

The Space and Missile Test Center's verification and validation contractor was tasked to independently evaluate and test a 25,000 word program that had been an integral part of the range safety system at Vandenberg AFB for the previous eight years. Twenty major errors were detected, seven of which were critical to range operation. Possible injury to life and/or property could have occurred if these errors were left uncorrected.

The Minuteman Program Office has employed an independent contractor to do verification and validation for many years. Their overall error history illustrates the benefits attributed to this practice. Minuteman has experienced 1 error per 6000 lines versus an industry average of 1 error per 300 lines. This represents a 20 to 1 improvement.

Other projects such as the Titan missile system, the B-1 Bomber and the Safeguard anti-ballistic missile system have reported like successes. The success of the approach is epitomized by SAMSO Commander's Policy which directs that independent verification and validation will be considered for all space and missile programs employing embedded computer resources.

Verification and validation embody a series of activities which are ideally interfaced with the development process itself. The activities accomplished result in a more orderly and efficient implementation because each development phase produces a verified baseline for the next phase. In addition, errors are typically found early in the cycle before they have a chance to propagate. In summary, the three major payoffs of verification and validation are:

- Improved reliability - fewer errors after acceptance
- Greater visibility - improved chances of success
- Reduced life cost - errors found earlier
Table 1

Verification and Validation Explained

<table>
<thead>
<tr>
<th>Independent Verification and Validation Is</th>
<th>Independent Verification and Validation Is Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>. An independent technical activity.</td>
<td>. Conducted by the personnel that develop the software.</td>
</tr>
<tr>
<td>. Aimed at product evaluation throughout the life cycle.</td>
<td>. Checking the code during Development Test and Evaluation (DT&amp;E).</td>
</tr>
<tr>
<td>. Identifying errors early.</td>
<td>. Identifying errors during DT&amp;E.</td>
</tr>
<tr>
<td>. Employed to insure that all system and subsystem requirements have been fulfilled by the software.</td>
<td>. Employed to insure that only the test requirements of the computer program development specification are met.</td>
</tr>
<tr>
<td>. Complementary to the development effort.</td>
<td>. A duplication of development activities.</td>
</tr>
<tr>
<td>. Designed to help the developer.</td>
<td>. Conducted to harass the developer.</td>
</tr>
</tbody>
</table>

II. Verification and Validation Defined

The terms verification and validation are being used extensively and somewhat interchangeably by members of the software community to describe many disparate testing and analysis activities. Service memos and regulations are often vague and conflicting when discussing the subject matter. The dictionary offers little relief from the confusion because the terms are synonyms for one another. Just what do the terms mean and what activities do they encompass?

Table 1 summarizes what verification and validation is and is not. It is provided to clarify any misconceptions about the processes. For the purpose of this Chapter, verification and validation are conducted by personnel who are not associated with the development organization. This is the key discriminator between verification and validation (v&v) and Development Test and Evaluation (DT&E). The following paragraphs define the terms verification and validation within the context of the acquisition life cycle used by the military.

Verification is defined as the iterative process of determining whether the product of each step of the software development and change process fulfills the requirements levied by the previous step. The four activities that comprise the verification process are briefly described as follows:

. **System Specification Verification**
  The system-level analytical activity conducted to determine whether the computer-applicable requirements within the system specification represent a clear and accurate translation of the user's need.

. **Requirements Verification**
  The data system analysis (i.e., hardware and software) activity conducted to determine whether the software requirements reflect the computer-applicable needs denoted by the system specification.

. **Design Verification**
  The software design analysis activity conducted to determine whether the software design represents a clear, consistent and correct mechanization of the specified requirements.

. **Program Verification**
  The code analysis and test activity conducted to determine whether the actual code correctly implements the design as described in its associated documentation and whether it is compliant with the specification which contains the design.

Validation encompasses the evaluation, integration and test activities conducted at the system level to ensure that the finally developed software satisfies applicable requirements set down as performance and design criteria in the system specification and/or the software requirements specification.

Successful validation requires that all verification activities are completed. This is necessary because verification procedures often provide a basis for selection of the validation approach.

Validation is usually conducted to ensure system-level requirements are fulfilled. Therefore, software's contribution to performance must be evaluated in a realistic operating environment where hardware, environmental and personnel effects are in the loop.
III. System Specification Verification

System specification verification is the v&v activity conducted to ensure that the system/system segment being considered will meet its mission goals and objectives. Once this activity is completed, the subsystem requirements can be developed in a logical manner with assurance that there is a clear and accurate description of the system concept.

System specification verification occurs during the validation phase. It takes the system specification and/or data system specification and determines whether the stated requirements are a clear and accurate translation of the user's need.

The validation phase begins with a preliminary system specification and a Test and Evaluation Master Plan (TEMP). The developer's first task is to update the system specification and TEMP so that they are compatible with the approved system engineering concepts and to prepare the System Engineering Management Plan (SEMP). The developer then begins the task of refining the system concept and allocating requirements to subsystems and then to hardware and software configuration items (CIs). The process continues with the developer conducting trade studies which help reduce the risk of the system design. The main products developed during this phase are an authenticated system specification, TEMP, plans, trade studies, preliminary specifications and Interface Control Documents (ICD's).

The IV&V agency is typically brought on contract just after the PO approves the system requirements. Their first major task is to prepare a Verification and Validation Master Plan (VVMP). The IV&V agency then starts a detailed review of the developer's products and reports their findings to the Government's Program Office (PO). The IV&V agency initiates their tool development activity and their test planning during this period. Their participation culminates with their independent confirmation of the feasibility of the requirements.

The PO monitors progress and reviews and approves products produced by both participants. They attend reviews, approve minutes, and assign action items. They work with both the developer and the IV&V agency to provide task direction, establish team spirit and proper working relationships. They review deliverables and evaluate their technical adequacy and acceptability.

Specification verification is concerned with analyzing and evaluating the system specification requirements and their allocations in detail. Detailed requirements analyses are conducted using analytical modeling, simulation, and prototyping to evaluate the proposed conceptual approaches to system mechanization. Preliminary subsystem relationships are reviewed to ensure satisfaction of appropriate performance, functional, and operational requirements. Requirements are segmented in sufficient detail to determine whether the identified design approaches can realize them with acceptable risk.

The IV&V agency should direct their efforts toward evaluating the following three areas during specification verification.

- Risk
- Technical Feasibility
- Supportability

Trade studies are conducted to evaluate alternative system concepts in terms of cost/risk. Typically, the attitude "let the computer do it" prevails. As a result, the cost/risks are not fully evaluated. The IV&V contractor must appraise the Government of the consequences of trades. They must quantify risk in terms of a range of direct (dollars) and indirect costs (schedule). For example, most airborne systems have equation trade studies investigating different guidance or navigation schemes. These trades are the precursor to the derivation of the equations that go in the software requirements specification. Because the equations are the backbone of performance, acceptable engineering solutions (accuracy, speed, etc.) must be verified for a variety of nominal and off-nominal situations. A major change in philosophy could impact hardware selection and software cost. Coding the equations in FORTRAN and executing them with models of the environment using an engineering simulation has proven to be a successful method of proving feasibility early. Other risk reduction techniques include simulation and prototyping. If you've never done it before, it normally pays to build a "quick and dirty" prototype to prove the concept.

Technical feasibility of the functional allocations to hardware, software, firmware, and operator procedures (could be implemented by the pilot) is the next item to be evaluated. The typical philosophy is "let the software do it if it is tricky." With the advent of cheap hardware and firmware, this is not always the right way to go. The IV&V contractor should evaluate the feasibility of the allocations in terms of life cycle costs and appraise the PO of his findings. Analytical modeling can be used to investigate the complexities of real-time systems. System simulations which functionally model the architecture can be employed to do hardware/software tradeoffs to assist in allocation. Performance evaluation and workload measurement aids have been used effectively in evaluating performance of existing hardware and software in architectural evaluations.
Another key problem is the tendency of the developer to concentrate on the operational software. Typically, little attention is given to support software used in the development facility, support and test equipment. The availability of critical checkout equipment or a compiler can drive the schedule. The IV&V contractor should ensure that the developer's Computer Program Development Plan (CPDP) adequately addresses these issues. The IV&V agency should spend as much time as necessary (depending on criticality) to ensure that the PO is appraised of the risks and possible consequences in these areas.

Typical problems associated with specification verification activities include (1) overcoming the developer's mistrust of the IV&V agency, (2) expediting information exchange, (3) evaluating fully the consequences of trades and (4) involving software personnel in interdisciplinary working groups so that they are not at the mercy of other technical disciplines.

IV. Software Requirements Verification

Requirements verification is the v&v activity conducted to ensure that the software requirements can accomplish their allocated system requirements. Its primary aim is to identify ambiguous, ill-defined and technically inadequate software performance and design requirements as early in the process as possible.

Requirements verification occurs during the validation phase. It ensures that the computer program development specifications adequately reflect the computer-applicable portion of the system specification. The major software product of this activity is a set of authenticated specifications which become the allocated baseline for the Full Scale Development Phase.

The developer's responsibilities are to (1) revise his software requirements specifications and ICD's based upon continuing requirements definition activities and (2) support the conduct of a software requirements review. The requirements specified should be finalized when they are sufficient to form an allocated baseline for design. The requirements should then be reviewed at a software requirements review where an action plan for approval of the software requirements specifications and subsystem ICD's should be formulated. The approved software requirements specifications and subsystem ICD's will form the basis of Full Scale Development.

The IV&V agency's responsibility during this period is to evaluate the developer's products to ensure their technical viability with regard to the computer-applicable requirements of the system specification. Requirements are analyzed and are sometimes independently derived in order to verify the developer's allocations which form the basis of design. The IV&V agency is as responsible for the requirements as the developer. They must do everything necessary to give the PO their assurance that the software requirements specifications and other supporting documents are technically sound.

The PO continues to monitor progress and review and approve products produced by both participants. The PO attends reviews, chairs working group meetings, institutes technical interchange meetings, approves minutes and assigns action items. The PO's major responsibility is to make sure that the requirements are defined and specified in a form appropriate for baselining. The PO must also make sure that the schedules are maintained for support and checkout equipment needed for software production.

If the requirements in the software requirements specification are ill-defined, the PO should extend the definition activity. In making their decision, the PO must listen to both the developer and the IV&V agency. Baselining too soon can lead to cost overruns. Baselining too late could cause delays and other problems.

Requirements verification is concerned with evaluating the developer's phase products in detail in order to confirm that they form an appropriate baseline for the Full Scale Development Phase. The software requirements specifications should ensure their requirements are consistent, complete, testable, verifiable. The evaluation is directed towards answering the questions verification tools and techniques employed to answer these questions
Table 2
Software Requirements Verification Checklist

- Are all functional, interface, and test requirements completely specified in quantitative terms?
- Are there any potential problem areas in fulfilling the requirements?
- Are the requirements logical, consistent, testable, traceable, and understandable?
- Are the requirements sufficient to realize both the system and subsystem objectives?
- Are all input, output, and processing requirements identified and specified for each function without ambiguity?
- Are all hardware and software interfaces identified?
- Are the data base and data requirements clearly stated?
- Are acceptance criteria specified for each requirement?
- Have the equations been scientifically verified?
- Have the human engineering aspects been addressed adequately?
- Is there early and continued emphasis on test planning?
- Are the objectives and stages of testing described?
- Do timing and sizing estimates have sufficient margin?

The IV&V agency should direct their efforts towards evaluating the following four areas during requirements verification:

- Technical Adequacy
- Criticality
- Testability and Supportability
- Timing and Sizing

The primary objective of requirements verification is to confirm the technical adequacy of the requirements. The specifications are first evaluated for completeness, consistency, and traceability to the system specification. Special requirements language systems have been developed to effectively automate part of this process. Then, the detailed functional and performance requirements are analyzed in great detail. Some IV&V approaches that have proved successful in the past include:

- Use of scientific simulations enhanced with more sophisticated models (i.e., sensors, vehicle, atmospheric, etc.) to verify the accuracy of the equations in their engineering form for realistic environments.
- Use of functional simulations to evaluate interrelationships between functions and functional performance (i.e., timing, sequencing, etc.).
- Use of prototypes to validate requirements derived for functions for which little or no history exists (e.g., a new redundancy management technique).
- Use of capability matrices or N^2 charts to trace functions or their interfaces vs. other requirements.

An essential part of functional analysis is determination of criticality. In many instances, the cost of IV&V prohibits its cost effective application to the entire program. Only those functions deemed critical, then, are subjected to an IV&V. Candidates for IV&V could include such functions as a terminal guidance function for a homing interceptor, a range safety destruct function, a critical bombing algorithm, a precision radar tracking function on an aircraft, and an entire flight program for a launch vehicle.

Another area of concern revolves around the tendency of the developer to concentrate on performance at the expense of testability and supportability. The IV&V agency should ensure, using analyses, that every requirement stated in the specification is testable. This requires a detailed examination of the TEMP and test requirements section of the software requirements specification. Having the IV&V agency review test documentation is controversial. One school says they shouldn't because it will bias the IV&V test approach. Another school says they should because only then can the IV&V program be made complementary to the developer's approach. In addition, the specifications should be evaluated to ensure they are consistent and compatible with the provisions of the PO produced Computer Resources Integrated Support Plan (CRISP). Supportability is as important a consideration as testability.

The final area of concentration for the IV&V agency is that of timing and sizing. The IV&V should independently derive timing and sizing estimates based upon their experience. These estimates can then be compared with the developer's and disparities should
be examined before budgets are established.

Typical problems associated with requirements verification include (1) continuing to maintain the teamwork and information exchange, (2) overcoming the continual pressure to prematurely baseline the requirements especially when their technical adequacy is questionable, (3) maintaining schedule when critical decisions that impact software or products from other disciplines are delayed and (4) ensuring a realistic test approach is developed in parallel with the software requirements specification activity.

V. Software Design Verification

Design verification is the v&v activity conducted to ensure that the software design represents a clear, consistent, and accurate translation of the software requirements. Its primary aim is to confirm the fact that the recommended design will do the job specified in the software requirements specification. It does not attempt to redesign. Instead, it seeks to identify inadequacies in the design and test approach before implementation starts.

Design verification is a Full Scale Engineering Development Phase activity. It takes the General Design Specification in two versions (preliminary and detailed) and ensures that the evolving design adequately satisfies the provisions of the software requirements specification. The major product of this activity is a set of specifications which are detailed enough to form the basis of coding.

The developer's responsibilities are to (1) formulate general software design and test concept, (2) develop a detailed design using this concept that fulfills the requirement of the software requirements specification and (3) support the conduct of a Preliminary Design Review (PDR) and a Critical Design Review (CDR). The Full Scale Engineering Development Phase should start with authenticated software requirements specifications and ICD's. These should be updated and an acceptable design and test approach should be developed that meets their intent. The PDR should provide an action plan for approving the approach which establishes the design architecture for each software CI. This architecture is then refined successively until it is of sufficient detail to commence coding. A CDR is then held to provide an action plan to finalize the design and test procedures. The CDR data package typically consists of an agenda, General Design Specifications, draft test procedures, draft users manual, and draft version description documents.

The IV&V agency's responsibility during this period is to evaluate the developer's products to ensure their technical viability and to contribute to the design refinement process. The design is checked for logical consistency and completeness. Key algorithms may be either simulated or rederived in order to assess their technical adequacy. The IV&V agency must do as much analysis as is necessary to independently verify the design implementation. They provide the PO with their assurance that the design is technically sound and that its critical components will do the job.

The PO continues to monitor progress and reviews and approves products produced by both participants. The PO attends reviews, chairs working group meetings, institutes technical interchange meetings, attends design inspections, approves minutes, and assigns action items. Their major responsibility is to make sure the design is finalized by CDR. The PO must also make sure that all the supporting checkout and production equipment is available once the decision is made to go ahead with coding. They may wish to use an incremental development approach and hold several CDR's to preserve the schedule.

Design verification is concerned with evaluating the software design in detail in order to confirm that it serves as an appropriate baseline for coding. The General Design Specifications are evaluated to ensure their provisions are both consistent with the software requirements specifications and adequate to do the users processing job. The evaluation is directed towards answering the questions posed in Table 3. Evaluation tools and techniques employed to answer these questions include simulation, prototypes, design languages, walkthrus, design inspections, process construction, and performance evaluation.

The IV&V agency should direct their effort towards evaluating the following four areas during design verification:

- Technical Adequacy/Performance
- Modularity and Maintainability
- Timing and Sizing
- Support Equipment Availability

The primary objective of design verification is to confirm the technical adequacy of the design. The total software design must be expressed in writing, simulated, analyzed, and evaluated as to risk, expected performance, cost, and reliability. The evaluation must consider performance capabilities, system and software architecture, operational sequences, information flow, timing, scenario design and many other parameters. Some IV&V approaches that have proven successful in the past include:

- Use of design languages to incrementally document the design.
Use of discrete event architectural simulations to assist in making key design decisions relative to intermodule sequencing, control laws, communications processing and/or executive structure.

Use of trial coding to confirm the performance or resource consumption of critical modules (identified during requirements verification) in a typical operating environment under nominal and stress conditions.

Use of rederivation of key algorithms to assure optimality and to understand assumptions and approximations.

Use of dimensional analysis to evaluate algorithms and data for completeness and compatibility.

Table 3
Software Design Verification Checklist

- Have all software requirements been addressed in the design and is there traceability?
- Are all the equations, algorithms, and input/outputs correct?
- Is the data base fully defined and is its architecture (structure and access methods) fully compatible with the logical design?
- Are the specific module capabilities and their complex control and data linkages defined?
- Are the inter-module communications and interface rules established in the software requirements specification fully adhered to in the design?
- Is the design compatible with the hardware and software interfaces established in ICD's and the software requirements specifications?
- Does the design reflect the current version of the requirements (includes all changes)?
- Are there timing and sizing budgets established at the module level?
- Are the test procedures compatible with the design, test plan and software requirements specification test requirements?
- Do the individual designs fully realize overall requirements for performance, operation, growth, maintainability, etc.?
- Is the design detailed enough to begin coding?
- Is there sufficient timing and sizing margin at CDR?

Design verification activities must also ensure that the design is modular and maintainable. Software should be designed to accommodate change. The design should be evaluated to make sure the modularity rules (e.g., minimize intermodule communications using the Parnas information-hiding principle), testability and maintainability considerations are embedded within its structure. These provisions cannot be implemented as an afterthought. They must be an integral part of the design or else they will fail to be effective.

The next area of concentration for the IV&V agency is their timing and sizing analysis. The IV&V agency should continue to refine their estimates and compare them with those derived by the developer. The resulting budgets will be more realistic as a result.

The final area of concern is that of support equipment availability. The IV&V agency should assist the PO by monitoring the developer to ensure that the support software (e.g., compilers, simulators, etc.) and checkout equipment that is needed to start coding is available at the CDR. The IV&V agency must also police itself and assure that its tooling is available and qualified as well.

Typical problems associated with design verification include (1) continuing to maintain the teamwork despite petty disputes, (2) overcoming the continuing pressure to prematurely baseline the design even though it is not modular, incompatible with the machine selected and/or based on volatile requirements, and (3) ensuring that the design is testable and that the user is involved during the design process.

VI. Program Verification

Program verification is the v&v activity conducted to independently assure that the actual code that is developed is compliant with the technical description contained within the approved design specification. Program verification is that activity that ensures sanity, evaluates sequencing logic, file structuring, execution paths and limitations, and interfaces to name a few. This activity does not, however, evaluate the program's performance in a real or pseudo-real environment. That is the task of validation.
Program verification is a Full Scale Engineering Development Phase Activity. It takes the code as it is produced and compares it with the design specifications against which it was generated. It works with the object and source code. It is usually scoped to complement the developer's DT&E activities, not to replicate them. Program verification is not a DT&E or a software integration activity. It may employ DT&E methods, but its aim is different. It is a separate and independent activity directed towards providing the PO with additional assurance that the code will properly realize the design. The output of this activity is code that fulfills its specifications.

The developer's responsibilities during the period starting with the CDR and ending with the Final Qualification Testing (FQT) are to (1) code and checkout the individual software modules, (2) integrate the modules into software CI's, (3) conduct successful Preliminary Qualification Tests (PQT's) and Final Qualification Tests (FQT's) for all software CI's, (4) support the conduct of formal audits, and (5) support the conduct of a Test Readiness Review. The developer starts with the approved design specifications and implements them. Implementation can be accomplished using a top-down (i.e., build-a-little and test-a-little), bottom-up or alternative methodology (e.g., hardest-out-first). Each module developed is tested stand-alone and in combination with other modules. Integration tests for the software CI is then accomplished using regression, string, or other testing approaches. Finally, FQT's are conducted and audits are held. FQT's are formal tests of the integrated software CI, performed by the developer and witnessed by the PO, conducted to demonstrate that the software CI fulfills its requirements. They differ from PQT's in the following areas:

- PQT's are normally much more detailed in terms of coverage.
- PQT's normally provide only minimal hardware/software interface testing.
- PQT's are normally conducted at the contractor site using simulated equipment and environments.

The IV&V agency's responsibility during this period is to independently test and evaluate the developer's product(s) using his own facilities and tools. The code is checked for errors, omissions, and incorrect translations using a variety of methods during production. The IV&V agency must do as much analysis as necessary to verify that the code correctly implements the design. The IV&V activity differs from the developer's DT&E tasks in the following areas:

- Program verification is conducted against the General Design Specification rather than the software requirements specification.
- Program verification is usually less formal and less structured than either PQT or FQT.
- Program verification is usually more stress oriented than PQT.
- Program verification is conducted to discover and correct programming errors, not to confirm proper implementation (a major philosophical difference).

While program verification looks at design, validation may look at software requirements in addition to system specification needs. This Chapter clarifies the distinction in roles for the reader in the next section.

The PO again monitors progress and reviews and approves products produced by both participants. The PO attends reviews, chairs working group meetings, institutes technical interchange meetings, resolves discrepancies, approves changes to specifications, approves minutes, and assigns action items. They conduct audits (both formal and informal) during this critical period to assess progress and confirm that the product that underwent test and that delivered are one in the same. They observe test conduct and analyze test results.

Program verification is concerned with providing confirmation that the code fulfills the requirements of the General Design Specification. Confirmation is accomplished by addressing the questions listed in Table 4. Tools and techniques employed to answer the questions posed by the checklist include automated test generators, comparators, cross-assemblers, data analyzers, decompilers, debug aids, dynamic analyzers, dynamic simulators, editors, emulators, flow charters, etc. Most so called v&v tools address this activity. They have been developed in many cases to help perform unit, module, subsystem, and integration testing. These tools analyze the code in detail to determine whether there are errors present.

The IV&V agency should direct their efforts towards evaluating the following three areas during program verification:

- Technical Correctness
- Efficiency
- Technical Adequacy
The primary objective of program verification is technical correctness. The actual program code in its source and subject form is evaluated against its design specification and discrepancies such as those listed below are identified for correction:

- Incorrect logic flow
- Inaccuracies in mathematical calculations
- Incompatible interfaces
- Improper use of instructions

Some IV&V approaches that have proven successful in identifying these and other errors in the past include:

- Use a verification approach that combines the virtues of functional, logical and path testing.
- Concentrate your effort on the interfaces and sequencing logic. Statistics show these areas to be very error-prone.
- Perform both static and dynamic execution analysis of the code. Static analysis will scrutinize the code and execution analysis will scrutinize the results.
- Use tools and approaches that allow for test repeatability and variable fidelity.

Table 4
Program Verification Checklist

- Has every software module been checked to determine whether it produces correct output for prescribed inputs?
- Are the arithmetic results correct for nominal conditions?
- Are singularities and other conditional occurrences of data processed correctly?
- Are the subroutine calls properly formatted and has each been tested?
- Are the parameters dimensionally correct and is their calling sequence properly invoked?
- Is scaling proper to realize correct precision and desired results?
- Have all error conditions been processed correctly?
- Have all instructions and each branch been exercised at least once?
- Have the timing and resource allocations been properly mechanized?
- Is the task sequencing proper to mechanize the function in correct execution order?
- Is the compiler producing acceptable code?
- Are there any violations of agreed-upon programming practices?
- Is the users and program description documentation adequate?

Program verification also addresses the efficiency problem. The program is continuously monitored as it is being developed to insure that timing and sizing budgets established during design are met. Detailed module timing analyses are conducted to identify modules that are marginal in processing data within prescribed time limits. Size is monitored. A key problem that typically causes size and timing growth is compiler inefficiency. The target computer code generator usually requires modifications to its optimization techniques even in the best of circumstances. The use of floating-point instructions in excess of what is thought to be an optimal mix for the intended application is another problem area.

The final area of concern is the technical adequacy of the code and related software products. Program verification ensures that the code is fully and correctly described in the detailed General Design Specification which also serves as as-built documentation. The General Design Specification should describe the program, not some lesser version of it. Program verification is also concerned with ensuring that the Users Manual is adequate. Lastly, program verification is concerned with assuring that the documentation adequately tracks the latest versions of the code.

Typical problems associated with program verification include (1) resolving resource utilization problems and conflicts, (2) overcoming mechanization problems on the target computer, (3) recovering from late hardware deliveries, (4) overcoming problems associated with unreliable hardware, (5) compensating for requirements changes, and (6) ensuring that nominal test results are complemented using stress tests.
VII. Software Validation

Software validation is the v&v activity concerned with determining whether all software and system performance, interface, functional and test requirements are being satisfactorily fulfilled. Software validation is that activity that ensures that every requirement is adequately tested and that the software has been adequately shaken down from a system perspective. Unlike program verification, validation seeks to evaluate the program's performance in a real or pseudo-real environment.

Software validation is a Full Scale Engineering Development Phase activity normally conducted somewhat in parallel with program verification. It takes the code as it is produced and compares it with the System Specification and software requirements specification against which it was generated. It works with both the source and object code. It differs from program verification in purpose and in detail. Validation usually involves operational exercise of the code to assure that the requirements are met, while program verification usually involves the detailed analysis required to verify the design's proper implementation. In some instances, software validation activities overlap those conducted by the developer in the area of DT&E. The IV&V agency is tasked with providing a second opinion on the software's ability to perform. The IV&V agency will test those critical functions identified during system specification and software requirements verification to provide the evidence he needs to confirm the software's capabilities. If the entire program is critical, the IV&V will run a totally independent DT&E to qualify it from their vantage point. The output of this activity is code that fulfills system level requirements.

The developer's responsibilities during the period starting with the FQT and ending at the System Readiness Review are to (1) integrate the software CI's with other software CI's and the hardware, (2) conduct system level tests, and (3) support the conduct of formal reviews and audits and IOT&E. The developer starts with all qualified hardware and software CI's. He integrates them together and tests the composite system in accordance with the provisions of the TEMP. In some instances, the system is transitioned to a Government team which conducts IOT&E of the integrated system before it is deployed.

The IV&V agency's responsibilities begin earlier in the life cycle. They test and evaluate the code that was identified as critical in parallel with both its code verification and the developer's DT&E activities. Their job is to provide feedback early enough so that problems identified can be corrected without costly schedule impacts. The IV&V agency accomplishes its job by providing independently derived test results against which the developer's results can be compared. The IV&V agency also actively participates in the FQT and the System Readiness Review. The formal results of the IV&V agency's test and evaluation efforts are presented at these reviews.

The PO continues to monitor progress and review and approve products produced by both participants. The PO participates and witnesses test conduct and analyzes test results. They chair working group meetings where both the developer and the IV&V agency present the results of their testing. They resolve problems and act as the arbitrator for disputes. They attend reviews, chair technical interchange meetings, approve changes to the specifications, approve minutes, and assign action items.

Programs are validated to confirm that they perform in accordance with their system and software requirements. Confirmation is accomplished by executing the completed code in a realistic environment according to the following three stage approach:

1. Software CI Testing
2. Integrated Software Testing
3. System Testing

Software CI testing is that formal testing conducted to confirm that each and every requirement of the approved software requirements specification has been fulfilled. Software CI testing is accomplished by the developer, witnessed by the PO and independently evaluated by the IV&V agency (if warranted). It involves both PQT and FQT. It can be achieved incrementally in either a top-down or bottom-up fashion. It uses approved DT&E procedures which are compatible with the test plan approved for demonstrating the software requirements. A checklist for the conduct of software CI testing is illustrated in Table 5.

Table 5
Software Testing Checklist

1. Are all inputs accepted and all outputs produced?
2. Does the mechanization of algorithms and models fulfill the prescribed requirements?
3. Can the function being performed by the module be exercised at the extremes of the range of input variables?
4. Are the initialization provisions properly implemented?
5. Are the error handling provisions properly mechanized and has every error condition been tested?
The following problems should be addressed by all parties that participate in software testing:

- Designing an effective set of test cases.
- Creating an efficient test environment.
- Managing test data.
- Knowing when to stop testing.

Methods that have been used effectively to attack these problems include:

- Designing test cases against established test criteria similar to those listed in Table 6.
- Designing test cases that exercise software capabilities, not features.
- Using test tools effectively to create an efficient diagnostic environment.
- Creating a test data base that relates each test to its requirements and manages test cases and test results.
- Setting pre-defined, realistic goals against which test accomplishment can be measured.

**Table 6**

**Example Test Criteria**

- Programmer judgement
- Execution of all program statements
- Execution of all program branches
- Dividing program paths into equivalence classes and executing at least one path from each class
- Execution of randomly-selected test data
- Execution of all legal program paths
- Stress test at boundaries

The IV&V agency's involvement in testing is dependent on their assessment of criticality. For non-critical cases, they should participate as an independent reviewer of the developer's products. Test documentation should be reviewed with a concentration on procedures and results. The procedures should be reviewed to ensure:

- The test procedure tests the program and not a simpler variation of it.
- There is positive feedback in every test procedure.
- The results of the test procedure are not only predictable, but predicted.
- Test results meet all acceptance criteria.

Test results should be evaluated against expectations, previous results, and requirements. Results should be further examined to determine if the test objectives established have been realized. Criteria established in the test plan and software requirements specification serve as guides to this determination.

The IV&V agency should independently test those software CI's designated as critical. Test plans and procedures should be developed to define what tests will be conducted to evaluate the program. Care should be exercised to ensure that the test program is independent of the developer. The major differences between the IV&V and the developers test program are as follows:

- The developer's test program is much more formal. POT's and PQT's are conducted for each software CI. The IV&V agency's test program is usually less structured.
- The IV&V agency's concentration is more test oriented because that is their one and only job.
- The developer stresses functional testing at the expense of logical, path and stress testing. The IV&V agency normally gives equal attention to all four techniques.

Integrated software testing is accomplished to validate the overall operation of the data system as an integrated entity in a pseudo-operational environment. The software CI's are integrated together and with the hardware and tested to ensure that the provisions of the system or system segment specification are fulfilled. The common myth that the developer's software organization's job ends with validated software CI's is dissipated.
The software developer participates as an essential member of the test team. As integration and test progresses, software personnel accomplish the following tasks:

- Review test results and identify problems.
- Review problem solution approaches for potential software impacts.
- Modify qualified software CI's.
- Retest modified software CI's.
- Modify software requirements specifications and related documentation.
- Advise the Test Director of the problems and pitfalls associated with solving all the world's problems through software.

The IV&V agency supports integrated software testing and contributes directly as a member of the team. They provide independent impact assessments and reverify and revalidated modified software CI's as required by a needs assessment.

Finally, the integrated system is validated in an operational environment and turnover and transitioning is accomplished. System validation is accomplished to ensure that all the provisions of the System Specification are fulfilled. The following planning documents could play an important role in system testing:

- Test and Evaluation Objectives Annex (TEOA)
- Test and Evaluation Master Plan (TEMP)
- Computer Resources Integrated Support Plan (CRISP)
- Program Management Responsibility Transfer (PMRT) Agreements
- Turnover Agreements

System testing is normally conducted by a government team with assistance provided as needed by the developing contractor. The IV&V agency may participate as a team member.

Typical problems associated with validation include (1) ensuring that sufficient time is allocated to system test so that the system is not prematurely accepted and fielded, (2) ensuring sufficient software manpower is committed to support system test, (3) providing backup test facilities to preserve schedules when continual hardware reliability problems occur, and (4) resolving function caused by integration disputes.

VIII. Conclusions

The definitions and description of the activities encompassed by them are offered to provide guidance to those seeking to create a technically sound assurance technology for computer software. As we have described in the Chapter, verification and validation can be employed to independently monitor and evaluate the development of software throughout its life cycle. The concepts embodied by this technology are not new. They have and are being used to improve the quality of modern weapons systems. Yet their employment requires careful planning and tailoring to the peculiarities and constraints of the individual project. Those interested in material relative to planning and tailoring are referred to the references which serve as an extension to this Chapter.
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SUMMARY

This paper deals with the management concepts utilized in developing a maintenance capability to support fleet tactical software. The discussion begins with a brief description of the tactical software being maintained. The kind of management planning that is essential to fleet software maintenance is then presented. Software design factors are discussed that will reduce maintenance costs by making the initial software development more amenable to subsequent modification. The methodology the Navy uses to control changes to a software configuration baseline is addressed and how the Navy insures reliability of the software prior to fleet release is included. Also provided is an overview for the work breakdown structure and the organization of resources for work accomplishment. The paper concludes with a discussion on estimating procedures for determining software maintenance cost. Note that the concepts addressed in this paper on the management process for software maintenance are widely used by Navy agencies but not precisely as given herein.

SECTION 1. INTRODUCTION

Software maintenance can be defined as the development and implementation of modifications to software after the software is available for operational use. The modifications are made to correct faults and to provide improved or modified functional capability. Most maintenance performed on software is for the latter reason. The initial intended use of the software changes after the software system is released for operations, perhaps because users see better ways to accomplish their tasks, or new and additional demands must be processed by the system. It is the purpose of the functional requirements of the system that software maintenance accomplishes by implementing modifications to the existing software.

Software maintenance is just as challenging and difficult as the development of new software. It requires the same steps and attention to detail as in a software development. The implementation of a modification to software must include definition of functional requirements, design, code, debug, integration, and acceptance testing. In some ways the software maintenance can be more difficult in that the existence of memory and timing reserve will not permit an expansion or improvement of the functional capability of the software. This forces the software maintenance engineer to develop unique design improvements to the software architecture to increase the efficiency of the use of memory and processing time.

The purpose of this paper is to describe Navy management considerations and concepts which are utilized in developing engineering support for the maintenance of Navy tactical software. It is these considerations and concepts which constitute the management process for software maintenance. This paper will address some of the cradle-to-grave aspects of life cycle support of software, but with particular emphasis on maintenance requirements after the software becomes operational. Note that the management process discussed herein is for the maintenance of large system, real time application software developed for operations in the fleet.

The management process for the maintenance of tactical software involves decisions in establishing control of changes to the software and in providing for the implementation of improved functional capability throughout the life cycle of the software. It is important that the planning and operations of the software maintenance be thoroughly conceived and established early in order to continually deliver software to the fleet that has high functional effectiveness and high reliability. Essentially, the management process is a group of considerations and concepts that management includes in their planning deliberations and incorporates into their approach to providing for the maintenance of tactical software. These considerations and concepts are as follows:

a. Life Cycle Support
b. Early planning
c. Identification of the software management organization
d. Software design factors that will facilitate the maintenance of software
e. Configuration Management required to control software change
f. Quality Assurance to insure software reliability
g. Work breakdown and staffing
h. Maintenance cost

Each of the above concepts will be presented in further detail in the ensuing discussion and in the order shown. However, to improve the reader’s appreciation to the importance and necessity of the above management concerns, a brief description of the kind of software being maintained will be given first.

SECTION 2. SOFTWARE DESCRIPTION

The software being maintained is fleet tactical software which includes some of the largest and most complex real time application software in existence today. Tactical software provides the control of electronic sensors and displays, computation of tactical and navigational algorithms, disposition and execution of ordnance and armaments, and the real time computer response to man-machine interface demands. These automated tasks are performed by the software for the purpose of accomplishing mission requirements and tactically pursuing targets of Navy interest.
Tactical software for a given application or system is a large conglomerate of software. Less than one-third is used directly in the mission. The major portion of this software is used for system test, code generation, simulation and training. In order to facilitate the Navy's management of this software complex, the software is generally divided into the following major systems:

a. Tactical Mission Software
b. System Test Software
c. Support Software
d. Trainer Software

Tactical Mission Software. Tactical Mission Software provides for the control of system tactical equipment and the capability for processing, storing, correlating and displaying tactical data. This enables the crew officers and operators to optimize the utilization of mission tactics and the system equipment. System equipment may consist of electronic sensor hardware such as acoustic signal analyzers, radar, infrared detection and electronic emission detection. Other equipments that may be included in a tactical system are magnetic tape transports, drum and disk storage, printers, keysets, cathode-ray-tube displays, data link communication receivers/transmitters, and various types of navigation equipment such as inertial, doppler and Omega. Tactical Mission Software varies in size as high as 300,000 core words and is written for the most part in high level languages and is executed on the tactical system's militarized computers.

System Test Software. System Test Software provides system "Go-Nogo" tests which enable the crew members to verify operational readiness. In the event a fault is encountered during the "Go-Nogo" testing, the System Test Software provides diagnostic software for fault isolation down to a hardware circuit board. System Test Software varies in size up to 900,000 core words and is written in assembly language and high level language. Assembly language is used extensively to permit bit structures to be exercised and analyzed. System Test Software is also executed on the tactical system's militarized computers.

Support Software. Support Software is executed on laboratory facility computers. This class of software is comprised of compilers, assemblers, loaders, code generators, simulation software, data reduction programs and utility routines.

Trainer Software. Trainer Software consists of system simulation software and a modification of the Tactical Mission Software. Trainer software is resident on a replica of the tactical compartment and is used to train crew members to perform their particular operator functions and to perform as a cohesive unit. Note that the simulation software is used to simulate mission environment at the Trainer site and to simulate some of the system hardware that would be difficult or impractical to include within a Trainer tactical compartment.

SECTION 3. LIFE CYCLE SUPPORT

The planning to acquire and implement resources for software maintenance must:

a. consider the entire life of the software,
b. begin early in life of the software in order to reserve funding and identify sufficient personnel resources for outyears,
c. define early who is responsible for the maintenance.

A concept which focuses and organizes management's thinking on these planning considerations is Life Cycle Support. Navy Life Cycle Support of software is an integrated cradle-to-grave process. This forces software developers to resolve, early in the software design stage, the requirements for fleet logistic support (i.e., maintenance support) of the software. For the purpose of providing an orderly approach to the Life Cycle Support of software, the Navy divides the life of the software into three phases as shown in Figure 1.

**DEVELOPMENT - PHASE 1**

Design and develop software

**TRANSITION - PHASE 2**

Conduct Navy Test and Evaluation and establish Software Support Activity

**NAVAL SUPPORT - PHASE 3**

Provide software maintenance

**FIGURE 1 - Software Life Cycle**

Development Phase. The Development Phase includes those activities which cover the requirements definition, design, code, debug, integration, and test of a new software system. As part of the early planning for a software system, Navy agencies or commands are selected to assume responsibility for each phase of the life cycle. The agency assigned as the Development Activity assumes responsibility for the software system's Phase 1 - Development. The agency assigned responsibility for maintenance of the software is called the Software Support Activity. The Software Support Activity assumes responsibility for Phase 3 - Naval Support. Both the Development Activity and the Software Support Activity share responsibilities for Phase 2 - Transition.

Transition Phase. The Transition Phase includes a series of events that are directed toward the assumtion of custody of the software by the fleet and the development of the capability to maintain the software. During the Transition Phase, the Navy conducts formal Test and Evaluation in order to validate that the software will satisfy fleet operational requirements. At the same time, the Software Support Activity begins its build-up of personnel, establishment of facilities for software development and test, training of personnel, and assumption of the Configuration Management.
Navy Support Phase. The Navy Support Phase is the software maintenance phase and it is key to the Navy's ability for maintaining the readiness of its software in the face of changing threat conditions. This phase commences at the time the software is released to the fleet for operational use and remains in effect for the balance of the life of the software. During this phase, fleet users submit requests to the Software Support Activity for software modifications which result in periodic updates and re-issues of functionally improved software.

The Navy Support Phase minimizes the obsolescence of tactical systems. Because these systems are programmable, it is possible to recode portions of the software and create new functional capability. In their use of the system, fleet operators and officers determine and suggest many unique functional improvements to the operation of the tactical system. Many of these improvements can be implemented via the software or as a software work-around instead of hardware change. Periodically the Navy will make major hardware revisions and/or additions to a tactical system; however, these hardware updates do not occur frequently. Through periodic software re-issues (occurring approximately 12-18 months apart) during the software maintenance phase, the fleet can obtain significant system improvements and thereby increase tactical proficiency. The re-issue of the software with significant improvements permits effective resolve of the problem of changing threat conditions that the fleet constantly faces.

It should be clear to the reader at this point that software maintenance as addressed in this paper, refers primarily to the implementation of software functional improvements. Software problems or fault corrections are undertaken during the Navy Support Phase, but fault corrections are a minor concern within Navy software maintenance efforts. The reason for the minor concern is that extensive testing performed on software prior to release to the fleet minimizes the occurrence of software faults after release.

Early Planning Requirements. Because fleet tactical software has a relatively long life consisting of numerous changes in functional requirements and because outyear costs are heavily dependent upon management decisions made during the development phase of software, life cycle planning must be performed at the beginning of the software development process. The Navy has found it useful as part of the development of new software to require software managers to develop this early planning which is documented and referred to as the Software Life Cycle Management Plan. The Software Life Cycle Management Plan is high level planning which addresses critical cradle-to-grave management concerns for a particular software system. The following is a brief outline of the contents of the Software Life Cycle Management Plan document:

Volume 1:

- Sect 1.0 — States the purpose, objective, and scope of the plan.
- Sect 2.0 — States applicable standards and instructions that the software development and maintenance will adhere to.
- Sect 3.0 — Identifies or briefly describes the software being managed.
- Sect 4.0 — Presents the life cycle schedule, milestones, potential risks, and contingency plans.
- Sect 5.0 — Establishes who is in charge/responsible.
- Sect 6.0 — States how Configuration Management will be pursued.
- Sect 7.0 — Describes the Quality Assurance provisions.
- Sect 8.0 — Defines how documentation will be processed.

Volume 2:

Provides resource requirements, funding, special agreements, detail procedures, facility descriptions, detail schedules.

The Software Life Cycle Management Plan’s greatest value is that it establishes consensus between the many system managers on what the policy, long term schedule, and group interface/responsibilities will be for a particular software system. This kind of long range planning performed at the commencement of a new software development is extremely supportive of the outyear maintenance effort occurring after the software becomes operational in the fleet. From the early planning data, high level management can acquire an appreciation of the many stages of activity and the estimated cost that will be required for the software development and maintenance support. Additionally, from this early planning, management can accomplish during the time of development of the software the reservation of funding and the establishment of resources and software support facilities that will be required for the many years of maintenance on the software.

Other key planning which supplements the Software Life Cycle Management Plan and is required to be formulated during the early stages of the software system development is:

Configuration Management Plan
Quality Assurance Plan

Configuration Management planning is essential because the software will be under continual functional modification and improvement throughout its life cycle in order to overcome changing threat conditions. The continuous and numerous functional changes to the software will require stringent configuration control of the software baseline to avoid confusion and provide for orderly implementation of the software changes. For this purpose the required software configuration control is defined in the Configuration Management Plan.

Quality Assurance planning is likewise essential because of the critical use of tactical software in the defense posture of the Navy. The Quality Assurance Plan will define the test and evaluation methodology required to insure that the fleet receives software that has the highest functional effectiveness and reliability.

Software Management Organization. Definition of the software management organization for a software system during the life of the software system is important. There are many players that are required to provide engineering services during the life of the software. Therefore in order to minimize communication gaps and assign accountability for all the work that must be performed during the life cycle of the software, the management organization must be identified and responsibilities clearly assigned. In general, the software management organization for tactical software would be similar to the diagram in Figure 2.

Note that each tactical software system has its own Software Change Review Board to assist the Program Manager in exercising configuration control of the software. The membership of the Software Change Review Board consists of fleet users of the software plus representatives from each of the groups shown in Figure 2. The Software Change Review Board reviews proposed software changes in order to assess impact on fleet capability and advise the Program Manager on the level of priority that should be assigned to the changes. This is an important contribution that the Board makes because requests from fleet operators for software changes are generally numerous; however, available funding and personnel resources for implementing software changes are limited.
Design Factors. There are a number of software design factors that are significant to software maintenance that should be implemented in the initial development of the software. These factors are:

a. Employ top-down structured programming with standard language constructs when developing the software.

b. Use high level language.

c. Modularize the software architecture by breaking it up into subroutines restricted to one function each.

d. Define consistent software interfaces/protocol for calling or passing data between software subsystems.

e. Establish documentation standards and require that documentation be developed that will support the maintenance of the software.

f. Instrument the software by implementing test subroutines in line with the operational software code which will permit analysis of the utilization of computer resources such as use of transient memory, task execution time, interrupt processing, etc.

g. Provide a hardware breakpoint monitoring capability in order to halt execution of program to examine program faults.

h. Develop system data replay software to examine inner program data processing.

i. Establish a core and timing reserve during the development phase to enable future functional expansion of software during the maintenance phase.

There is nothing new or innovative in this list. Navy experience indicates however that incorporating this set of factors in the initial software design can simplify the task of making changes to the software system after the software becomes operational within the fleet.

Software Configuration Management. The Navy considers Configuration Management as a vital and extensive process that must be omnipresent through the life of the software. This process is formal; that is, verbal change requests are not recognized by the process. Software change requests must be submitted in writing and the processing of the change request is controlled in a relatively formal procedure.

An important concept within Configuration Management is the identification of the software baseline. This concept can be understood through discussion of the following configuration management terminology:

1. Configuration Baseline
2. Configuration Item
3. Configuration Identification List

The Configuration Baseline is the actual software code before incorporation of a group of approved software changes. The Configuration Baseline is then separated into a number of Configuration Items which correspond one-to-one with the major subprograms or subsystems of the total software system. Each Configuration Item is then technically specified by a set of documents containing functional description, logic design, interface description, test plan/procedures, operator manual, etc. The group or list of documents that comprise the technical specification is known as the Configuration Identification List.

The control of software changes to the Configuration Items of the Configuration Baseline is the primary activity and essence of Configuration Management. The Configuration Identification List supports the control by defining the identity of the software Configuration Baseline. All changes requested by the software users must be analyzed in order to determine what software subsystems (i.e., Configuration Items) will be affected and what will be the cost for the implementation of the changes. These software change impact analyses are reviewed by the Software Change Review Board. If approved for implementation, the software code will be appropriately modified and the technical documentation of the affected Configuration Items will be changed in order that the documentation will accurately reflect the modified code. The resulting new version of the software code and the modified documentation constitute the next software Configuration Baseline and Configuration Identification List.

Configuration Management procedures are closely related to the steps that are taken to implement a software change. Figure 3 provides a general outline of the primary steps taken within the software maintenance process to incorporate a change and release improved software to the fleet.
<table>
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Utilizing the outline of Figure 3 as background for the ensuing discussion, this paper will now address how the control of software change is made possible by constraining changes to the following procedures:

a. The users of the software submit in writing on pre-designated forms, all requests for software corrections or new functional capabilities. Word of mouth or informal change requests are not recognized by the Configuration Management procedures.

b. The Software Change Review Board secretariat formally receives, logs, acknowledges to the users, and distributes the change requests to the Software Support Activity and members of the Software Change Review Board.

c. The Software Support Activity engineers technically determine and document how correction or new functional capability will change the baseline (i.e., which Configuration Item(s) will be changed) and how much it will cost to implement the changes.

d. The Software Change Review Board reviews the baseline change impact analyses and recommends to the Program Manager an implementation priority for each of the changes.

e. After receiving direction from the Program Manager on what changes to implement, the Software Support Activity implements the approved changes and concurrently tracks the progress achieved in establishing the next software Configuration Baseline.

f. Through operational testing the Independent Navy Test and Evaluation Agency will validate that the updated or new software baseline is in accordance with Program Manager approved changes and functional specifications.

g. Upon delivery of the new version of the software to the fleet, the Software Support Activity will apprise the fleet of the functional capabilities of the modified software baseline.

In order to facilitate Configuration Management, the Navy uses automated Configuration Management data bases. These data bases are resident on laboratory computer systems through the use of data management system software programs especially designed to create a data base, update the data, and provide reports. The automated configuration management data base provides various formal and periodic Configuration Status Accounting reports such as:

- Configuration Identification List
- Software Change Request/Program Trouble Report Status
- System Problem Report Status
- Software Change Notice Reports

Additionally, these automated data bases are usually equipped with an "immediate access" feature which permits informal interrogation of the data base. Inquiries such as "List the change requests impacting the Navigation Subsystem with an implementation cost greater than $5000" can be easily and quickly made.

Software Quality Assurance Process. The Navy places serious emphasis on software Quality Assurance. This is demonstrated by considerable expenditure of funds in order to guarantee a high reliability for tactical software. The Quality Assurance process relies on two features:

1. The software design is verified early in the development of new or modified software. The rationale is that design problems are less costly to correct in the initial software development stages.

2. Quality Assurance is performed by a group of engineers that is independent of the group that is directly designing and coding the software modifications or new software. Since the Quality Assurance group has no personal investment in the design and development of the software, they do not suffer from a lack of objectivity. The independent Quality Assurance group performs its function with the firm belief that the software does contain errors that need to be determined and corrected.

Figure 4 provides a schematic outline of the software Quality Assurance process.

The Quality Assurance process begins with a number of software engineers or programmers laying-out design specifications for the development or modification of various software modules and/or subprograms. An independent Quality Assurance group provides early verification by analyzing the design specifications through examination of functional descriptions, performance specifications, flow charts, interface protocol, etc. and independently determines that the software design will satisfy the functional requirements. This early verification is completed before any code implementation.

After Quality Assurance approval of the design, coding commences and is followed by three levels of testing: subprogram tests, program tests, and program integration tests. These tests are performed by the software production group, but are observed by the Quality Assurance group. Upon completion of this testing, the coding effort is frozen and an interim program tape is delivered to the Quality Assurance group. The Quality Assurance group then performs independent laboratory functional and performance testing, core utilization tests and timing/loading tests in order to validate that the software end-product meets functional/performance requirements at the laboratory level.

After successful completion of the above Quality Assurance validation tests, the program development is frozen and an independent Navy Agency conducts formal Test and Evaluation and validates that the software is operational in the fleet environment. Successful completion of formal Navy Test and Evaluation provides final Navy acceptance of the tactical software. This Quality Assurance process remains in effect during the life of the software.
Work Breakdown and Staffing. The Navy uses a Work Breakdown Structure to determine how the work is to be broken down into areas of effort. A Work Breakdown Structure is a management tool utilized in planning the progression of work, assigning responsibilities, and providing a framework for financial control and progress tracking. The major work breakdown categories for Phase 3 Navy Support (i.e., software maintenance) of tactical software are:

- **Engineering Management.** Provide direction, plans, and schedules.
- **Configuration Management.** Provide configuration baseline control.
- **Quality Assurance.** Provide verification and validation.
- **Software Production.** Provide engineering analysis, design, code and debug.
- **Laboratory Facilities.** Provide operation and maintenance of software generation, integration, and training facilities.

These work breakdown categories illustrated in a Work Breakdown Structure format would appear as a hierarchical block diagram such as shown in Figure 6. Although not discussed in this paper, note the need to support the operations and equipment maintenance of Laboratory and Trainer Facilities. Because the fleet operating environment is not conducive to the production of software and specialized crew training, it is essential for the support of tactical software to provide for these facilities in order to conduct maintenance and training on the tactical software. Laboratory Facilities must be made available to the Software Support Activity in order to provide the ability to:

a. Generate machine loadable code.
b. Debug and test the modified software on a simulated tactical system.

Staffing for maintenance of tactical software can be divided into several working groups:

- **Program Office**
- **Configuration Management**
- **Quality Assurance**
- **Software Production**
- **Laboratory Operations**

**Tactical Mission Software Group**
**System Test Software Group**
**Support Software Group**
**Trainer Software Group**

FIGURE 4 — Software Quality Assurance Process
The working groups correspond approximately to the Work Breakdown Structure. The Program Office is the management focal point for all the groups. Note that for Software Production there is a team for each of the software product lines which has the responsibility for the analysis, design, code, debug, and integration for its assigned software product. The precise organization for software maintenance of tactical software varies in accordance with the formal organization of particular Navy Agencies and Laboratories. The personnel resources for the working groups may be provided from agencies organized functionally or as a matrix. What is important, however, is that resources at least are assigned to informal working groups as shown above.

**FIGURE 5 – Simplified Work Breakdown Structure**

Software Maintenance Cost. The maintenance cost of software is very much related to the cost of developing the software. A rough rule-of-thumb estimate would be that the cost of software maintenance can be expected to be approximately equal to the entire cost of developing the software to the stage where it can be released for operational use. Some typical costs in terms of manpower experienced for tactical software range between 800-2400 manyears required for the total life cycle support of tactical software. These total manyears can be further separated into the three phases of the life cycle as follows:

<table>
<thead>
<tr>
<th>Phase 1: Development</th>
<th>Phase 2: Transition</th>
<th>Phase 3: Navy Support*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Required Manyears/Year</td>
<td>60-100</td>
<td>120-240</td>
</tr>
<tr>
<td>Duration of Phase</td>
<td>3-5 years</td>
<td>2-3 years</td>
</tr>
<tr>
<td>Percent of Life Cost</td>
<td>25%</td>
<td>25%</td>
</tr>
</tbody>
</table>

*Phase 3-Navy Support is the software maintenance period in the life of the software.

Note that hardware costs are not included and would have to be added in order to determine total system life cost. Assuming that the hardware requirements are available or provided for under a separate budget, the software cost is primarily for manpower needed to develop and maintain the software. Therefore manyear estimating is an excellent indicator for software cost.

The 50 percent of life cost shown for the software maintenance phase indicates that the maintenance of software is a significant contributor to the life cost of software. Obviously, management must be concerned and must plan early in Phase 1: Development in order to:

a. Insure that the design of the software will result in a system that is relatively easy to maintain.
b. Reserve funding and establish personnel resources for the outyears of required maintenance.

Although software maintenance appears expensive, the important point for the reader to derive is that the Navy is acquiring new functional capability without having to scrap the old software and commence a new software development. This approach is most cost effective if the software system is designed initially to accommodate maintenance, for example, initially design the software with a reserve for memory and timing to permit future expansion.

To determine the cost of software maintenance, an experienced software planner or manager develops a Work Breakdown Structure as a basis for his cost estimates. Figure 5 shown earlier in this paper is an example, but the software planner generally develops a work breakdown with more subdetail. When the Work Breakdown Structure is completed each of the work activities or blocks given in the structure are then laid out in a milestone or schedule chart as shown in Figure 6. The schedule shown is for an 18 month period which is generally the time required to develop an improved version of tactical software and re-issue the software to the fleet. The planner then assigns manning requirements for each work activity. The sum of all manning levels given for the work activities constitute the total manpower resources required. Typical manloading is shown in Figure 6 by the parenthesized numbers and the manloading sum at the bottom of the figure.
The manning estimates developed by the software planner are dependent upon a number of factors:

a. size and complexity of the software
b. anticipated number of requests for software change
c. urgency to implement changes

The urgency to implement software changes will be dependent upon the use of the software. If the software is used for national defense, the urgency can be expected to be high. The number of requests for change will generally be directly proportional to the number of users of the software. The size and complexity of the software will affect the ease or difficulty in which the software changes can be implemented. Complexity of the software increases by an order of magnitude when the system, for example, is a real time application, has numerous and diverse functions to perform, provides for multiple man-machine interfaces, and controls the operation of a variety of hardware external to the central computer.

The following outlines the steps that are taken to determine approximate estimates of Phase 3 maintenance cost:

1. Divide software into major subsystems, determine sizes and languages and assess complexity of functions and interfaces.
2. Estimate average number of requests per year and urgency for software change.
3. Develop a Work Breakdown Structure for each major software subsystem and schedule work activities over a fleet re-issue cycle.
4. Determine manning requirement for each scheduled work activity.
5. Convert staffing estimates to cost.
6. Add in nominal estimates for any equipment rental and material costs.
7. Sum items 5 and 6 to determine total re-issue cycle cost.
8. Estimate number of Phase 3 life re-issue cycles to determine total cost.
9. Adjust cycle cost by an inflation factor.
10. Decrease or taildown manning resources for last few cycles to provide manpower for next new software development.
11. Check total Phase 3 maintenance cost by comparing to estimated sum of Development Phase 1 and Transition Phase 2 cost. Phase 3 should be approximately equal to the sum of Phase 1 and 2.

The above outline is a moderately simple approach to determine maintenance cost. Yearly budgets in actual use will fluctuate depending upon the urgency for software change in a given year. These fluctuations however are difficult to forecast. The best approach has been to determine manning levels essentially based on software complexity, number of users, predetermined Work Breakdown Structure of activities, and a predicted schedule for the development of software re-issues.
CONCLUSION

The foregoing discussion has reviewed the salient concepts that Navy management addresses in providing for the maintenance of tactical software. Because of the criticality to defense readiness and the multimillion dollar cost of fleet software logistics, the software maintenance management philosophy is under continual scrutiny by Navy management and as a consequence, Navy policies will change as new methodologies and concepts are developed by the U.S. Government and private industry.

The most important features of Navy management's approach to software maintenance are:

1. Software maintenance is a technically complex task.
2. Software maintenance requires a strong and well defined Configuration Management and Quality Assurance.
3. Software maintenance must have a set of documentation which as a minimum should include a definition of functional requirements, design specification, operator guide, and Software Life Cycle Management Plan.
4. Software maintenance requires laboratory facilities and support software adequately designed and available.
5. Software maintenance provides timely functional improvements to software that will overcome changing threat conditions.
6. Software maintenance is expensive and therefore must be considered and thoroughly planned for early in the development of a software system.
7. Software maintenance is cost effective in the long run because it provides re-issues of functionally enhanced software to the fleet over a long period of time. The periodic re-issue of functionally enhanced software appreciably extends the time before costly major software redesign and development of a new software system must be undertaken in order to replace obsolete software.
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SUMMARY

This chapter discusses the data system that is being developed for the Infra-Red Astronomical Satellite (IRAS). After introducing the satellite and its objectives, the setup of the on board and the ground data system is described. The subsystem responsible for the control of the satellite, called IRAS Ground Operations, is then exposed in more detail. In particular, attention is given to the observation planning system envisaged for this satellite.

Finally, the configuration control mechanism for the data system is portrayed, since it is felt to be rather exemplary for such a complex international project.
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1. INTRODUCTION

The objectives of IRAS are to execute an astronomical all-sky survey in the infra-red, and to perform additional observations of selected sources and regions to allow a more detailed analysis. Such a mission has not been carried out before, which accounts for the, sometimes large, uncertainties in the requirements placed on the data system.

IRAS is due to be launched in the fall of 1981, in a near-polar, circular orbit with an altitude of 900 km. The inclination aimed for is 99° which will yield a precession rate of 360°/year, making it sunsynchronous. In addition, the injection parameters are chosen such that the satellite will come into a twilight orbit. This gives eclipse-free periods of approx. 10 months every year. The orbit selected makes it in principle possible to observe any part of the sky within 6 months (Fig. 1).

![Fig. 1 Principle of sky survey](image)

The observations will be performed through a 2-mirror 60 cm telescope giving a 63 arcmins unvignetted field of view. To achieve the goals set by the astronomers to the survey-sensitivity, it proved to be necessary to reduce the radiation from the telescope itself by cooling it to \( \approx 10 \) K. This is accomplished by mounting the telescope and its focal plane assembly in a dewar containing, initially, 76 kg of superfluid helium. This amount of helium will allow an operational lifetime of one year, provided a number of precautions are taken with regard to the pointing direction of the telescope. Pointing it to the sun will result in a, practically, immediate loss of the mission, while pointing towards the earth will reduce the operational lifetime to something in the order of 30 minutes. It is the task of the attitude control system to prevent the occurrence of such unfortunate events, once the protective cover has been ejected from the telescope. A cutaway view of the telescope is presented in figure 2.

The focal plane of the telescope houses the detectors of the two scientific instruments and of the star sensor used in the attitude control system (Fig. 3). The scientific instruments are:

- the survey array of 62 detectors, divided over four wavelength bands from 8 to 120 \( \mu \)m, with a swath-width of 30 arcmins; the data rate coming from this instrument, after encoding by an internal microprocessor, is 6272 bps
- the so-called Dutch Additional Experiment (DAX) which is divided into three parts:
  - a short wavelength channel (SWC), providing statistical data on the number of IR-sources in the 5-8 \( \mu \)m band; its normal data rate is mere 8 bps but it can be commanded to give an additional 512 bps
  - a low resolution spectrometer (LRS), to aid in the classification of sources detected by the survey array; it gives a 5 % resolution between 6 and 24 \( \mu \)m; the data rate is 1280 bps
  - a chopped photometric channel (CPC) for mapping infra-red sources in the 45-120 \( \mu \)m band; its data rate is 1562 bps; the CPC cannot be used simultaneously with the other instruments.

Since there are \( \frac{1}{4} \) orbits per day and the precession rate of the orbit is almost \( 1 \)°/day, the swath-width of 30 arcmins of the survey array would allow a repetition rate in coverage of seven at the ecliptic. The astronomers have opted for a repetition rate of 6 but with specific constraints on the intervals between coverage. This to allow the processing to identify moving objects such as asteroids, whilst minimising the risk of missing actual sources. Coverage of the areas near the ecliptic poles will in principal be restricted to 6 as well. It is expected that roughly 60 % of the one year lifetime of the
solar satellite will be spent on the survey, the remainder of the time will be used for performing the necessary instrument and spacecraft calibration sequences and for the additional observations.

2. PROJECT STRUCTURE

Before going into more detail, it is necessary to briefly explain the project structure. Otherwise the specific setup of the data system may be rather difficult to apprehend. IRAS is a collaborative project involving the United States, the United Kingdom and the Netherlands. It is managed by the Joint Project Executive Group, which is composed of members of the different organisations participating. The leading organisation of the various countries for this project are:
- National Aeronautics and Space Administrations (NASA) Headquarters
- Science Research Council (SRC)
- Netherlands Agency for Aerospace Programs (NIVR).

The scientific requirements for the mission are set by the group of astronomers appointed by these leading organisations: the Joint Infra-Red Science Working Group (JIRSWG). The Project Executive Group is further assisted by a number of joint working groups, composed of experts of the institutes responsible for implementing the work. For the present description the Joint Data System Working Group is the most relevant one to mention. Approximately three times a year the joint groups meet. Apart from the normal technical interface discussions, these meetings are also used for reviewing the various aspects and elements of the ground data system.
The task division over the three countries is as follows:

- **US**: the construction of the telescope and the survey array instrument
  - satellite launch (2-stage Delta 3910 configuration with 9 strap-on boosters)
  - final science data processing for the survey array instrument
  - provision of some standard satellite items (NASA standard transponder, recorder)
- **UK**: the provision of the project Operations Control Centre
  - preliminary science analysis of the data of the survey instruments
  - write part of the software needed for the operations
- **NL**: the construction of the spacecraft
  - construction of the three instruments in the DAX
  - final science data processing for these instruments
  - the integration of the overall satellite
  - design and development of the system to operate the satellite; this includes the on board software system

In the US the project management has been allocated to the Jet Propulsion Laboratory (JPL). This laboratory also provides the final science data processing. The telescope management is performed by Ames Research Centre (ARC), with Ball Aerospace Systems Division (BASD) as the prime contractor. Launcher management is carried out by Goddard Space Flight Centre (GSFC).

In the UK the project management is placed with the Appleton Laboratory, which also carries out the great majority of the work. The Operations Control Centre is built at the Chilton site of the Science Research Council. The prime tracking station is located there as well. It is built around a 12 meter dish, temporarily on loan from NASA.

In the Netherlands the project management is performed by an industrial consortium, ICTRAS, with the exception of the Dutch Additional Experiment. ICTRAS consists of Fokker and Sigmaal, with as one of its larger subcontractors the National Aerospace Laboratory (NLR). The DAX is built by the space research...
group of the University of Groningen (ROG), which is also responsible for the final science data processing for these instruments.

A more complete diagram of the organisation and management structure for IRAS is shown in figure 4.

3. SATELLITE DESCRIPTION

The dewar containing the telescope and the instruments is mounted on the spacecraft platform, which houses the majority of the units of the other satellite subsystems, such as (Fig. 5)

- power control subsystem, consisting of a battery and electronics to regulate, convert and distribute the power obtained from the solar panels
- attitude control system, using fine- and coarse sun sensors, gyros, starsensor (detectors are in the focal plane assembly), horizon sensor and magnetometer as sensors, and reaction wheels as actuators of which the momentum can be dumped through magnetic coils
- on board data system, consisting of two redundant computers and taperecorders, for control of the satellite and data collection/storage
- radio-frequency subsystem, consisting of an S-band antenna, diplexer hybrid, two redundant transponders (NASA standard) and a telemetry and command unit. The total dimensions of IRAS are 3.6 x 3.2 x 2.1 m and its weight at launch is 1020 kg.

The mission requires a 3-axis stabilized satellite, with an attitude control accuracy better than 5 arcmin and a limit cycle of less than 10 arcsec. Two basic attitude modes are provided for the observations:
- scan mode, in which the scan velocity can be varied: for the survey the velocity is set at 110% of the orbital rate (3.85 km/min), a velocity of zero is effectively a pointing mode
- raster scan mode, which consists of a number of parallel scans to cover extended objects in one observation; variables are the scan speed, the step size and the scan length; when the step size is set to zero, a number of small scans will be made over the same sky area, which effectively can be used to increase the sensitivity, after processing (so-called deep-sky survey).

In performing the various manoeuvres care must be taken that the attitude remains such that no undue heat input from the sun or the moon occurs (helium boil-off), that the performance of the telescope is not excessively degraded (dust gathered on the mirror surfaces), and that the instruments do not get saturated by bright objects in the sky, like Saturn and Jupiter (temporary "blindness"). It is clear that this variety of constraints severely limits the freedom in pointing of the telescope boresight. The logic of the attitude control system is designed to guard against attitudes which would cause a fast helium boil-off. The other constraints are "softer" and have to be taken into account in the observation planning facility of the ground data system. No on board protection is envisaged for these constraints.

The operations will in principle be controlled from a single tracking station, located in the UK near Chilton, Oxfordshire. The orbit is such that the satellite will be visible on approx. 3 successive orbits around dawn and 3 around dusk. For various reasons the operations are designed on the basis of the use of only one of these passes every morning and evening, introducing a "natural operational cycle" of 12 hours average. During each of these real-time contacts with the tracking station, the satellite is provided with a time-tagged list of observations and manoeuvres it has to perform. This is known as the Satellite Observation Program (SOP). The satellite must be able to store and execute such SOPs, and to store the data gathered in these periods. The on-board data system therefore comprises a re-programmable, redundant, computersystem and two tape recorders. Since the satellite will be out of sight (and control) of the control centre for extended periods (up to a couple of days in case of problems on the ground) the overall satellite design must have a high immunity against minor anomalies. This specifically applies to the attitude control system as errors in attitude can have dramatic effects.

4. ON BOARD DATA SYSTEM

![Diagram of IRAS on-board data system](https://example.com/diagram.png)
The on board data system has two main functions. Firstly, it has to transfer the science information from the detectors to the ground. With science information is meant both actual detector output data and the housekeeping type of information necessary for the processing of the detector data (temperatures, satellite attitude, etc.). Secondly, the data system is used for the control of the satellite, in its broadest sense: commanding (both real-time and time-tagged, through the Satellite Observation Program), attitude control, on board health monitoring (e.g. battery temperature) and to provide the data for health monitoring and performance evaluation by the ground data system. Figure 6 depicts the setup of the on board data system for these functions.

The science data generated by the detectors is encoded by pre-processor units built in the instruments. For the survey array the pre-processing is performed by a redundant, 16 bits, micro-computer system. For the instruments of the DAX it is done by "standard" electronics. The pre-processing units also collect and "format" the instrument housekeeping data needed for control and data processing. The data from the instruments are collected by the on board computer at that moment, augmented with the necessary attitude information and "formatted" for storage by one of the two taperecorders. A number of storage formats can be selected, via the SOP, to suit the different observations. The size of the formats is fixed at 1024 bytes. The recorder data is played back through the Radio Frequency Subsystem (RFS) once every 12-hours roughly, during a pass over the prime station. The average amount of data stored during such a period is 350 Mbits. The maximum is determined by the capacity of the taperecorders, which is 465 Mbits each. In order to be able to playback such amounts of data comfortably within the duration of a pass (10 to 15 minutes) a channel of 1 Mbits is used.

Not all the satellite data necessary for processing of the science data is stored by the taperecorders. This is done for reasons of efficient storage, as a number of these data are generated in frequently. For example, the attitude of the satellite is controlled on the basis of a gyro, for one axis. Errors in attitude due to the behaviour of the gyro can be corrected for, using the crossing times of known visual stars over the starsensor splits in the focal plane assembly. The number of stars that are sufficiently well known in position and are bright enough to guarantee recognition by the starsensor is such that on average a few star crossings are expected per scan. The amount of data generated per star crossing is relatively large compared to the size of the formats stored by the taperecorder. On the other hand, the total amount of data thus generated per observation is insignificant with respect to the total science data. These infrequently generated sets of information are therefore stored in the solid state memory, together with all the housekeeping and status information necessary for control of the satellite. The solid state memory data are transmitted to the ground via the low speed (4096 bps) beacon signal, which also provides the information for real-time satellite control.

As mentioned earlier, commanding of the satellite can be done either in real-time or time-tagged through the SOP. In both cases, the on board computer distributes the commands to the units via the proper decoders. The only exception is for those commands that effect the status of the on board computers themselves. They are decoded by special circuitry in the telemetry- and command-unit. The real-time commands and the memory-load messages for the on board computer (like the SOP) are uplinked via a 1000 bps channel.

The on board computer is based on the Philips P850 mini-computer series. Both computers are equipped with 32 kwords (16 bits) of memory divided over two blocks. For redundancy reasons, each processor can be connected with any two of the four memory blocks of the total system. The communications with the other satellite units goes via a standard Computer Interface-bus (salar). Every unit is connected to both the SCI-buses. The power control unit informs the units which processor is currently active.

On the one hand the on board computer system should exhibit a great amount of flexibility, so that changing requirements can easily be implemented. Such changes can be induced by an incorrect launch, a better understanding of the behaviour of the satellite and especially the instruments, or by on board anomalies. On the other hand the on board computer has the task to ensure that the attitude of the satellite does not give rise to an untimely boil-off of the available helium. The flexibility is ensured by using part of the 32 kwords Random Access Memory for program storage. This in principle allows the in-flight modification of any program used on board, whether it be for datastorage or even for attitude control. The program in the RAM is rather vulnerable, as it can be distorted by software errors or by hardware errors, such as power-dips. The use of only a RAM based program would give an unacceptable high risk for the safety of the satellite. To eliminate this problem, each processor can be switched to a program, carried in a Read Only Memory of 3 kwords. This ROM program uses the most reliable attitude sensors to ensure a safe attitude. It further provides telemetry containing the basic housekeeping, parameters, it de odes and distributes most switching commands and, finally, allows the loading of programs into the RAM-area.

As the ROM space is rather limited, no provision is made in ROM-mode for executing EJPs nor for the sophisticated attitude control and data storage modes, normally required for performing observations. The prime objective of the ROM-mode is to keep the satellite in a safe attitude mode, long enough for the ground operations to react and correct, if possible, the anomaly. Further safety measures have been included in the on board data system and overall satellite design to ensure a timely detection of a potentially dangerous attitude of the satellite, even due to a failure of the processor in use, or of an attitude sensor.

The design of the on board computer is such that the ROM program always occupies the first 3 k of addresses, leaving 29 kwords of addresses for the RAM. In addition the ROM program requires a work area of about 0,5 k of RAM. The RAM-program itself is about 11 kwords long, including the space required for parameters and variables. The SOP area reserved is 8 kwords. The remainder is available for storage of satellite data, as required by the ground operations. More will be said on this during the discussion of the ground data system.
5. GROUND DATA SYSTEM REQUIREMENTS

The ground data system has to fulfil the following basic requirements:

- control the satellite, which covers the aspects of:
  - orbit determination
  - generation of Satellite Observation Programs
  - commanding
  - satellite health assessment
  - satellite performance evaluation and maintenance
- make the science data available to IR-astronomers for analysis, so they can:
  - verify the accomplishment of the survey programme
  - verify the accomplishment of the additional observation programmes
  - derive follow-up observations, either for IRAS itself, or for any other satellite or observatory
  - reduce the volume of the data to products which are manageable for individual astronomers for further analysis
- file all the data, from which these products are derived, in a retrievable form.

The main interfaces of the ground data system are with the satellite and with the IR-astronomers. Two information streams can be identified:

- observations defined by the astronomers, resulting in Satellite Observation Programs for the "12-hours" operational periods
- data generated by the satellite, processed and augmented with ground-generated additional information for presentation to the astronomers, for verification of the progress of the mission (short term products) and for further scientific analysis (long term products).

The other important interface of the ground data system is with the satellite engineers. During routine phase their support is rather restricted (unless satellite emergencies turn up) and is mainly of a monitoring nature. During the launch and in-orbit-checkout phases of the mission, the involvement of the engineers is much greater. In order to verify the performance of the instruments and of the spacecraft (especially the attitude control system) a large number of non-routine operations have to be carried out. Some of these operations will require temporary modifications of the on board software, but practically all of them will put additional processing requirements on the ground data system. Unfortunately it is common practice that these non-routine requirements are not identified until a later stage of the development programme, which is generally not before the overall satellite integration and test-phase. For IRAS it was attempted to identify these requirements earlier, so that they could be properly integrated into the design of the ground data system. Where it turned out to be difficult to timely identify these requirements, a number of "standard" specialities were included, based on experience with previous satellites.

It is worthwhile to point out at this stage that the operators, who are controlling the satellite, the control centre, the tracking station and the data processing systems, are not considered to be external users of the IRAS ground data system, contrary to possible other practices. The same holds for the mission planners provided by the project.

6. GROUND DATA SYSTEM SETUP

The ground data system is composed of four major elements:

- IRAS Ground Operation (IGO), developed by the Dutch National Aerospace Laboratory and the Appleton Laboratory of the UK Science Research Council
- Preliminary Analysis Facility (PAF), developed by the Appleton Laboratory
- Scientific Data Analysis System (SDAS), developed by the Jet Propulsion Laboratory, in the US
- ROG Non-Survey Analysis System (ROG-NONSANS), developed by the space research group of the University of Groningen, in the Netherlands.

The IGO- and PAF-systems will be installed at the project Operations Control Centre (OCC), located at the Chilton site of the Science Research Council, together with the prime tracking station. The Jet Propulsion Laboratory in Pasadena, California, will house SDAS. It is currently planned that the system developed by ROG will be installed at the OCC until the end of the operations, when it will be moved back to the University of Groningen.

In addition to these project peculiar elements, use is made of the services provided by a number of NASA facilities:

- Space Flight Tracking and Data Network (STTN), for early-orbit and emergency support
- NASA Communications Network (NASCOM), for the daily information transfer between the US and Europe, and for operating the STTN stations from the project Operations Control Centre
- National Space Science Data Centre (NSSDC) at Goddard Spaceflight Centre, for the ultimate filing of the products delivered to the science community.

6.1 Science Information Flow

The science information flow through the ground data system is depicted in figure 7. Only the four major elements have been indicated for clarity. Starting in the top left-hand corner, every morning and evening, IRAS Ground Operations provides the satellite with a new Satellite Observation Program and collects the data gathered in the past "12-hour" SOP-period. This is done either through IGO's own prime tracking station or, in case of anomalies, through an STTN tracking station, using 7.2 kbps NASCOM high speed data links. The SOP is a collection of planned observations for both the survey and non-survey programs, as defined by the IR-astronomers associated with IRAS. Below, more will be said on the tools that IGO will provide to facilitate this task. The science data, relayed through the high speed telemetry link of the IRAS satellite immediately after the pass. Some preprocessing is then applied for the Preliminary Analysis Facility and the ROG Non-Survey Analysis System. The on board solid state memory data coming through the low speed telemetry link is processed in parallel and the necessary housekeeping and attitude-related information is extracted. This, together with other ground derived information, such as orbital and
The development of the software for processing the low resolution spectrometer is carried out by SDAS, applying calibration data to the raw science data.

For the deep-sky-survey observations, a catalog of infrared sources, that meet certain strict requirements concerning reliability, completeness, sky coverage, and accuracy in photometry and position, is obtained. This catalog is called the auxiliary data and is used by the science data processing centers to obtain, for instance, the required accuracy for telescope boresight pointing reconstruction.

The first recipient of the science and auxiliary data is the Preliminary Analysis Facility. It is the task of PAF to carry out a rapid assessment of the science data, and in particular the survey data, so that corrective actions can be initiated for the first following "6-hours" period. This fast response is necessary to meet the rigid requirements put on the repetition scheme for the survey scans by the astronomers, as this enables later processing to recognize and deal with unwanted celestial objects, like asteroids. The activities that are performed by PAF for the assessment consists of checks on the performance of the detectors of the survey array and low resolution spectrometer (noise output, detection statistics, total flux, radiation hits and response to calibration sources) and comparison of the detections with already known IR-sources. If these checks indicate anomalous behaviour of the instrument, an inspection of the data is possible using diagnostic tools provided by PAF. Next to this instrument oriented, mission critical, analysis, PAF also supplies an intermediate scientific data base with the necessary analysis tools, which will allow the IR-astronomers to assess the quality of the survey and guide the additional observations. The database will comprise the history of detections of a number of pre-selected sources and areas, as well as of point-sources in the longer wavelength bands and of "compact" sources (i.e. sources with dimensions in the order of the length of a detector, 4 arcmins). Finally, a database will be compiled of the background data that remains after subtracting point- and compact sources from the raw data. As only the low frequency components have to be retained, the amount of data is reduced by a factor of up to 8, using a two-dimensional spline-fit method, developed at NLR.

The raw science data and the auxiliary data are sent to SDAS over a 96 kbps wideband datalink, provided by NASCOM, requiring twice daily transmission of about 3 hours. Like PAF, SDAS also processes the data obtained with the survey array and the low resolution spectrometer, but now with the objective to provide the science community with data products, that have been arrived at after applying the projects best knowledge of spacecraft and instrument behaviour. The main task of SDAS is to produce from the survey data a catalog of infrared sources, that meets certain strict requirements concerning reliability, completeness, sky coverage, and accuracy in photometry and position. For additional observations, that have obtained data in a mode similar to the survey scans, SDAS will use modules for the investigator concerned.

For the deep-sky-survey observations SDAS produces a co-added matrix of grid cells for each of the four wavelength bands, for further analysis by the investigator. The major activities that SDAS has to perform to arrive at these data products are:
- telescope boresight pointing reconstruction
- determination of the transfer function of the instrument, using the calibration data gathered throughout the mission
- applying calibration data to the raw science data
- detection of the various types of sources (point-, compact- and extended-sources)
- correlation and confirmation of the detections on the various timescales (seconds, hours and weeks), to get rid of asteroids etc.

The development of the software for processing the low resolution spectrometer is carried out by ROG at JPL. SDAS receives approximately 700 Mbits every day. Although no near real-time, mission critical, requirements are placed on SDAS, it is clear that with these amounts of data the development of backlogs...
can be detrimental. One of the major design goals therefore is to process 24 hours worth of satellite data within 16 hours of processing time. All products have to be delivered within 6 months after the end of the operations.

The ROG Non-Survey Analysis System processes all data obtained with the chopped photometers and the short wavelength channel. During operations, the processing for the chopped photometric channels will mainly consist of synchronous detection of the instrument data and merging with information obtained from the auxiliary data provided by IGO (like satellite position and telescope pointing direction). The data from the short wavelength channel will also be merged with information from the auxiliary data and archived.

6.2 Engineering information flow

The interface between the four major elements of the ground data system are the same for both the science and the engineering data flow, being the science and auxiliary data streams (ref. figure 8). The output, of course, is different. As an intermediate step of the science data processing a number of instrument characteristics are determined which will provide the instrument engineers with an indication of the performance. No specific processing is currently foreseen, to determine the instrument performance otherwise, neither at the science data processing centres, nor at the institutes of the engineers.

If the instrument performance data indicate anomalous behaviour, the engineers can perform a further analysis of the housekeeping data. IGO maintains a full history of all housekeeping data stored, with sampled tools for making plots, performing statistical processes, out-of-limit checking etc. During operations a number of telescope experts will be resident at the Operations Control Centre. The ground data system design, however, does not preclude the use of this data and these tools by engineers in the United States. To this end, both JPL and ARC will have a terminal facility linked with the OCC computer, via NASCOM lines, providing them with the same possibilities an engineer would have at the OCC. Another possible source for further analysis would be the raw science data itself, available at the OCC and at JPL. Access would be provided through the diagnostic tools of PAF and SDAS.

The responsibility for determining and maintaining the performance of the spacecraft during routine operations has been delegated to IGO. To transfer the necessary knowledge, the spacecraft engineers have to provide an extensive set of documentation comprising of unit descriptions, command and telemetry descriptions, and finally, control and checkout procedures. This documentation has to be kept up-to-date through the various phases of integration and test of the hardware. In addition IGO will send members of the operations team to observe and, where possible, to participate in the important test phases. During the launch and in-orbit-checkout phases, the project will station a number of spacecraft engineers at the OCC, to support the performance verification. They will also be available on call for IGO if a spacecraft emergency develops during routine operations.
7. **IRAS GROUND OPERATIONS**

A more detailed description of the IGO part of the ground data system now follows. The following tasks have been allocated to this subsystem, viz:
- orbit determination and prediction
- provision of tools for the IR-astronomers to generate Satellite Observation Programs
- real time operations
- satellite health assessment
- spacecraft performance evaluation and maintenance
- data pre-processing and distribution to the science data processing centres
- filing of the raw data, from which the distributed data are derived.

The design of IGO identifies thirteen assemblies: eleven for the software section, one for the operations hardware and one for the development of the operational procedures. Figure 9 gives a schematic diagram of these assemblies and the flow of information through the IGO subsystem. It should be noted that only the important interrelations have been depicted, since a complete interface diagram would be incomprehensible and not serve any purpose. Also obvious interfaces have been deleted, like the link between every software assembly and the hardware assembly.
7.1 ETL Generation Assembly, EVA

The diagram starts at the top with the ultimate users of the system, i.e. the astronomers associated with the project. They can enter their requirements for the survey and the additional observations programs in a system that generates Experiment Target Lists (ETLs) for every "12-hours" period. Each ETL is a time-sequenced list of observations and is input for another program that converts the ETL into an actual Satellite Observation Program. Ideally, there is a one-to-one correspondence between an ETL and the derived SOP. The ETL basically is a human interpretable version of the SOP, the latter being nothing but a string of coded 16-bit words for interpretation by the on board software. In practice there will be differences between an ETL and the SOP, either because the ETL Generation software inserts or deletes observations (e.g. to avoid crossing the moon in between two successive observations) or because it expels observations which would violate satellite constraints. The ETL Generation software does check most of these constraints as well, but it must refrain from, or approximate, some CPU-intensive checks. This is the direct result of the basic philosophy that all software programs, that interface with the multitude of IR-astronomers, must be of a self-explanatory, interactive, nature. It was feared that, otherwise, the tools offered by the system would not be compatible with the majority of users. Interactive systems can only be operative if the response time is reasonably fast and, hence, CPU and I/O usage are kept low. The result of the SOP Generation process is fed back to the observation administration and accounting system also provided in the ETL Generation Assembly. Together with the feedback from the post-pass processing software, it presents the investigators a full history of all scheduled and future observations. It also offers the possibility for recording the scientist's assessment of the success of the observations executed.

7.2 SOP Generation assembly, SOG

The SOP Generation assembly must ensure that the observation programs ultimately produced do not endanger the satellite in any way. It performs checks on:

- Satellite attitude, both during the observations and during the manoeuvres in between, to:
  - preserve the helium (i.e. not pointing towards the sun or earth)
  - keep the telescope clean (not pointing into the direction of the orbital velocity vector for extended periods, to minimize the collection of dust particles)
  - prevent blinding the instruments, by keeping the telescope viewing axis sufficiently away from the moon and other bright celestial objects
- satellite configurations, e.g. to verify that during survey observations the chopper of the CPC is switched off, as it causes significant interference with the survey detectors
- commanding through the SOP, to test whether the commands are allowed for the current satellite status and whether no timing constraints exist with respect to the previous command(s)
- possible power constraints, for instance, during eclipse periods
- position of the satellite, e.g. with respect to zones of high radiation like the South Atlantic Anomaly. The latter example does not really endanger the satellite, but it could affect the scientific value of the observations concerned. Such observations are only flagged, but not expelled from the SOP.

7.3 OBS Change Implementation assembly, OCI

Experience with the previous Dutch astronomy satellite, the ANS (Astronomical Netherlands Satellite), which was also equipped with a re-programmable on board computer, has taught that post-launch modifications of the on board software are inevitable. The changes for ANS ranged from correcting certain attitude control modes (e.g. to allow for the non-nominal orbit it was launched into) to the creation of new data collection modes requested by the scientists. To allow this for IRAS, one of the original program development stations for the on board software will be transported to the OCC, together with all the relevant test-software packages (the OBS Change Implementation assembly). This, combined with the fact that one of the on board software designers has been added to the IGO team, will provide sufficient opportunity to maximize the return of the mission.

7.4 Pass Schedule Generation assembly, PSG

The Pass Schedule Generation assembly collects the pertinent SOP and any required modification to the on board software from OCI or, in case of standard database updates, from the Orbit Determination Assembly (like earth magnetic field model parameters, or the expected starttimes of eclipses). PSG compiles all this in on board memory load messages, conform the requirements for the uplink. It then draws up a schedule for the activities to be performed during the pass, such as the playback of the taperecorder, the dumping of the solid state memory and the loading of the SOP. Finally, ground station information is added for the benefit of the real time software: whether the prime station or a STTM station is going to be used, the expected times of arrival and departure of the satellite, etc. Most of the information for a prime pass can be generated automatically. The satellite control team has the possibility to manually create or adapt pass schedules for non-standard operations/passes.

7.5 Operations Real Time assembly, ORT

Prior to every pass a data flow test is run to test if all hard- and software elements are working properly. For every conceivable hardware item in the real time loop there is a redundant unit, including the processor, but with the exception of some parts of the prime antenna. So, in the majority of cases, at the end of the data flow test an operational system pass will be available to the on board computer. The pass duration is only in the order of 10 minutes. An average SOP load requires about 2 minutes, a solid state memory dump 4.5 minutes and a recorder playback 6 minutes. All these operations can be performed in parallel, with the exception of the dump of the SOP area in the on board memory. The SOP area has to be dumped prior to SOP loading to help explain possible mishappenings in the data gathered in the previous "12-hours" period. When SOP loading is completed the area is dumped again to check whether the SOP arrived correctly. After any required correction the on board computer can then be instructed to start the execution of the SOP.
Part of the solid state memory data is the program memory itself. All instructions are checked in real time by the Operations Real Time software and if discrepancies are detected between the ground-based version of the on board software and the program memory contents, the satellite control team is alerted. This would normally result in a delaying of the enabling of the SOF execution, until the cause of the discrepancy is discovered. If necessary, use can be made of the pass in a next orbit over the prime station, and if the situation seems sufficiently serious further emergency support from STIN can be requested.

A complete reload of the on board software would normally require two consecutive passes, as the time required for loading and subsequent dumping of the program memory contents is in the order of 12 minutes.

7.6 Digitizing and Reduction Assembly, DRA

The housekeeping data stored in the solid state memory is not limit-checked in real time by the ORT software, but immediately after the pass. The high speed telemetry stream is also not processed in real time. During the transmission it is recorded by two redundant wide-band instrumentation recorders. The data is digitized after the pass by the Digitizing and Reduction Assembly and during this process the housekeeping parameters present in this stream are limit-checked. Both these limit checks will have been finished within 30 minutes after the end of the pass. If the checks indicate anomalous behaviour of trends on board the satellite, it is possible to setup the operation system for the pass on the next orbit. The satellite is visible on 2 to 3 consecutive orbits. The first one is normally taken as the prime pass. The others would in general not be taken unless circumstances necessitate it.

When the high speed data is digitized by DRA, possible data overlaps (e.g. due to repeated playbacks) are removed. In a next process, the data are decompressed, decompressed from 8 bit- to 16 bit-words and then a source detection algorithm is applied. After removing the detections from the original detector data, a B-spline convolution is applied on the remaining background signal to generate data for surface fitting. The output of the process, being the decompressed decompressed detector data, the detection-data and the B-spline coefficients, is then forwarded to the Preliminary Analysis Facility. For the HCG-NOMANS, the detector data of the chopped photometric channel is decommutated and synchronously demodulated. The reason for doing this pre-processing in IGO for the science data processing facilities is that IGO has an extremely fast processing device connected to the computer system used for ORT and DRA. This device, an AP 1203 array processor gives, for this type of application, a considerable gain in processing time compared with other computers available for this project. It must be pointed out that the pre-processing of the survey data is performed with the goal in mind that PAF must be able to assess this data before the 24-hour period is due. To make this possible, no account can be taken of e.g. the latest instrument calibration data dispersed through the observations. For this reason SDAS does not use this pre-processed data, but the original raw detector data.

7.7 Satellite Evaluation Assembly, SEA

Both ORT and DRA extract the housekeeping data, contained in the two telemetry streams and pass them to the Satellite Evaluation Assembly. Upon receipt of the data all samples of the parameters are again limit-checked. ORT and DRA can only guarantee to make a check on every 2 to 3 samples, but not on each individual one, as they both are real time programs and the out-of-limit check does not have the highest priority. The housekeeping data stored in the solid state memory is actually a snapshot of all housekeeping parameters in the low speed telemetry at the time of storage, with all multiplexed channels decommutated. The amount of memory available for this storage (8 kwords, 16 bits) allows 24 hours worth of data to be stored with an interval of 20 minutes. The interval rate and storage capacity are easily adjustable parameters of the on board software. The data gathered during every pass are added to a history file, allowing engineers to evaluate trends from the start of the operations onwards. It is intended to keep this file permanently available on disc, and to obtain immediate access. The housekeeping data stored by the recorder is much more massive, in the order of 35 Mbits per day. In fact, for some parameters it gives a sample frequency of 1 Hz. For every "12-hours" period all this data will be converted to engineering units. The storage space allocated on the OCC batch computer will allow 24 hours worth of data to be kept on disc in real time, and hence, almost immediately accessible. Samples of this data stream, with a sample rate of the same magnitude as used for the parameters in the solid state memory, will be maintained on disc for a period of at least one week as well. All the data from this stream will finally be filed and remain accessible until the end of the mission, but not as easily as for the solid state memory data. Discussions with the spacecraft and instrument engineers have not indicated that this approach would be inadequate. Of course, it will be possible to add a more comprehensive history file on disc for a limited number of parameters, if the need arises. The processing and display options of this assembly are generous and comprise, among other things, limit-checked parameter histories on display or printout, delta-check prints, and plots of parameter(s) versus time or versus other parameters.

Besides the housekeeping data samples, the on board software can generate two other types of data for storage in the on board memory. One of these is the event-related data, which consists of self-identifiable varying datasets that are stored at specific occasions, such as the start or the end of an eclipse. It is further used to store the data related to star-crossings over the detector slits of the star sensor accommodated in the focal plane of the telescope. These attitude calibration data are necessary for pointing reconstruction on the ground, but also to determine slowly varying parameters used in the on board attitude control algorithms (e.g. drift and scale factor of the gyros). These parameters have to be updated every few days to ensure a correct attitude of the satellite. A number of other attitude control related parameters, varying more slowly, (in the order of a few days) require special purpose software packages, sometimes coupled to specific attitude manoeuvres, so that their values can be verified on the ground. For this type of application the third type storage was devised: the Special Data Storage. This one is controlled through the SOF and can easily be varied according to the needs of the moment, both as to the choice of parameters to be stored as well as the storage frequency. Both the Event Related Data and the Special Data are dealt with in the Satellite Evaluation Assembly by a number of special purpose software packages. This variety in data storage methods is expected to be sufficient to perform all non-routine checks during the in-orbit-checkout phase of the operations as well.
7.8 Ancillary Data Distribution assembly, ADD

The attitude calibration event data are passed onto the Ancillary Data Distribution assembly. There they are tested and correlated, and made available as part of the auxiliary data for the science data processing centres to perform their pointing reconstruction. The auxiliary data further contain:
- orbital parameters
- satellite time versus TUC correlation
- satellite temperature measurements, that are only available through the low speed telemetry stream
- SOP administrative data
- observation administrative data
- attitude control algorithm parameters
- misalignment data of the attitude sensors.

A second task of this assembly is to compile a summary of the processes applied to the two data streams and indicate the occurrence of anomalies, like the detection of out-of-limits or irregular event data. Finally, it provides the observation administration in the ETL Generation Assembly with a feedback on the technical success of every observation scheduled for the past period of 12 hours.

7.9 Orbit Determination Assembly, ADA

Like the previous assembly, the Orbit Determination Assembly interfaces with nearly every other assembly. As the name indicates, its prime function is to determine the current orbital parameters, and from these predict the orbit for the rest of the mission. The altitude of the IRAS orbit, 900 km, does not necessitate the use of systems like Doppler or range/range-rate for this process. In fact, the satellite itself does not carry any special purpose hardware for orbit determination. The program uses the antenna angle measurements of the tracking stations, which are logged by the Operations Real Time software. From the predicted orbit a number of other items are derived, such as the time of the station passes, the satellite track over the station, the times of entering and leaving the zones of high radiation, the start and end times of eclipses, etc. It further compiles the database parameters for the onboard software mentioned earlier (parameters of the earth magnetic field model, eclipse warning times and others) and computes the ephemerides of the celestial bodies, that have to be taken into account by the ETL and SOP generation assemblies.

7.10 Software Testtool Assembly, STA

For an integrated test approach of the IRAS Ground Operations subsystem a number of simulators have been designed as part of the Software Testtool Assembly. A Real Time Simulator is being developed for checking out the ORT-software. It generates low speed telemetry data, taking into account the commands unlinked. Some "fiddling" will be possible, to create anomalies, such as out-of-limits, failure to respond to commands, parity errors. As this simulator is designed to test out the real time operations, it will not provide realistic contents for the data which are only processed post pass. This data, the high speed telemetry and the information stored in the solid state memory, are dependent on the SOP loaded. They will be generated by the SOP-dependent Data Simulator, based on actual SOPs and simulated science data. The latter is obtained from the Infra-Red Telescope Simulator, devised by ARC, that can simulate the data of the survey array for a certain sky-input. Also the SOP-dependent Data Simulator will allow a certain amount of fiddling, for instance to create data-overlaps and -outages. Another testtool is the SOP Generation Simulator, which will enable the creation of SOPs based on a manual input rather than from the observation planning facility. It allows a reasonable uncoupling of the development schedules of the Pass Schedule Generation/Operations Real Time software and the observation planning facility. It further permits to make a SOP that correlates with the data obtained from the ARC simulator, which can be of benefit for testing the post-pass processing systems.

7.11 Utility Assembly, UTA

The last software assembly is the Utility Assembly. It is a collection of subroutines, programs and macros which are not specific to a given program or assembly, or which are of a general nature. It gives routines for word- and bit-manipulations, communicating with the operating system, handling labelled magnetic tapes, copying disc-files to tape and vice versa, obtaining the current data and time and many others. These utilities are also available to the Preliminary Analysis Facility.

7.12 Operational Hardware Assembly, OHA

The eleven software assemblies described above are implemented on the following computer systems:
- a dual PDP 11/34 configuration, each processor having 80 kwords of MOS memory and 14 Mbytes of disc storage, and sharing a 716 Mbyte disc and an AP1208 array processor; the software of ORT and DRA reside in this system, together with a small part of the Pass Schedule Generation assembly
- a Philips P855M system, originally used for the development of the on board software and now accommodating a part of the OBS Change Implementation assembly
- an ICL 2960 system, with 1 Mbyte of memory, 4 200 Mbyte discs, 6 tape units and a host of VDUs, plotters and (interactive) graphic devices, accommodates all the remaining software packages of OHO.

The ICL 2960 system is a project dedicated computer, and is shared with the Preliminary Analysis Facility and the ROG Non-Curvy Analysis System. It has two dial-up lines, which will allow scientists and engineers from either side of the Atlantic to use the facilities at the OCC. It will be possible to use standard NASCOM lines, instead of the normal pay-phone, to enter the system from JPL or ARC. File transfer over the wide and data link from the OCC to JPL/ARC will be routed through the PDP 11/34 system, as one of the offline tasks of the Operations Real Time assembly. In view of the rather large amount of data to be transferred between the real-time and the batch computersystem (see also fig. 10) an inter-computer link will be installed.
Fig. 10 Use of the OCC real-time and batch computer system

The Operations Hardware Assembly (OHA) consists of the aforementioned computersystems, the remaining control centre hardware (bit- and frame-synchronizers, wideband instrumentation tape recorders, NASCOM line interface equipment, telexes, etc.) and the tracking station (parabolic 12m dish, antenna drive system, receiver and exciter system, etc.)

7.13 Operations Procedures Assembly, OPA

The other non-software assembly is the Operations Procedures Assembly. Its output is a set of operational documentation for the satellite control team:
- Flight Operations Procedures Manual, gives the detailed procedures covering software and hardware control (both for flight and ground systems) and the reporting requirements to be followed during satellite operations
- Format Control Handbook, describes all human interfaces of the data system at the OCC, i.e. input formats, lineprinter output, display formats, etc.

This set, together with the project provided satellite documentation and the documentation provided by the software- and hardware implementers of IGO, will allow the satellite control team to execute its tasks in a largely independent way. It is clear that, whenever unforeseen anomalies arise, they can request assistance from the satellitio- and/ or ground data system experts. In view of the widely spaced locations of the participants in this project, this ought to be kept to a minimum. For the documentation it means that it has got to be rather detailed and definitely up-to-date, and to incorporate the expertise gained during test and integration of the systems. A secondary task of this assembly is to generate documents to familiarize new operators with the project and to assist scientists and engineers visiting the Operations Control Centre in finding their way.

8. OBSERVATION PLANNING FACILITY

As a typical example of a complex software package within the IGO subsystem the observation planning facility will now be described in somewhat more detail. The amount of observations that have to be defined to arrive at the goals of this mission is quite staggering: roughly 10,000 for the survey program and 20 - 30,000 for the additional observations. The generation of the survey observations is further complicated by the strict repetition scheme for the coverage, imposed by the astronomers. It was felt that the ground data system, in casu IGO, should provide an observation planning facility, that would relief the astronomers from a heavy routine involvement but would still allow them the greatest amount of control.
The basic requirements on the observation planning facility for IRAS can be summarized as follows:

1. to generate survey scans automatically, according to a strategy of which the parameters can be adjusted by the astronomers, but remaining within the satellite constraints
2. to provide tools for defining special scans ("recovery scans") for survey observations, which failed to satisfy the requirements of the astronomers
3. to facilitate the definition of the additional observations by the investigators
4. to provide tools for efficient scheduling of the additional observations in between the survey observations, minimizing the time lost in slewing from one observation to the next.

Each of these requirements is reflected in one of the five subassemblies of the ETL Generation Assembly (fig. 11):
- the survey observation module
- the survey recovery module
- the non-survey observation module
- the observation scheduling module
- the observation administration module.

The last module in this list covers the derived requirements on observation administration. In the case of IRAS, the administration system not only has to keep track of the information about scheduling and success of the observations, but also has to maintain an "account"-system. The amount of time available for additional observations must be distributed fairly over the science communities in the different countries. At the same time, duplication of effort by the different communities must be avoided in order not to waste the precious satellite time.

8.1 Survey Observation Module, SOM

The Survey Observation Module comprises four individual programs:
- GAS, the Generation Aid for the Survey, produces the actual observations in a format which is acceptable for the scheduling software
- DISCOV, displays the planned survey coverage by means of an Optronix Photowrite device
- LOFOP, produces the "long-term forecast", which is a lineprinter listing giving the details of the observations generated by GAS for the orbits requested
- UPSUP, for updating the parameters of the survey strategy, as requested by the astronomers.

In the following, we will only deal with GAS. The others are support programs to allow the control and monitoring of the processing in GAS and do not contribute to the basic operation of the observation planning facility.

The functions of GAS are the following: to

1. (for a specified period in the order of months) determine survey scans according to a parameterized strategy, taking into account previously planned sky coverage
2. take into account restrictions with respect to satellite attitude and position and the occurrence of events, such as eclipses and station passes
3. allow reservation of orbits for special operations and survey recovery
4. "format" the scan into observations, for further scheduling
5. allow resetting and rerunning for a specified period with new parameters for the strategy.

The survey strategy parameters determine the coverage redundancy, the repetition rate, the coverage rate and a number of "soft" constraints, like the minimum scan length and the radius of the area to be avoided around the moon. It is possible to maximize the coverage rate, resulting in an initial sprint as far as the attitude limits will allow. For the long term mission planning it means a rapid coverage of about half the sky, which then has to be followed by a much slower coverage, governed by the precession of the orbi-
The information stored in manual mode of the program, in which all the constraint-checking will still be performed. Words, observations approaching the end of their visibility window will receive a higher priority in scheduling. The program tries to find an "optimum" solution with respect to the idle time (slew time) of manoeuvres as slewing from one observing position to the next. The prime function of the Observation Scheduling Module is to provide a tool with which the astronomers can schedule the survey and additional observations. The module consists of three programs: REGEN, does the actual scheduling and produces the ETL; ETLARC, files the ETLs that have been translated successfully into a SOP, that was loaded; SHOFOP, produces the "short-term forecast", which is similar to the longterm forecast produced in SOM, but now includes the additional observations too.

The REGEN program can be run in a number of modes. Normally the program would first schedule the survey and survey-recovery observations according to the instruction generated by GAS/SURE. The remaining gaps are filled with additional observations, based on such criteria as the slew-time required, the remaining idle time, the priority of the observation, etc. The priority is dynamically allocated and is dependent on the initial priority given by the astronomers and the size of the remaining visibility window. In other words, observations approaching the end of their visibility window will receive a higher priority in scheduling. The program tries to find an "optimum" solution with respect to the idle time (slew time) of a complete ETL, within the constraints of the satellite. ETLs thus generated can be altered using the manual mode of the program, in which all the constraint-checking will still be performed.

The Observation Administration Module keeps track of every observation defined. It notes whether an observation has been scheduled in an ETL/SOP, what its success was from a technical point of view and allows the astronomers to enter remarks on the scientific success. As stated earlier, it also maintains an account of the additional observation time, so that a fair distribution over the science communities of the three participating countries can be warranted. The module consists of three programs:

- OBSADM, maintains the actual observation histories
- ACTADM, derives from these histories the accounting information
- PRADM, provides a printed record of the histories or the account, upon request.

The information stored by OBSADM and ACTADM can be retrieved on various keys in an interactive manner, to increase the operational usefulness.
9. DATA SYSTEM CONFIGURATION CONTROL

The size and complexity of the data system for IRAS, further complicated by the multi-national project setup, requires a firm configuration control mechanism. The documentation system necessary for this will be described, in particular again in somewhat more detail for the I0O subsystem (Fig. 13).

The overall mission objectives and requirements are given in the Joint Project Requirement Document (JPRD). The requirements placed on the data system are further elaborated into requirements for the onboard and ground data systems, and finally allocated to the different subsystems, such as I00. The JPRD also identifies the various Interface Control Documents (ICDs) that are necessary to control the interfaces between the subsystems. Each ICD describes the complete interface between two subsystems down to bit- and signal-levels. These ICDs are already drawn up in this very detail during the design phase. If the interface specifications cannot be met, as discovered during the implementation or test-phase, then a new interface has to be negotiated between the subsystems. It is the responsibility of the individual subsystems to ensure that such changes are properly implemented in their design.

The requirements that are placed on a subsystem through the JPRD and various ICDs are further elaborated and allocated to"assemblies" (different names are used by other institutes), as described in the subsystem Requirements Specification. Down to this level all documentation is controlled by the project. A change request for any of these documents must be sent to all institutes, even when they are not explicitly affected. The response of these institutes is then taken into account for the decision to allow the change to take place, or whether another solution is more appropriate.

For most subsystems of the data system, the Requirements Specification is translated into a Design Specification. This identifies the different programs within each assembly and spells out their tasks. At I00 the Design Specification is also used for internal control (i.e. not by the project, but by the subsystem itself) of the interfaces between the assemblies. If during program development an assembly interface cannot be met, authorization is required by the subsystem manager (or the software co-ordinator) for any proposed modification to this set of interface definitions. The assembly designers must ensure that such modifications get reflected into the design of the affected programs.
It is general practice within IGO that before actual coding of a program is started, first an initial paper-design is made. This is to ensure that the programs are well thought out, and thus operationally reliable, and do not develop into incomprehensible pieces of software in the course of the implementation. This paper-design is compiled into a set of Assembly Specifications and is kept up-to-date during the coding and test phase. Although such an overhead initially may seem unnecessary, one must not forget that the operational software needs to be carefully documented in the end anyway, to allow for post-launch maintenance. When it is already available during the implementation phase it allows verification of the design of critical programs in an early stage (“walk-throughs”) and identifies complicated areas which may need a higher priority in the development. It is our experience that programs developed in such a manner exhibit an advantageous modularity and, from an operations point of view, are very robust and easy to maintain. Another small advantage is that user-manuals can easily be derived from this documentation.

To ensure that the programs written meet their specifications every operational program has to pass an acceptance test. A test plan is drawn up for each program that correlates the test-activities with the requirements given in the Requirements Specification (and ICDs, where necessary), and upon successful completion of the test a test report is submitted. Once a program is tested and accepted, modifications are no longer allowed unless authorised by the subsystem manager of the software co-ordinator. Depending on the alteration, the program may have to be re-tested again for final inclusion into the operational system. A similar approach is followed for the integration of the various subsystems into a total data system. To this end an End-to-End Information System Testplan has been written, which has the concurrence of the individual subsystem managers and is approved by the project.
The ultimate proof of the pudding, before launch, is obtained by a number of simulations, that will involve all operational elements of the system, including the operators and the users. In view of the basic cycle of 12-hours, such a simulation must be of a rather long duration (in the order of a day or two) to create the expected operational environment. These simulations will start several months before launch with the prime elements of the data system, to allow possible tuning of the system with respect to the users. Later, they will include the remainder of the subsystem as well (such as STDN stations) to demonstrate the readiness of the total data system.
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Abstract - Improved system performance resulted from several broad-scope software
design decisions that were applied to the mission computer for the F-16 avionics system.
These design decisions were made in the areas of the control and scheduling functions.
The selected control concepts relied upon a table-driven system that employed only
positive logic and a simplified executive. The multi-computer configuration was a
loosely coupled in an asynchronous network. Communications in the network were
implemented via a standard 16-bit protocol, MIL-STD-1553 [1]. Data consistency was
addressed in the basic interface specification as well as the detailed implementation.
In general, the timing and hardware design features were hidden from the algorithms
through system control approaches. In all, the flexibility and optimizations that
resulted from the implementation concept have been well-established through two block
updates and several demonstration and research programs.

Descriptors: asynchronous, table-driven, controllability, scheduler, dispatcher, DMA,
re-entrancy.

The avionic system for the F-16 ([2] - [3]) is a distributed network of computers
interconnected by a MIL-STD-1553 data bus (Figure 1-1). The mission fire control
computer (FCC) serves as the integrating element, i.e., performs communication control
and system-level computations. The software was developed by the prime contractor for
two subsystems - the FCC and the stores management set (SMS). The functional
partitioning and the subsystem interface data had considerable influence on the system
performance and enhancement capacity throughout the program. The purpose of this paper
is to outline the design concepts implemented in the F-16 mission computer and to outline
the benefits realized.

An important goal was to engineer software that would support integration efforts,
change requests, and growth requirements. This was accomplished through the creation of
a table-drive system - a system in which the algorithm evaluates the logic conditions to
compute an index into a tabular data structure. The types of items in the data structure
are control and data, which are needed at that particular logic state (see the example in
Table 1-1 and the associated Figures 1-2a and 1-2b.) Such a structure localizes the
impact of a change to the software data structures instead of to the algorithms. Also,
the table-driven approach allows the designer to balance the task execution demands in
the computer to remain nearly constant over a wide range of pilot selected options. This
approach also reduces the technical risks usually associated with real-time software in
that the execution states of the system are deterministic. Additional benefits are
derived by reducing the testing, documentation, revision, and subsystem, changes impacts.

Figure 1-2 Table-driven Systems Maps into
Program States Based on Inputs
This paper is presented in six sections. Section 1 addresses the concept and design of the operating system. Section 2 covers the design of reliable network communications management. Section 3 provides a discussion of the software mechanization of algorithms and finally, Section 4 discusses the lessons learned during flight phases, research and developments studies, and special demonstration programs. A summary and bibliography are presented in Sections 5 and 6, respectively.

1. Design Considerations

The F-16 mission computer provides avionic system coordination for air-to-air, air-to-surface, and navigation functions. To meet these functional requirements, the FCC operational flight program is partitioned into components. Components are large-scale partitions, which generally consist of functionally related processes (e.g., see [4]), and are subdivided into segments, which are the smallest entity "dispatchable" by the operating system. Table 1-2 shows this partitioning of the F-16 operational flight program. The remaining subdivisions in the program are subroutines.

<table>
<thead>
<tr>
<th>Component</th>
<th>Number of Segments</th>
<th>Size</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive</td>
<td>4</td>
<td>279</td>
<td>Interface with Interrupt structure</td>
</tr>
<tr>
<td>System Control</td>
<td>11</td>
<td>3251</td>
<td>Logic, Table-driven</td>
</tr>
<tr>
<td>Bus Control</td>
<td>8</td>
<td>2250+</td>
<td>Peripheral I/O control, channel programs, formatting, error checking</td>
</tr>
<tr>
<td>Initialization &amp;</td>
<td>6</td>
<td>531</td>
<td>Error interrupt routines, Power up Initialization</td>
</tr>
<tr>
<td>Error Handling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New Support</td>
<td>3</td>
<td>910</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Fixtaking</td>
<td>31</td>
<td>2270</td>
<td>Algorithms, Pointer-driven</td>
</tr>
<tr>
<td>Energy Management -</td>
<td>4</td>
<td>948</td>
<td>Algorithms</td>
</tr>
<tr>
<td>-Combat</td>
<td>5</td>
<td>970</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Air-to-Air Support</td>
<td>2</td>
<td>200</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Air Missiles</td>
<td>3</td>
<td>1570</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Air-to-Ground</td>
<td>14</td>
<td>2716</td>
<td>Algorithms</td>
</tr>
<tr>
<td>Stores Select</td>
<td>2</td>
<td>1702</td>
<td>Hash-coding, Pointer-driven</td>
</tr>
<tr>
<td>Data Entry of Display</td>
<td>1</td>
<td>2140</td>
<td>Table-driven, Pointer-driven</td>
</tr>
<tr>
<td>Self-Test</td>
<td>1</td>
<td>1546+</td>
<td>Table-driven</td>
</tr>
<tr>
<td>Support Utilities</td>
<td>N/A</td>
<td>706</td>
<td>Numerical Analysis Subroutines (15)</td>
</tr>
<tr>
<td>Data Base of Stack Area</td>
<td></td>
<td>2433</td>
<td>Uses 2 Compools and 3 Stacks</td>
</tr>
</tbody>
</table>

Total Memory = 25262

Notes:
- All Assembly Language
- Some Assembly Language Segments
- Operating System
- Algorithms use "based", or pointers, to access items in tabular data structures.

Table 1-2 Component Partitioning in Segments

1.1 Segment-level interface

Design aids were used to document the system segmentation interaction [5]. Figure 1-3 shows the control-flow and data-flow among segments of one component. A similar flow diagram among all components was prepared. It is important to note that the use of the logic and data in the design aids is not a "constraint" upon the component but is the interactions desired by the system engineer. These diagrams are then used to integrate the tasks with the operating system.

1.2 Algorithms

One of the earliest design considerations was to isolate the interface with the pilot from the application segments. Therefore, the applications segments were designed to be as "pure" as possible - that is, not to incorporate into the code mode-related or interface-related logic. This decision also avoided the embedding of detailed knowledge of performance characteristics of the subsystems into algorithms and improves flexibility and portability of algorithms and robustness to changes in external subsystems.

The algorithms were also not allowed to perform operating system functions, e.g., deschedule a task (including itself) or cause a task to enter a "wait-state" until a specific event occurs. Algorithms that were of excessive length were relegated to one of the background task queues, e.g., Kalman Filter, with dynamic extrapolation tasks in foreground. During task integration, all programs were placed in background queues unless absolutely required to be in foreground, i.e., time- or sequence-dependent. The criteria for allocation of tasks to foreground were (1) small resource utilization, (2) required for control of system, and/or (3) timely flow of valid data. All algorithms were required to be able to run in either type of task queue.
These early management decisions lead to a portable library of algorithms, which are generic for a large number of mission peculiarities. The modularity, reentrancy, and data utilization allow the software to be reallocated with few coding changes. Data sharing was well supported by JOVIAL data structures. The allocation and initialization of data were managed through the language and design-aids.

1.3 Operating System

The fundamental difference between real-time operating systems for avionics and for commercial systems is that, in the former, all tasks and communications are known "a priori". This knowledge greatly simplifies the design of the operating system. Large, general-purpose operating systems must by nature be complex, self-protective, priority-driven, and adaptive. They require many man-years to design, develop, and maintain. Typically, they assume unknown task ensembles with potentially malicious subscribers, variable resource utilization, little coordination/cooperation among subscribers, and protection of I/O files from spurious faults. On the other hand, the "a priori" nature of the loading and data-transmissions greatly simplifies the functional requirements for the avionic operating system without loss of generality.

The F-16 operating system consists of an executive, a system control, a bus control, and an initialization and error-handling component. The executive portion includes the modules required to select and dispatch task-queues as a function of time and/or CPU-utilization. System control is the component that coordinates the algorithms, makes executive requests, and interfaces with the pilot. The communications are managed through a parallel bus control algorithm [6]. Initialization and error handling are machine-dependent modules and not of particular interest here.

1.3.1 Executive Component

The F-16 executive performs those functions required to manage dispatching periodic and background tasks. This component of approximately 280 words is one of the few written in assembler language. The executive determines the appropriate task-rate queue to be selected at each 40-msec minorframe. The system supports several background queues, but currently, only two are in use. These queues are selected on a percentage basis of CPU-utilization.
Each "timeslice", or periodic, task queue, which includes bus control execution requirements, are much less than the 20 μsec minor-frame. Therefore, the remaining time is apportioned on the basis of the system mode processing requirements so as to assure timely completion of background algorithms.

1.3.2 System Control Component

One component, system control, was given the functional task to perform the integration and interface for the command/response mechanism. Fifteen modes were defined and implemented; an example of the mode structure is provided in Table 1-3. Basically, the modes were defined with positive logic (discussed in Paragraph 3.1) and implemented with a state-of-the-system concept taken from Finite State Automata Theory, [7]. The mode and option-dependent scheduling were described by means of a directed graph, Figure 1-4.

Table 1-3 System Mode Definition (4 of 15 Modes)

<table>
<thead>
<tr>
<th>MODE NUMBER</th>
<th>MODE NAME</th>
<th>MODE ENTRY LOGIC</th>
<th>MODE DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>50 WEAPONS</td>
<td>wpn del enable &amp; no</td>
<td>RG.S SIGNAL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>A/G TARGET DESIGNATOR</td>
</tr>
<tr>
<td>13</td>
<td>ALT CAL</td>
<td>wpn del enable &amp; alt cal &amp; IUU good</td>
<td>A/G TARGET DESIGNATOR</td>
</tr>
<tr>
<td>14</td>
<td>FIX</td>
<td>wpn del enable &amp; alt cal &amp; fix &amp; IUU good</td>
<td>A/G TARGET DESIGNATOR</td>
</tr>
<tr>
<td>15</td>
<td>BASELINE</td>
<td>wpn del enable &amp; alt cal &amp; -fix</td>
<td>A/G TARGET DESIGNATOR</td>
</tr>
</tbody>
</table>

Boolean Expressions Definitions:
INU good = (attitude/reference fail | navigation fail | navigation data unavailable | digital attitude data invalid)
wpn del enable = store ready | simulate
vip enable = vip & ((ccip & rocket) | dive toss | beacon | cccp | ladd)
no weapon mode = (dogfight | missile | snapshot | loose | ccip | dive toss | cccp | strafe | beacon | ladd | no)
fix = radar | tacan | hud | visual overfly
& = and
| = or
\neg = not

The table-driven approach, described earlier, evolved from decision-tables and data structures techniques [8]. Other components applying these table methods are fixtaking, bus control, executive, data entry, stores select, and self-test. The implementation of these concepts was easily supported by the features in JOVIAL J3B language. System control component assures smooth and timely transitions. Design requirements were imposed upon the display processing to prevent flutter, blinking, or jittery symbology. Erroneous information was also prohibited by the specification requirements and assured through the state changes managed by system control.

1.4 Operational Characteristic

The operating system must function as a coordinated set of tasks. This coordination must guarantee that scheduling anomalies and race conditions do not arise. One design aid that shows control and data flow for cooperating processes is the Petri net [9]. Figure 1-5 is the Petri-net for the F-16 operating system. For an interrupt-driven system, this aid provides visibility into the system performance. The performance of the task queues is discussed in Section 4.
2. Reliable Communications

Several design considerations which contribute to reliable communications, arose during the definition of the interface. One of the first considerations was to recognize that the avionics multiplex data bus is not an infinite resource. The coordination of communications was facilitated by simple periodic transmissions and "time-tagging" data blocks. Data consistency was assured by the bus control algorithm. A "loosely coupled" design approach was implemented to improve the reliability of a multiple computer configuration. The primary benefits are that subsystem problems are not propagated through the system and that the need for coordination of subsystems is lessened. Presently, F-16 subsystems have no requirement for synchronization. However, the system was flexible and this feature could easily be accommodated by the table-driven bus control algorithm.
2.1 Periodic Transmissions

As a result of the interface definition, the majority of the transmissions for the F-16 avionics are periodic. The designers recognized that the bus control algorithm could perform periodic transmissions in a reliable straightforward manner. This concept lead to a concurrent management of the DMA processes. Communications do not become degraded in order to support a large number of nonperiodic transactions. Special events may lead to alterations in the command chain, which are easily accommodated by the updating of the command links. This approach gained the mission computer a balanced number of transactions within any minor frame. Such balance is necessary in order not to degrade the computational rates of background task queues.

2.2 Data Consistency

In a sampled data system such as a real-time avionics system, data consistency is a primary concern. In an aircraft with the F-16’s dynamics capability, data inconsistencies can lead to wide fluctuations in sighted symbology, erroneous display information, and poor subsystem coordination. This situation is easily remedied by double buffering, when required. Segments only have access to an active block of data while the DMA process is filling the inactive block. Little overhead is consumed to support either the data area or the pointer management. The only other technique (to ensure data consistency) would be to copy large blocks of information into “local” access areas. This is prohibitive in time since it requires CPU intervention rather than the DMA process. Interrupts during a copy would have to be disabled, which could further degrade performance.

Data consistency for mission computers that are acting as a terminal on the bus is often overlooked. Frequently both the hardware and software do not provide adequate information to detect a DMA process into a given block of memory. Extra time delay and hardware-interface discretes sometimes have to be added to allow adequate control after significant production has passed. In selecting a design, the controller features for the bus are often more heavily weighted than the terminal features; this can contribute to the oversight.

2.3 Time Tagging Data

The F-16 avionics system supports a subsystem need to extrapolate data for integration of sample points over time. For example, the INU provides a method of time tagging the navigation data by use of an interval timer. The time tagging of data is closely associated with particular sensor data. Control is provided through MIL-STD 1553 commands so that such a time-tag can be reset upon the occurrence of a given event.

When the transmissions are ordered within the minor frame, data from various subsystems can be easily correlated. Such capabilities are necessary for supporting Kalman filters as well as tracking subsystems. Thus, the subsystem can then use time-ordered data in its buffers.

Time tagging data greatly simplifies the subsystem algorithms that extrapolate the data. The bus control resets the time tag counter and transmits the data upon a periodic basis. Changes in the state of the system, or transitions, are signaled through appropriate control information included in the message-block mode-word. The subsystem can then transition to the appropriate computational state, e.g., transitioning a subsystem from a scan to a track mode.

2.4 Loosely Coupled Mission Computers

A simple, reliable approach to multi-computer configurations is to maintain loosely coupled functional partitioning. The software execution delays are often incurred when a centralized control policy is allowed to be implemented. In a research project, the F-16 mission software was demonstrated as a loosely coupled, dual computer system. This dual system had the same small executive structure as the basic program. The system control portion utilized the same algorithms, with few changes, to monitor system states and required few table changes. The second computer also contained a backup bus control algorithm; both computers supported the navigation functions. The resultant system did not double the availability of system resources or reliability; therefore, multiple-computer configurations require additional mechanization definition for degraded hardware states and a more complex hand-off of control. The reconfiguration of the system was facilitated by the design principles discussed in the next section.

3. Controllability

One of the important considerations in producing real-time software is that the resultant system be controllable. **Controllable** is defined in terms of Finite State Automata Theory in which the states of the system are finite and the transitions are deterministic, i.e., a finite-state machine. The “a priori” nature of both the inputs, outputs, and task states allows the system to be designed as a finite-state machine.
Three design concepts adopted for the F-16 assisted in achieving the goal of a controllable, predictable system software. These concepts were integral to the design of the system control component, which is responsible for implementing the activities of a finite-state machine. The first concept was that the entire system be implemented with positive-logic; the second concept was to use table-driven software; and, the last concept was to eliminate scheduling anomalies that might arise in executing executive service requests.

3.1 Positive-Logic

In driving the task state transitions, system control implements positive-logic. In other words, a specific input is required in order to accomplish the transition. On completion of the transition, the event status sets are initialized by use of a table look-up strategy. An example is to schedule “air missiles” upon pilot selection of “missile override”. The segments of system control do not have to incorporate additional event evaluations in order to “remember” previous states across such transition boundaries. Figure 3-1 shows four possible entry states—A, B, C, and D. A transition is a function of input data. On performing the transition, the system software must generate the appropriate output data to allow the system to operate in the new-state, in the example state F or G. Positive-logic infers that the system software does not have to save the information on how the transition to E occurred. Such an approach provides more orderly state transitions and requires fewer transition-related status-computations.

Figure 3-1 State-Transitions are Implemented with Positive-Logic

To implement positive-logic requires an early decision in the operational mechanization of the system. An area of the F-16 mission program that did not originally use positive-logic was involved with cursor control and aimpoint slewing on the displays over mode and option changes. The original design perspective did not need logic states as the system was to be simple. A decision was made to incorporate positive-logic when reviews discovered the increasing complexity and volatility of the program. For those situations that were unable to be implemented with positive logic, additional overhead was required to support protection of such information and to deactivate task execution. In such areas, it may be difficult to maintain the software when the tasks are multiprogrammed to achieve this type of affect.

3.2 Table-Driven Software

Many of the segments implement table-driven algorithms. These segments control symbology, scheduling, bus communications, switchology, self-test reporting, and sighting option updates. The advantages of table-driven software are (1) the algorithms are small and remain unaffected by changes, (2) changes are localized to table entries, (3) tables can be more easily reduced than code, and (4) the resultant system is readily testable.

Some of the table-driven algorithms that were implemented in the FCC are well known. Two representative examples are (1) hash-coding for ballistics table look-up and (2) decision tables to select symbology as a function of system mode and option selections. Weapon data and symbology requirements are frequently changed as the fire control mission is revised over the life time of the avionics.
One example of table-driven software is in the system control segment that selects symbology as a function of system mode, switchology, and system states. Figure 3-2 shows the desired symbology for a given situation. Table 3-1 is a portion of the symbology with the associated logic for selecting each item on the display as a function of system mode. This table is derived by the system engineers in conjunction with pilot inputs.

To create a table-driven approach, the program representation of the logic statements are grouped into "cases". For example, the same criteria is used to declutter the flight-path marker in the modes for ALT CAL, FIX, and BASELINE. All other equations that are unique to these three modes are placed in the same case, e.g., altitude and airspeed.

Figure 3-2 Navigation Display Options

![Figure 3-2 Navigation Display Options]

<table>
<thead>
<tr>
<th>SYSTEM MODES</th>
<th>SYMBOL SELECTION **</th>
<th>SYMBOLICITY AND SCALE CONTROL **</th>
<th>DISPLAY DATA</th>
<th>CIRCLE CONTROL</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>FLASH FLIGHT PATH MARKERS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
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<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
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<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
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<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
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<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
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<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
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<td>&amp; NO SCALE RING ON</td>
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<td></td>
</tr>
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<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
</tr>
<tr>
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<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
<td></td>
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<td>8</td>
<td>&amp; NO SCALE RING ON</td>
<td></td>
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<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>&amp; NO SCALE RING ON</td>
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**PORTION OF THE LOGIC NOTES:**

- 0 - May be set to any value
- 1 - Displayed in the current mode
- * - True if true, false if false.
- 23 - INU good
- 24 - (-lup | ILS on | (att/fpm) | (fpm) | INU good
- 25 - flight path marker on
- 26 - ewp/ivy
- 27 - (home | range | endurance) & lwp & ~ILS on
- 28 - home & lwp & ~ILS on
- 29 - (ILS on | -lup) & AOA good
- 30 - calibrated airspeed, if cas
t - true airspeed, if tas
ground speed, if ~cas & ~tas

Table 3-1 Part of the Required Outputs to the HUD by Mode
After all of the cases are derived from the symbology table, an array of boolean items, 15 modes by 7 cases, is created. The program tests to see if the case-bit is selected to determine the next case to be processed (see Figure 3-3). Table 3-2 shows the Jovial J3b code for computation of the symbology logic and the case-groups.

The alternative approach to the table-driven algorithm is conditional evaluation of the system states. This results in nested IF-THEN-ELSE statements such as in Figure 3-4. Note that the flowchart has two paths, where p is the number of decision nodes.

The table-driven approach is more testable than that of conditional evaluations. A maximum number of tests, in this instance four, required to exercise all the case-groups is readily identified. On the other hand, many more combinations would be required to assure that all paths have been exercised. The formal test procedures (see example in Table 3-3) assure that not only the proper symbology appears under the switch selection, but also that no spurious symbology appears. Other advantages derived from this table-driven approach are given in Table 3-4.

3.3 Elimination of Scheduling Anomalies

Scheduling anomalies occur when the list orders of the task queue are varied and results in increased total run-time. Four different types of anomalies are generally recognized: (1) changing the order of tasks in a queue, (2) removing some precedence relations, (3) changing the number of processes, and (4) decreasing the run time of some tasks. Steps to eliminate scheduling anomalies were taken in the initial design approach.

Several common approaches have been recognized as unsafe software practices in that the system becomes susceptible to nondeterministic states or anomalies. It is unfortunate that these practices often are used in real-time operation and contribute to system degradation.

One such undesirable practice is to allow wait states to occur. Under this practice, the tasks can post executive requests to be placed upon a wait queue until a given event occurs. This creates additional overhead for the executive to perform the management functions. However, the problems arise because an unpredictable number of tasks will be released into the execution queues. The side effects of allowing wait states can be time-outs or uncoordinated messages. Such techniques are easily replaced by repartitioning the segment so that one segment is scheduled until an event occurs and a new task transition is invoked.

Another similar undesirable practice is to schedule asynchronous tasks on the basis of detailed timing relations of subsystems. Such software is vulnerable to subsystem errors as well as the nondeterministic nature of the task queue. One such requirement is found in the F-16; position update information must be communicated to the inertial subsystem with "wraparound" of data in the form of the updated position data. Special, time-dependent and come-from logic states had to be added to system control and bus control segments to initiate the update.

Complex priority scheduling algorithms were eliminated from the software design. For "a priori" systems such as in a mission computer, this technique is not necessary. A simple precedence relation based upon the data and control flow is sufficient to define the task queue. A weakness of priority-scheduling techniques is that they may not guarantee the execution of each task within a reasonable time interval. Overcoming this deficiency in the priority schemes requires the dynamic "aging" of the priorities which again contributes to nondeterminism, anomalies, and operating system overhead.

3.4 Benefit Assessment

The number of special cases that must be handled add to the documentation, maintenance, and operating system overhead. Such systems are difficult to test and it is difficult to duplicate execution conditions, resulting in less-reliable software. Conscious design decisions eliminated many of these undesirable effects. These design considerations were developed on the basis of research on real-time operating system performance (from analysis found in the literature) as well as evaluation of avionic subsystem performance experienced over four programs at General Dynamics [10]. The resultant software is simple, direct, and testable; its reliability has been demonstrated during three years of flight tests and special demonstration programs. The software has an added feature in being measurable. Quantitative measures of system software supports the growth and maintenance over the system life cycle. This is necessary to assure the balanced utilization of system resources.

4. Lessons Learned

The lessons learned through other related demonstration projects are summarized in Table 4-1. The performance of the F-16 mission computer was demonstrated to be reliable; control concepts were workable. The specialization of the mission responses to a table-driven system control was a significant improvement over general purpose, real-time operating systems that are commercially available. The operational performance of the system is deterministic. Figure 4-1 and Table 4-2 show the performance characteristics over the range of mission-mode selections.
Table 3-2 Jovial J73 Code to Implement Table-Driven Processing for HUD Outputs
Figure 3-4 CONDITIONAL CONTROL FOR SELECTING SYMBOLOGY

Test-Up/ReDO Display Function Test

PROCEDURE IDENTIFICATION: HD.P.01.02
CONTRACT EXP ITEM: FCC OFF CI 94260
PRIMARY FUNCTION: Symbology Control

Test Objectives
1. Verify basic symbology and mode related symbology appearance in all PCS modes. (Subtest 1)
2. Verify conditional display and 15 and HEO w(--

Test Configuration
This test procedure requires the FCC to be running, EPC, and the simulation program to be running. All DTS control panels must be operational. The HUD must be installed in the DTS. This is not required. Configure the Standard DTS Setup.

Case 1

Step 5 HUD window 8 should read HAV.

Check the appearance of the following HUD symbology.

<table>
<thead>
<tr>
<th>Flight Path Marker</th>
<th>Air-to-Ground Target Designator</th>
<th>Diamond</th>
<th>TISL Target Designator</th>
<th>Magnetic Heading Scale</th>
<th>Pitch Bars</th>
<th>Altitude Scale</th>
<th>Airspeed Scale</th>
<th>Barometric Cross</th>
<th>Vertical Bar (HAV steering)</th>
<th>Vertical Velocity Scale</th>
<th>Airspeed</th>
</tr>
</thead>
<tbody>
<tr>
<td>- off</td>
<td>- on</td>
<td>- off</td>
<td>- off</td>
<td>- off</td>
<td>- off</td>
<td>- off</td>
<td>- off</td>
<td>- off</td>
<td>- on</td>
<td>- off</td>
<td>- off</td>
</tr>
</tbody>
</table>

Table 3-3 Sample HUD Test Procedure

- Common Equations
- Avoid repeated, nested IF
- Rapid access
- Deterministic, unambiguous
- Each index/case can be explicitly tested

Table 3-4 Advantages of Table-Driven Software
Positive logic
- Eliminate the "come from" states which reduces the number of combinatorics for the event set.

Loosely-coupled computers
- Minimize the amount of control on communication, scheduling, and state-selection routines.

Asynchronous systems
- Difficult to determine hardware clocking is in step. Must consider impact of operating system and communication overhead delay.

Table-driven control
- Most simple to change & optimizations are easily identified.

Data consistency
- Coordination requirement for target sighting, navigation, and aircraft status

Table 4-1 Lessons Learned from Related Projects

<table>
<thead>
<tr>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAV includes Base, FIX, ACAL, and E-0 WEAPON modes</td>
</tr>
<tr>
<td>Visual A/G includes DTOS, CCIP, CCIP rockets, and strafe</td>
</tr>
<tr>
<td>Blind A/G includes CCRP, NCR, and LCD</td>
</tr>
<tr>
<td>Known IF includes VIP and VIAE</td>
</tr>
<tr>
<td>A/A includes Dogfight, Snapshoot, Missiles, and LCOS</td>
</tr>
<tr>
<td>DGFT includes Dogfight and Snapshoot</td>
</tr>
</tbody>
</table>

---

**TASK RATE GROUP**

0 1 2 3 4 5 6 7 8 9 10 11 12

**MILLISECONDS**

- NAV, BLDN A/A, A/G, X_1
- VISUAL A/G
- NAV, DGFT, MSLS
- NAV, DTOS, LCOS, MISS, KROWN IP
- NAV, DTOS, STRF, CCIP, LCOS
- NAV, DTOS, STRF, CCIP, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
- NAV, BLDN A/G, CCIP, LCOS, KROWN IP
Several observations on the adaptability and portability of the algorithms have been noted during the two block updates (see Table 4-3). An algorithm analysis must be performed to determine its suitability for accommodating new requirements. Added resource management also impacts the system design concept. Finally, a method for allocating transactions to a heavily loaded resource must be carefully derived.

A major benefit of these design decisions and conventions adopted for the F-16 operational software was the ease in which the application segments were implemented, integrated, tested, and maintained. In fact, the program was ready for flight testing just eight months after coding began; within 14 months it had successfully passed Formal Qualification Testing, one month ahead of schedule.

System maintenance ease was experienced in the variety of modifications required for the demonstration programs (listed in Table 4-3). In all of these efforts, the executive component was not changed. The system control component was the area that is most impacted by mission-dependent changes. Furthermore, with the table-driven software and the positive logic, three different software engineers assigned at various times in the program to support/maintenance have been able to easily do so with minimal training and effort. At no time did the changes require a major redesign of the system control algorithms; the changes were isolated to the data structures.

### Table 4-2 FCC Program Execution Timing

<table>
<thead>
<tr>
<th>TIMESLICE &amp; FAIR LOOP TIMING FACTORS</th>
<th>TYPICAL EXECUTION TIME (MILLISECONDS) AND DUTY CYCLE UTILIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIMESLICE</td>
<td>MAJOR FRAME</td>
</tr>
<tr>
<td>50/10</td>
<td>11.2</td>
</tr>
<tr>
<td>50/15</td>
<td>6.0</td>
</tr>
<tr>
<td>50/20</td>
<td>6.1</td>
</tr>
<tr>
<td>50/25</td>
<td>8.2</td>
</tr>
<tr>
<td>50/30</td>
<td>9.1</td>
</tr>
<tr>
<td>50/35</td>
<td>7.2</td>
</tr>
</tbody>
</table>

| TIMESLICE                           | DUTY CYCLE UTILIZATION | MAJOR FRAME          | MINOR FRAME          | MAJOR FRAME          | MINOR FRAME          | MAJOR FRAME          | MINOR FRAME          |
| TOTAL PER MAJOR FRAME (440 MS)      | NA                    | 300.3                | NA                    | 372.1                | NA                    | 369.3                | NA                    | 319.5                | NA                    | 285.3                |

| TIMESLICE                           | SOLUTIONS PER SECOND  |
| TRACK 1                             | 0                     | 11.2                 | 11.2                 | 9.0                  | 12.2                 | 12.0                 | 67.1                 | 5.8                  | 6.0                  | 76.6                 |
| TRACK 2                             | 43.5                  | 5.6                  | 4.0                  | 1.8                  | 1.1                  | 4.6                  | 9.1                  | 9.5                  | 20.5                 |

There are several demonstrations of the adaptability and portability of the algorithms. These features could be demonstrated through a "patched" change to tables for laboratory evaluation before the change was committed to source code changes. Most of the block changes were required for the symbology and switch methodology function, which are 80% table-driven.

### Table 4-3 Demonstration Programs

- PENGUIN study
- Saber, Atlas, and HMS
- Aim 7
- Dual Processor IRAD
- Two Block Updates
- Firefly IRAD
- AFTI Phase I Simulation
- JTIDS Simulation
- AMRAAM study

### 4.1 Growth Versions

Expansions, and consolidations, of the mode- and option-dependent tables were easily made without major modifications to the segment algorithms. Often these features could be demonstrated through a "patched" change to tables for laboratory evaluation before the change was committed to source code changes. Most of the block changes were required for the symbology and switch methodology function, which are 80% table-driven.

Inserting and deleting tasks were readily identified by updating the scheduling digraph. Only the system control segment that activates the task has to be changed. This change is minor and incorporates both the decision-logic and task-control statements. The impact to the memory and duty cycle can be easily estimated with reasonable accuracy.

### 4.2 Algorithm Trade-Offs

One greatly neglected area in real-time software design is the algorithm data structuring. These structures are well-supported by the higher-order language, Jovial. Frequently, memory management schemes with pointer control are needed to minimize the amount of memory required for the functions.
One example for a software/algorithm trade study is in selecting sort routines [8]. For a small number of items, a "bubble-sort" can easily accommodate the tasks. However, for a larger number of points a radix-shell technique may be necessary to improve performance. These algorithms are well-known with adequate supporting analysis as to the benefit of each approach. Other similar algorithm areas that have been well researched are memory management, search techniques, decision-table processing, and the sparse-matrix method. In other words, when algorithms must be modified to accept new functional requirements, the suitability of the approach must be assessed for the amount and type of data utilized in the algorithms.

During a block update, the increased complexity of performing calculations to specific mode-related sighting points was noted; therefore, fixtaking component analysis was made of the trade-off between function "calls" and data structures. Good savings were realized in reorganizing the method for calculating sighting points from common subroutines and linking a list of the desired sighting points. The algorithm to calculate the range and bearing makes maximum use of the geometry of the situation. The addition of new system modes caused major retasking of fixtaking and indirectly caused new supporting system states to be managed by the system control component. The benefit derived from implementing pointer-tables to select the sighting options was approximated, a 200-word code saving. Other derived benefits were those associated with a reduction in the number of paths through the program. The time required to establish parameters for various tasks and subroutines was reduced. Now as new modes are added, the fixtaking component can easily be extended to accommodate new options. The last change did not impact either the computation or the pointer table. It was also noted that system testing was facilitated, since the code path was virtually the same in all modes and only the selected pointers to the desired options had to be monitored. Finally, the resultant documentation and code are more readily understood with the more direct specification of the computational requirements.

4.3 Bus Resource Management

The bus is not an infinite resource. Multiported computer systems are one approach to extending this resource. In systems theory, the most-reliable systems are hierarchical in nature. Therefore, the growth to a multibus configuration is planned to be hierarchical with computers interconnecting more than one bus.

The hardware required to support a DMA capability for multiple buses should have a minimum impact on the CPU. Realtime software is usually required to maintain performance duty cycle range. Constant disruption of the program or inordinate control for port-to-port coordination may have serious overhead penalties that could cause degradation in either the bus or the execution duty cycle.

Another software difficulty with current DMA schemes is to determine what portion on memory is being accessed when the bus is busy. The only safe practice available is for the software to access DMA areas when the bus is not busy. In many systems, the software is unable to make good use of such idle periods.

Interface guidelines [11] were established to improve bus and memory utilization. New subsystems should incorporate these guidelines. Minimizing "special cases" greatly improves the opportunity for utilizing existing algorithms, such as the bus control. Often subsystems are interchangeable. Commonality of the interface data formats and requirements have significant resource savings by allowing more generic algorithms.

4.4 Multiple Processors

In multiple processor configurations, it is essential that the degraded modes appear the same as the primary modes as seen by the operator. To do otherwise, complicates the pilot workload. Repartitioning a mission function into two processors is not the most efficient use of the resource. Rather, the incorporation of these resources should be in support of new mission functional requirements and new subsystems.

5. Summary

The primary design considerations that contributed to the reliable performance of the F-16 mission software were (1) structuring of the operating system, (2) insuring that the software is controllable, and (3) guaranteeing reliable communications. The resultant design is extensible, reliable, and reconfigurable. These features have been demonstrated during ECP changes and research demonstrations. The software is written in 90% Jovial with only those machine-dependent or time-critical tasks in assembler language. This software has accommodated new system modes, subsystems, and algorithms without major changes to the operational environment.
The author would like to acknowledge the assistance of the F-16 software mechanization and program team; in particular, M. E. Cantrell and S. A. Alford. The author also appreciates the review comments of J. D. Engelland, D. E. Sundstrom, J. C. Ruth, and F. Hubans, Jr.
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Two versions of TORNADO are being produced; one is a UK-only requirement and the other a tri-national requirement. The latter is the subject here since it has a considerable development and production time lead, and the more complex overall management and industrial organisation. This is outlined with particular reference to the role of the national avionic system companies in the participating nations and the organisation provided by them for the design and development of the avionic system, including the software. The specification of the top level avionic design requirements and a description of the computing hardware and data transmission arrangements provide an introduction to the specific software development topics. These cover the specification of the software requirements, the development of the Operational Flight Program, the software structure and documentation, hardware-software integration and testing facilities, documentation for the control and reporting of the testing, configuration control aspects and production software modification control.

1. BACKGROUND

The PANAVIA 200 MRCA TORNADO aircraft has been developed, and is now in production, as a joint venture between the United Kingdom (UK), the Federal Republic of Germany (FRG) and Italy (IT). TORNADO is by far the largest and most complex military aircraft project ever undertaken in Europe, with a production requirement currently foreseen as 809 aircraft of which 385 are for the UK, 324 for FRG and 100 for IT. The targets for national funding and work-sharing are set at UK 42%, FRG 43% and IT 15%.

From the outset, operational flexibility was specified as a fundamental design requirement. The resultant aircraft with variable geometry wings has both short field and Mach 2+ performance. A comprehensive digital avionic equipment fit gives it a versatile mission capability; the operational scenario includes:

- Close air to ground support
- Interdiction
- Strike
- Air Defence
- Reconnaissance

The long range Air Defence role is a UK-only requirement. Optimum mission capability in this role demands significant changes in the avionic equipment fit. Therefore, TORNADO is to be produced effectively in two versions. The first will be the originally specified, tri-national, "Interdictor-Strike" (IDS) version, required by all three participating nations. The second will be the UK-only, Air Defence Variant (ADV), which will however retain maximum commonality with TORNADO IDS in respect of all airframe and equipment (including avionic equipment). All differences will be changes essential to the optimisation of the Air Defence mission capability.

In the particular context of the TORNADO computing system, software structure, software test and validation arrangements, documentation, etc, (i.e., the general subject of this review) there is no essential difference, other than program content, between the TORNADO IDS and ADV versions.

However, TORNADO IDS was conceived first and retains a considerable development time lead, particularly in respect of software development, over TORNADO ADV. Also, TORNADO IDS being truly tri-national in terms of funding and work-sharing, has a considerably more complex (and hence more interesting) overall management and industrial organisation. For these reasons, the following paragraphs are based on TORNADO IDS development practice.

2. OVERALL MANAGEMENT AND INDUSTRIAL ORGANISATION (FIG 1)

With a few exceptions, (e.g., engine design and development) the design, development and production programme for TORNADO is managed and implemented by Panavia Aircraft GmbH (Panavia) under contract to, and under the general direction of, the NATO MRCA Development and Management Agency. NAMMA is effectively a tri-nationally staffed project office set up by the Ministries of Defence (MODs) of the participating nations to act as their Executive Agency. NAMMA is relatively thinly staffed and hence, during the project definition and development phases, has been heavily supported, guided and advised by the national MOD specialist staffs. For mutual convenience and collaboration, NAMMA and Panavia are co-located in Munich, FRG.

Panavia is a tri-national weapon system management consortium, formed and staffed by the (then) British Aircraft Corporation (now British Aerospace) (BAC/BAe) 42%, Messerschmitt-Bolkow-Blom (MBB) 43% and Aeritalia (AIT) 15%. These partner companies constitute Panavia's first-level sub-contractors for design, development and production requirements. For the present purpose it is sufficient (although a vast over-simplification) to consider Panavia as divided into Procurement and Systems Engineering (Avionic) Monitoring functions. The latter is staffed by MBB giving that company the overall avionic
systems engineering management responsibility.

The Panavia procurement function for the avionic system is exercised generally at policy and co-ordination level, based on tri-national decision in the official NAMMA/Nations environment. The task of contractual interfacing with, and the commercial oversight of, the national avionic equipment suppliers is carried out by the three participating companies BAe, MBB and AIL acting as Panavia’s agents. These companies each provide and manage an avionic test rig for full scale system integration of the avionic equipments. However, for avionic system design, the technical specification of avionic equipment requirements and the technical oversight/approval of avionic equipment supplier activity, different arrangements apply.

3. THE ROLE OF THE NATIONAL AVIONIC SYSTEM COMPANIES

At the outset of the TORNADO project and for reasons (largely industri-o-historical) which are beyond the scope of this review, avionic system design capability within the participating nations resided largely within specialist national avionic system companies (NASCs). The major NASCs - Easams (UK), ESG (FRG) and SIA (IT) - formed a consortium for early project definition, but this was soon dissolved and the Avionic Development Contract was placed by Panavia on Easams as a first-level sub-contract. As stated in the previous paragraph MBB have, within Panavia, the lead function for avionics and hence the task, on behalf of Panavia, of supervising, monitoring and managing as necessary, Easams detail design and development of the TORNADO avionic system.

The organization set up by Easams to fulfil this design and development responsibility and to ensure equitable national work-sharing, included both purely national and fully tri-national teams. Sub-contracts were placed by Easams on ESG and SIA (implicitly, also on Easams itself!), to provide three national "In-House Teams" and the staff for two fully tri-national teams - the Central Design and Management Team and the International Software Team.

The Central Design and Management Team. The CDMT is a fully tri-national team, under overall UK management, and co-located with Easams at Camberley, UK. The staff is drawn from Easams (UK), ESG (FRG) and SIA (IT), and so far as is practicable, in the usual project ratios 43%:42%:15%, respectively.

In brief, the CDMT is responsible for all aspects of the avionic system and sub-systems design, performance and effectiveness, including software. The responsibility includes the system level policy and co-ordination aspects of design factors such as reliability, Maintainability, Environmental Qualification Test, Electromagnetic Compatibility, Quality Control, Configuration and Interface Control, Human Factors, etc, etc. In addition, the CDMT manage and control the technical programmes, planning and analysis of avionic flight trials carried out by the Buccaneer "hack" aircraft, operated on their behalf by Easams.

The International Software Team. The IST is also a fully tri-national team, but under overall FRG management, and co-located with Easams at Munich, FRG. Like the CDMT, the staff is drawn from Easams (UK), ESG (FRG) and SIA (IT), and so far as is practicable in the usual project ratios.

The IST is, apart from its remote location, functionally an integral part of the CDMT. It is responsible for the generation, initial test, documentation and configuration control of the TORNADO main computer software to satisfy the CDMT's system requirements. The software generation task covers three main areas - the Operational Flight Program, the ground engineering test programs and support software for the CDMT controlled (Stage 1 and Stage 2) test rigs.

The "In-House" Teams (IHTs). The CDMT is supported in their tasks by the three IHTs which in effect implement the CDMT’s design and policy requirements, generally at national avionic equipment supplier level. The IHTs also provide and manage the CDMT controlled (Stage 1 and Stage 2) test rig facilities which constitute the main software proving and initial avionic system integration facilities.

4. AVIONIC DESIGN REQUIREMENTS (FIG 2)

Avionic system project definition could be considered complete when the participating Nations had agreed a substantially common operational requirement and when all parties - Nations, NAMMA and Panavia had a reasonably clear picture of the aircraft characteristics and of the avionic equipment fit and functional characteristics, needed to meet the requirement at acceptable cost. At this point in time, circa 1970/71, it became possible to collate preceding design study information, decisions, etc, into a Performance and Design Requirements (PDR) document, which became the formal contractual basis of agreement between NAMMA and Panavia for full development.

For convenience in terms of specification, functional commonality, operational specialisation, etc, the avionic system was divided into a number of sub-systems. In the computing/software context, the most relevant ones are:

- Computing
- Navigation
- Displays and Controls
- Weapon Delivery
- Terrain Following/Automatic Flight Director

For each sub-system a definitive specification was produced reflecting the relevant parts of the PDR in more detailed, functional, engineering and performance terms. Necessarily, these specifications included, either explicitly or implicitly, the top-level functional specification of the software requirements.
Below the definitive Sub-System Specifications, were produced hardware specifications for the individual avionic equipments and also the detailed operational Software Requirements (SWRs) documents. Both reflected the Sub-System Specification requirements in appropriate finer detail.

All of this basic avionic design requirement documentation was subject to iterative review and updating as detailed design and development proceeded. All changes to the primary documents - FDR and Sub-System Specifications - required the approval of NAMMA and the Nations, as did any change to the SWRs that necessitated a corresponding change in a Sub-System Specification. For this purpose, Sub-System Review Meetings between the Nations, NAMMA and Panavia, were held regularly throughout development.

5. THE NAMMA SOFTWARE WORKING GROUP

Subsequent sections deal with the management and control of the translation of the sub-system and software requirements into the developed, tested, deliverable software. To assist NAMMA in its task of monitoring and managing the software development programme on behalf of the Nations, the NAMMA Software Working Group (SWWG) was instituted at an early stage and functioned throughout development. The composition of the SWWG includes representation of all relevant interests on both the official and industrial sides under NAMMA chairmanship. The SWWG is concerned with monitoring for assessment and review in such areas as:

- status of Software Development Schedule.
- progress of development and testing.
- hardware/software interface.
- computer store and time loading.
- problem areas and remedial actions.
- technical aspects of SWRs and associated change requests.
- documentation and configuration control procedures.
- customer documentation of the software.
- development of software production modification assessment procedure.
- inter-nation liaison on in-service software maintenance policy.

6. COMPUTING HARDWARE AND DATA TRANSMISSION

The TORNADO computing system architecture may be described as being of the semi-distributed type; however, this term covers a number of possibilities. What is meant here is that in general the individual avionic equipments are interfaced to a central Main Computer (MC) containing the Operational Flight Program (OFP), which constitutes the majority of the overall computational task. In addition, a number of smaller computers perform dedicated functions in various of the avionic equipments and thus constitutes some distribution of the overall computational task. Although, there is no redundant computation of OFP functions carried out in these "peripheral" computers, this does not imply the loss of all navigation and mission capability in the event of MC failure, since in this event, the avionic system can still function albeit with reduced performance.

The Main Computer (MC), designed and manufacture by Litref, FRG, is usually referred to as the Litref Spirit III. The design is conventional for the early 1970s as is the circuit implementation in Bipolar TTL MSI. Thus, the data format is parallel, binary, 2's complement, 16 bits single-length, 32 bits double-length; arithmetic operations are integer, fixed-point and include hardware Multiply (single and double-length) and Divide (single length). Fifty-eight instructions provide for Load, Store, Arithmetic, Compare, Transfer, Shift and Input/Output operations, of which the Load, Store, Arithmetic and Shift groups include double-length operations. The arithmetic/logic unit provides for two independent program levels, each of which has 4 x 16 bit hardware Accumulator registers and 4 x 16 bit hardware Index registers. Direct addressing is up to 128 words/page, 512 words total. Maximum addressing capability is 64K words (K = 1024). The arithmetic/logic unit operation is controlled and sequenced by micro-program.

The memory capacity is 32K words, each of 18 bits (16 data bits + memory protect and parity). The cycle time is 1.5 micro-seconds and the access time 0.45 micro-seconds. There are the typical instruction execution times are Add/Literal 1.5, Add/Subtract Single 2.0/3.0, Add/Subtract Double 3.5/4.5, Multiply 11.0/11.5, Divide 15.0/15.5 and Transfers 2.0, the lower values being for register to register operation. (A modification is currently being developed to increase the memory capacity to 64K words within the existing volume and to provide a modest (15%) speed increase.)

The Input/Output interface provides 16 (24) Serial Input channels, 8 (22) Serial Output channels, 8 (16) Input Discrete Signal lines and 8 (16) Output Discrete Signal lines. (The brackets indicate the maximum design capacity.) All channels/lines are connected via program controlled multi-plexing hardware to the Direct Memory Access port. In addition, a Special Serial Input Interface is provided for the purpose of loading program and mission data from magnetic tape via the digital replay feature of the TORNADO Cockpit Voice Recorder. Also, included is provision for the input of six independent external interrupts which are part of the 16 level priority program interrupt system.

The complete computer including Memory, Input/Output Interface, Power Supply and Built-In-Test Equipment (BITE) is contained in a standard 1/2 ATR-Short case.

Data transmission between avionic equipments is generally, (ie wherever practical and economic) via standard serial digital, unidirectional, dedicated transmission links. These comprise 2 pairs of wires carrying 64 KHz clock on one pair and 32 bit data words on the other, giving a transmission rate of 2000 words/second. The 2 bit data word includes 16 bits for data and 5 bits for the data identifier. Thus for the specified sequential and continuous transmission, the data "refresh" rate varies between 52.5 and 2000 times per second, depending on the number of data items (1 to 52) carried on the channel. The remaining bits of the data word are status bit, parity bit, 3 "spare" bits and 6 synchronisation bits. Together, these allow comprehensive data validity checks, which are implemented in a defined manner.
7. SPECIFICATION OF SOFTWARE REQUIREMENTS (SWRs)

SWRs reflect the functional and operational requirements of the Sub-System Specifications in detailed software engineering terms. Included are descriptions of the relevant parts of the associated sub-system(s), relevant interfaces, software tasks and crew procedures, together with details of the logic and equation development. In general, the Navigation, Displays and Controls, Weapon Delivery, etc., groups of SWRs reflect the corresponding sub-system functions; however, some overlap is inevitable, eg to avoid duplicating shared functions and data. The following examples illustrate the degree of sub-system breakdown at the SWR level of specification:

**Navigation Sub-System**
- Navigation Modeling
- Present Position Calculations
- Kalman Filter
- Vertical Channel Calculations
- Navigation Calculations for Terrain Following
- Navigation Fixing
- Track Steering

**Displays and Controls Sub-System**
- Combined Radar/Projected Map Display (CRPMD) and Repeater Projected Map Display (RPMD) - Drive
- TV/Tabular Display and Multi-Function Keyboard (MFK)
- Head Up Display (HUD) - Drive
- Display Recorders
- Co-ordinate Transformation
- Rapid Data Entry

SWR specification is a part of the System Design function of the CDMT. Modelling support at SWR, sub-system and system level is a part of the System Performance function of the CDMT. In particular, software models based on SWRs as source documents enable the contents of each SWR to be checked at an early stage for logic integrity and dynamic accuracy. SWR models are also integrated into larger functional blocks and stimulated from software models of the avionic equipments and the aircraft characteristics, to provide estimates of the overall Navigation and Weapon Delivery, etc, Sub-System performance, and to assess compatibility between functional groups. The results are used later for comparison with the test results obtained from the actual Operational Flight Program software and also for the assessment of the effect of design changes. SWRs are also produced for the various Engineering Ground Test and Integration programs.

8. DEVELOPMENT OF THE OPERATIONAL FLIGHT PROGRAM (OFP)

A progressively staged development was adopted for the production and testing of the OFP, in order to match the staged ground and flight test programme, the phased specification of sub-system and software requirements, variable lead times for the development of the various avionic equipments and for the specification and phased build of the avionic test and integration rigs. Initially, five versions of the OFP (Software Series 1 to Software Series 5) of increasing complexity were scheduled. In the event, it became expedient to combine SS5 and SS6 and to introduce an SS5 version so that the difference between SS3/4 and the complete OFP requirements could be developed and tested in two incremental steps.

The design requirement for each Software Series is defined in the corresponding Design Data Set produced by the CDMT. This specifies all applicable documents and the applicable Issue Numbers. For SWRs, in particular, all applicable changes not yet incorporated in the current issue of the SWRs are identified. Also, any software variations required by particular aircraft, or avionic test rigs, due to avionic hardware differences, are specified in detail.

The following indicates the staged approach to the full OFP requirements.

**SS1** - primarily, this provided the special display and recording facilities required for in-flight assessment of the avionic system. These provided for the display of selected MC data on the TV/Tabular display, data recording on magnetic tape for subsequent analysis and Decca Navigator System co-ordinate conversion to Lat/Long. (The Decca Navigator System provides area coverage position fixing, used in this instance as an "external" position reference.) In addition, SS1 contained some of the basic OFP navigation computation, required particularly in relation to the early task of basic navigation sensor performance checking by cross-comparison and against the Decca Navigator System.

**SS2** - comprised the Flight Trials facilities of SS1 plus the basic OFP navigation and steering functions, together with the associated Projected Map Display, TV/Tabular Display and Multi-Function Keyboard functions.

**SS3/4** - comprised SS2 functions, plus Kalman Filter correction and position fixing additions to the navigation system, additions/extensions of the display facilities, and basic weapon aiming functions.

**SS5/6** - comprised SS3/4 plus additions/extensions, particularly in the weapon aiming area, to provide the full OFP requirements, within limits imposed by computer store and time loading. The distribution of new/improved functions between SS5 and SS6 was determined by rig and flight test programme priorities.
At the time when the major decisions on the Computing Sub-System hardware and on the general software development strategy had to be taken, High Level Languages (HLL) for real-time system programming were not in general use as they are today. A HLL was not available for the Litef Spirit III computer. Such languages or their (few) implementations were generally very inefficient in the use of computer storage and time (typically + 30 to 50%). Also, computer store suitable for airborne application was extremely expensive, particularly when considered against the estimated store requirement (then 25K words) and the large number of aircraft envisaged. The decisions were made therefore to specify 32K words of store (leaving some spare for in-service development) and to write the Operational Flight Program in the Litef Spirit III assembler language which was already available. These decisions were eventually fully justified, but even so and almost inevitably, the 32K word store became fully allocated as did most of the computing time at peak demand periods, with some desirable program functions having to be omitted and with no spare for in-service development.

Fortuitously, some 5 years after the original decisions, with the advances that had been made in large scale integration and electronic packaging techniques generally, it became possible to pack 64K words into the original 32K word space, for approximately the same price and power consumption. This modification is currently being developed, together with further modification to provide a modest (+5%) speed increase. The 64K words of store, with its associated new program - Software Series 7 - will allow both the inclusion of all the outstanding requirements which had to be omitted, and the reinstatement of all the desirable program functions which had to be deleted, in order to contain the 366 program within 32K words. In addition there will be a very generous provision of spare store for future in-service developments.

9. SOFTWARE STRUCTURE

Program. Each of the on-aircraft MC programs, ie the Operational Flight Program (OFP) and the Ground Test Programs, are complete, self-contained software structures, needing no other software to control or determine their operation. Each program comprises a number of Sub-Systems as illustrated in Fig 3 for the case of the OFP.

Sub-System. A sub-system is an obvious operational and/or functional sub-division of the program software, eg Navigation, Displays, Weapon Arming, etc. In addition to these application oriented sub-systems, all programs include a Supervisor Sub-System and a Common Sub-System. Each sub-system comprises a number of software packages.

Package. A Package implements a specific sub-system function, eg the Moding and Present Position Package of the Navigation Sub-System. A package is also the basic relocatable program unit for program assembly. A package is basically sub-divided into a number of Tasks but, for programming convenience, program efficiency, etc, may also include Routines and Sub-Routines.

Task. A Task is a further functional sub-division of a package. This is normally necessary because different sub-functions within a package will generally be required to be activated at differing iteration rates (Fig 4) and also, because not all of the sub-functions of a package may need to be activated at any particular period, depending on the particular phase within a mission and the operational mode selected. These aspects are considered further with the Supervisor Sub-System below. Tasks may comprise or include Routines and Sub-Routines.

There are two types of task - Base Level Tasks and Freeze Tasks. Base level tasks are the normal application software modules. Freeze tasks have special timing priority over base level tasks, to enable a few low priority packages/tasks to have time critical data at precise iteration rates.

Routine. A Routine is simply any convenient software sub-division of a package or task. The Interrupt Routine is considered with the Supervisor Sub-System below.

Sub-Routine. The Sub-Routine format is aimed primarily at realisation of store economy. It implements some general, frequently required, function and when called from any particular point in the program, returns control to that point on completion. There are four types of sub-routine, Package, General Common, Special Common and Interrupt.

The Package Sub-Routine is a functional part of some particular package; it is exclusive to, located within and may be called by any of the component tasks, routines, etc, of the particular package. (See also Control, Communication and Access Restrictions below.)

The General Common Sub-Routines provide the common mathematical functions for general use throughout the program. They are collected together in a dedicated package within the Common Sub-System.

The Special Common Sub-Routine is shared by, but is exclusive to, a number of packages which have some functional inter-relationship, eg the TV/Tabular Display sub-routines.

The Interrupt Sub-Routine is some general function called from one of the interrupt routines. It retains the same priority level as the calling routine.

Control, Communication and Access Restrictions. Tasks may only be entered from, and on completion must return control to, the Task Scheduler in the Supervisor Sub-System. In particular, tasks (and packages) may not pass control to other packages and all inter-communication must be by means of data parameters, generally long. Access to sub-routines and data may be restricted to a particular routine, task or package. This is achieved by location (definition) of the sub-routines and/or data within the respective routine, task or package boundaries. (For structural consistency, it has been proposed that access restriction be imposed also at sub-system boundaries.)

The Supervisor Sub-System. The main functions of the Supervisor Sub-System are to perform hardware/software initialisation, to handle interrupts and to schedule and monitor the running of the program tasks.
The MC hardware provides 16 levels of priority program interrupt. Level 0 has the highest priority and Level 15 the lowest priority. Normal interrupt level (program base level) is Level 16. Each interrupt level has an associated, dedicated, Interrupt Routine to which control is passed by the hardware to service the interrupt, following which control is returned to the interrupted point in the program. The hardware control is exercised via Interrupt Vector and Entry Point Tables in the supervisor software. The majority of the interrupt routines are associated with the various Fault, Input Power, End of Direct Memory I/O and External interrupts. Of particular interest here are the Real Time Clock (Level 4) and the Task Scheduler (Level 15) interrupt routines. The former is activated via the interrupt hardware every 20 ms and in turn activates the Task Scheduler every 20 ms.

The function of the Task Scheduler is to provide real-time control of the sequencing of program tasks according to their assigned iteration rates and priority. The scheduler uses a control table to determine the tasks to be activated during any 20 ms iteration cycle. Not every task is performed in every cycle, the frequency at which a task is performed being its iteration rate. The standard iteration rates are 50, 25, 10, 5 and 0.1 Hz. In general, high iteration rate implies high priority. Freeze tasks due in the current cycle are activated first, followed by base level 50 Hz tasks, followed by base level 25 Hz tasks, etc. At a given iteration rate tasks are activated in their order of appearance in the program. Thus priority is determined by type of task, iteration rate and order of appearance in the program.

The scheduling system is also provided with a limited capability effectively to vary task priorities during different phases of a mission, by selective activation of tasks according to the state of a "permit indicator" at the head of each task, which can be set or reset by any other task. An necessary, a lower iteration rate task will be interrupted when activation of a higher iteration rate task becomes due. Therefore, in the extreme situation, a lower iteration rate task may become due for entry whilst still active from some previous cycle. This is, in effect, a time overload situation. In this case, the new activation is suppressed as is the activation of any succeeding tasks at the same and lower iteration rates. However, as the more important tasks are all at higher iteration rates and therefore have the highest priority, they will not miss cycles of iteration even at peak loading.

Time permitting, the last task to be entered is the Self Check Facility - the Background Task - which runs until the end of the 20 ms period when it is interrupted by the Real Time Clock routine for the start of a new iteration cycle.

The Common Sub-System. Program facilities available for global (common) access are grouped together in a Common Sub-System. This comprises the General Common Sub-Routine Package and the data packages of the common data base, which provide the majority of the data (non code) storage uses the storage uses the storage used by the program. The Global Data Base Package provides the storage for most of the inter-package communication parameters. The Mission Data Store Package provides the storage for the present mission data, eg route, turning points, planned speeds, destinations, fix-points, etc. The Work Store Package provides the temporary (current cycle only) work space allocated to a task when activated by the Task Scheduler. The work store is divided into several areas, each shared by the group of tasks operating at a particular iteration rate.

Software Documentation (Technical Description). UK experience from previous projects, eg Jaguar, indicated the vital need for definitive specification of software documentation (technical description) requirements, to enable the customer to understand the operation of the software, to maintain it and if so required, to participate with industry in any further development in-service. A definitive specification had been applied to UK air projects from 1974 with the further requirement that the development phase documentation should, whenever possible, be designed to provide the basis for the customer documentation in order to minimise cost and duplication of resources. This system helps to minimise the effects of high programming staff turn over rate, individual idiosyncracies and generally helps to instil a disciplined approach during development.

A tri-national definitive specification of software documentation requirements was agreed for TORNADO based on an adoption of the UK system, which requires four levels of technical description of increasing detail. For TORNADO, the levels adopted are program, package, package components, plus detailed code listings and descriptions, under the generic title of Computer Program Manuals (CPM).

10. INTEGRATION AND TESTING FACILITIES

To cater for the integration and testing of the avionic system (including the software), a number of test rig facilities were commissioned to provide increasingly representative (and therefore increasingly complex) environments in which to exercise the hardware and software. These range from Stage 1 - the software generation and test facilities at the IST - through to Stage 5 - fully representative flight trials in the TORNADO aircraft (Fig 5). Each stage is designed to yield increased confidence over the preceding stage within the limitations of each test rig environment.

Stage 1. This is the working environment of the IST in which the programmers generate, develop and test the TORNADO MC software. The Stage 1 facility is divided into two distinct functional entities - Stage 1A and Stage 1B.

Stage 1A. This facility principally provides for the initial assembly, editing, de-bugging and linkage of MC software modules. It is based on the Host Computer concept using the large Siemens computer at ESG. The main items of host software are the Assembler and the Emulator, both originally provided by Litf as card-based software, but since then, extensively adapted and improved by the IST and now disk-based. The Host Assembler provides conventional assembly facilities - creation of source code files, conversion of source to object code files, syntax checking, error reporting, listing, including cross reference listing, editing, linking etc. The Emulator provides a software model of the Litf Spirit III MC instruction repertoire in which new software can be run, checked for store and time requirement etc. Additional facilities such as object module linking and auto-load paper tape output are provided, making the Emulator self-contained.
Stage 1B. This facility provides an environment in which MC software can be exercised, edited, de-bugged and the real time aspects checked in a development model TORNADO MC. The main items of hardware are: the MC, with Manual Control Unit and Paper Tape Station, together with a development model TORNADO TV/Tabular Display and Multi-Function Keyboard. A MC Operating System, developed by the IST, provides additional facilities to those available from the standard Endef MC utility programs. The Operating System provides for static program testing and to a limited extent, dynamic open loop testing using test data from paper tape. The Operating System is sufficiently small (some 3K to 5K words depending on choice of facilities) to allow co-residence with the majority of the full OFF software.

This basic avionic rig is connected to and supported by a PDP-11 computer which can simulate appropriate parts of the aircraft avionic environment (open loop) and can dynamically stimulate and monitor programs running in the MC. Dynamic stimulation is based on data derived from the CDMT avionic models and SWR models, resident in this external computer. The results from the MC software under test can then be compared with the expected (modelled) results.

Stage 2. This is an engineering facility designed for:

- primary avionic equipment, sub-system and system integration using the first available development model equipments (electrically representative).
- integration and proving of the software with electrically representative avionic hardware.
- system performance assessment.

Because of the envisaged high workload in relation to the required timescales, two Stage 2 rigs were commissioned, one at Easams UK and one at ESG France. These were operated in parallel and generally, at any given time, each concentrated on a different avionic sub-system area. The rigs were provided and operated by the Easams and ESG In-House Teams, to meet the system development work programme requirements of the CDMT. A considerable amount of the Special to Type Test Equipment (STTE) associated with the individual avionic equipments was provided and, for the sensor equipments, in addition to conventional test functions, this provides for open-loop stimulation of the sensor equipments during rig operation.

The avionic equipment is augmented by an "external" computer facility, comprising a PDP-11 digital computer and an associated analogue computer. This facility provides further stimulation, as well as simulation and data recording/display functions.

The avionic equipments were integrated into the Stage 2 rigs in a planned sequence of building blocks, depending on their availability and the particular Software Series with which they were required to interface. Hardware integration test procedures ensured compatibility of equipments as parts of a sub-system and integration of the corresponding software functions then enabled software proving and finally sub-system/system functional testing.

Software proving concentrates on testing the software against a very detailed test procedure produced by the rig staff and based on the CDMT Software Test Specification for the particular Software Series. Fault finding and rectification work, on both the software and the test procedure, typically require some 3-6 months per Software Series, after which the software is delivered to the later test Stages 3 and 4. The final issue of a Software Series from Stage 2 is associated with a formal demonstration of the standard of the software against the test procedure, under Quality Assurance supervision. This provides the required evidence that the software is tested sufficiently at a Stage 2 rig to perform adequately at the later test stages.

System Functional Testing is not aimed primarily at the software but is designed to ensure, as far as possible, that integrated hardware and software sub-systems perform in the desired manner and interface correctly to other sub-systems. Typically, a single flight profile, may be output in real-time by the external computer facility and selected MC and system data parameters recorded by the external computer facility for subsequent analysis. The stimulation data file may be derived from the results of a previous test, from in-flight recordings, etc, or from the outputs of aircraft, equipment and sub-system/system models for the specified flight profile and timetable. The "operating system" enabling such stimulation, data selection and recording, etc, functions to be set up, executed (open or closed loop) and replayed for analysis, etc, is the Integration Software written by the IST.

Integration Software facilities include:

- Test definition and set-up
- On-Line Facilities
  - avionic equipment simulation.
  - aircraft simulation (lateral and longitudinal) using pre-defined flight conditions. Formerly this was implemented by the analogue computer, latterly by a digital model in the PDP-11.
  - stimulation (data files/mathematical functions).
- display and recording.
- Off-Line Facilities
  - replay.
  - comparison of recorded files with files produced from other tests or from software models.
  - analysis of results.
  - plotting of results.

Stage 3. This is a CDMT controlled experimental avionic flight trials facility based on two Buccaneer aircraft, which have high performance representative of TORNADO in sub-sonic flight. The aircraft are fitted with second prototype ('B' Model) versions of the major avionic equipments together with the Decca Navigator System for "external" position reference and comprehensive instrumentation for recording avionic performance.

The initial aim was to establish at the earliest opportunity, the in-flight performance of integrated avionic sub-system functions for Navigation, Terrain-Following and Weapon Delivery, in the critical high
speed, low-level, sub-sonic flight regimes, prior to flight in the TORNADO prototypes. This general philosophy has since been continued, anticipating the various phases of the TORNADO avionic flight test programme and providing significant feedback to the software development task.

The aircraft are supported by a limited ground rig providing for maintenance of the aircraft avionic systems and for integrations checks of hardware and software. A Ground Replay and Analysis System provides for local monitoring of the test results and collates and formats the data for detailed performance analysis by the CDMT.

Stage 4. Each of the aircraft manufacturers (BAe, MBB and AIT) operate a Stage 4 rig facility which is effectively a ground mock-up of the complete aircraft avionic system, fitted with second and third prototype (B/C Model) versions of the avionic equipments, to provide a system environment representative of the aircraft. The primary tasks are:

- integration and performance testing of the complete avionics system, hardware and software.
- avionic system integration with other aircraft systems.
- flight line avionic support.

The MBB and AIT rigs are closely similar in design based on simplified cockpits with equipments plus wiring in aircraft representative positions and using PDP-11 external computers. However, the BAe rig is an open-plan bench type layout and uses PDP-8 computers. Thus, the integration and operating software also differs between the two rig versions, although both are referred to as Data Acquisition and Simulation Systems (DASS). The MBB DASS is the more complex of the two systems and has a similar capability, in general functional terms, to the Integration Software used at Stage 2.

Software test activity includes Software Proving as part of the System Integration and Performance Testing. Apart from the greater emphasis on integration with the hardware and the more representative environment, the software proving activity follows similar practice to Stage 2 testing. A notable additional requirement is Flight Clearance certification of the software. During the life of each Software Series, the increasing number of amendments and experimental changes to the software (some of which are hardware dependent), the differing avionic build standards of the various prototype aircraft and the progression of the flight test tasks, combine to necessitate the definition of a number of differing configurations of each Software Series for flight clearance certification purposes, which is therefore a progressive task.

Stage 5. This stage comprises the aircraft manufacturers flight test facility using specially instrumented TORNADO prototype aircraft, which are supported by ground replay and analysis facilities and the Stage 4 rigs.

Official Test Centre (OTC) Facilities. An extension of the manufacturer's Stage 4 and Stage 5 facilities is provided at each of the National OTCs. (In the UK this is the Aircraft and Armament Experimental Establishment at Boscombe Down.) Pre-production aircraft are allocated for the customer's official evaluation, but to a significant extent the flight trials are joint contractor/customer trials in the interest of maximum utilisation and efficiency. The aircraft are supported by a Stage 4 type rig at each OTC.

11. CONTROL AND REPORTING OF SOFTWARE TESTING (FIG 6)

In order to define and control the testing of the software on the various rigs, a documentation system is necessary to specify the build standard of the software, the tests to be carried out and to define the test methods according to the particular rig(s) on which the testing is to be performed. The fundamental reference is the Software Test Specification, produced by the CDMT for each Software Series, which defines the tests to be performed largely without reference to particular test facilities. Based on the Software Test Specification, detailed Software Test Procedures are produced for each rig and these tailor the requirements of the Software Test Specification to the test facilities available at the particular rig. Both specification and procedure are divided into definitive test areas, eg by sub-system, SWR, test type; each division is ordered so that the test sequence progresses from simple/general to complex/particular. The procedures are designed to provide step by step test sequences, giving repeatable results.

It is to be noted that the Software Test Specification is produced by the same system design and performance groups within the CDMT which produce the SWRs against which the software is written. Likewise the Software Test Procedures are produced largely by the test rig personnel. In each case, therefore, the influence of the IST programmers is minimised and this provides an important safeguard against any misinterpretation of the designers intentions being carried forward into the functional test criteria.

Although, no formal certification is required by the later test stages when a software series is delivered from the Stage 2 rigs, a baseline record is required of the software standard against the test specification and test procedure, and of any deviations, limitations, untested areas, concessions, etc. For this purpose a formal demonstration against the test procedure is carried out under Quality Assurance supervision. However, both the software and the test procedure will have been subjected to a series of updates and for the testing at Stage 2. Therefore for formal demonstration and record purposes, a Test Data Set is produced by the CDMT for each Software Series, which defines both the final software and all applicable sections and issue status of the final Software Test Specification and Test Procedure.

On completion of the demonstration, a list of deviations against the test procedure is identified — effectively a summary of the subsequent QA Inspection Report. On the basis of this, the CDMT as design authority, produce a Program Acceptability Statement supported as applicable by lists of program deviations, any untested areas, concessions, etc and an indication of any limitations that should be applied pending corrective action. These accompany the software to the later test stages. In slower time, a formal CDMT Test Report is produced based on detailed analysis of the QA Inspection Report.
12. CONFIGURATION CONTROL ASPECTS

Inevitably, during the course of development, many changes to the software were found to be necessary and for the usual variety of reasons. The assessment, co-ordination and implementation of these changes was complicated by the larger than usual number and spatial separation of the eleven separate organisations concerned with the design, development and proving of the software. However, the principles involved were relatively simple and for configuration control purposes, a change could be placed in one of three categories:

- associated with a change to the relevant SWR.
- associated with a hardware change.
- not associated with either a hardware or SWR change.

Furthermore, external to the CDMT/IST, changes could be initiated only in response to a Software Query (SWQ), a Software Requirement Change Request (SWRCR), or a Program Change Request (PCR). The SWQ is, in essence, a brief symptomatic report from a test site of some sort of software defect and a request for CDMT/IST investigation and comment/cure. If a software change is found to be necessary then SWRCR and/or PCR action is followed.

Software Requirement Change Requests. All changes to the SWR documents are first defined in a SWRCR. These may be initiated by NAMMA resulting from changes to hardware, operational requirements, cockpit functions, etc, by the CDMT or the aircraft companies resulting from further definition of the system or performance, incident and defect reports, etc, or by the IST for minimisation of the software, clarification, further definition, correction, etc.

For assessment and approval purposes, it is necessary to distinguish between those SWRCRs having operational implications or hardware change associations (Category 1) and all others (Category 2). Category 1 implies that the SWRCR, if implemented, would reflect a corresponding change into a higher level system or hardware document, i.e., PDR, relevant Sub-System Specification or Equipment Specification and hence that NAMMA approval is required.

All SWRCRs are assessed by the Software Co-ordination Group within the CDMT and subsequently by the IST and the aircraft companies prior to approval for implementation and inclusion in the SWRs. However, implementation of SWRCRs with hardware change implications must await NAMMA/Panavia negotiation of the commercial aspects of the hardware change. On the other hand, an urgent priority may be assigned for immediate implementation to avoid nugatory work, to match rig at schedules, etc. In any case, independent of the implementation of a SWRCR as a software program change, its incorporation into the SW is done on a block update basis. It follows that the Design Data Set definition of a Software Series is in terms of SWRs at a particular issue status, plus a list of agreed SWRCRs. The latter list, being subject to continuous negotiation for reasons of relative priority, expediency, work schedules, etc, implies a significant configuration control problem both for the software changes and for the associated documentation, e.g., the software test specifications and procedures.

Program Change Requests. In principle, any change (not initiated by SWRCR action) to a Software Series delivered from the IST is initiated by a PCR raised by one of the test sites. In practice, this applies to any change to a Software Series delivered from the Stage 2 rigs, since prior to such delivery sufficient direct control can be exercised between CDMT, IST and Stage 2. The IST is responsible for co-ordinating the PCR Control Procedure. A PCR may result in a SWRCR if the SWR is in error or deficient; in this case the SWRCR procedure is followed. In all other cases, including those associated with hardware changes, the IST assess the PCRs for acceptability and, if agreed, design and issue a software change and documentation, including hardware-software compatibility aspects, to all test sites.

In order to maintain work schedules at the test sites, it was found to be necessary to establish IST representation at the test sites and to institute a rapid reaction Experimental Change Procedure. Experimental Change Requests are normally initiated by the test site engineers and whenever possible the on-site IST representative, after liaison with the IST, produces a program change for local test and evaluation. A PCR is then raised for normal co-ordination by the CDMT or IST through to formal inclusion in the program as a permanent change, or noted as a special to purpose requirement.

13. PRODUCTION SOFTWARE MODIFICATION

The transition from the development phase to the production phase required the negotiation and agreement of a Production Modification Procedure (PMP) for the authorisation and control of all modification work with respect to Baseline Build Standards (BBS) to be agreed for the complete aircraft and each of its constituent equipments, etc, including MC software. The PMP is operated via the NAMMA Production Modification Control Board (PMCB). Based on recommendations from the Software Working Group it was agreed that all MC software changes with respect to an agreed software BBS would be treated as modifications requiring PMC approval. Furthermore, it was accepted that a Software Change Committee (SWCC) was required, to monitor software modification work and to advise the PMC on all aspects of software modifications. The make-up of the SWCC is similar to that of the SWWG but is somewhat smaller in number and with rather more emphasis on customer operational and engineering representation. The first tasks of the SWCC were to establish the required standard of the software for first production batch aircraft, within the constraints of the 32K word main computer, and to establish an agreed basis for definition of the software BBS. The initial BBS is now defined in terms of "frozen" SWRs and CPMPs corresponding exactly to the software standard agreed for the first production batch aircraft. Hereafter, all software changes reflecting corresponding changes into the "frozen" SWRs and/or CPMPs will be treated as software modification: and will be defined in terms of the changes required to the SWRs and/or CPMPs.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADV</td>
<td>Air Defence Variant</td>
</tr>
<tr>
<td>AIT</td>
<td>Aeritalia</td>
</tr>
<tr>
<td>BAC</td>
<td>British Aircraft Corporation (Now BAE)</td>
</tr>
<tr>
<td>BAE</td>
<td>British Aerospace</td>
</tr>
<tr>
<td>BBS</td>
<td>Baseline Build Standard</td>
</tr>
<tr>
<td>CDMT</td>
<td>Central Design and Management Team</td>
</tr>
<tr>
<td>CPM</td>
<td>Computer Program Manuals</td>
</tr>
<tr>
<td>DASS</td>
<td>Data Acquisition and Simulation System</td>
</tr>
<tr>
<td>ESG</td>
<td>Electronic-System-GmbH</td>
</tr>
<tr>
<td>FRG</td>
<td>Federal Republic of Germany</td>
</tr>
<tr>
<td>Hz</td>
<td>Cycles per second</td>
</tr>
<tr>
<td>HLL</td>
<td>High Level Language</td>
</tr>
<tr>
<td>IDS</td>
<td>Interdictor-Strike</td>
</tr>
<tr>
<td>IHT</td>
<td>In-House Team</td>
</tr>
<tr>
<td>IST</td>
<td>International Software Team</td>
</tr>
<tr>
<td>IT</td>
<td>Italy</td>
</tr>
<tr>
<td>K</td>
<td>Kilo-</td>
</tr>
<tr>
<td>KHz</td>
<td>Kilocycles per second</td>
</tr>
<tr>
<td>MBB</td>
<td>Messerschmitt-Bolkow-Blohm GmbH</td>
</tr>
<tr>
<td>MC</td>
<td>Main Computer</td>
</tr>
<tr>
<td>MOD</td>
<td>Ministry of Defence</td>
</tr>
<tr>
<td>MRCA</td>
<td>Multi-Role Combat Aircraft</td>
</tr>
<tr>
<td>MSI</td>
<td>Medium Scale Integration</td>
</tr>
<tr>
<td>NAMMA</td>
<td>Nato MRCA Development and Management Agency</td>
</tr>
<tr>
<td>NASC</td>
<td>National Avionic System Company</td>
</tr>
<tr>
<td>OFP</td>
<td>Operational Flight Program</td>
</tr>
<tr>
<td>OTC</td>
<td>Official Test Centre</td>
</tr>
<tr>
<td>PCR</td>
<td>Program Change Request</td>
</tr>
<tr>
<td>PDR</td>
<td>Performance and Design Requirements</td>
</tr>
<tr>
<td>PMCB</td>
<td>Production Modification Control Board</td>
</tr>
<tr>
<td>PMP</td>
<td>Production Modification Procedure</td>
</tr>
<tr>
<td>QA</td>
<td>Quality Assurance</td>
</tr>
<tr>
<td>SIA</td>
<td>Societa Italiana Avionica SPA</td>
</tr>
<tr>
<td>SS1-6</td>
<td>Software Series 1 to 6</td>
</tr>
<tr>
<td>STBE</td>
<td>Special to Type Test Equipment</td>
</tr>
<tr>
<td>SWCC</td>
<td>Software Change Committee</td>
</tr>
<tr>
<td>SWQ</td>
<td>Software Query</td>
</tr>
<tr>
<td>SWR</td>
<td>Software Requirement</td>
</tr>
<tr>
<td>SWRCR</td>
<td>Software Requirement Change Request</td>
</tr>
<tr>
<td>SWWG</td>
<td>Software Working Group</td>
</tr>
<tr>
<td>TTL</td>
<td>Transistor-Transistor Logic</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
</tbody>
</table>
FIG. 1 MANAGEMENT AND INDUSTRIAL ORGANISATION (AVIONICS)
FIG 2. AVIONIC DESIGN REQUIREMENT SPECIFICATION
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FIG. 3 OPERATIONAL FLIGHT PROGRAM STRUCTURE
STAGE 1
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STAGE 2
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STAGE 3
CDMT CONTROLLED FLIGHT TEST IN BUCCANEER 'HACK' AIRCRAFT.

STAGE 4
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FIG. 5 SOFTWARE TEST AND INTEGRATION FACILITIES.
FIG. 6 SOFTWARE TEST DOCUMENTATION
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RESUME

Cet exposé rappelle brièvement le cadre de l'expérimentation réalisée sur l'avion supersonique CONCORDE d'un système de commande de vol électrique numérique destiné au contrôle de l'instabilité longitudinale. Après avoir souligné les objectifs de sécurité et de performances qui ont présidé à la définition du système, il est traité spécifiquement des problèmes relatifs à la définition, mise au point et expérimentation du logiciel utilisé. Des conclusions sont tirées principalement au niveau de la sécurité que l'on peut attendre de logiciels embarqués.

1 - CADRE DE L'EXPERIMENTATION EN VOL

C'est en 1974 qu'il fut décidé que l'AEROSPATIALE entreprendrait, sous contrat du Gouvernement français l'étude, la réalisation et l'expérimentation en vol d'un système de commande de vol électrique numérique.

L'objectif retenu fut essentiellement de mettre au point des lois de pilotage permettant de voler à des centrages en arrière du foyer aérodynamique dans l'intérêt évident d'améliorer la finesse à basse vitesse comme indiqué Figure 0. Par ailleurs, il fut décidé que la conception du système à expérimenter devrait être, dans son architecture et sa technologie, suffisamment élaborée pour être généralisable à d'autres domaines intéressant le contrôle actif tels que le contrôle des charges aérodynamiques sur la voilure, le contrôle de cambrure de l'aile et l'augmentation des vitesses limites de flottement.

CONCEPTION GENERALE

* STABILISATION D'UN AVION INSTABLE : Exemple CONCORDE

L'avion d'expérimentation retenu fut l'avion supersonique CONCORDE parce qu'étant un avion à grand domaine de vol et aussi parce que déjà équipé d'éléments proches à des commandes de vol électriques (servo-commandes électrohydrauliques par exemple). Il est d'ailleurs intéressant de noter au passage que les avions de série CONCORDE possèdent déjà un système de commande de vol électrique comme mode normal de pilotage de tous les jours dont le schéma est donné figure 1. On remarque la présence de deux chaînes de commande qui permettent de transmettre électriquement la position des organes de pilotage aux servo-commandes. Une commande mécanique est prévue comme secours des chaînes électriques. En dernier secours, pour couvrir le cas
de blocage au niveau du pied de manche, il existe une dernière chaîne électrique fonctionnant par détection des efforts au manche. L'examen de ce schéma va permettre de mieux faire ressortir les caractéristiques des nouvelles commandes de vol électroniques expérimentées, dont nous donnons une description ci-après.

Le principe est donné figure 2. On constate que :
- les lois d'effort au manche sont obtenues directement par asservissement de la réponse avion aux efforts sur les commandes
- les systèmes de sensations artificielles, compensateurs d'efforts et stabilisateurs sont intégrés aux commandes électroniques dans une technologie numérique
- la chaîne de secours mécanique a disparu et l'organe de commande est miniaturisé pour tirer le plein bénéfice de la suppression de la commande mécanique
- on dispose de quatre chaînes électroniques, dont trois identiques, la quatrième devant être dissemblable pour des raisons de sécurité.

**CONCEPTION GÉNÉRALE**

PRINCIPE DES C.D.V.E. DE CONCORDE ACTUEL

**CONCEPTION GÉNÉRALE**

PRINCIPE DE C.D.V.E GENERALISABLE
2 - NIVEAU DE SÉCURITÉ REQUIS

Il dépend des conséquences des événements que l'on considère. Les règlements de certification établissent en général une classification des événements en fonction de leurs conséquences. Pour chacune des conséquences il est accepté une probabilité d'apparition de l'événement.

Le système de commande de vol électrique et plus généralement les systèmes intéressant le contrôle actif peuvent présenter des modes de pannes ayant des conséquences catastrophiques, de ce fait il est considéré que la probabilité de telles pannes doit être extrêmement improbable, c'est-à-dire, inférieure ou égale à 10⁻⁹ par heure de vol.

Parmi ces pannes on doit essentiellement considérer :
- la perte totale de commande
- l'embarquement non détecté des gouvernes.

Chacun de ces événements conditionnant fortement l'architecture et la sécurité du système.

2.1 - Perte totale de commande

C'est à partir de la considération de cet événement que l'on détermine le nombre minimal de chaînes électriques.

En considérant un M.T.B.F. de 1000 heures pour chaîne (en incluant les détecteurs), l'objectif de 10⁻⁹/heure conduit nécessairement à quatre chaînes indépendantes. La quatrième chaîne est technologiquement dissemblable afin de mieux se protéger de phénomènes susceptibles d'affecter plusieurs chaînes tels que foudrolements ou interférences électriques. A noter que cette redondance permet le décollage avec une chaîne en panne.

2.2 - Embarrangement non détecté des gouvernes

C'est à partir de la considération de cet événement que l'on détermine le niveau d'intégrité de chaque chaîne ; en effet, la redondance des chaînes ne suffit pas à se protéger d'un tel événement. Il est nécessaire d'avoir la garantie que la ou les chaînes en fonctionnement auront la capacité de détecter leur propre panne avant propagation sensible du défaut.

Pour atteindre le niveau de sécurité fixé, il est nécessaire de faire appel à une panoplie de protections utilisant des techniques d'auto-surveillance en ligne de chaque chaîne, associées à des surveillances inter-chânes, des surveillances externes et des arrangements appropriés entre les calculateurs, les servocommandes et les gouvernes.

L'importance de ces protections mérite que l'on développe quelque peu leur mérite respectif.

2.3 - Types de surveillance

2.3.1 - Auto-surveillance en ligne

Ce type de surveillance est très largement utilisé sur des systèmes analogiques. Chaque chaîne assure sa propre protection en vérifiant le bon fonctionnement de ces éléments : capteurs, calculateurs et actuateurs. Diverses techniques de surveillance sont utilisées selon la nature de l'élément ; essentiellement on distingue :
- des comparaisons entre signaux de sortie et signaux d'entrée dans le cas de boucles d'asservissement
- des duplications et comparaisons des circuits avec des points consolidés.

Quelle que soit la technique utilisée, on peut formuler, dans le cadre du calcul analogique, les 3 remarques ci-après :
- L'introduction de surveillance se traduit toujours par l'adjonction physique de circuits propres à cette surveillance. À la limite, la complexité d'un calculateur peut être multipliée par un facteur supérieur à deux.
- On gagne, par analyse théorique, démontrer des niveaux de probabilité de pannes non détectées 10⁻⁹/heure.
- L'expérience réelle, à ce jour, nous incite à une certaine prudence vis à vis des niveaux de sécurité démontrés.

Que deviennent ces remarques lorsqu'on introduit le calcul numérique ?

De par la nature du calcul numérique qui utilise une unité centrale de calcul capable d'exécuter toutes les opérations nécessaires à la réalisation de chaque fonction, on peut imaginer de réaliser les fonctions de surveillance par programmation sans adjonction de circuits particuliers. Cette voie fut explorée par l'AEROSPATIALE à l'occasion de l'expérimentation du système de commande de vol électrique. A cette occasion, on développa au niveau logiciel des instructions de test dans le but de vérifier à tout instant le fonctionnement du calculateur et en particulier le fonctionnement de l'unité centrale de calcul.

La conclusion fut qu'on ne pouvait pas espérer démontrer des niveaux de probabilité de pannes non détectées à mieux que 10⁻⁶/heure de fonctionnement en utilisant seulement une surveillance par programmation. Des lors, pour atteindre le niveau requis de 10⁻⁹/heure il devient nécessaire de faire appel, comme en analogique, à des duplications de circuits et en particulier la duplication de l'unité centrale de calcul.

En résumé, l'utilisation du numérique permet, de par sa nature, d'assurer une auto-surveillance sans augmentation importante de la complexité jusqu'au niveau de 10⁻⁶/heure. Au delà, il est nécessaire d'accroître la complexité et les remarques faites pour les systèmes analogiques s'appliquent aux systèmes numériques avec, nous le verrons plus loin, un problème spécifique au calcul numérique qui est la sécurité relative au logiciel.
2.3.2 - Surveillance inter-chaines
Cette surveillance consiste à comparer deux ou plusiers chaînes. Une comparaison s'exerçant entre deux chaînes permet de détecter la panne d'une chaîne sans possibilité d'identification de la chaîne en panne.

Pour assurer la survie du système, il est nécessaire de disposer d'au moins trois chaînes.
Cette surveillance inter-chaines peut se faire, soit par des comparateurs logiques, soit par des dispositifs à voteurs.

2.3.3 - Surveillance externe
Il s'agit de protections globales externes au système et basées généralement sur la détection de mouvements excessifs avion tels que le facteur de charge, la vitesse angulaire des roues, etc. Le mérite de ce genre de protection, au niveau sécurité, est remarquable car on exerce une surveillance hors tout en bout de chaîne sur le mouvement avion, ce qui assure une indépendance intrinsèque entre une panne possible et sa détection.

Hélas, à moins de régler les seuils de détection à des valeurs qui deviennent excessives pour la sécurité, ce genre de protection conduit à des déclenchements intempestifs, hors pannes, sur des manoeuvres rapides ou en vol très turbulent.

2.3.4 - Arrangement entre calculateurs, servo-commandes et gouvernes
On peut, par des arrangements appropriés, obtenir au niveau des gouvernes, une sécurité supplémentaire par sommations en force des ordres délivrés par plusieurs chaînes.

2.4 - Architecture retenue pour l'expérimentation en vol
L'objectif de l'expérimentation n'étant pas de certifier le système de commande de vol électrique, le nombre de chaînes électriques fut volontairement limité à deux avec comparaison, la survie étant assurée, après panne, par les chaînes normales de commande de vol, côté pilote, de CONCORDE. Le schéma du système et de ses surveillances est donné figure 3.

![Implantation sur Concorde](image)

Figure 3

3 - Définition et Expérimentation du Logiciel Utilisé

3.1 - Matériel
Avant de décrire le logiciel, il est nécessaire de donner une description succincte du calculateur sur l'aspect matériel.

Le calculateur retenu fut un calculateur du type spécifique fabriqué par THOMSON-CSF par opposition aux calculateurs du type universel qui, à l'époque, furent largement développés par ailleurs.

Il se caractérise au niveau matériel par :
- la présence de deux unités centrales de calcul, travaillant en parallèle, l'une consacrée à des opé-
rations courtes du type addition, soustraction, etc., l'autre consacrée à des opérations longues du type : racine carrée, rotation de vecteur, multiplication, division, etc... 
- un mode de transmission de données série sur 16 bits
- un accès direct mémoire pour les échanges avec l'extérieur permettant une gestion autonome des entrées, sorties indépendamment des unités de calcul
- un certain nombre de mémoires :
  - 10 K octet de mémoire programme
  - 128 mémoires RAM de travail de 16 bits
  - 128 mémoires RAM de travail de 1 bit
  - 128 mémoires tampons de sortie de 16 bits
  - 128 mémoires tampons de sortie de 1 bit
  - 128 mémoires tampons d'entrée de 1 bit
  - 128 mémoires tampons d'entrée de 16 bits
- des échanges directs entre le calculateur et les entrées/sorties ; le calculateur se contentent d'écrire ou de lire dans des mémoires tampons. Les informations de ces mémoires sont exploitées ou rafraîchies sans blocage du calculateur.

3.2 -Logiciel
La règle essentielle qui présida à la réalisation du logiciel fut celle de la simplicité. On chercha en particulier à ce que les différentes étapes de la programmation soient contrôlables et directement exploitables par des Techniciens systèmes non spécialistes en programmation numérique.

Ces différentes étapes apparaissent dans le diagramme ci-dessous :

<table>
<thead>
<tr>
<th>Spécification</th>
<th>Logigramme</th>
<th>Texte source</th>
<th>Texte objet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logiciel d'application</td>
<td>Logiciel de base</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2.1 -Logiciel de base
Le logiciel de base se caractérise par :
- La génération de la bande objet, obtenue à partir d'une bande source et au travers d'un assemblage réalisé sur un calculateur extérieur HONEYWELL DDP 124 en utilisant le logiciel de base de ce calculateur.

Sur le listing généré, ou bande objet, on trouve :
- le texte source avec numérotage des lignes, ce qui permet une correction aisé des bandes sources
- le texte objet avec l'adresse mémoire qui donne exactement ce que l'on devra trouver en mémoire
- les erreurs de synthaxe

Par ailleurs, l'assembler :
- permet l'affectation automatique des adresses des données permanentes
- permet de rentrer des valeurs numériques en octal, en entier, en décimal codé
- possède des pseudo-instructions et des pseudo-opérations
- permet l'utilisation de commentaires.

Un programme de correction de bandes

Un programme d'aide à la mise au point, obtenu avec l'aide d'un calculateur extérieur INTELLEC 8, couplé à un télétype et une perforatrice rapide capable de lire les mémoires du calculateur, celui-ci étant fermé.

Le point marquant de ce logiciel de base est le nombre réduit d'instructions apparaissant sur le texte objet écrit en langage machine. Cette caractéristique provient :
- de la présence, déjà signalée, d'instructions puissantes et bien adaptées, câblées dans les deux unités centrales de calcul
- de l'absence d'interruption grâce aux échanges directs entre le calculateur et l'extérieur.

Il en résulte qu'il y a peu de différence entre le texte objet et le texte source écrit en langage assemble et il est très aisé de contrôler le passage de l'un à l'autre.

3.2.2 -Logiciel d'application
C'est le passage de la spécification du calculateur au programme (texte source) qui doit être utilisé pour le logiciel de base. On distingue trois étapes :
- la rédaction des spécifications des systèmes qui donne lieu à une représentation analogue de fonction à réaliser
- la réalisation du logigramme qui est la description logique des fonctions à réaliser
- l'écriture de ce logigramme sous forme de programme.

La figure 4, à partir d'un exemple intéressant l'axe latéral, montre comment à partir d'une représentation analogue de circuits découlant directement de la spécification, on obtient un programme écrit en langage assemble. La symbologie représentant les instructions disponibles est
donnée figure 5.

**Figure 4**

**REPERTOIRE D'INSTRUCTION**

<table>
<thead>
<tr>
<th>INSTRUCTIONS</th>
<th>SYMBOLOGE</th>
<th>REALISATION</th>
<th>INSTRUCTIONS</th>
<th>SYMBOLOGE</th>
<th>REALISATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADD</td>
<td>$A + B$</td>
<td>$(A+B)$</td>
<td>LOX</td>
<td>$\sqrt{A}$</td>
<td>$\sqrt{A}$</td>
</tr>
<tr>
<td>SOU</td>
<td>$A - B$</td>
<td>$(A-B)$</td>
<td>JET</td>
<td>$A - B$</td>
<td>$A - B$</td>
</tr>
<tr>
<td>ABS</td>
<td>$</td>
<td>A</td>
<td>$</td>
<td>$A$</td>
<td>JOU</td>
</tr>
<tr>
<td>DA 1</td>
<td>$A + B\cdot\Delta$</td>
<td>$A + B\cdot\Delta$</td>
<td>JOX</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>DA 2</td>
<td>$A - B\cdot\Delta$</td>
<td>$A - B\cdot\Delta$</td>
<td>JCP</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
<tr>
<td>DA 3</td>
<td>$A - B\cdot\Delta$</td>
<td>$A - B\cdot\Delta$</td>
<td>RAC</td>
<td>$\sqrt{A}$</td>
<td>$\sqrt{A}$</td>
</tr>
<tr>
<td>ALT</td>
<td>$A &gt; B$</td>
<td>$A - B$</td>
<td>ROT</td>
<td>$A - B$</td>
<td>$A - B$</td>
</tr>
<tr>
<td>SAT</td>
<td>$A \geq B$</td>
<td>$A$</td>
<td>VEC</td>
<td>$A$</td>
<td>$A$</td>
</tr>
<tr>
<td>LCP</td>
<td>$A \leq B$</td>
<td>$A$</td>
<td>FPR</td>
<td>$A$</td>
<td>$A$</td>
</tr>
<tr>
<td>LET</td>
<td>$A = B$</td>
<td>$A$</td>
<td>$\sqrt{A}$</td>
<td>$A$</td>
<td>$A$</td>
</tr>
<tr>
<td>LOU</td>
<td>$A \neq B$</td>
<td>$A$</td>
<td>$\sqrt{A}$</td>
<td>$A$</td>
<td>$A$</td>
</tr>
</tbody>
</table>

**Figure 5**
Le logigramme et le listing correspondants sont donnés figures 6 et 7.

Il est important de remarquer au niveau du logigramme, que la lecture du logigramme permet à la fois de :

- retrouver la représentation analogique découlant des spécifications. Ceci parce que le logigramme respecte la chronologie des événements et donne, en fait, le déroulement des opérations dans le temps sans gestion d'interruptions grâce aux échanges directs avec l'extérieur.

- d'écrire directement le programme. Ceci parce que les instructions utilisées sont particulièrement bien adaptées à la résolution des fonctions à réaliser et parce que l'on a décomposé les opérations à réaliser en modules de calcul, chaque module représentant une opération longue et trois opérations courtes.

Cette "transparence" amont et aval du logigramme est une des caractéristiques essentielles de ce logiciel d'application.

Figure 6
3.2.3 Sécurité du logiciel

En plus des opérations de contrôle du logiciel effectuées à chaque étape de sa réalisation et, comme nous l'avons vu, facilitées par un langage qui, in fine, même au niveau de la bande objet ou en langage machine reste compréhensible par un ingénieur système, on doit ajouter des contrôles de fonctionnement au niveau du calculateur et au niveau du système couple à un simulateur de vol. La figure 8 donne un résumé du processus d'établissement du logiciel et des contrôles exercés. La figure 9 résume pour chacune des étapes de la programmation le type d'erreurs susceptibles d'être rencontrées et donne une estimation des probabilités de détection. On notera que pour certains types d'erreurs, on ne peut pas avoir la certitude qu'elles ne se produiront pas. C'est à partir de ces considérations qu'il fut décidé d'adopter une double programmation.
Figure 8

Coefficient de détection
- 100 % toutes les erreurs sont détectées
  - A, sous réserve d'une défaillance humaine
  - C Certaines erreurs, mais pas toutes, sont détectées

1. Écriture de la Spécification
   a) Défaut d'analyse du Problème
   b) Défaut de présentation
   c) Insuffisance de définition
2. Écriture des logigrammes
   a) Erreur d'interprétation
   b) Erreur de programmation
3. Écriture en langage assembleur
   a) Erreur de Syntaxe
   b) Autres erreurs
4. Perforation bande "Source 1"
   a) Erreur de frappe
   b) Erreur de perforation
5. Perforation bande "Source 2"
   a) Erreur de lecture "Source 1"
   b) Erreurs de fonctionnement
5. Calculateur DDP
   a) Erreur de perforation "Source 2"
6. Opération d'assemblage
   a) Erreur de lecture "Source 2"
   b) Erreurs de fonctionnement
5. Calculateur DDP
6. Opération d'assemblage
   a) Erreur de perforation "Source 2"
6. Opération d'assemblage
   a) Erreur de lecture "Source 2"
   b) Erreurs de fonctionnement
   c) Erreur de perforation "Source 2"
   d) Erreurs dues à l'imprimante
7. Chargement en mémoire
   a) Erreur de lecture "Objet"
   b) Erreur de calculateur INTELLEC
   c) Erreur de dispositif d'inscription
8. Compteur, Logigramme, Spéc. Prm

Figure 9
Double programmation :
On a vu que l'architecture retenue pour l'expérimentation en vol comportait deux calculateurs avec une comparaison en sortie de ces calculateurs et ce afin de se protéger contre toutes pannes au niveau matériel, qui n'auraient pas été détectées par l'auto-surveillance propre à chaque calculateur. Afin de se protéger contre une erreur éventuelle de logiciel qui aurait pu échapper à toutes les mesures de contrôle que nous venons de décrire, on effectua deux programmations avec deux équipes séparées, chacun des logiciels ainsi obtenu étant appliqué sur chaque calculateur. Ceci permet de détecter une erreur dans un des deux logiciels, erreur qui provenait d'une mauvaise interprétation de la spécification au niveau du logigramme.

4 - RÉSULTATS
Seulement 10 heures d'essais en vol furent nécessaires pour balayer la totalité du domaine de vol normal et explorer les cas de centrage arrière, principalement à basses vitesses, tel que montré sur la figure 10.

En ce qui concerne les résultats on retiendra :

4.1 - Au niveau avion
L'impression générale a été une très grande qualité de pilotage d'autant plus remarquable que la plage de centrage explorée était importante mais également que l'élément de comparaison était les commandes classiques de CONCORDE dont on connaissait déjà la qualité intrinsèque.
Par ailleurs, piloter avec la main gauche sur un mini-manche n'était pas de nature à faciliter le pilotage.
Les efforts par g sont restés constants dans tout le domaine de vol à mieux de 10%, alors qu'il est commun de les voir varier du simple au double sur n'importe quel autre avion.
De même, la dispersion du temps de réponse fut nettement améliorée. Quant à la stabilité en assiette, elle fut, par définition même du système, jugée comme quasi parfaite.

4.2 - Au niveau calculateur
Un excellent comportement du calculateur "COMVOL" caractérisé par l'absence de déconnexion intempériste (qui l'on aurait pu craindre du fait de la comparaison de deux calculateurs) et une très bonne disponibilité (aucune panne en vol et une seule panne au sol du calculateur)
En outre, on peut résumer les avantages de ce calculateur en notant :
- la rapidité du temps de calcul : 22 ms
- la simplicité et facilité de programmation
- la transparence du logiciel
- le contrôle de chaque étape de la programmation aisée et accessible aux ingénieurs systèmes

Tous ces avantages dépendent essentiellement des caractéristiques de conception au niveau matériel que nous rappelons ci-après :

- présence de deux unités centrales travaillant en parallèle
- rapidité des échanges avec l'extérieur ne nécessitant pas d'interruption dans le déroulement du programme
- "macro-instructions" câblées.

5 - CONCLUSIONS RELATIVES À LA SÉCURITÉ

Cette expérimentation a permis de maîtriser les problèmes posés par un système de commande de vol électrique capable d'assurer le vol avec des marges statiques largement négatives. Cependant, avant d'être en mesure de certifier un tel système sur un avion de transport civil, il nous paraît nécessaire de faire progresser le niveau de sécurité des systèmes dont les pannes peuvent avoir des conséquences immédiatement catastrophiques.

Ce problème de sécurité concerne aussi bien des systèmes numériques que des systèmes analogiques. Nous avons déjà noté que l'expérience réelle sur des systèmes analogiques conduisait à une certaine prudence sur les niveaux de sécurité démontrés. Il convient donc, dans un premier temps, de renforcer à la fois les moyens de démonstration et de validation traditionnels mais aussi les conceptions architecturales des systèmes pour mieux les mettre à l'abri de défauts susceptibles de "passer au travers" tels que : défaut de conception, spécification incomplète, panne non catastrophique, combinaison de panne alimentaire, point commun pour les alimentations et les masses, etc...

On voit que ces défauts peuvent apparaître tout au long du processus de définition et de réalisation d'un système. En particulier au niveau de la conception et des spécifications, c'est là un point particulièrement important, non seulement parce qu'il est difficile de détecter un défaut à ce niveau, mais aussi parce que les systèmes à venir seront de plus en plus complexes et à caractère multi-disciplinaire. C'est tout à fait le cas du Contrôle Actif Généralisé qui fait appel à l'Aérodynamique stationnaire et instationnaire, à la structure rigide et souple, aux qualités de vol, aux systèmes, etc... et pour lequel l'établissement de spécifications risque de dépasser la compétence d'un ingénieur système aussi qualifié soit-il.

On sait que ces problèmes peuvent apparaître tout au long du processus de définition et de réalisation d'un système. En particulier au niveau de la conception et des spécifications, c'est là un point particulièrement important, non seulement parce qu'il est difficile de détecter un défaut à ce niveau, mais aussi parce que les systèmes à venir seront de plus en plus complexes et à caractère multi-disciplinaire. C'est tout à fait le cas du Contrôle Actif Généralisé qui fait appel à l'Aérodynamique stationnaire et instationnaire, à la structure rigide et souple, aux qualités de vol, aux systèmes, etc... et pour lequel l'établissement de spécifications risque de dépasser la compétence d'un ingénieur système aussi qualifié soit-il.

L'expérimentation du système de commande de vol électrique et aussi de celle accumulée depuis, ne modifie pas essentiellement la nature des problèmes rencontrés du point de vue sécurité. L'établissement de spécifications "sans fautes" reste notamment un des problèmes à résoudre. On peut cependant noter que si les problèmes au niveau des "circuits électroniques" demeurent, on peut espérer mieux les résoudre grâce à une standardisation qui reste à mettre en place. En effet, de par la nature du calcul numérique, par opposition au calcul analogique, qui fait appel à une unité centrale de calcul capable d'assurer n fonctions on diminue de façon notable le nombre et la diversité des circuits électroniques nécessaires d'où, il faut l'espérer, une meilleure maîtrise de ces derniers. En revanche, cette simplification du "matériel" se fait au détriment du logiciel sur lequel se trouve transférée une partie de la complexité du calcul analogique. Il importe donc de bien maîtriser ce logiciel et à cet égard d'observer des règles de l'art aussi fondamentales que la simplicité et la transparence de ce logiciel, règles qui ont présidé à l'expérimentation du système de commande de vol électrique sur CONCORDE.
SUMMARY

This paper discusses the experience and approach of Smiths Industries Aerospace & Defence Systems Company in developing the airborne software for the Sea Harrier Head-Up Display and Weapon Aiming Computer System. This development activity was first begun in 1975 and continues today. The first Sea Harrier entered service with the Royal Navy in June 1979.

1. INTRODUCTION

The combination of two important pieces of military avionic equipment in recent years, namely the Head-Up Display Computer (HUD) and the Weapon Aiming Computer (WAC), resulting in the HUDWAC has meant the emergence of a powerful airborne computing system capable of providing in a single line replaceable unit the central computing and display generation for the Sea Harrier single seater VSTOL combat aircraft, which has recently entered service with the Royal Navy.

This paper will deal with the software design and development experience of Smiths Industries Aerospace & Defence Systems Company who are the prime contractors for the Sea Harrier HUDWAC system.

Figure 1a shows the relationship of the HUDWAC to the other avionic systems aboard the aircraft and provides an indication of the data flowing between units. It will be apparent that this organisation will impose a heavy burden on the HUDWAC and that the software system must be designed to ensure maximum throughput with minimum response delay to external events, and maximum fault tolerance.

In order to avoid any misunderstanding of terms with regard to the subject of airborne electronic displays, the following section defines the terms as used in this paper.

The Head-Up Display (HUD) system presents to the pilot in his forward field of view superimposed on the outside world, a collection of symbols, each representing one piece of either flight information or weapon aiming/attack information. The collection of symbols required at any instant, and their precise shape and size etc. are controlled by the HUD computer, which in the Sea Harrier is integrated with the weapon aiming computer in the HUDWAC Electronic Unit (HUDWAC EU).
The presentation of the symbology to the pilot is via a cathode ray tube and optical lens system in the Pilots Display Unit (PDU) which is mounted directly in front of the pilot in line with his forward field of view - see Figure 1b. The display is generated cursively (i.e. as a series of strokes) to obtain a high brightness capability and prevent obscuration of the pilots forward field of view.

![Figure 1b](image)

The Head-Down Display generator (HDD) again generates symbolic flight information and is also integrated into the HUDWAC EU. The display format here is 625 line raster. This is presented to the pilot on the t.v. type radar display unit having first been video-mixed with the radar presentation, see Figure 1c.

![Figure 1c](image)

2. SYSTEM OBJECTIVE

The HUDWAC system must be capable of providing the following general facilities, many of them simultaneously.

(a) Symbology generation for both Head-Up and Head-Down Display systems.
(b) Weapon aiming computations for a large variety of both air-to-air and air-to-ground weapons with manual or automatic release as appropriate.
(c) Flight path guidance for both target interception and aircraft to ship recovery.
(d) Pointing and control commands for Radar, Infra-Red missiles, and Air-to-Surface Guided weapons.
(e) First line avionic system test and fault indentification.
(f) Extensive operational self test and failure tolerance, accompanied by a graceful degradation of facilities, according to the severity of the fault.

Figure 2a shows how the foregoing objectives have been split into system tasks for subsequent implementation in software. The tasks have been grouped into facilities which relate to aspects of the system objective with the exception of the Executive and Control facility, which is an overhead necessary to manage the systems resources, and control the execution of the remaining facilities.

There are real time criteria in the foregoing list of objectives which are important, since failure to meet these criteria would result in a fundamentally unusable system.
Firstly, there is the problem of picture frame refresh on the two displays. The pilots display unit c.r.t. surface must be continually written to, and completely refreshed every 20 ms, so as to avoid flicker. The Head-Down Display generator also requires updating with new information every 20 ms.

The weapon aiming computations must be cycled sufficiently frequently to provide new solutions at a rate consistent with the rates of change encountered operationally. These cycle times vary but typically lie between 20 and 40 ms. The question of adequate computing cycle time is a general one and as well as weapon aiming computation, it applies equally to all other system objectives.

3. HARDWARE CONFIGURATION

Having outlined the tasks required to be performed by the system we must now consider the characteristics of the hardware.

A block diagram of the hardware is shown in Figure 3a. The heart of the system is a well proven 16-bit main computer equipped with both DMA (Direct Memory Access) and program controlled data input/output, a fourteen level priority vectored interrupt system, an addressing range of 64K words, a core store for ease of reprogramming, and two real time references. Interfaced to the main computer but still within the same physical case are a 12-bit HUD processor, a HDD generator, an infra-red missile controller, and a host of external interfacing electronics (serial data transmitter/receivers, analogue to digital converters, digital to analogue converters etc.), through which communications are made with other pieces of avionic equipment as shown in Figure 1a.

The storage medium in the Sea Harrier HUDWAC is a combination of reprogrammable core and PROM. The current capacity of each is 16K words and 8K words respectively, with the possibility of increasing the core size to 32K should this become necessary because of the introduction of extra facilities. The PROM memory is used for standard programs which are unlikely to change, while the core is used for development programs and future enhancements to existing flight proven programs. The importance of a reprogrammable memory during development, and also throughout service life for certain key systems cannot be overstated. Although possibly more expensive at the outset, it pays for itself many times over by easing the embodiment of enhancements and modifications, which inevitably occur with great regularity even in the best managed projects.
The HUD computer is a 12-bit general purpose computer equipped with extra facilities for the generation of cursive graphics symbology. Such extra facilities include instructions to write lines, write strokes, write circles and circular sections etc.

The HDD generator has the capability to display raster symbology when so commanded from the main computer. The picture update information is transmitted from the main computer during the frame flyback period.

4. SOFTWARE DESIGN

4.1 System Requirements

Detailed statements of requirements are prepared in order to completely specify the functional requirements of the final system. Needless to say, this involves collaboration with the end user to ensure that the system will provide what is required, and also to agree any proposals for additional requirements as and when they arise.

The statements of requirements will identify the modes of operation of the system. A mode of operation is a unique arrangement of internal resources to provide a particular facility to the pilot. For example, the LAUNCH mode provides the pilot with all the information required to take off from the deck of a ship. When this mode is selected, as with any other mode, the HUDWAC is dedicated to the task at hand.

The Sea Harrier HUDWAC is currently equipped with 20 major modes of operation and 60 sub-modes of operation (a sub-mode being a mode within a major mode).

4.2 Design Specification - Tasks

As indicated earlier, the overall system requirements are split into a set of functional tasks, see Figure 2a. These tasks closely relate to the user view of the system, e.g. Air-to-Air Weapon Aiming.

The requirements of each task are specified in detail in the form of written description, mathematical relationships, flow charts etc., and form a detailed subset of the overall specification.

The interfaces between tasks are then defined in terms of data flow, which is effected via a common data area. This is an area of store in which dedicated labelled locations are used to hold information which is written to within a given task and read from within other tasks.

The interconnection of tasks for a given mode is shown in Figure 4a.

There is no flow of control between tasks. All tasks are entered from the Executive program to which return is made on completion of the task.

4.3 Design Specification - Modules

Each task can now be broken down into modules.

For the purposes of this paper, a module is a single program consisting of one or more procedures which is specified, written, and initially tested in isolation from other modules. It contains within itself sufficient software to test itself which is isolated from compilation when the module is proven (see Para. 6).

The function and input/output interface of each module can be specified together with guidelines for how it should be tested.

In this way, each module is specified, programmed and initially developed.
4.4 Executive and Control Program

This program exists to control the execution of the system tasks and to isolate the program modules from the problem of handling interrupts. See Figure 4b.

The Executive is split into Background Executive and Foreground Executive. Background is the term used to mean the non-interrupted state, and foreground is the interrupted state.

4.4.1 Background Executive

The Background Executive is assigned the responsibility of establishing the required operating mode and controlling the execution of the various background tasks in order that the required objective is accomplished. The integer data word MODE is set to a unique value to indicate to any program module the operating mode required. Tasks are scheduled in priority order by procedure call, with parameters if necessary, when the Background Executive establishes that a particular task must run. The conditions for a task to run can be summarised as follows:

- The task concerned must:
  - belong to that family of tasks pertaining to the current operating mode.
  - be the highest priority task available for execution. A background task is available for execution if the time since it was last executed equals or exceeds its required cycle time.

Left uninterrupted the Background Executive would continually cycle, implying the input conditions, establishing the required mode and scheduling the appropriate background tasks.

4.4.2 Foreground Executive

The Foreground Executive is entered wherever an interrupt occurs. Figure 4c shows the available levels of interrupt in priority order.

0 INITIALISE
1 OVERFLOW
2 LOAD P
3 LOAD Manual
4 WATCHDOG TIMER
5 REJECT
6 REAL TIME CLOCK
7 HDD GENERATOR
10 HUD COMPUTER
11 INSTRUMENTATION
12 SPARE
13 MAG TAPE LOAD
14 GO
15 NO GO

FIG.4c
Certain of the systems tasks must be activated as a result of interrupt, these are foreground tasks. By way of an example of a foreground task, consider the set of modules we term HUD drivers. These are modules of software dedicated to the task of providing the HUD computer with fresh data for the currently selected set of symbols. They must be activated when the HUD computer has just completed a single frame of picture generation. This frequency of activation is required only for those symbols which display their information in an analogue form, and is necessary so as to present to the pilot the latest values of the selected parameters for both flight safety and picture quality reasons. If the refresh rate were too slow the display would appear 'steppy' and could provide a flight hazard if, for instance, the attitude information was 'old' when taking off or landing on the deck of a ship in the dark. The receipt of a HUD computer frame refresh interrupt must therefore cause the main computer to leave its current task and enter the Foreground Executive. The very fact that the interrupt has been accepted means that the task occupying the computer at the instant of the interrupt was either a background task or a foreground task related to a lower priority interrupt level. This is so, since before leaving the Foreground Executive to execute a foreground task, only those interrupts of a higher priority than the current one are enabled. In this way, the required HUD drivers are activated, and they produce the data required by the HUD computer during the next frame of picture generation. This principle applies to all the interrupt levels - each has a foreground task which is activated on receipt of an appropriate interrupt.

Figure 4d shows an example of the programs involved in generating a single HUD symbol.

The job of the Foreground Executive can be summarised as follows:-

- Preserve the current context, i.e. save all the information necessary to restart the interrupted program at the point of interrupt.
- Resolve any contention for processor time. This can occur if the two displays require servicing simultaneously since each must be served within a given time window. The window for the HUD computer is the time to perform its internal built-in test (BIT) facility and is approximately 2.5 ms from interrupt. The window for the HDD generator is the frame flyback period of the raster waveform and is approximately 1.5 ms from interrupt.
- Mask out all unwanted interrupts and enable the interrupt system.
- Enter the required foreground task.
- On return from a foreground task:
  - Re-establish the original context and return to the point of interrupt.

### 4.5 HUD Computer Program

As explained earlier, the HUD computer is a separate programmable computer within the HUDWAC EU. Its program resides in semi-conductor RAM store which is loaded from the main computer at power switch on. The program is structured as a set of symbol description sub-routines, the execution of which is decided by control bits sent from the main computer. Each symbol description sub-routine will specify on the display surface the precise form of the particular symbol it controls, also its position, size, brightness, etc.
4.6 Built-in Test Program (BIT)

This program spans both the main computer and its peripherals which includes the HUD computer and the HDD generator. The intention is to check as fully as possible the correct functioning of the system, and to prevent incorrect data being displayed to the pilot.

The integrity of the program is checked by summing the contents of each location and comparing the result with the known correct sum. This check is carried out in both the Main and HUD computers. If a HUD computer sumcheck fail occurs then it can signal the Main computer to reload its store. A main computer sumcheck fail will result in both displays being occulted.

The interfaces are checked by closing the loop between outputs and inputs allowing the same data to be output and then input and checked.

The displays are checked by built in circuitry controlled and monitored by software.

5. SOFTWARE WRITING

It was a requirement of the contract to use Coral programming language. This is a high level programming language. This not only made easier the task of writing the software, it is also much easier for someone unfamiliar with the system to understand the program. Coral has a block structure which combined with the easy to understand language makes the implementation of changes simpler. It also offers advantages in terms of efficiency of conversion to machine code. The main requirement of a real time language is speed of execution of the compiled code and compactness of the program. A Coral program is in general not more than 25% bigger than its hand coded equivalent.

All arithmetic is fixed point arithmetic as the Main computer has no floating point hardware and to use floating point software routines would incur too large a run time penalty. This limitation does mean that considerable care has to be taken in programming arithmetic operations to avoid overflows due to under scaling and loss of accuracy due to over scaling.

The HUD processor has its own independent program. This contains the software to drive the display system, including special sub-routines for non-standard display symbols. It also has software to carry out scaling, arithmetic and logical functions associated with supplying the HUD. All this software is written in Assembler language as it needs to be closely related to the output system hardware.

The HDD processor is also an independent processor. Its internal program is hardwired, but it is controlled by the Main computer. The Main computer software which controls the HDD processor is written mainly in Coral with only the interfacing to the HDD written in Assembler.

A host computer (HP 1000) is used for all Coral compiling and Assembling operations. All current programs are stored in this computer on magnetic discs. Changes are made using a text editor under on-line VDU control, by the programmer.

The Coral cross compiler is then used, either in batch running or in real time under on-line VDU control. This translates the Coral source program to assembler source which is then also stored on the host computer.

The Assembler is then used to convert this and the assembler source of any other program required to operate with it into binary code for the object machine. This assembler operation is carried out either by operator control from a VDU or by reference to a previously set up control file held on the computer. The binary source is stored on the computer. An assembler listing including store usage information and an error listing is produced by the Assembler on the computer line printer.

Originally the binary source was transferred from the host computer using paper tape as the transfer medium. This has now been replaced by a direct electrical link. This allows the object machine to be directly loaded from the host computer.

6. TESTING PHILOSOPHY

The system software is split into individual modules. Each of these modules is designed to allow it to be tested as an individual module prior to including it within the total airborne system. To allow testing, additional program is required. This extra program is permanently included within the module but by including this extra program within a Coral macro the extra program can be compiled or ignored according to the macro definition. Thus by just changing one line of program, the macro definition, the extra program can either be compiled into assembler source or ignored. This facility allows the testing of modules without seriously changing them from their intended system state.

As an example of this a simple Coral program to add two numbers together is shown. Both the numbers, NUMA and NUMB, and the resulting answer, ANS, are defined as Common variables which are assumed to be used in other modules. The program therefore defines the additional software to test this module on its own. This extra software must supply values for NUMA and NUMB and communicate the results to the operator by some means, in this case by sending them to a printer.
'COMMENT' This is an example of the use of the DEBUG macro to test modules;
'DEF' DEBUG(D) "D";
'COMMON' (‗INTEGER‘ NUMA, NUMB, ANS);
DEBUG ‘COMMON’ (‘PROCEDURE’ PRINT (‘VALUE’ ‗INTEGER‘);
‘PROCEDURE’ NEWLINE));

'BEGIN'
DEBUG (‗INTEGER‘ N;
‗INTEGER‘ NUMA;
‗INTEGER‘ NUMB;
‗INTEGER‘ ANS;
‘PROCEDURE’ ADDNOS;
'BEGIN'
ANS: = NUMA + NUMB;
'END’;
DEBUG (‘FOR’ N: = 1 'STEP' 1 'UNTIL' 20 'DO'
'BEGIN'
NUMA: = N;
NUMB: = 'IF' N<8 'THEN' 4 'ELSE' 56;
ADDNOS;
PRINT(NUMA);
PRINT(NUMB);
PRINT(ANS);
NEWLINE;
'END’;
STOP: 'GOTO' STOP);
'END’;

'FINISH' OF SAMPLE PROGRAM

In the example the third line defines whether the extra program needed for
testing is to be compiled. As it is, it defines the contents of DEBUG brackets as
to be compiled. If it is changed to 'DEFINE' DEBUG(D)" "; then anything inside a
bracket which is preceded by DEBUG will be ignored. Thus the common declaration of
the library routines Print and Newline will be ignored, as will the declaration of
the variable N and the whole of the final block.

When the DEBUG is defined as to be compiled the final block is compiled. This
block will set values into NUMA and NUMB, it will then call the procedure ADDNOS
and then will print the result of this procedure. The results are printed alongside the
input values NUMA and NUMB. The final block carries out twenty consecutive tests on
procedure ADDNOS, stepping NUMA from one to twenty and assigning NUMB two different
values, four for the first seven tests and fifty six for the rest of the tests.
Thus the first value of ANS printed is five, the second is six and the last seventy six.

It can be seen that although the program is changed by the state of the macro
the only procedure in this module, ADDNOS, is tested without actually changing it.

When testing a module all the software in the module is compiled, with the
macro definition for testing enabled. It is then assembled with any other software
required, such as library routines. The resulting binary code is loaded into a
special Sea Harrier Software Module Testing Facility, See Figure 6a. This consists
of the basic Sea Harrier Main Computer, a large core store, a basic set of test
equipment, a paper tape reader, a VDU and a printer.

The binary code is loaded from the host computer. The module software can then
be operated either directly or via a Monitor software package controlled from the
VDU. Listings of the inputs and outputs the module is generating are output to the
printer. These results can then be checked. They are either checked against tables
of expected results, or by manual checking, or by test software written either in
Fortran or Basic and run on the host computer.

As stated earlier the arithmetic operations are all carried out at fixed point
scaling and one of the main functions of module testing is to check that the
scalings have all been correctly chosen for the full range of inputs.
After module testing is successfully completed the macro definition for testing is disabled and the module re-compiled. It is then assembled with all other modules of the airborne system to produce the binary code for the full system. This is then loaded into a Sea Harrier unit. This unit is part of a Sea Harrier Systems Test Station, See Figure 6b.

Using this station the system is commissioned. This is carried out by careful checking of the software's operation and correction of any errors. The procedure for making changes is to first change the Coral source using the Text Editor on the host computer. Then to re-compile the affected module with the macro for testing enabled. The module is then assembled and retested on the Module Test Facility. The extra testing part of the module would have been edited as well, so that it tests that the change made operates correctly. The macro is then edited, to remove the module testing, and the module re-compiled. The system is then reassembled and the binary code is transferred from the host computer to the Sea Harrier System Test Station. The system is then checked to ensure the change is correct.

Once a software system is thought to be fully working it is formally tested. It is tested using a formal test specification. The test specification checks that correct results are obtained for various input cases. For example, if Radar Height Invalid is set on the appropriate input, Radar Height is not displayed. Also if a Heading of twenty degrees is input, the HUD and the HDD both display Heading at twenty degrees. Errors found at any stage during this testing not only have to be corrected by re-compiling and reassembling as said before, but also testing has to be restarted from the beginning of the test specification to be sure no other errors have been caused by the change.

After formal Static testing has been successfully completed Dynamic testing is carried out. This is done using the Sea Harrier Software Test Station and the host computer. The host computer is used to supply the Test Station with the data it would normally receive in the aircraft during flight. The host computer generates this from a software model of the aircraft which is operated through a defined set of flight profiles. The Sea Harrier processor outputs data to the host computer to be stored and used later for analysis. To carry out this analysis the host computer runs a model of the HUDWAC function being tested. It compares the results from this with the data it received from the HUDWAC.
results of this analysis are output to the host computer's printer and its plotter. These results are then available should any problems be found during development or service use. The profiles are chosen to test the HUDWAC function under scrutiny to the limits of its operational envelope. An example of this is the testing of the return to ship mode. For this a set of profiles are defined covering approach to the ship from many different directions, at different speeds, different heights and varying all the start conditions that might affect the operation of this mode. The dynamic testing then checks the operation from these start conditions to the end point of landing on the ship for each case.

The dynamic testing with the HUDWAC being driven by inputs from the host computer is carried out in real time. The analysis of this dynamic testing is carried out afterwards as a batch process.

The software system contains within itself certain software to test the hardware of the HUDWAC. This software carries out tests on the input system, the main processor and the HUD and HDD processors. If a fault is detected the software will act on it and not use the data or the hardware that has been identified as faulty. Thus only information and hardware not known to be faulty is used.

7. SOFTWARE DOCUMENTATION

Software documentation is split into two parts, Development documentation and Customer documentation.

7.1 Development Documentation

Development documentation is used to define what software is needed and what software has been written. The software required is firstly defined by an SOR, Statement of Requirements. Separate SOR's define the HUDWAC Symbology and Inputs, the Weapon Aiming equations, the Processor Hardware and the Testing Requirements (BITE).

Changes to the software are split up into amendments to the existing system. These amendments, identified by numbers, list all the modules affected by the change. Each module has a History File. This History File contains a copy of each standard of the module, plus the printer output from the module testing of that standard of the module. It also contains any other information relevant to testing that module i.e. Fortran checking program results. Also in the file is a History sheet, this lists which standard of the module was included in which standard of the system and what the changes between different standards of the module are, who the author of the change is, the date the change was made, with the number of the amendment which defined the change.

As an aid to documentation and to development design a special suite of programs were produced. These allow a 'database' of the source programs in a system to be generated. This database can then be interrogated to see how that system operates. For example, where a variable is declared its scaling can be found, or all calls from a certain procedure can be listed.

In the following example all the references to Common Variable VT and all the Procedures called from Procedure Backgexec are listed. Against the variable VT is listed the access mode, R for Read From, W for Written To, and P for Procedure actual Parameter. The commands input by the operator are shown between brackets [

The facility is operated in Real Time on the host computer, output can either be to the users VDU or to the printer if a permanent record of the inquiry is required. The database is generated by compiling the programs with the Coral compiler set to documentation output. In this state no assembler source is produced by the compiler. Instead documentation output is produced. A loader program checks this output for errors and then loads it into the database. This table can then be accessed and interrogated by the user as described above. While all the information available from this database can be found by looking through the source code listings, considerable time is saved by having this facility on a system of this size and complexity. All the software which writes to the database requires special passwords to stop the database being accidentally corrupted.

The final part of the development documentation is the test specification. This defines the testing for a standard of system software. Each amendment requires a change to test specification to test the change.

7.2 Customer Documentation

This is carried out in accordance with AVP70 SPEC.4.

Customer documentation is split into four levels of documentation. At the first level an overall description of the system is given including the basic hardware system. At this level the software is split into separate main tasks. At the next three levels the software is described one task at a time. The documentation is physically split into volumes, thus one volume has the level 1 description, the next volume the levels 2, 3 and 4 for a particular task, the next volume again the levels 2, 3 and 4 for the next task. This method of splitting the documentation has allowed the documentation to be written in parallel with the development of the software; once an area of software is complete the volume covering that task can be issued.

The level 2 documentation contains a general description of the function of the task. The level 3 documentation covers the task in far greater detail. It includes flow diagrams of control and data flow. The level 4 gives the source program listings of the modules within the task.

8. SOFTWARE PACKAGE PLANNING

Due to the huge size of the total task it is not feasible from our or the customer's point of view to deliver all the software at one time. It is therefore necessary to split the software into packages consisting of different standards and sub-standards. It is also necessary as the project progresses to update and alter these to suit the customer's delivery and testing needs and in co-ordination with the availability of other manufacturers avionic equipment. There is also a need for the specifications and documentation to keep in step with the software standards. This is done by a committee consisting of the company, the customer and the airframe manufacturer.

The total system software is split into standards to suit the customer's delivery requirements for the aircraft. These main standards are identified by a number. Then the standards are split into sub-standards to suit the flight testing program. These sub-standards are identified by a letter suffix to the standard number identifier. Once a month the committee considers the software in terms of the progress of work on new software, the state of the flight program and any changes in the priority for software facilities. The definitions of the standards and sub-standards are then updated along with their delivery dates. The requirements for documentation of the sub-standards are then discussed. Normally each sub-standard has all the facilities of the previous sub-standard plus one or more new facilities. Each standard normally continues from where the previous standard stopped. Each completed standard is a fully cleared software system available for service use.

9. CONFIGURATION CONTROL

The standard of each software module is identified by an issue number. This issue number is listed at the head of the module alongside the title and an identifier code. Once the standard of a module is fixed, it has been tested within a working system, it is necessary to store that standard on a more reliable medium other than a computer magnetic disc. It is stored as a paper tape in a software library. With the paper tape is stored a history sheet listing the originator of the module, its title, the date it was generated and the date it was filed in the library. In addition, a copy of the paper tape is stored in a secure store in case the library tape is lost. If during development that standard of that module is required a copy can be obtained from the library. Binary tapes of systems are also held by the library in the same manner. The library is also responsible for generating Magnetic Cartridges from paper tapes. When a software item is required for delivery to a customer the library generate it. It is then checked by Quality Assurance Inspection before being delivered.
10. **FLIGHT TRIALS SUPPORT**

The Sea Harrier HUDWAC provides a large percentage of the operational capability of the aeroplane, and as such is a key item in the programme of flight trials. This necessitates a separate software support team based at the flight trials site.

The responsibilities of this team are to provide the customer with fully developed modifications to enable the trials to proceed according to plan. Such modifications arise for a variety of reasons some of which are discussed below.

Trials modifications may be requested by the customer to explore the potential provided by certain facilities which have come to light since the specification for the equipment was agreed. Such trials modifications once specified and agreed, will be integrated into the flight trial programme by a specified date. Their future will depend on the outcome of subsequent flight trials but can vary from being discarded as unsuccessful to being fully embodied into future software standards.

Software implementation errors (bugs) which have escaped the testing net will occur from time to time. These must be corrected speedily and accurately.

In both the above cases and indeed in all cases resulting in a software modification at the flight trials site, it is vital that the necessary information is fed back to base for processing through Configuration Control.

The ability to support software development in the field depends on the team involved being equipped with a computer system equivalent to that used at base. In the case of the Sea Harrier HUDWAC, a DEC PDP 11 system is used and is host to the full suite of support software packages.

11. **CONCLUSIONS**

The approach taken to producing software as described in the preceding paragraphs has proved highly sucessful. It was possible to quickly produce an initial system for rig evaluation and to closely follow this with a sequence of software packages to correspond with the sequence of flight trials so as to arrive at the initial "in service" capability on schedule.

This project was the companies first experience of using a high level programming language for a production avionic system, where computing time and store space are at a premium. The experience generally, has been a good one. Using Coral 66 has enabled us to produce correct and intelligible programs more quickly than with assembler and this has proved an important bonus in the area of off site support where ease of understanding and speed of modification, coupled with clear communication back to base, has helped towards providing good customer support with only a few staff based off site.

Coral 66 is obviously not perfect but our experience would show it to be a major step in the right direction. Future languages will have to show significant advantages in order to replace Coral 66 in the type of project discussed in this paper.

The next major development is likely to be a formalised design and development methodology for real time systems along the lines of the current Mascot system. With this in mind SI are currently employing Mascot in a prototype ground based electronic displays project.
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ABSTRACT

The paper describes the functions and structure of an integrated digital flight control and night vision system for military helicopters. Its partially redundant components are connected via a serial bus. This resulted in a system with distributed processors. The software had to be structured according to the distributed character of the system and had to take into account the master-terminal principle of the bus architecture. It comprises the algorithms for flight control and handling of the night vision equipment as well as management functions for the bus, the displays, input commands and error handling. Development of the software and integration of the system were supported by appropriate hardware and software aids. A special device was developed to facilitate integration of the distributed system. For this the same modular electronic components were used as for the control system.

1. INTRODUCTION

When flying a helicopter at night and under adverse weather conditions the reduction of visibility has to be compensated by technical means. However, available equipment for night vision, like e.g. FLIR, LLLTV, Night-vision goggles, is not adequate to replace natural vision to an extent which would allow the pilot to fulfill all necessary missions. It is therefore necessary to support the pilot by providing better handling qualities of the helicopter and by an integrated display of flight control information and housekeeping data.

These requirements result in a functionally highly complex control system on board. It is no longer feasible to design it in such a way that just the necessary components and subsystems are added together. In order to reduce configurational complexity and cost of the system it is rather necessary to develop an integrated structure, within which sensors or signal processing units can be used simultaneously for several different purposes. So e.g. data from one particular sensor can be used for control purposes and display of flight variables. The success of this technology depends extremely strong on quality and structure of the software within the integrated system. Therefore special efforts have to be made to develop it in a well structured way and to test it to the largest possible extent, especially in the integration phase.

An experimental system to investigate the soundness and feasibility of these design principles is being built under contract with the German Federal Ministry of Defense. Parts of it have already been evaluated in flight test; the final form is currently being implemented.

2. ARCHITECTURE AND CAPABILITIES OF THE FLIGHT CONTROL SYSTEM

2.1 Structure of the System

The integrated system consists of

- pilot night vision equipment
- flight control functions
- integrated displays and controls.

The components of that system are located in different parts of the helicopter according to the requirements of the respective peripheral units (sensors, actuators, displays). The flight control system for the helicopter is designed as a fly-by-wire system and therefore has to be redundant for safety reasons. Only digital technology allows to build such a system with reasonable effort and in a sufficiently flexible way.

The work described in the paper is part of the experimental work for HFP IV (flight control of helicopters) which was conducted under Contract No. T/R 720 R/7600/43102 of the German Federal Ministry of Defense (BMVg).
In order to minimize the number of wires connecting the individual signal processing units and to achieve a standardized hardware interface, which additionally allows relatively simple extension and modification of the system, the serial bus according to MIL-STD-1553 is introduced.

Fig. 1 shows the structure of the hardware. For the redundant flight control functions three identical signal processing units U1, U2, U3 are necessary. Proper functioning of the units is checked by voting. Thus one hardware failure can be tolerated without affecting the control function. This is sufficient for an experimental system, where there is always a second pilot who can take over control in case of an emergency. An operational system must be able to tolerate at least two independent hardware failures, may be by additional self-check (BIT). The necessary sensor data as well as the pilot's control commands are input into the system threefold. In contrast, actuators are only duplicated, because the hydraulic system of original helicopter is only duplex as well. Therefore it is necessary in this case to check malfunctioning of the actuators by additional devices. Three additional signal processing units (U4, U5, U6), which are located in the cockpit, are used to process the pilot's commands, prepare the display output and connect the display and input units in the cockpit with the controlling units via the three serial busses.

The pilot night vision system (PNVS) consists of a TV-camera (which will be replaced by a FLIR in later phases of the project) mounted on a slewable platform in front of the nose of the helicopter. This platform is stabilized with respect to azimuth and elevation. The line of sight of the camera is locked to the pilot's head position by means of an angular head position detector (helmet mounted sighting system). The image, produced by the FLIR or TV, is displayed optionally on a panel mounted vertical situation display (VSD) or on a helmet mounted VSD. In both cases it is overlaid by symbols showing the state of the flight variables.

For post flight evaluation the important signals are recorded during flight tests on tape cassettes and simultaneously transmitted to a ground station via telemetry.

During integration of the system or the pre-flight tests in the helicopter a test support computer (ITP) can additionally be connected to the serial bus. Thus checks can be initiated and important data be documented as hard copy.

2.2 Operational Software

In order to achieve a well structured digital system and to facilitate its development, integration and modification, the structure of the software has to be rather rigid, and appropriate development and integration tools have to be provided.

The various software jobs can be classified as follows:

1. Management and control of the serial bus
2. Flight control algorithms
3. Control algorithms for line of sight of the camera
4. Display of flight variables (VSD)
5. Display of system status
6. Processing of pilot's commands
7. Detection of malfunctions and failures
8. Data transmission and recording.

For reasons of redundancy and speed of processing the various software jobs are handled in a decentralized fashion in the signal processing units U1 to U7. The technology of the MIL-Bus requires separation of 'master' and 'terminal' functions. The strategy chosen for redundancy normally requires that there is a permanent master for each bus (U1 for A, U2 for B and U3 for C). U4 to U7 are operated as terminals. Only in case of a failure in one of these units other (predefined) units on the respective bus can be mandated to act as masters in order to maintain the remaining functions. The test support unit (ITP) can become master on request if it has to be used for test of the system.

In the following sections the functions of the various software jobs will be described in more detail.

2.2.1 Management and Control of the Serial Bus

As mentioned above, each of the three bus lines is controlled by one permanent master. However, in cases of emergency or if the test support unit, the integration and test panel (ITP), has to be used, the role of 'master' can be assigned to another unit.
Data, which have to be transmitted via the bus, are organized in messages, which have a pre-defined format and can be identified unambiguously. It is possible to define an arbitrary number of such messages. A message contains the number of data-words, the source and the destination of the transmission. This allows identification of a message by the signal processing unit concerned and error-checking. Messages can be transmitted either periodically or on request. Terminal units are able to inform the respective master units that they want to transmit a message.

The serial bus is also used for mutual synchronization of the three redundant branches of the system.

2.2.2 Flight Control Algorithms

In order to achieve good flight characteristics and handling qualities of the controlled helicopter over the entire flight envelope, even in the case of strong disturbances, the control system has been designed as a so-called 'manoeuvre demand system' with high authority. Flight tests in the first phases of the experimental program showed that pilots preferred direct control over the rotational degrees of freedom of the helicopter. Therefore angular velocity, attitude, heading, and altitude of the helicopter are controlled.

The control laws have been derived from the aerodynamic characteristics of the helicopter. As a nucleus they contain a proportional-integral (PI) control algorithm for each of the four controlled axes (pitch, roll, collective, yaw). Additionally there are (partially nonlinear) functions for the processing of sensor data, adaptation of the flight dynamics to the entire flight envelope, compensation of disturbances and cross-coupling, and for transformations of control parameters which are necessary to maintain the orthogonality of the controlled axes.

A major advantage of this controller design is that adaptation of parameters is very easy when changing from simulation to flight tests. The reason is that each parameter can be interpreted as a physical entity.

Some sensors have only been duplicated. If one of these two breaks down, the control function, which depends on these data, is replaced by a simpler one (functional degradation). The respective functions have been designed in such a way that the reactions of the helicopter to the pilot's commands do not change much.

2.2.3 Control Algorithms for Line of Sight of the Camera

The platform, on which the night vision camera is mounted, can be stabilized according to two different modes:
- Fixed position with respect to the ground
- Fixed position with respect to helicopter.

The pilot can change these modes in flight by a manual switch.

The control algorithms for both modes are basically PI-algorithms with feedback of some of the sensor data. Some additional nonlinear algorithms allow fast mechanical reset of the platform, or they take over control in case the limits of mechanical movement of the platform are reached.

2.2.4 Display of Flight Variables

The pilot is informed about all necessary flight variables (like e.g.: attitude, heading, altitude, velocity) in an integrated form by means of symbols which are superimposed on the image provided by the night vision system. The integrated image with symbols is displayed either on a panel mounted vertical situation display (VSD) or on a helmet mounted display (HMD). The symbols are generated by a separate device, the symbol generator. By means of appropriate software, resident in the signal processing unit U4, the sensor data, which have been preprocessed in units U1 to U3, are transformed into parameters for form and position of the symbols. In particular, this software has to perform the following main tasks:
- Filtering of sensor data
- Computation of the entities to be displayed
- Computation of position parameters for the symbols
- Transformation of computed parameters to the symbol generator.
2.2.5 Display of System Status

In addition to the VSD there is another display device in the cockpit, the multi-function-display (MFD), which e.g. can be used to display system status data or as a backup for the VSD. Fig. 2 shows a schematic view of the screen and control board of that device together with the kind of messages which typically would appear on the screen.

As far as system status information is concerned, the modes of the MFD are:

- General checklist
- Pre-flight test
- Input of parameters for control functions
- Input of parameters and selection of modes for VSD.

Additionally error messages can be displayed. They have a higher priority than the usual dialogue messages and are further emphasized by use of a 'blink mode', but they can be deleted again by a mode key.

The software for the MFD is resident in signal processing unit U5 and performs the following main tasks:

- Extraction of actual values out of the system
- Preparation of dialogue texts
- Formatting and display of values and texts
- Processing and display of error messages.

2.2.6 Processing of Pilot's Commands

As Fig. 2 shows, the keys of MFD are also used for input of pilot's commands. The software for the processing of these inputs is resident mainly in unit U6 and performs the following main functions:

- processing of each input (conversion of input into mode, function and value; transmission to the unit concerned)
- acknowledgement of each input on the MFD
- prevention of erroneous input, e.g. from simultaneous operation of two keys.

2.2.7 Detection of Malfunctioning and Failures

Prior to takeoff the redundant system has to be checked for proper function of all components. This implies a rather extensive test of each individual device. Sensors and actuators are stimulated (as far as possible), and the pilot is informed via the MFD which input the system expects from him, e.g. via switches, keys, stick, collective pitch, pedals. The signal processing units mutually check each other. Only after proper functioning of all devices has been verified, the helicopter is cleared for takeoff.

In flight all components of the control system are regularly checked by means of 'voting' (2 out of 3). If this indicates malfunctioning, the signals from the faulty component are ignored. A failure is defined as a malfunction over a certain predefined time period. After a failure has been recognized, the respective component is totally ignored by the signal processing system.

Each detected failure is indicated to the pilot by a redundant degradation indicator. Sensors, which are not triplicated, are monitored by additional software.

2.2.8 Data Transmission and Recording

In order to be able to monitor flight tests from the ground, all relevant signals are transmitted via telemetry to a ground station and recorded and evaluated there. These data are collected in unit U6 and transmitted sequentially.

For a computer-aided off-line evaluation of flight tests the telemetry data and some further signals are recorded on cassettes on board. This has the advantage that these data are free from transmission noise. They are also collected and output by unit U6.
3. DEVELOPMENT AND INTEGRATION TOOLS

3.1 Hardware Support

3.1.1 Support for Program Development

For the program development process proper, which is mainly characterized by the necessity to handle extensive texts, which can either be programs or specifications, conventional equipment can be used most readily. The main criteria here are speed of response and capacity of background storage media. Therefore an available PDP 11/70 was used to run the editors, cross-assemblers and other development support programs. Its peripheral equipment consisted of a large disk, magtape, line printer, tape punch and CRT-terminal(s).

3.1.2 Support for System Test and Integration

For test and integration of the final system, however, no adequate hardware support was available. The main problems in this area are to give the development engineer access to every line of the bus and every single bit of the program under test, to facilitate re-programming of PROMs if necessary, to facilitate access to the signal processing units, which are hidden somewhere in the system, to monitor data transmission on the bus lines, and to apply test techniques (like breakpoints etc.) without uncontrolled modifications of the original program.

Therefore a special device was developed, the 'Integration and Test Panel' (ITP). It basically consists of a small computer of the same type as the signal processing units U1 to U7 with fast random access memory of adequate size (64 K of 16 bit words) and all necessary indicators and input switches which enable the test engineer to work with the signal processing unit in the same way as if it were a conventional computer with an operator's console. It was constructed out of the same modular electronic components which were used for the control system. The ITP can further be equipped with a paper tape reader and punch, a CRT-terminal with keyboard, a PROM-programming unit, and a small printer. Fig. 3 shows a typical ITP configuration.

In principle it can be used in three modes:
- The built-in processor replaces one of the signal processing units in the system under test. The program in that unit can be checked out with the support tools available in the ITP.
- The ITP can be coupled to the serial busses and monitor the data flow and functions of the bus system.
- The ITP can simulate the system by producing test data and thereby allows to still further check out one of the signal processing units.

3.2 Software Technology and Tools

3.2.1 Development Principles for Application Software

All program modules were developed according to uniform standards which were established prior to the start of the project. They all had to be of the same structure. Program modules, which were to be used in several signal processing units, were produced once and copied into the units concerned. Data, which were to be used throughout the system, had to be named uniformly. Drivers for peripheral units, if necessary, were developed according to a general model and adapted to the individual requirements by minor changes. During design of the programs potential sources of errors were identified and exception handling routines provided there. These consist of counters which monitor the number of occurrences of the respective error for later investigation.

3.2.2 Software Tools for Test Purposes

Special support software was developed for use within the ITP. Its main purpose is to facilitate the test process by providing a comfortable user interface and at the same time to protect the software under test from destructive handling errors during the test process.

Some of its major functions are:
- Execute 'Program under Test (PUT)' in real time with real peripherals
- Execute PUT under approximated real-time conditions with break points, at which the complete status of the PUT can be interrogated
- Execute PUT in step mode, again with complete program status available
- Modify program in RAM of ITP.
- Program and check PROMs directly from ITP
- Monitor the values of important variables, which can be selected by the test engineer, either in their digital representation or directly in analog form by means of meters driven by DACs.

All functions of the ITP, which imply interaction with its built-in processor and/or memory, can be invoked and the resulting information displayed via an interactive CRT-terminal.

4. EXPERIENCE AND CONCLUSIONS

Generally speaking, the technology, which was used, and the tools, which were developed and used, proved successful.

In the flight tests to date a partial system has been used which does not yet have redundant components, but for all practical purposes implements the control functions of the final stage. Only collective control was obtained as in a conventional 1:1 control system. It turned out that the requirements were fulfilled to a very large extent. The helicopter showed high precision of attitude and heading control. The number of necessary control activities by the pilot could be drastically reduced. Pilots proposed an automatic altitude control, which consequently was integrated into the system.

As far as the electronic equipment was concerned, it also proved successful. Especially the principle of modular, self-contained subsystems proved very useful under reliability aspects.

The test functions of the ITP turned out to be very useful for speeding up the entire integration process and for monitoring program interfaces during execution of the program system. Especially helpful were the functions for checking and re-programming PROMs. Coding of PROMs was at least three times faster than with conventional methods, while at the same time less handling errors occurred. A single function: 'comparison of PROMs with paper tapes', resulted in the detection of faulty PROMs as well as the identification of defects in printed circuits.

The error handling by counters helped in detecting transient and sporadic errors and supported the indirect detection of errors by deduction.

However, some extensions of the tools would have helped in further improving their effectiveness. So, e.g., the implementation of monitoring functions and checkpoints in hardware would allow to test the programs under realtime conditions in nearly all cases, which seems to be of extreme importance for the kind of systems we are dealing with here.
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REDUNDANCY REVIEWED

IBM's experience in fault-tolerant computers and computer systems has culminated in the definition of the Space Shuttle redundant data processing system and the specification and implementation of the redundancy management techniques for system operation under both normal and failure conditions. IBM's involvement in redundant computers and computer systems dates from the early 1960s and includes processors for NASA's Orbiting Astronomical Observatory (OAO), Saturn, and Skylab; the Air Force Manned Orbiting Laboratory (MOL); and the Army's Tactical Aircraft Guidance System (TAGS) program. Different types of redundancy were employed and applied at different functional levels on these programs.

These programs for which IBM supplied processors have used redundancy at various levels to achieve specific goals. The Saturn computer was internally triply redundant at the module level with voters to achieve a specific reliability goal of 0.995 for 250 hours. The OAO processor was internally quad redundant at the component level to achieve a high probability of a one-year lifetime in orbit (0.9 for one year). The Skylab Apollo Telescope Mount Digital Computer was dual redundant at the system level for high probability of surviving a single failure. Switching was not time critical and the second computer was powered off as a spare in case the operating computer failed. The MOL complex was dual for load sharing primarily, with the capability for each computer to provide a backup for the other. The TAGS program provided a single fault-tolerant tripplex digital flight control system for a helicopter.

VALUE OF REDUNDANCY

Most everyone agrees that redundancy is a practical way to get increased reliability. The basic problem is to get it to work properly in reaching whatever goals are established: achieving reliability, no single point failures or fault tolerance levels; getting 100 percent coverage (the probability of continuing correct operation given that a failure exists); and, for fault tolerance levels greater than one, removing the failed computer from the system so that a second failure will not take the system down.

Note that all these are independent of the application of the redundant computer/complex. For example, if the application is flight control, the control laws are independent of whether or not they will be executed in a redundant computer complex. Likewise, the redundancy management technique is independent of the control laws. However, some restrictions on redundant system operation may be application dependent. For example, if the application is flight control, then restrictions such as allowable switching transients and the length of time that the control loop may be opened must be established during the dynamic analysis required to define the control laws. These restrictions then are used in defining the redundant configuration and how it will operate.

CONFIGURATION

Although IBM pioneered the use of redundancy in computers to increase reliability, the Space Shuttle application of redundancy required new concepts and ideas to meet the NASA requirements of fail operational/fail safe; i.e., the system must provide for safe return of the vehicle and crew after two like failures in the system. The implications of this and derivative requirements on the flight critical computer complex were significant. For example, to meet the requirement to minimize switching transients when a computer failure occurs, it is necessary to have all computers operating and performing the same tasks so that a good computer is "instantaneously" available when another fails. To meet the output time skew requirement between any two computers requires synchronization of the operating computers. To meet the 100 percent FO/FS requirement with no single point failures means that coverage on a failed computer must be 100 percent. This is not possible using BIT and self test alone in today's off-the-shelf computers.

Therefore, the computers must operate in a cooperative set and cross check results of critical computations. After all, BIT is only more hardware added to check on the normal functions of a computer. What better, or more complete, BIT is there than more hardware added to check on the normal functions of a computer? What is the goal of redundancy? If the goal is merely to detect a failure (100 percent) then two such units are adequate. However, if the requirement is to continue correct operation with 100 percent surety, after a failure, then three such units are required so that the failed unit can be identified and its results ignored by the system. If it is required that the system continue correct operation after two such failures, then a minimum of four units is required. This reasoning established the four computer redundant set for Shuttle as the prime computational facility. A fifth computer, originally slated for nonflight critical computations, is currently used as an independently programmed backup to the prime set in case of a generic failure of the
prime software. Initially, this was thought to be desirable for Shuttle's approach and landing and orbital flight tests (until confidence was gained in the redundant set concept) since all four prime computers execute exactly the same software. Therefore, a single software error conceivably could cause all prime computers to be in error. NASA and Rockwell later decided that it was desirable to maintain the backup idea through the orbital flight test phase and possibly into the operational phase.

4. FAULT DETECTION AND ISOLATION

Given the four computer redundant set and a two fault tolerance requirement, how is it determined that a computer has failed? If the outputs are discrete signals or pulse type, then the simplest solution is probably to "vote" on the signals. With four computers, the best approach is a two of four voter since it is not necessary then to compute how many computers constitute a majority. The thinking is that if two or more computers agree then they must be right under the assumption of nonsimultaneous failures. Such devices for discrete signals are relatively simple. However, if the output signals are multiple digital words, then the voting process is more complicated and the voters themselves are quite complex. It becomes attractive then to consider using the computers themselves in the voting process. This is done quite simply by passing the desired data for comparison from each computer to all others. In this manner, the powerful logic and computational capabilities of the computer are used to easily determine if its results agree with those from the other computers. This concept is used later in describing the Shuttle technique of fault detection and identification of the failed computer.

To compare computational results, all computers must perform the same computations, in the same sequence, and on the same data. Therefore, a means must be available to synchronize the computers to ensure that the same sensor data is read into all computers at the same time and that they then sequence through the same computations. A straightforward way of synchronizing is to have each computer inform the others when it is ready to perform prespecified tasks. When all are ready, they proceed. Thus synchronization is under software control and is adaptable to meet changing requirements. Other synchronization techniques might involve external interrupts to the computers to start a new cycle and are relatively fixed with respect to a changing environment. Most important is the fact that the software must be synchronized in the computers. It is neither important nor desirable to synchronize the hardware itself. Therefore, a software-controlled synchronization technique is desirable.

In the Shuttle system, fortunately, all things are made possible by the requirement that all data communications between system elements be via multiplexed digital data buses. The Shuttle data bus configuration consists of 24 individual buses common to all computers. These buses are functionally distributed for simultaneous or overlapping operation. Functional groups include flight critical (6 buses), intercomputer (5), display (4), mass memory (2), launch (2), payload (2), and instrumentation (1). This configuration offers a ready means of swapping computational results as well as forcing all computers to have the same input data for each cycle. The system configuration in Figure 1 shows the computer complex and the bus interconnections with the remainder of the Shuttle systems. Under software control, each computer can control any or all buses. In practice, each computer controls a prespecified subset of the buses. In this manner, fault tolerant operation of the system is achieved as shown in Figure 2. For the flight critical input channels, a group of four buses, each computer controls one bus and listens on the other three. Control here means simply that only that computer transmits its commands on the bus. The transmitter for that bus is disabled in each of the other computers so that they cannot transmit but can receive or listen on the bus. A computer controlling a bus will send a listen or wakeup command over the bus to the other computers before sending the command to the sensor to transmit data. In this manner, all computers in the redundant set receive and store the returned data from the sensor. Since all computers are synchronized, each computer requests data from its sensor simultaneously with the others. Therefore, the three sets of data from the three sensors are time coherent, and no special processing is required to match the three data sets in time.

All critical outputs are voted at the end effector. Normal operation has the effector receiving four inputs and providing one output, although the voted effectors will provide proper outputs with only two inputs. Thus, the two fault tolerant requirements are met on the output side of the computer complex. Each computer in the redundant set normally provides one of the inputs for one of its command channels. There is usually no listen mode for output transactions.
Discrete inputs and outputs among IOPs, control panels, and mass memories

FIGURE 1. SPACE SHUTTLE AVIONICS SYSTEM BLOCK DIAGRAM.

FIGURE 2. REDUNDANT SYSTEM OPERATION

* Inputs and outputs may or may not occur over the same physical channels. Functional separation shown for clarity only.
With this background explanation, we have a relatively straightforward means of detecting a computer fault, identifying the faulted computer, and masking the system effects on the faulty computer. Because the downstream voters will filter transiently incorrect outputs from one computer, it is not necessary to instantaneously detect and remove an incorrect output when a computer fails. Thus, the time criticality of comparing computer results among the computers is removed. It is acceptable to wait each cycle until all output commands are computed and transmitted to the subsystems before comparing results. For this comparison, all critical outputs for a cycle are summed and the sum word is compared on the next cycle. Typical quantities making up the sum word are shown in Figure 3. If any computed result is different in one computer then its sum word will not compare with the others. This sum word is transmitted over the critical intercomputer channels once per cycle (25 times per second). The intercomputer channels were selected for this since the proper operation of these channels must be verified as they are critical to normal operation of the redundant set. The proper operation of the remaining flight critical channels is verified by the fact that data is gathered from the sensors and used in computations for the sum word generation. Thus, if the sum word compares, the channels must be operating properly. Other checks such as channel parity, word and bit count, and sync are also used to detect incorrect channel operation.

If a computer fails, the sum word from that computer will differ from those computed by the others. Each computer compares its sum word only with the others. It does not compare each sum word against all others. The failed computer is identified by knowing which intercomputer channel yielded the incorrect word and which computer is in control of that channel. This is important since each computer uses only its knowledge of the system status and configuration to identify the computer(s) with which it does not agree. If a computer disagrees with the sum word from any other computer, it sets a discrete—under software control—to that computer which says, in effect, “I disagree with you.” No attempt is made at this point to identify which is incorrect. On the other hand, if a computer receives two or more discretes from its peers, then hardware logic within the computer receiving the fail vote discretes signals that it has failed and, depending on the setting of hardware control latches, may reset its input/output to inhibit further transmission of any outputs. If a computer disagrees with all other computers, then it sets itself failed. It is important to note that the hardware in a computer to indicate the failure is independent of the hardware/software that makes the decision on whether or not that computer agrees with the others. The hardware logic used to indicate a failure is shown in Figure 4. If a computer detects a failure within itself, it will attempt to indicate itself as failed by manipulating the watchdog timer or by letting it time out. If a computer cannot set itself failed, the others will set it failed anyway. Therefore, there is no uncoverage here. The light matrix shown to the right in Figure 4 indicates to the crew the status of each computer’s opinion of each of the others. The matrix is five by five since any four of the five actual computers can be selected as the redundant set. The fifth computer is not involved in the comparison process.
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6. COVERAGE

A little thought will show that the theoretical coverage for the first and second failure of the four computer redundant set approaches unity. Since the purpose of the redundant set is to provide correct critical outputs in spite of failures, by summing all critical outputs and comparing results all computer failures affecting these outputs should be detected and properly assigned to the failed computer. If any failures occur that do not affect the critical outputs, they are not of immediate concern since they affect only noncritical outputs such as downlink or multifunction displays. The likelihood of having noncritical failures without affecting critical outputs is probably low since the only circuitry not common to both is some memory locations and the input/output channels themselves. Therefore, the conclusion must be that theoretical total coverage is very high and coverage on critical failures approaches one. In practice, the actual coverage depends on both the hardware and software designs. It is possible to design the hardware to eliminate single point failures and uncoverage and then operate the hardware differently than planned by the software design and inject single point failures and/or uncoverage. Careful attention was given to software design for Shuttle to ensure that this did not happen. During the course of software verification for the approach and landing test phase of the Shuttle program, several potential single point failures were discovered and corrected. A task force was convened to review the software design for further single point failures and to recommend corrections for those identified. The result is a total system design with very high coverage and very low probability of single point failures.

7. QUOTE

The demonstration of how far the use of redundant systems in flight critical applications has progressed is best illustrated by Astronaut Gordon Fullerton's remarks after the first approach and landing test flight:

"...On Free Flight 1, we had a kind of real test of the concept of having the redundant set of computers vote out a failed master and proceed without any glitches—because it did just that right at separation. And, in fact, if we hadn't touched a thing after that, there would have been no difference in the outcome of the flight. We could have gone on and never known it, really. The three remaining computers flew exactly as they should have. So, the concept was proved right there. I personally gained a lot of confidence in that whole idea that I didn't have, never having experienced it before in an aircraft...."
PART II - Redundant Computer Software Design and Test

by Caroline T. Sheridan
International Business Machines (IBM)
Federal Systems Division
Houston, Texas, U.S.A.

1. SUMMARY

When the Enterprise, NASA's Space Shuttle approach and landing test (ALT) vehicle, made its series of successful test flights in 1977 it was assisted by four IBM AP-101 general-purpose computers (GPCs) executing identical real-time control software. In many ways this software was similar to other real-time control systems that use man-machine interface and automatic sensor feedback. It cyclically gathered data from automatic sensors and manual controls; performed navigation, guidance, and flight control operations; and sent control outputs. It drove digital displays for the crew and received inputs through a keyboard. Unlike most other real-time control systems, the Shuttle onboard software was required to produce identical, simultaneous output commands from a redundant set of computers.

In addition, two design characteristics of the system combined with the redundancy requirements produced a unique challenge for software design and development:

A. Asynchronous interrupts. All data that was input to or output by the computer went through its input/output processor (IOP). The IOP processed I/O requests from the central processing unit and interrupted the CPU when each request was complete. The CPU kept processing while its request was being serviced, usually doing something unrelated to the I/O request. So the I/O completion interrupt from the IOP was asynchronous to the CPU processing when it occurred. The other type of asynchronous interrupts that occurred in the CPU were timer interrupts used to initiate cyclic and other time-dependent processing.

B. Multiple asynchronous priority levels. The CPU functions were performed by "processes" that operated at various priority levels. Usually the processes were made ready cyclically at timer interrupts or by the "I/O complete" interrupts; then the highest priority ready process was given control. Interrupt handlers ran at the highest priority, above all processes. The timing of interrupts was not completely random, but there was sufficient variation that any process was subject to being interrupted at any point unless it had disabled interrupts. Since an interrupt might result in higher priority processes being made ready, the interrupted process might not regain control for some time. Long-running, low-priority processes with relatively slow cyclic rates, such as navigation, were interrupted several times during each execution to allow higher priority processes, such as flight control, to execute.

These design characteristics are common to other real-time control systems. Maintaining the integrity of data used at different priority levels is an important consideration in the design of such systems, but not a new problem.

2. SLIVERING

The requirement for identical outputs from the redundant computers, combined with the multiple, asynchronous priority level system introduced a new kind of timing condition, called "slivering." Figure 1 illustrates this condition.

Process B uses the same inputs in both computers, executes the same instructions, and stores the same value in X. The speed of execution, however, and the time of the interrupt invoking process A are not identical in the two computers. The interrupt occurs in GPC 1 after process B has stored X, but in GPC 2 it occurs before process B has reached that instruction. Process A reads X. In GPC 1 it reads the value which has just been stored by process B. In GPC 2 it reads an initial value or one stored in a previous execution of process B. Process A is then operating on different data in the two computers.
The protection of "interprocess data" (data passed between priority levels) against slivering involves the use of common techniques for ensuring data integrity in multiple priority level systems, in combination with synchronization between the computers.

Synchronization is software controlled, using synchronization codes transmitted between the computers over discrete lines. At each sync point each computer sends the proper code and reads the sync discrete lines from the other computers to see whether or not they are sending the same code. If they are not, it loops until either all GPCs are sending the proper code or a timeout value is reached. If the timeout is reached, any GPCs that are not sending the proper code have "failed to sync" and are dropped from the redundant set of computers. The timeout value must be large enough to allow for some normal variations in processing between computers but small enough that should a computer fail, the others would detect the fail-to-sync and continue without too much delay. The value chosen for the Shuttle ALT software was four milliseconds.

With this synchronization technique, a given sync point does not synchronize the computers; it synchronizes the process or interrupt handler that invokes the sync routine. Each priority level must be independently synchronized.

The most basic method of protecting interprocess data is "sync and disable" protection. Disabling interrupts at appropriate times is a technique commonly used for maintaining data integrity in single computer systems. In a similar way, with the addition of a sync point, it is used to protect interprocess data against slivering.

The lower priority process involved in the data transfer invokes an SVC routine that synchronizes and then returns control with interrupts disabled. The process then reads or stores the interprocess data before enabling interrupts. The higher priority process, or the highest of several processes that use the same data, does not need to sync and disable.

To understand how this method protects the data, consider the slivering example with the application of sync and disable protection. As shown in Figure 2, process B enters the sync routine in one computer before the interrupt enabling process A. The sync routine allows interrupts up until the time synchronization is achieved. Process A gains control and reads the old value of X in both computers. Then process B regains control, completes the sync and stores a new value in X. If an interrupt were to occur after the sync was successful, it would not be accepted in any computer until after X had been stored and interrupts enabled.
5. OTHER PROTECTION MECHANISMS

Another method of protection is by use of locked data. The data is locked under sync and disable protection. This ensures that the data is locked simultaneously by the same process in all computers. The data can then be accessed with interrupts enabled. Although an interrupt may give control to a higher priority process, that process cannot use the data until it is unlocked.

There is one other general method of protecting interprocess data that has myriad variations. This is by controlling the execution of processes in such a way that the processes using common data cannot be trying to execute at the same time. Since slivering occurs when one process interrupts another that uses the same data, data can be protected by making sure such interruptions do not occur.

6. APPLYING THE TECHNIQUES

The techniques for protecting interprocess data were simple to use but had to be applied in many places throughout the software. The process of identifying the interprocess parameters, determining whether they needed to be protected, and providing that protection had to be performed at the application level as well as at the operating system level. Wherever interfaces between processes existed, protection of the data had to be considered.

Identifying when protection of data transfers was required was not always easy. Not all the data in the system was required to be identical between computers. Data used in displays for the crew but not entering into the calculation of control outputs was not required to be identical. Processes that only generated displays were not required to maintain identical data. However, they were required to maintain synchronization within the 4-millisecond sync tolerance. Display parameters could be passed between processes without protection in most cases. However, unprotected or nonidentical data must not be used in a test if:

- There were unequal numbers of sync points in the different paths that could be taken as a result of the test, or
- one path was enough longer than another to cause a sync failure.

Because other factors could contribute additional skew between computers, the calculated differences in paths were kept well below the 4-millisecond sync timeout.
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7. TESTING

The ALT software was a large system with many interfaces. Moreover, real-time systems, where the timing of interrupts can cause failures in otherwise correct code, are particularly difficult to test. Errors may occur intermittently, infrequently, or never in test runs. When the errors do occur it often takes considerable time to identify the cause.

The ALT onboard software contained potential for two types of timing problems, the usual real-time system problems and the special multicomputer problems. Test runs, even if every path could be run at least once, could not be expected to create all the possible timing situations. A collection of tests, including rigorous code inspection, analysis and test runs of various types, were devised to provide the necessary reliability for a system supporting manned flight.

The initial software testing performed to test the multicomputer system was functional tests of the code that made the multicomputer set run together. This included such things as the I/O processing, the code that synchronized the redundant set initially and the time management system that synchronized the internal computer times to a common time source. Many of these tests were performed during simulated flights that involved the vehicle control applications, so that in addition to testing specific code, they exercised the whole onboard computer software system in a multicomputer environment. These functional tests uncovered some multicomputer problems, including both "hard" failures in the logic and slivering problems with a relatively high probability of occurrence.

A code inspection process was the primary test technique for ensuring the proper protection of interprocess data. All variables that were available to more than one compilation unit were inspected. First the variables used by more than one process were identified. Then the use of each interprocess variable was analyzed to determine whether it needed to be protected and, if so, whether it was properly protected. Systematic procedures, re-inspection, documentation, and reviews of results were used to minimize the possibility of human error allowing problems to go undetected.

The final tests placed severe stresses on the software in various ways. Conditions used to stress pieces of machinery are well known: heat, cold, pressure, vacuum, vibration, etc. Conditions to stress the software in somewhat similar ways were devised. The guidance, navigation, and flight control systems were stressed by simulating flight conditions beyond those expected to be encountered in flight: high winds, errors in sensor hardware at or beyond their allowable limits, and failures of sensors. The redundant processing was stressed by introducing skew between the computers in various ways. These tests performed two important functions. First, they were used to search for problems which might not be revealed by functional tests or code inspections. Second, they demonstrated the reliability of the software and generated confidence in the system.

8. THE OUTCOME

How reliable was the ALT onboard computer software system? Was the extensive testing successful?

At the time the system was delivered it had earned a high degree of confidence from the reviewing community. Hundreds of hours of successful run time had been logged. And the stress tests had shown that the system was very difficult to "break," even deliberately.

The real success criterion of the system must be its performance in actual use. In all of the ALT flights, no software-caused computer failure, failure to sync, or miscomparison of control outputs occurred.

The ALT flights are completed now and the development of the onboard software system for the orbital flight tests (OFT) is underway. The OFT software is larger and more complex than ALT. It will support entire OFT missions from the ground to orbit and back again. The ALT experience has shown that it is possible to make four redundant computers cooperatively control the spacecraft. The hardware and software systems will operate the same way to control OFT and the programming and testing techniques used in ALT will be applied in the development of the new system.
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SUMMARY

The U.S. Naval Air Development Center has been involved in the P-3C weapon system development process for the past 18 years. The development of this system has, and continues to be, an evolutionary process in which major updates in system capability are produced every three to five years since fleet introduction of the P-3C weapon system in 1969. One of the major technology roles the Center has played in this system is the development of the core digital data processing avionics subsystem and its attendant system software. This paper will cover the software management methodology developed by the Center for generation of the P-3C system software and for the three UPDATE versions of the avionics system. It is not the intention of this paper to discuss in depth the functional capabilities of these versions but rather to discuss the software management process used in accomplishing the development of the ever-expanding system software of this weapon system. Emphasis will be placed on the software development flow process depicting control points and deliverables, standards and objectives set for the software functions and design, the contracting strategy, tools and facilities employed, and lessons learned.

1. BACKGROUND

The enemy submarine threat is, perhaps, the Navy's most urgent and difficult problem. Playing a major role in the Navy's effort to counter this threat is the P-3C Anti-Submarine Warfare (ASW) weapon system. The P-3C is a self-contained system and has been designed to search, detect, localize, classify, track, and destroy enemy submarines. The P-3C aircraft operates from strategically located land bases around the world, monitoring all enemy submarine avenues of egress.

The P-3C is an outgrowth of the U.S. Naval Air Development Center's A-NEW Program. This Program, which began in 1961, successfully established a management and technical team to combine the disciplines of "systems", hardware, software, and human factors engineering. Under Navy Laboratory management and technical control, and supported by an extensive industrial complex, the A-NEW Program developed a series of P-3C laboratory and aircraft tested feasibility models which culminated with a production system in 1969. The effort successfully married digital technology and user requirements into an integrated, interactive highly effective weapon system. The avionics design that evolved utilized a programmable central digital computer as the "heart" of the system. The central data processing subsystem integrated all the functional subsystems in the avionics system: flight instrumentation, navigation, communications, display and control, acoustic sensors (the prime detection and classification elements of the system), non-acoustic sensors (elements such as radar and electronic surveillance), and armament and ordnance. Additionally, it provided an effective aircrew and avionics interplay management scheme. The computer performed the majority of the data management and integration functions by processing subsystem data for periodic and demand computations, control and display, storage, and eventual retrieval. This system design approach provided aircrews with five times more time for critical decision making – as opposed to previous airborne ASW weapon systems that consumed virtually all the aircrew's time in manual data gathering, status checking, and computation chores.

As new technology develops for submarine systems, airborne ASW system developments must have a clearly defined program for future improvements. For the P-3C weapon system the P-3C UPDATE Program provides a continuing series of functional enhancements to counter the continued improvement in enemy submarine capabilities. In the interest of maintaining a uniform avionics design philosophy, continuing P-3C UPDATE analysis, system development, and system software development and fleet support has been the responsibility of the U.S. Naval Air Development Center. There are presently three UPDATE versions of the P-3C weapon system. Briefly described they are:

- UPDATE I – an expansion of the data processing subsystem in word storage capability (memory) and the number of input and output channels, a complete redesign and rewrite of the Mission Software, and the addition of OMEGA navigation.
- UPDATE II – continued sensor improvements to include a long needed sonobuoy location system.
- UPDATE III – a completely new acoustic processing subsystem, new digital magnetic tape recorder equipment, and additional sensor improvements.

The past 20 years has seen the U.S. Naval Air Development Center become deeply involved in the "systems" development process of Navy airborne weapon systems. During the 1980's only a few of these systems were utilizing large digital processing avionic equipment with their attendant real-time system software packages. The P-3C was an early example of a weapon system utilizing extensive digital processing and Mission (operational) Software. This early large-scale software application was leading the trend towards large central and/or distributed processing systems as the best technical approach to future weapon system integration, automation and logical expansion. Through the 1970's the trend has evolved to the point where the majority of P-3C mission scenarios are dependent on the real-time Mission Software which is embedded in the avionics system. System Test software for determining avionics system readiness and for use in avionics diagnostic maintenance, and program generation center and integration facility support software have all rapidly expanded in parallel with the growth in Mission Software.

Because of the prominent role software now plays in the P-3C weapon system and the historical software management problems exhibited in the past, it was critical that Center management establish a software development methodology which would better assure successful weapon system development, introduction, operation and readiness throughout the weapon system life cycle. This paper will describe the process which has so far proved highly successful since 1972 in managing the development and fleet maintenance of the P-3C UPDATE system software. The methodology presented is oriented to Mission Software development as opposed to System Test software, although certain general issues and approaches apply equally to both types of software. As a point of reference the reader must recognize that when this methodology was first proposed in the 1972 time frame it was prior to extensive publication of technology efforts on software engineering for real-time weapon systems. Therefore, many items which were innovative during that era are commonplace today.
2. P-3C WEAPON SYSTEM DESCRIPTION

The enemy submarine's capability to operate deeper and quieter at greater speeds is continuously improving. At the same time, the technology required to cope with this increasing threat is becoming more complex. With the increasing threat and more complex systems it was essential that the Navy plan incremental updates in capability of its P-3C weapon system to cope with the problem. It must be recognized that the P-3C airframe has more longevity than its attendant avionics system. A thorough discussion of the functional and system design features of the P-3C already fills books and is not the intention of this paper. However, it would be of general assistance to present a brief overview of the P-3C, and to include in some detail the data processing subsystem for a better understanding and appreciation of the past, present, and future task of managing the development and fleet support of the system software.

The P-3C is a land-based maritime patrol aircraft with a primary mission to search, detect, localize, classify, track and destroy enemy submarines. It can also search, detect, localize, classify and track friendly vessels. The weapon system consists of a four engine turboprop with computer integrated avionics consisting of flight control, navigation, communications, aircrew display and control, sensors, tactics, and armament and ordnance subsystems. To fulfill the mission requirements, the aircraft exhibits the following operational characteristics. These figures are only approximations for use as a reference point. The maximum gross weight of the aircraft is 135,000 pounds, with a zero fuel weight of 75,000 pounds. The maximum range capability with four engines is 4,000 nautical miles. The maximum indicated airspeed at sea level is 400 knots. A normal ASW mission profile would be takeoff - high altitude cruise (30,000 feet) - low altitude mission conduct (1,000 feet) - high altitude return (30,000 feet) - landing, with a time on station (mission conduct) of five hours.

From the standpoint of historical sensor and sub-unit development and for the purpose of good organization, the P-3C avionics system has been categorized into functional subsystems with the subsystems consisting of both hardware and software elements. Together, the following subsystems comprise the total "avionics system" of the P-3C weapon system:

- Flight Instrumentation
- Navigation
- Communication
- Data Processing
- Display and Control
- Acoustic
- Non-Acoustic
- Armament/Ordinance

The aircrew functions as the managers of the weapon system. Their task encompasses mission planning, crew station operational execution, evaluation of data, decision-making and command. The man-machine interface has been designed to make maximum use of the aircrew's "thinking" abilities (actions requiring quality knowledge) and the machine's data processing and handling abilities (actions requiring knowledge quantity). The aircrew has a complement of nine: pilot, co-pilot, flight engineer, tactical coordinator, navigation/communication operator, sensor station 1 (acoustic) operator, sensor station 2 (acoustic) operator, sensor station 3 (non-acoustic) operator, armament/ordnance operator. Figure 1 presents a picture of the P-3C weapon system and, hopefully, serves to give definition and perspective to the words weapon system, avionics system, system and subsystem.

The Navy's solution of the ASW technical problem is to develop capabilities which continue to improve upon the weapon system's ability to determine an enemy submarine's position, course, and speed. The success of the subject mission is therefore dependent on: the ability of the weapon system to position the aircraft and sensors; the capability of the sensors to detect the target; the ability of the weapon system to collect and analyze the data, and make decisions based on conclusions reached; and, the capability of the weapon system to react to any commands and be flexible to varying mission scenarios.

As is shown, the data processing subsystem is the "heart" of the P-3C. Its function is to provide efficient avionic system operation through integration of the various subsystems. It must provide the necessary commands, computational ability and data storage to enable the total weapon system to perform its many diverse functions. The data processing subsystem consists of the computer(s), peripheral equipment, and computer software programs. Figure 2 presents an overview of the subsystem and also depicts the growth areas introduced in the UPDATE versions by labeling the new equipments. Figure 3, in addition to further explaining the data processing computer and peripheral equipment changes, also indicates the various function and software program capabilities of the basic P-3C and the three UPDATE versions. The following paragraphs will briefly elaborate on the major elements within the data processing subsystem.

The CP-901 is a miniaturized, general-purpose, stored-memory computer. It is manufactured by the UNIVAC Division of Sperry Rand Corporation (with a military designation of AN/ASQ-114). The computer has a core memory capacity for 64,000 30-bit words, and has a 2 microsecond cycle time which can be reduced through utilization of an overlap feature.

The peripheral equipment consists of: auxiliary storage devices (magnetic drum and tape), for loading computer memory with data and instructions; a data multiplexer, to provide the computer with additional input and output channel capacity; and, a high speed printer, for a hard copy of computer data. The data processing subsystem logic units 1, 2, and 3 can really be considered as interface devices and placed functionally in a supporting role with the other subsystems such as navigation and acoustics. However, for simplicity of understanding they are included in figure 2 as part of the data processing subsystem to show how this subsystem interfaces with the total avionics system.

The Mission Software is a set of computer programs which integrates the man and the avionics system's hardware, and enables the resultant man-machine system to fulfill its mission requirements. It is sometimes referred to as operational software. The software is executed during all phases of the mission. It is divided into application modules which have parallel functions to the aforementioned subsystems: navigation, communication, flight instrumentation, display and control, acoustic, non-acoustic and armament/ordnance. Additionally, a tactics application module is the integrating function of all of the above subsystems. Implicitly included within the computer software program are the executive control module required to manage the data processing system, the initialization loader module required for loading the software, the recovery module required for software recovery in case of the need for a computer restart, and the data retrieval module required for postflight reduction and analysis.

The System Test software provides a preflight systems readiness check (system go or no-go) and maintenance diagnostic mechanism to verify the operation of all equipments under the control of or monitored by the data processing subsystem. The software is used extensively as an aircraft maintenance tool for the purpose of detecting and localizing hardware failures. As a fault detection tool, it exercises the man-machine interfaces such as display presentations, switch operations, and indicator functions. Internal hardware test loops and computer controlled built-in tests may also be exercised as allowed by the individual equipments or subsystems.
The term support software refers to all remaining software programs used to assist in the development and fleet maintenance of the Mission and System Test software and includes avionic system real-time analysis aids, facility resident generation, equipment acceptance, system/subsystem integration, configuration management, stimulation, and analysis related software programs. Support software used in UPDATE Programs will be described in the Software Development Process section of this paper.

The critical path of any P-3C UPDATE avionics improvement program hinges on the Center's ability to manage changes to the Mission Software. The remainder of this paper will discuss the software development methodology applied first to the UPDATE I Program and continued for subsequent UPDATE Programs with some noted changes.

3. SOFTWARE MANAGEMENT ISSUES

Historically, a few moments should be taken to reflect upon the P-3C system software development process prior to the UPDATE era. There were many managerial and technical problems, the greatest being a lack of a well-defined structured and disciplined software development approach. The process of building the software products was loosely structured and not integrated in any tightly controlled fashion. Software management of large scale P-3C systems was in its infancy. The testbed aircraft was the only software debug, system integration, and test facility. There were no other software facilities or tools, other than the rather slow and cumbersome tape oriented compiler and tape generation facility, weapon system and subsystem requirements (that is, documentation defining subsystems such as communication and navigation) did not exist. Mission Software functional requirements (documents which describe tasks and/or algorithms to be performed by the software and also adjudicate functions between the man and the machine) were not precise and lacked some of the diagrams and detailed explanations of events/actions/equations required. The testing and product verification process likewise had no formally structured sequence for checking the quality of the software product - whether at the system functional level, system design level, software functional level, or software design level. Minimal laboratory support facilities resulted in all the testing being performed right on the testbed aircraft. The contracting strategy also did not lend itself to strong management control. A single contractor wrote the functional requirements documents, specified the software design, implemented the code, and tested the product for conformance with the requirements. In reality, the Center was not effectively controlling the development process or, in fact, did not fully technically "own" the product since some of the knowledge of the system software and its attendant requirements was possessed only by the contractor. The prime software contractor role is not a bad concept in and of itself but the Center's software products, under this concept, must be controlled in some positive manner in the areas of quality, schedule and cost which, in the case
of P-3C software development history prior to the UPDATE era were only under fair control in these areas. As can be readily seen from these historical difficulties, system software management required a great deal of maturing and thought before the P-3C weapon system could proceed into any type of major enhancement program.

Good management dictates that before any approach to problem solving is established, you must first derive a set of program objectives and contemplate pitfalls, using all historical information. Through the process of trial and error, the Center has been able to define a set of overall systems software development objectives. These objectives logically flowed from previous A-NEW Program and P-3C Program experience. The system software development objectives aim to provide the Center with:

- The ability to state its functional requirements and design needs in meaningful terms to industry.
- The ability to measure industry proposals and efforts against in-house knowledge and development testbed models.
- The ability to make knowledgeable decisions in software procurements.
- The ability to accept, in-house, technical responsibility for any element of the work effort as required.
- The establishment of a known system software development methodology which can be applied to many programs and be readily understood by both Navy and industry.

Even though these objectives are biased towards a Navy laboratory performing in a prime contractor role, the same objectives can easily be used by any agency or company that is building or buying software products. To carry out these objectives the Center must have a strong in-house technical and managerial team. An agency could not attempt to utilize the approach put forth by this paper without having a team of employees which could address the numerous technical issues and perform the corresponding technical managing of the software products. The Center has had to develop a whole new series of professional employees called Software Engineers to deal with these technical and managerial tasks.

Although the term Software Engineer is not new it would be helpful to discuss what the Center is doing in this professional category and how this profession applies to the development of weapon system software. Software Engineering is the emerging technology...
and corresponding professional career for performing the technical tasking associated with development and fleet support of software products. This new professional field encompasses taking weapon system mission and readiness requirements and, by marrying computer science technology, human behavioral science, and digital electronic engineering knowledge, develop real-time system software products within the cost, schedule and performance envelopes specified by program managers. The tasks to be performed in building these software products fit into the classical definition of tasks to be performed by an engineer, as opposed to a scientist, whereas the professional is given requirements for a product and must supply state-of-the-art software knowledge within a well-defined cost, schedule, and marketable performance envelope. The Center has created, in response to the pressing need, a career series titled “Software Engineering”. Entrance level is by possessing a bachelor’s degree in Electronic Engineering, Mathematics, Physics, or Computer Science. Professional positions have been established from junior (apprentice) Software Engineer through supervisory Software Engineer. The creation of this series has been a major step forward in developing an appropriate professional environment for building strong in-house teams to deal with the subject software issues, approach and process. It should be noted that this career series is not yet formally recognized by government job classification authorities but they have informally encouraged the use of this professional title since it most accurately describes the jobs to be performed.

Rather than proceed into detail on the objectives, it would be better to present a list of historical software development pitfalls. After presenting this list it will be easy to determine the reasons for a specific objective. The following list is quite consolidated but will serve to emphasize the large variety of problems contributed to managing software development efforts:

1. Lack of definitized requirements — Many of the P-3C requirements were only verbal statements from knowledgeable members of the AEW community. Although they understood what they wanted the weapon system to do, those people responsible for building the product greatly lacked the fleet operational experience base of reference, so the requirements statements were perceived quite differently by system and software builders. The operational community conversely lacked the technical knowledge of what is possible to accomplish or build, and in what time frames. The UPDATE I Program therefore created a comprehensive set of requirements documents, which demanded program front and documentation discipline, for both adjudication of system requirements (definitizing subsystems — hardware, software, crewmen) and software requirements (definitizing software modules and human responses).

2. Undisciplined software development process — The process must be well defined and the development team be familiar with its flow, control points, critical paths and deliverables. The process must be understood by management and worker alike, across both Navy and industry. The UPDATE software development methodology process was, for many years, shown on a wall pictorial in the UPDATE Program Control Room. Repeatable briefings by senior project personnel to all team members was considered one of the unifying forces which started the UPDATE Navy and industry team towards common objectives. A representative pictorial of this process is presented in a following section of this paper. It cannot be stressed enough the importance of the whole team having a common understanding of the process.

3. Deference of system problems to software — It is common knowledge today that many of the large software development program problems in the past were really system engineering problems which went unsolved and created havoc during software integration.
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The software development process is not that flexible that it can absorb such difficulties and still control cost, schedule and performance. The UPDATE Program attempted to reduce this cascading problem effect by forcing an acceptable solution to systems problems at the front end of the avionics system design phase. System level documentation set forth what was expected from each of the avionics subsystems. Interface design documents and integration software was generated to control the input and output signals/functions to the data processing subsystem. Finally, all software requirements were put in numerous volumes (UPDATE I had 20 volumes) to bound those elements of the avionics system which required software for implementation.

4. Inadequate support systems — There needs to be a good set of facilities and support tools for building software. These support elements should have three strong characteristics. First, the set of software facilities and tools should be “comprehensive” and a large percentage of the avionics system development costs should be devoted to supplying these support elements. Generally, the stronger the set of support elements the lower the risk of software development. Secondly, the support elements must be “integrated”, that is, fit into the logical flow process in some building block manner. The integrated effect should provide, as an objective, to present managers and technical staff alike visibility in the various stages of software design, code, generate, integrate, and test. Another way to state the case for visibility is that in combination the software support elements must present checks and balances over the development process — exposing any problems in the areas of system function, system design, software function, and software design. Finally, the support elements must be “reliable”. There must be a considerable investment of resources to properly validate each facility and tool. If the in-house technical team as well as other agencies and industry, do not have a high degree of confidence in the support elements, management’s efforts will be drained away in solving arguments between support facility personnel and the user/software building community. But more importantly is the fact that the Center’s in-house technical staff must have good performance measurement tools to insure a quality product within cost and schedule.

5. No anticipation of problems and inability to manage change — For some strange reason, despite experience, all people planning large software developments present a program of minimal time and cost with maximum performance, and act as if they will be spared from any problems and that the program and functional requirements will never change. Of course all of the above horrors do happen and the total software development process must be so structured as to allow breakpoints for re-entering with new requirements and program changes. It is very important that the process also set up points for a functional freeze and design freeze, which once passed will not permit any major changes without a total replanning of the development of the software product.

6. Poor communications — When building system software, there is a tremendous mix of technical disciplines that must be able to communicate knowledge in an effective manner. The effectiveness of this communication is generally the largest but least obvious problem managers have in building software. There is a difficult “translation” problem when one considers the total path an idea (requirement) must travel before it is working as just one small element of a large and complex system. The user ASW community must have the system engineers work with them to state their requirements clearly and the teams that will program those requirements must travel before it is working as just one small element of a large and complex system. The user ASW community must communicate knowledge in an effective manner. The effectiveness of this communication is generally the largest but least obvious problem areas will be stated here since they form the foundation of the method to some of the “horror stories.”

7. Weak Procurement Strategies — A section of this paper has been dedicated to contracting strategy. However, three main historical problem areas will be stated here since they form the foundation of the UPDATE procurement strategy. One is that without “strong in-house software knowledge”, it would be extremely difficult to control the software building or buying process. The remaining two involve the contractor hired to build the software. Many often plot a business strategy to “buy in” on the product, that is, deliberately low bid the job in order to gain inside knowledge and control over the process and product. Secondly, contractors on major software products which feel no threat of competition tend to become complacent which sometimes reduces the quality of their product and responsiveness to Center control.

8. Decentralized development and support — The management approach taken by this Center is that by having one agency perform both software development and fleet support, tremendous savings in money, high quality products, and fleet responsiveness can be gained for both jobs. The two factors forming the basis of this conclusion are the already developed and proficient in-house professional staff and corporate knowledge of the P-3C UPDATE software, and the already developed and validated support facilities, thereby eliminating very expensive duplication of these items.

It is hoped that this discussion of the software development objectives and pitfalls will help explain why the P-3C UPDATE Program adopted many of the technical and management strategies presented in the following sections. The explanations offered with each of the pitfalls implies many of the actions management took or conditions guarded against while building software.

4. SOFTWARE MANAGEMENT APPROACH

Although the concept of having the P-3C capabilities enhanced every several years is seen as second nature today, this phased UPDATE delivery approach had to be developed and accepted. When the P-3C was introduced into the fleet in 1969, or when it was clear in 1970/1971 that there were many sensor and system integration improvements which had proven feasibility and warranted inclusion in the avionics, there was a prevailing management philosophy to try for one large upgrade in the future which encompassed all the improvements. The Center felt that it was much more technically and managerially sound to produce phased deliveries of capabilities, one phase building upon the foundation of the preceding phase. The first phase, being UPDATE I, would establish both a data processing subsystem hardware and software suite which would have reserve capacity and lend itself to a building block concept. The succeeding phases would concentrate on sensor improvements in areas needed to keep pace with the enemy submarine threat.

The Center’s strategy was accepted and today we continue to see deliveries of the UPDATE versions to the fleet. In conjunction with the evolutionary building block concept was the Center’s desire to perform the lead system and software development role for the avionics system, a task normally performed by a prime contractor. Early in 1972, Navy management gave the Center the go-ahead to proceed in this unique role for a Navy laboratory. The following paragraphs depict some of the software management approaches used in performing this task.

As discussed earlier one of the key points to building or buying software is to develop a strong in-house software team which possesses good corporate knowledge of the P-3C data processing subsystem. In building this team the first step was in
professional requirements for positions at all levels in the Software Engineering field. While brimming this task to an acceptable degree of maturity the Center likewise worked on developing corporate knowledge specifically relating to the P-3C. The following constitutes a list of knowledge required of an in-house full performance level (fully trained professional) Software Engineer working on a P-3C UPDATE Program.

1. An understanding of the ASW mission requirements and its corresponding real world environment.

2. A working knowledge of the P-3C data processing subsystem and avionic system architecture. This encompasses knowing the physical hardware suite and data processing input/output layout, the instruction set of the CP-901 computer (the embedded computer in the UPDATE I acoustic subsystem), the assembly language(s) of the computer(s) and the Navy high order language used in the CP-901 (CMS-20), and the features of the executive control program(s) and data base design(s).

3. The ability to know a functional flow through the entire avionics system. An example of knowing a functional flow would be by being able to trace a function such as aircraft true heading — possess the knowledge of how it laces throughout the system, both in hardware and software, and what interface, switches, displays and equations are affecting its use and accuracy.

4. The final knowledge category differs for each individual depending both on prior professional background and management specified subsystem needs for the particular UPDATE version. The requirement is to understand a total avionics subsystem function such as navigation, communications, tactics, and electronic surveillance. The Software Engineers are then in a position to develop with confidence the corresponding software portion of an avionics subsystem. They resolve functional ambiguities and interface problems, and implement very specific and often complex algorithms with their particular subsystem knowledge. Management concentrates this sort of professional talent towards the new data processing or sensor capabilities being added to one of the UPDATE versions.

Management has to develop a clear picture of the contract strategy used in protecting the Navy's long-term interests. The basis of the strategy is encompassed in the following procurement plan. Major tasking phases of the software development process are broken out into well defined responsibilities, and contracts let to multiple contractors in such a manner as to give management good visibility of each participant's work. It is also important that each contractor's product have high visibility in the overall development process so corporate responsibility and pride can be clearly displayed. Finally, through strong in-house knowledge and good support contractors the Center creates a competitive atmosphere for the prime software implementation contractor. This procurement plan is revisited every so often to make sure the existing set of contractors are cost effectively working in accordance with the strategy.

One of the major control features the Center employed in the lead role as prime software developer was to build all the software support facilities and tools so that they would be physically located on Center and under in-house control. Equally important to this approach is to have all the support items developed and managed by a separate team of in-house and support contractors other than the teams building the Mission and System Test software. This is done to further insure that management has a good set of checks and balances over the support items, and that there is minimal technician turnover in their design and operation. There are several attractive management features of having the support items in-house. The support contractors and prime software implementation contractor all have to request and use the facilities under Center control. As their management and technical staff interact with government provided support, the Center obtains valuable information on the technical progress the product is making as it advances through the software building block process. The contractors lose to some degree their ability to hide problems, whether they be technical, cost or schedule. A strong feature of the Navy "owning" the support facilities is that it prevents any one contractor from capturing the support items and thereby not limiting competition.

Paramount to performing any major software development effort is the need to understand and be in compliance with Department of Defense and Department of Navy software standards and guidelines. The methodology outlined in this paper is fully in conformance with these publications and the Center as a Navy agency objectively carries out the policies put forth without having any conflict of interest, which a contractor might have because of special purpose company interests. The major policy which comes into focus is the requirement to use a Navy standard high order language. The UPDATE I version set as a goal to develop the Mission Software in the CMS-2 high order language. Once accomplished, the Mission Software from UPDATE I has continued to form the basis for all succeeding UPDATE Programs.

Identification and control of critical documentation is performed at the front end of the software development process. Navy documentation standards have been generated which explain fairly well the type and content of documentation required in building software. The Navy standards are covered by references (A), (B), and (C). However, management must define for their product what is acceptable as a minimum set of documentation, given cost and schedule problems, and a maximum set given the ideal situation. Once a particular documentation set is established, it is more than likely that the level selected and composition of the set will remain that way for the life of the software product. Therefore, the UPDATE I set was chosen very carefully since each document would have to prove its worth over a considerable period of time, 15 to 20 years.

The main thrust of in-house documentation efforts is producing the necessary front end requirements and interface documents, and contractor statements of work. There was a major attempt in UPDATE I to establish adequate and standard system requirements type documents. An effort was made to develop System Performance Descriptions documents for each of the subsystems undergoing a major change. Even though specifications existed for various sensor equipments, interfaces, and software elements, nowhere was there described the type of performance that was expected from a total avionics subsystem such as navigation or data processing. It was hoped that the System Performance Description documents the Center could start to become sort of bench mark for each of these subsystems. This would then allow measurable expected performance for present subsystem capabilities, and to better judge what would be realistic and manageable goals for improvements in the future. The four volumes created by UPDATE I covered: an UPDATE I system overview; the data processing subsystem; the navigation subsystem; and, the acoustic subsystem. These documents served the initial purpose of defining performance, and also greatly assisted in educating personal on these subsystems. However, this documentation effort was not continued forward by finishing the complete avionics subsystem set or used for subsequent UPDATE versions. The needed commitment of highly specialized technical resources and long term expense being the main reasons for their demise. It must be noted that such documents still could achieve the very important roles stated above as well as defining more clearly contractual responsibilities between the various avionics system contractors. The fact that such documentation no longer actively exists does weaken weapon system product definition and procurement strategies.

The software functional requirements and interface design are the most important items needing definition relative to controlling the software development process. Again, UPDATE I made a large investment in producing documents for these areas. The software requirements were broken down into 20 volumes of relatively independent topics and designated the software Functional Descriptions
for the UPDATE I Mission Software. There was a great effort in these documents not to rely only on narrative form since words can have such diverse meanings to different people. So the logical flow of events/equations/interface actions between crewmembers and avionics system were also put in chart or diagram form denoting requirement flows. This helped tremendously to reduce the translation problem between ASW fleet user, software designer, programmer and tester. The second item needing clear definition is the interface between software and hardware. The interface Design Specification serves this function and is a necessity because it defines for the Software Engineer the world external to the software. Once specified the Software Engineer can proceed with some confidence knowing the demands which will be placed on the software design by the remaining portion of the data processing subsystem and the individual avionic subsystems.

The final document item requiring critical control is the individual contractor's statement of work. It is here where management edicts and controls should be stated. All the wonderful software development methodologies are somewhat meaningless if they are not backed up in the contractual statement of work. The contractor(s) should be put in such a management position as to be legally required to follow the Center's desired methodology in developing software. This is not to say that the contractors incentives and integrity are restricted and that they do no longer bear full responsibility for the quality of their products, because they still do. It does mean, however, the the Center designates for the contractor(s) the process, facilities and tools, software reviews and audits, critical decisions and paths, and quality, cost, and schedule controls that will be used. The emphasis on certain documentation efforts in the above paragraphs was not intended to de-emphasize the total gamut of documentation material needed for good software development, but was presented to show the most critical items used by the UPDATE versions in controlling the quality, cost, and schedule of the products.

Instituting control over the software development process is extremely important. There are several items of control which can be done technically and several items which can be done managerially. The UPDATE I technical staff specified the software product to be developed by functional "builds", that is, major functional blocks were incrementally developed and phased together, where the last "build" contained all the functions of the total Mission Software. The functions (software tasks) of each "build" were designated as to conform to a building block concept where the base "build A" contained vital functions (executive tasks) of the system software and succeeding "builds" added more and more functional capability to the system. This "build" process allows step by step confidence in the system and presents well defined test blocks. Another control item performed by the technical staff was to develop program size (amount of memory required) and timing (amount of computer execution time) estimates from the preliminary software design information. These figures were then used to establish program size and timing budgets so that these vital life signs of the software development process can be technically monitored. The technical staff also established an embedded software performance measurement aid in the Mission Software. This item is further discussed in the Software Design section of this paper. While the technical staff concentrated on design aspects, management established Configuration Management (CM) procedures on the software process and set up configuration control boards (CCB) to oversee the CM and change functions. The primary input to this procedure was the functional description baseline established at the Preliminary Design Review (PDR) and the design baseline established at the Critical Design Review (CDR). The procedures were, and continue to be, used to control all modifications to the software after PDR/CDR's including the resolution of problems detected during software integration, system integration and formal testing. A standard change notice form has been adopted for use by all participants to help overall communications.

In UPDATE II it became important during the design and integration of certain complex algorithms, such as OMEGA navigation equations, that a second more controlled implementation be performed on a processor other than the P-3C data processing subsystem. Therefore, when such algorithms were required the set of equations would be programmed and exercised on another processor where confidence could be developed in the equations and/or logic flow. This is done by programming the algorithms on the Center's CDC 6600 Computer Facility in FORTRAN. In this manner, the critical algorithms can be validated outside the weapon system computer and the corresponding output results can be used to determine when the P-3C system is implementing the algorithms correctly, by making comparisons. Software design "tuning" is done quite extensively by comparing accuracies obtained after performing different equation programming implementations on both processors.

5. SOFTWARE DEVELOPMENT PROCESS

The P-3C UPDATE software development process is best shown in pictorial form in figure 4. The process begins by assuming that the "systems" level work has been performed properly and that system requirements and design architectural inputs are available. The software Functional Descriptions documents are then derived during the software requirements development phase. As mentioned earlier, the Center's CDC 6600 Computer Facility, is used in the validation process of certain algorithms which could prove to be difficult to implement. This computer facility is also used as required to develop the necessary equations for the various subsystems.

During this time frame a procurement package and attendant documentation is being put together for negotiating the prime software implementation contract. This package includes:

- A detailed statement of work describing the Center's software development methodology (including process, Navy standards and guidelines, and estimated man-power, schedules and cost).
- A complete set of software Functional Descriptions. Often the contractors are given a preliminary set of Functional Descriptions for generation of the proposal response because final requirements documentation is still in the process of development.
- A set of documents describing the subsystem interfaces (UPDATE III uses Interface Design Specifications).
- In UPDATE I a special contractual item was generated called the Software Design Requirements document. The document was generated by the in-house technical staff and specified for the implementation contractor the technical requirements of the Mission Software design. Such items were included as the known idiosyncrasies of the CP-901 Computer (so hopefully these inherent design flaws could be minimized), degraded software modes, system recovery modes, segmentation structure of the tasks, modules and data base, executive program attributes, analysis aids, and integration tools.

In UPDATE I, by the time the Software Functional Descriptions were finalized, the implementation contract had been let and the contractor's personnel were coming on board to start software design. The Center uses the well known review tools of Preliminary Design Reviews (PDR) and Critical Design Reviews (CDR) for controlling this phase of the process. As a general rule the contractor should thoroughly understand the functional requirements to be implemented after completing PDR, and at the end of CDR the in-house technical staff should be thoroughly convinced that the proposed contractor's software design will satisfy the successful implementation of all the design and functional requirements.
Another tool employed during the software design phase in UPDATE I was the software Model. The Model is a software analytical tool which uses the modeling language GPSS hosted on the Center's CDC 6600 Computing Facility. The tool was used to model the contractors proposed design, and then run a set of experiments to gain confidence in this design. Major data processing subsystem elements modeled were the CP-901 Computer instruction set, the input/output commands, the proposed executive, and certain "dummy" functional application modules. The "dummy" modules represented the respective functional application modules by presenting a block of code having nearly identical size and timing requirements.

After completing CDR the software progresses into the detailed design stage by coding and generating the various specified "builds". In UPDATE I "build A" contained the most critical software tasks, and once operable was joined with succeeding "builds" which added more and more functional (applications) capabilities to the system. The compiling and tape generation for the CP-901 Computer Mission Software is performed in the Program Generation Center. The Program Generation Center’s main compiling facility uses a CP-901 Computer which has been modified to operate like a UNIVAC 642-B Computer. This modification enabled the P-3C UPDATE Programs to utilize the Navy’s CMS-2 tactical programming language. The CMS-2 compiler is tape oriented, however, this facility was built with disks that look like tapes to the compiler, and job throughput was greatly increased by this facility feature. The data access speed was limited by the tape speed, and this was a major factor in low facility throughput in the past. Therefore, the disks were installed because of their very high data access speed. The greatest benefit of the disk feature is the speed by which the system generator can access modules/tasks and rapidly generate the various “builds” or total system tapes. The system generator mentioned here is a software program which is hosted on the main compiling facility in the PGC and uses the disks as disks. It combines all P-3C UPDATE Mission Software components into a form suitable for a bootstrap load into the avionics system computer memory and auxiliary drum memory. The PGC main compiling facility also has a satellite system which is used extensively for building jobs for the compiler or system generator and producing hard copies of finished jobs.

The first stage of software integration and debug is performed with the CP-901 Computer Simulator. The CP-901 Computer Simulator is a software tool which is hosted in the PGC. This tool exercises selected blocks of code and provides for the programmer an indication of logical correctness of instructions and sequences. The tool also gives timing (execution) estimates for running the selected block of code, thereby allowing the programmer to assess design efficiency. The UPDATE II and III versions no longer use this tool because the modules to be tested became too large for the PGC resources. It also appeared that for large blocks of code (multiple modules) programmers would rather go directly to the Software Development Facility (SDF) because the CP-901 Computer Simulator tool is too cumbersome to handle, that is, setting the job up to perform the test runs. However, during UPDATE I this tool did allow the in-house technical staff to use the features as a clearing house for individual software modules. This information was then used to given an indication of how well the implementation contractor was technically progressing. The tool was also used to investigate troublesome areas of code.

The main stage of software integration and debug is performed in the Software Development Facility (SDF). This facility is the single largest investment in unique tools for supporting the software development of the UPDATE versions. This facility contains an actual P-3C avionics suite housed in custom built consoles, plus a complete stimulation system. Through stimulation inputs a "flying" tactical aircraft environment can be duplicated so that the software modules can be integrated and debugged. The SDF represents the prime tool in the development of the Mission Software. The SDF emulates as closely as possible, in the laboratory environment, an actual P-3C aircraft ASWR weapon system. The one major exception is the physical configuration, the crew stations and avionics equipment are arranged to facilitate the building and debugging of software. The work area houses the P-3C crew station consoles and stimulation control console. This area has a working environment which is conducive to technical development. Lights are dimmable and the equipment noise is at a low level. The climatic conditions (temperature and humidity) are easily controlled, and the interior decor compliments the work being accomplished. The mainstay of the P-3C avionics suite (rack mounted equipment) is housed in the avionics room, adjacent to the SDF proper. This is done so that the heat and noise generated by the equipment will not interfere with the environmental conditions of the working area. Also, the avionics room contains those equipments which require no operator intervention. The equipment in the avionics room is mounted on racks which are designed for easy maintenance and accessibility. The separately controlled climatic conditions of the avionics room also greatly improves the reliability of aircraft equipments, thus giving a high degree of facility availability.
The design objective of the SDF is that system software development and verification be performed to such an extent in this facility that only a minimum number of hours of actual tested aircraft usage will be required in the final development and verification phase. This facility provides a sterile environment for performing software development in support of all the P-3C UPDATE versions. The SDF can be easily reconfigured (switchable) into any of the existing P-3C UPDATE versions, thereby, multiple teams of users can be accommodated in a very cost-effective manner. Also, the software development efficiency presented by the SDF has greatly reduced the requirement for aircraft ground integration and debug of software, and the corresponding flight testing to verify operability. Tremendous confidence can be gained in the design of the system software before the Center need commit these versions to flight test and acceptance.

There is an important class of software called Integration Software which should be mentioned at this phase in the process. Integration Software is developed for validation of the new equipments which are added during each UPDATE version. The first function of the software is to determine if the new equipments input and output signals are in conformance with the individual equipment specifications. The second function performed is to integrate and validate installation of the various new equipments as they are placed in the SDF and P-3C Testbed Aircraft. This is an important step since users of these facilities need to have a high degree of confidence in the soundness of the tools and equipments before using them to develop their software.

The final stage of the system integration and debug phase is performed in a P-3C Testbed Aircraft. The aircraft is equipped with an UPDATE version avionic suite, and flight testing is performed to complete the cycle of total system software validation against the complete set of software Functional Descriptions. The P-3C Testbed Aircraft is also used by a Navy designated agency for acceptance testing of the Mission Software. This agency's task is to independently assess the functional performance and design quality of the Center's product. At the conclusion of flight testing, and after Navy acceptance, the Center delivers the UPDATE Mission Software product to the Fleet.

The above described process is designed to take the software through three levels of progressive testing: modular software design testing level (CP-901 Computer Simulator); partial system software design and functional testing level (SDF); and finally, total system software testing level (P-3C Testbed Aircraft). There are test procedures and flight scenarios which have been developed covering the total gamut of testing presented by this development process. Each set of tests must be passed (clearing house) before proceeding to the next stage. The process therefore allows management strong visibility and quality control over the product.

Two items which have not yet been discussed but perform a vital role in the process are the Automatic Documentation Center (ADC) and the P-3C UPDATE Library. These facilities play a major role in the Center's task to keep pace with the documentation generation for software programs of this size. The ADC consists of communication terminals for data input and a high speed printer for documentation generation, all located at the Center. These equipments are linked via telephone lines to another Government computer center. The software program on this computer performs text editing, recording and retrieval operations. This capability of using data processing to store and manipulate the documentation data base has greatly enabled rapid and economic changes to be made to the documentation. The P-3C UPDATE Library has served as the central control point for the storage of software documentation and distribution of software deliverables. Additionally it stores a significant amount of P-3C technical data covering aircraft, aircraft support items, and avionics system items for the basic P-3C and the three UPDATE versions. Both facilities have been invaluable in controlling the enormous amount of documentation generated in support of the UPDATE software versions.

6. SOFTWARE DESIGN

The software design topics discussed in this section will reflect the technical items of concern relative to managing the P-3C UPDATE software developments. The software design of the initial 1969 fleet issued program was: structured to be core resident; a fine-tuned assembly language program; a non-structured design by today's standards; and, the program was at memory capacity of core so functional changes could only be made by removing functions or by more efficiently designing existing code. These factors made software changes extremely difficult. For the above reasons, plus the system requirement to add the drum memory, the decision was made that UPDATE I Mission Software to be completely new start, incorporating more advanced and innovative features in the software design architecture.

To provide guidance in the process of developing a new architecture, a list of the major features desired of the UPDATE I Mission Software was generated. This list was compiled by noting the problems being observed with the existing fleet issue program and considering the design base required to accommodate the building block concept instituted under the UPDATE series. The list is presented here for general understanding of the objectives sought by the UPDATE Program:

- The software should exhibit good stability, and should operate without fault over a complete mission (15 hours).
- The design should be structured to make optimum use of data processing system memory and execution power resources.
- The software should possess the capability of degraded modes.
- The design should be structured to allow major changes to be performed without any redesigning of the basic architecture, that is, the easy addition or deletion of software tasks and modules.
- The structure and nomenclature scheme used for the software elements should be so organized as to facilitate easy Configuration Management.
- The software functional and design documentation should be of such quality as to allow the same software to be repaired by an agency other than the developer.
- The design should be structured by utilizing well defined logic paths, linkages, data base organization, and debug features so as to make possible easy software fault isolation and repair.
- In general, the design should be modularized to the maximum extent possible. Tailored or optimized design should only be permitted when it is clear that the efficiency of a particular block of code needs improvement to operate properly.
The above stated objectives and the in-house proposed software design architectural features were written into the UPDATE I Software Design Requirements document mentioned earlier, and formed the basis of the software design guidelines for the implementa-
tion contractor. A pictorial of some of the software design architectural features is presented in figure 5. The UPDATE I Mission Software was coded to the maximum extent possible in the Navy’s CMS-2 Tactical Programming Language—a standard high order lan-
guage. Software elements like the executive, communications link, input and output sequences, and timing loops were coded in assembly
language because of critical timing requirements and execution time efficiency.

Figure 5 shows four architectural features which have given the software flexibility in design and made future modifications much
easier. These features are the standard interface, common executive, centralized input and output to avionics devices, and module in-
dependence. All software requirements are organized by having major functions as “modules” (5000 - 20,000 instruction words) and subinstruction sets as “tasks” (50 - 500 instruction words). The range of the number of instruction words for modules and tasks is
presented to illustrate the approximate relative organization of the design structure and is not intended to depict the maximum and
minimum number of words used in each type of software element. The design was structured into as small a practically possible logi-
cal “tasks”. When specific “tasks” are integrated together they form software “modules”. When all the “modules” are integrated to-
gether they form the UPDATE Mission Software. The function of any one module closely supports one of the avionics subsystems such as
acoustics or navigation. New modules can be added or deleted from the system by linking into the standard interface as shown in fig-
ure 5. The module being changed carries its own data base and little if any modifications are needed to the remainder of the Mission
Software. However, if the module being changed is accompanied by hardware, then individual task changes must also be added in the
input/output and resource allocation portions of the executive module so proper timing, priorities and communications can take place
in support of the changed module.

Three other features of the software design should also be mentioned because of the vital role they perform in system recovery
and measuring software performance. The software has designed into the basic structure a series of “flags” that will set themselves
whenever there is a detected software failure. The “flags” are designed to respond to parity errors, incorrect timing and so on. The
crewmen are alerted to these problems by being presented with visual cues on a display. This failure reporting feature is one item that
has helped build confidence in the system. A major feature which is in direct support of system recovery is degraded mode. Because
the executive program has been designed with a dynamic program allocation scheme, that is, real time switching of tasks/modules be-
tween core and drum memory, it can also be used to reconfigure the system when certain components are not operating correctly.
However, the reconfiguration is not done automatically, but is performed under operator control during an execution of a system re-
start. The final feature to be discussed is the analysis aide. This is a special information gathering routine built into the Mission Soft-
ware to allow data to be collected during flight testing. The routines were designed to collect such information as execution time
utilization, number of input and output requests, and which modules/tasks requested servicing the most. The information obtained
from the flights is brought back to the laboratory and used to measure the performance of the Mission Software. The analysis aide
feature is not delivered to the Fleet as part of the Mission Software but rather used only during development.

The Mission Software design is documented in general accordance with the requirements of reference (A). The documentation
set for an UPDATE version includes Computer Performance Design Specifications (CPDS), Computer Software Design Documents
(CSDD), a Computer Data Base Design Document (CDBDD), a Computer Program Test Plan (CPTPL), Computer Program Test Pro-
cedures (CPTPR), Computer Program Operator Manuals (CPOM), and a Computer Program Package (CPP). Particular emphasis has
been placed on block diagrams, program flows with narratives, and cross correlation between narratives/documents and listings. Some
exceptions have been taken with this prescribed structure to provide the most cost effective documentation, considering both documenta-
tion production cuts and ease of program maintenance. The primary concern with the reference (A) prescribed structure was the cost
efficiency of low level (that is, approaching instruction level) documentation other than well annotated listings (design comments in
narrative form printed right on the listings), and the continued need to upgrade material to reflect the “as built” status as opposed to
letting it remain in the “as initially designed” status.
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The documentation for the UPDATE Mission Software was designed to satisfy the following general guidelines:

- Sufficient information shall be provided to clearly describe all aspects of the software development process: that is, functional and performance requirements, design and implementation descriptions, test plans and procedures, and user and maintenance manuals.

- Sufficient narrative and detail shall be provided to permit someone other than the original developer to maintain the software. Narrative shall be easily correlatable with program listing comments.

- Repetition of system and programming information in multiple documents shall be avoided whenever possible. In UPDATE I system descriptions and often used programming information are presently incorporated into a System Programmer's Reference Manual. This document was then referenced as necessary in the appropriate areas within the reference (A) documentation tree.

- A standardized listing notation procedure shall be defined and utilized throughout the whole software development process.

- The Automatic Documentation Center shall store most of the documents generated during the Mission Software development.

The above discussion on software design and documentation deliberately stressed those items which are of special interest in managing software development. There are many other technical items which could be discussed in this section such as software patching philosophy and control, software library organization and control, nomenclature standardization, and Configuration Management procedures. This paper was not intended to cover all areas, and eventually these topics and others must be considered in carrying out successful software developments.

7. CONTRACTING STRATEGY

The utilization of the in-house technical staff is critical to any contracting strategy and will likewise be discussed along with the contractor tasking. The strategy depicted here is an outgrowth of the before mentioned management objectives and approach, and as will be seen naturally blends with the UPDATE software development process. A pictorial of the strategy is presented as figure 6. The following strategy was adopted for the UPDATE I Program and some modifications have been made by subsequent UPDATE Programs. However, the depicted strategy is still representative of the procurement approach used today.

During the system design and software requirement generation phases it is paramount to a successful Center software development effort to have very strong involvement by members of the in-house technical staff. It is during these phases in the process when the requirements (what you are buying), architectural design (framework for the product), and development method (how you are going to accomplish this product development) are specified, and the Center as the prime developer must make its management role and product requirements known to industry. Therefore, the system design phase is primarily done in-house. The Center seeks help in performing the tasks by complementing its staff with assistance contractors. The term "assistance" is used to denote those contractors performing tasks in the development process other than the prime implementation contractor. These contractors generally do not have "final" authority over specified end items (such as system requirements documents and UPDATE facilities), but do have full responsibility for operating facilities, generating technical reports, and developing sections or preliminary versions of specified end products. Therefore, they do bare full accountability for specifically defined items in their respective contracts. These are not "services" contracts. Each contractor under the subject strategy has defined and visible end products.
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The system design phase is performed with the help of Contractors "A" and "B". The assistance tasks performed by contractor "A" encompass developing system level requirements and postulating a system architecture. The in-house staff during this phase finalizes these items. They also write the software development process and guidelines into statements of work for the remaining contracting efforts, including the implementation contractor. Contractor "B" during this phase has a much larger, in terms of task size not criticality, role to perform. They must assist in the development of all the software functional requirements. This effort includes collection of the necessary technical background data, and generate from that data the UPDATE Mission Software Functional Descriptions. This set of documents then constitutes the product description and will be used as the binding legal requirements in the implementation contract. It should be noted at this point that it is the Center's desire not to have any of the assistance contractors bid or participate as the Mission Software implementation contractor. In this way the Center maintains good checks and balances over the process, and keeps better control over cost and schedule. After contractor "B" assists in writing the software requirements they are in a position to be most profitably employed as assistance contractor "C" for writing the test plans and procedures; the task for validating conformance of the product with specified requirements. It can be seen that once contractor "B" has assisted in generating all the Functional Description documents they are then highly qualified to write individual functional tests, without having to know about actual software design implementation.

The Center performs a lead role in the software implementation phase because of the strong in-house software engineering staff which has been developed over the years. This staff monitors the quality and timeliness of the product as it proceeds from software design through system integration. They employ all of the tools and management techniques discussed in earlier sections. However, it is noteworthy to mention that the in-house staff concentrates on selected software design modules/tasks which were identified earlier in the system design phase as new and/or critical to the success of the UPDATE version(s). In the case of UPDATE I for example, the staff closely monitored the work performed on the executive control module because this was by far the most critical building block of the whole UPDATE Mission Software. A more recent area of in-house concentration is the work being performed on UPDATE III on the Advanced Signal Processor software. Since this is a new module being added to an existing base it is therefore more cost effective to concentrate in-house resources in this area.

Having produced the system level documents, key statement of work and software Functional Descriptions the strategy is now to let a contract for the implementation of the Mission Software. The term implementation being defined as the design, code and generation, and integration phases of the software development process. This contract is obviously the largest in the subject strategy and requires considerable continued evaluation of the contractor's performance for quality, cost and schedule. The contract during UPDATE I version was let competitively to promote a corporate commitment from one of the larger American industrial software houses, although all industrial bidders were welcome to participate. This strategy was realized and a new contractor was brought on board at that time, circa 1972, to implement the UPDATE I Mission Software under the Center's leadership. Continued managerial and technical monitoring of this contractors work is a very important Center task which must be performed to insure that the key elements of this subject contracting strategy are being executed in a cost effective manner.

The Center's approach, as stated previously, is to own and operate all of the facilities and software support tools necessary to carry out the software development process. Although the support items are physically located in-house the contracting strategy is to have, as much as possible, their development and operation performed by assistance contractors "D". The Center's in-house technical staff manages the development of these unique facilities and tools, letting contracts in such a manner as to stimulate innovative ideas for these devices and fixing responsibility for certain support products with specific contractors. Likewise the Center oversees the operations of these support items, but lets contracts for personnel to actually run the operations of the facilities. All of these contracts are let in the light of maintaining checks and balances for good software management.

The final phase of the process, transitioning the products to the fleet, continues to be performed with a balance of responsibilities between the in-house staff and contractors. Because Contractor "C" helped develop the software requirements and performed testing to check conformance with those requirements they are again the most knowledgeable assistance contractor to help in performing: the training of the Navy acceptance team and Fleet personnel; assist during the independent Navy acceptance testing of the Mission Software; and, assist in delivering software packages (tapes and documentation) to the Fleet.

A general management guideline in distribution of personnel resources is presented here to put into perspective the balance between in-house and contractor work forces. The UPDATE I Program's personnel resource allocation will be presented as an actual example. Approximately 25% of the Program's personnel resources were in-house and the remaining 75% supplied by contract. The contract percentage is becoming slightly higher with subsequent UPDATE versions.

8. LESSONS LEARNED

This section will elaborate on some of the lessons learned while trying to manage and technically control the UPDATE I software development effort. Brief explanations will be presented on the items of the UPDATE I approach and process which encountered problems, along with suggestions in some areas on how the problems might be remedied for subsequent UPDATE Programs.

The software Model, although technically a sound approach to validating proposed software designs, proved to be untimely in the UPDATE I Program development schedule. The Model did provide good technical design information once developed. However, because of the overall development schedule the Model work was overtaken by the need to commit the proposed implementation contractors' design to coding. The lesson learned is that in order to use this tool effectively the modeling task must be started well in advance of the implementation phase. Also, management must be willing to commit to the expense of keeping the Model current with the actual system design - this can prove expensive in both cost and technical personnel resources. There was also a contractual strategy mistake made relative to the Model. Management failed to include the generation of input data to the Model as a contractual deliverable in appropriate contracts. The UPDATE I Program tried to rely on informal data deliverables and the corresponding delays added to the untimeliness of the Model work.

The largest single mistake of the UPDATE I approach was not following through on tracking the software program memory size and timing budgets in such a manner as to control these two critical items of the system. The budgets were generated from design estimates during the software design phase of the development process. As a result of this failure, both items were up against resource limits at the completion of the UPDATE I development process, leaving no system software resources for the very much intended future UPDATE Programs. The UPDATE II version redesigned and reprogrammed many areas of the UPDATE I Mission Software to rectify this problem. The lesson learned was that the in-house staff must have a direct control to technicly monitor these vital life signs in the software development process. It should be noted in fairness that the UPDATE I Program did have an accelerated schedule (which was met) and the resultant design and code efficiency for memory and timing resources suffered because of this factor.
Another tool which developed problems was the CP-901 Computer Simulator. The problem with this tool was mentioned earlier in that it was limited by the size of modules/tasks it could test because of the host PGC resource limitations. Since many of the UPDATE I software modules grew quite large in size, the use of this tool became prohibited. The lesson learned is that when building support tools, development should be on a host system (computer facility) that has the size, power, and features to allow for extensive growth. New and advanced software support tools being developed today by the Center such as the Facility for Automatic Software Production (FASP), reference (D), are hosted on the Center’s CDC 6600 Computer Facility. The FASP offers modern software engineering tools which are presently being utilized by the UPDATE III Program for development of the acoustic subsystem software.

One problem which might be obvious was the difficulty in managing and negotiating, and continuing to renew, all the contracts brought about by the stated strategy. There is the problem of generating legally correct contract packages and having them negotiated with such timing as to reap maximum benefit from the contracting strategy. There is the second problem of defining correctly the legal interaction between all contractors/agencies in the development process. That is, the contracts must judiciously define the individual responsibilities of each contractor and clearly specify the Government Furnished Information (GFI)/Government Furnished Equipment (GFE) and Contractor Furnished Information (CFI)/Contractor Furnished Equipment (CFE) for all contractor/Center interactions. Failure of any one contractor to produce items or information on schedule can cause multiple problems for management. The lesson learned is that management must be willing to commit a major portion of their in-house resources to managing this contracting strategy. The strategy and process as defined in this paper continues to be used today, and is considered a successful approach to managing the large P-3C UPDATE software development efforts.

Another contractual aspect overlooked in UPDATE I was the desirability of having selected “builds”, developed by the implementation contractor, delivered as contract line items. Although the informal deliveries did not necessarily hinder the UPDATE I Program it is seen as good management practice to specify these major software elements as contract obligations. The chief reason being that in the event design difficulties are detected early in the “build” cycle Center management can take formal action in requiring the design problems to be fixed, rather than relying on informal requests or waiting until the final product delivery to make corrections.

The final problem to be discussed is one which developed after the UPDATE I era. This problem came about because of the evolutionary nature of the program which developed multiple configurations of UPDATE Mission Software. Naturally there must be different versions of the Mission Software since the various UPDATE capabilities, which are also hardware related, were not backfitted into earlier versions of the avionics system. However, because of critical timing between the various UPDATE development programs, there was a rapid drifting from a common baseline configuration. There are management actions being taken today to bring about much stronger commonality (common modules/tasks) wherever possible. The lesson learned was that in the real world of building multiple and evolutionary product lines, it is extremely difficult to control commonality. Major resources must be committed early for the product line development in the areas of Configuration Management. Although Configuration Management was done quite successfully for individual Mission Software products, mechanisms need to be developed and enforced to control developments in the multiple product environment.

9. CONCLUSION

It is hoped that the reader has gained some understanding of the Center’s P-3C UPDATE software development methodology. In summarizing, it would be helpful to present a pictorial of the major control points and critical items that the P-3C UPDATE Programs use in gaining assessment of the “health” of a particular software version as it proceeds through the development process. Figure 7 presents the pictorial of this information. It will not be necessary at this point to present explanations of these control points and critical items since all the items have been addressed in some detail previously. If a software development proceeds past a control point without successfully fulfilling the requirements of a critical item, there is a high probability that the program development is going to face difficulties.

![FIGURE 7 - Software Development Control Points](image-url)
It is important to note that management practices surrounding any methodology must remember that software development is a people-driven process. Management must be aware of the fact that success in this business depends on the ability to constantly generate a team spirit - all team members must know and relate to a common goal and process. Management must know what motivates software engineers and programmers and use this knowledge effectively. The quality of P-3C UPDATE software products ultimately rests with the Center's professional managers and technical staff. This staff has been successfully utilizing this software development methodology since 1972.
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SUMMARY

With the current capabilities of microprocessors approaching that of minicomputers and the reliability of these small processors increasing, the avionics system designer has an opportunity to restructure his system to allow processing at the point where data is collected, and then transmit or receive data of a system nature over a global data bus. The consensus of opinion at the present time is that the microprocessor will allow more distributed networks such as hierarchical networks with functional avionic groups (NAV, COMM, weapons delivery, stores) isolated on local, lower level data buses, to be used effectively in future avionics systems.

What impact these distributed microprocessor-based systems of the future will have on integrated (mission-oriented) avionics software is a major concern to the system designer. It appears that a functional decomposition of the executive software will help to maximize the reusability of this software since only those functional modules of the executive software which perform hardware dependent functions will need to be changed. A modularized executive, along with a firm executive/applications software interface, will allow maximum reusability of the applications software. This will minimize the impact on the integration task during mission software development.

1.0 BACKGROUND - AVIONICS NETWORK EVOLUTION

Many years ago the pilot was the central processor and computational unit in the avionics system. Obviously much of his time was required to assimilate all the available data. The pilot was often distracted in the decision making process, because he was primarily controlling the aircraft. It is unthinkable to expect the pilot to collect and assimilate data without large processing systems in this day of highly sophisticated, high performance aircraft.

The centralized system, controlled by a single large scale central computer, evolved over 15 years ago and has been the main integrator of avionics. The centralized processing system was definitely an improvement over earlier systems, since complex data and control was processed and presented in simplistic form for the pilot. However, there were inherent problems in early centralized systems; computers had small computational capability, primarily due to cost, size and weight constraints, and power and cooling requirements. Additionally, the software developed to operate in an avionics system of this type was inflexible and growth was difficult to accommodate. Another problem was that of reliability, with all subsystems connected to a single control point. This problem was solved by adding a redundant central processor. The problems of cost, size and weight, power and cooling were then even greater. However, the system was again a major improvement over previous systems, because information could be processed for more effective utilization. The development of the militarized minicomputer helped to alleviate some of the problems in the centralized systems, primarily those problems associated with the physical installation of the system on the aircraft. The software and system organization still proved to be inflexible and possessed limited growth capability.

In the early 1970's, the United States Air Force Avionics Laboratory (AFAL, WPAFB, Ohio) embarked on a program designed to address those problems associated with centralized control systems. The major thrust was the DAIS program in which a number of standard minicomputers were distributed via a MIL-STD-1553 multiplex data bus. This type of system allowed the processing capability to grow, increased processing capability since processing could be accomplished in multiple computers and allowed a greater degree of modularity at a processor level. The system reliability was increased since the functions were distributed.

It is widely believed in the military and industry that the microcomputer will permit more of the processing to be distributed, that the processing networks will be an extension of the DAIS-type distributed system; processing for subsystems will be distributed on local multiplex buses and these hierarchical processing networks will communicate only system data over a global bus. This approach allows subsystems to
have greater flexibility and each subsystem can be tailored to meet its specific mission requirements. Since the data used by the subsystem is transmitted on the local data bus, system level software need not be changed to accommodate a change to the subsystem, because the data presented to the global bus for a subsystem will be preprocessed and not necessarily reflect characteristics of unit level subsystem components.

In a hierarchical network (figure 1), failures at the local level can be detected and handled at the local level where the most knowledge of this failure impact is understood. For example, the mission computer programs need not be concerned with a failure of one of the elements on a local bus if their computational algorithms are not dependent upon the source of the data as much as the integrated data on the global bus.

With a hierarchical network, a number of possible architectures are made available. For this discussion architecture is defined as a combination of the network (hardware elements and interconnections) and the bus control mechanism (the control of the data flow between elements in the network). Networks and bus control mechanization issues are discussed in the following paragraphs.

![Hierarchical System Example with Navigation Subsystem on Local Bus](image)

**NOTE:** All integration of the navigation data occurs in PE(1) and only integrated navigation is passed to the global bus (to the maximum feasible extent).

**FIGURE 1**

2.0 DISTRIBUTED CONTROL SCHEMES

Control scheme or mechanism is the method employed to determine which processing element in the network has control of the data transfer medium (for example, MIL-STD-1553 data bus). The available control mechanisms can be categorized into two general types, either stationary or nonstationary. The major difference between the two is whether or not the bus control capability is passed from one location to another or maintained in one location.

**Stationary Bus Control**

In this mechanism there is only one bus controller per bus or bus pair (active, standby). The only exception to this is the case where the single bus controller fails and a monitor (or backup) bus controller takes over and continues control of the data bus.

This control mechanism has proven itself in aircraft applications (F16, F18), but is vulnerable to system point failure and must be implemented in a redundant manner to prevent low system reliability. Also, since all bus control is isolated to a single point bus control tends to become increasingly complex and inflexible due to this complexity.

**Nonstationary Bus Control**

Although the stationary single point control mechanism may well have application in future avionic systems, it appears that this mechanism may be replaced by a
nonstationary multipoint control scheme. There are a number of different nonstationary control mechanisms defined and being discussed today for future use. The primary difference between these proposed schemes is the mechanics of determining which processing element is to get control of the bus next. Some of the leading and most likely candidates for bus control mechanisms for future avionics systems which are:

- Round Robin
- Polling
- Contention

All three of the control mechanisms are alike in some ways. For example the bus controller function exists in a number of places, but the physical bus controller does not. However, each bus controller has the ability to be the next bus controller or master. Each bus control mechanism contains a bus acquisition functional element which will acquire control of the bus. Also, each bus control mechanism has a bus control handover functional element. Typically, regardless of the operating principle used in the bus control mechanism, the amount of bus control each controller is allowed is a transmission session which may be a message sequence or a fixed time.

**Round Robin**

This distributed control mechanism is a Newhall loop where control of the bus is passed in some predetermined manner, such as passing the master bus control from a bus access list or table. When a bus controller finishes a transmission session, then control of the bus is given up or handed over to the next potential bus controller. If the next potential bus controller has need for control of the bus, then a transmission session is started, otherwise control is passed to the next potential bus controller and so on around the network.

The major disadvantage to the round-robin distributed control mechanism is that the system design directly impacts the bus access list format. Any change in the system must be reflected in the bus access list to accommodate any new or deleted system processing elements. Additionally, a failure in the chain requires some level of sophisticated error detection capability at the system level. Error handling considerations become more difficult to mechanize if any of the bus access mechanism (such as next address in chain) is included in hardware.

**Polling**

In this bus control mechanism, the bus controller will poll all other potential bus controllers for a positive response when a bus controller has completed a transmission session. In the event of all negative responses, the current controller may be allowed another transmission session, or the system design may dictate that the controller continue to poll until a positive response is received.

One of the major advantages of this type of bus control mechanism over the round-robin is that the long delay times usually associated with round-robin bus control schemes are reduced at the cost of greater overhead for control transfer. Other advantages include greater system flexibility, since a multimission processor could, when activated in response to a poll, initiate all of the data transfers necessary to support its roll in the mission.

**Contention**

The contention bus control mechanism differs from round-robin and polling primarily in the way the next bus controller demands or contends for the control of the bus. This could be considered similar to a positive response to a poll with the difference being that response to a poll is an answer and not a demand and must be analyzed as such. A system of this sort will be data source oriented meaning that a processing resource with data available for distribution (either hardware or software) will initiate a demand for bus control in order to route the data to the proper destination. With this type of control mechanism, a demand for bus control must occur during a quiet (nonbusy) bus period. If the bus is busy, then the bus acquisition functional unit will continue to test for a nonbusy bus. In the instance where the bus is busy, a mechanism in the controller is necessary to prevent continued collisions of data. Smith and Crossgrove et. al. suggest a methodology in which each potential controller after finding a busy condition delay for a random number of time units and try again. If upon the subsequent attempt the bus resource is nonbusy, it is assumed that the resource is available for use. Whatever algorithm is employed, it is apparent that some delay mechanism be employed in the bus seizure to prevent a possible proliferation of collisions (a collision being defined as two bus controllers attempting to seize the bus at the same time).

3.0 EXECUTIVE SOFTWARE CONSIDERATIONS

EXECUTIVE MODULARITY KEY TO GROWTH AND ADAPTABILITY

There has been concern expressed relative to the impact upon executive computer program design due to distributed architectures. Much of this concern is well-founded
considering some of the executive programming disasters of the past. It is the 
opinion of the author that the potential solution to the executive software problems 
of the future is neither new or particularly unique. The solution is to keep the 
software as simple as possible. There are two keys to this methodology:

- Functional modularity
- Implement only necessary functions

Functional modularity is not particularly new but it is not employed often with 
 realtime executive programs. However, more recent developments have indicated that 
the concept of a functionally modular executive is being adopted.

"Implement only necessary functions" refers to the practice of overkill when 
defining and designing the functions the executive software must perform. This has in 
the past ranged from just including functions "that have always been there" to the 
inclusion of functions that are not necessary and perhaps even detrimental to overall 
system operation.

It is believed that a modular executive software design can be heuristically 
constructed and readily modified to accommodate various architectures as the avionics 
system dictates. The remaining portion of this paper addresses a modular executive 
design that can be adapted to the many architectures (combinations of networks and bus 
control schemes) which can be constructed for avionics systems.

An executive computer program has very few basic functions to perform. These 
functions include a hardware interface, data control and applications service. As one 
examines these functions they can be considered sets of subfunctions. An example is 
the data control function which can be broken down into queue management, and an 
interface with the hardware interface functions. Moreover, if one looks at or 
examines many executive programs, a great deal of similarity, even repetition or 
duplication, becomes apparent. When executive software operates in a distributed 
architecture some new functions are added, but the executive programs are still 
functionally similar.

In order for a modular executive approach to be workable there must be a well 
defined and enforced interface between the executive and the applications computer 
programs. An example of this type of interface which appears to be workable, although 
perhaps not optimal, is the interface definition generated by the USAF DAIS program 
and documented in DAIS publication SA 201307. Additionally, there must be a rigidly 
defined and enforced functional definition of the modules within the executive program 
as well as the interfaces between these modules.

An executive for an avionics application can first be thought of as consisting of 
two major functions. The first is bus control, and the second is local control, which 
is responsible for those executive functions which are local to a processing element. 
These local control functions include data control, task control, applications 
executive service, etc. Functionally then, an avionics executive computer program 
appears as:

```
TO BUS<BC LC
```

**FIGURE 2**

**Bus Control**

The bus control can further be defined as a bus controller function, a bus 
interface function, a bus error handling function, a system synchronization function 
and a system status monitor function. Two of these modules are dependent upon whether 
they reside in a controlling processor (MASTER) or a noncontrolling processor 
(REMOTE). Thus the avionics executive can further be broken down as:

```
TO BUS<BC LC
```

**FIGURE 3**

**Bus Controller Master (BC Master)**

Functionally the bus controller does just exactly that; it controls the bus. 
Usually the bus controller will be activated by a request from a local control 
function. Then after ensuring that acquisition of control is complete the required 
bus transmission will be started. In some cases, such as in the stationary master 
concept, bus acquisition is a function of system initialization. The bus controller
function is also responsible for data reception which is primarily queue management or perhaps, depending upon the bus interface hardware, may involve the setting of control registers. This is accomplished via an interface with a bus interface function.

**Bus Controller Remote** (bc Remote)

This bus controller module operates in a processor that is participating in bus transmission but is not an active bus controller (e.g., master). The functions performed by this module are minimal and primarily consist of requesting the setting of hardware registers in a bus interface unit (BIU) to ensure proper data transfer between the host processing element and the data bus. Another function of the bus controller is to prevent the bus from accessing data while it is being updated by software in the host processing element.

**Bus Interface Master** (BI Master)

The bus interface module does the actual interface with the bus hardware upon request from the host via the bus controller software. This may include the functions of bus acquisition, bus handover, bus acquisition/handover, bus interface hardware register manipulation for data transfer/reception, and the fielding and saving of status data from data sources or internal bus interface hardware for the purpose of bus error handling or the bus controller. This module is dependent upon the actual hardware employed, the network selected and the bus control scheme used in the avionics system.

**Bus Interface Remote** (bi Remote)

This module would provide for a remote executive (nonmaster) the same functions as the BI module does for a master or bus controller executive. These functions include the fielding and handling of interrupts. Another function would be the setting of hardware registers upon request from the bc module. Generally there would be no bus acquisition or bus error handling because there is no bus control.

**Bus Error** (BE)

The bus error module is responsible for isolation and responding to errors detected in bus transmissions. This capability may include only simple message verification or sophisticated avionic error handling. Bus errors are isolated and notification of these errors are communicated to the bus controller or system status monitor to take the prescribed system action.

**System Synchronization** (SS)

Responsibility for system synchronization is provided by this functional module. This may include minor cycle synchronization, time synchronization or event (such as mode) synchronization. This functional module interfaces with the bus controller function to provide whatever synchronization messages are required in the system.

**System Status Monitor** (SSM)

This functional module would tally errors for and maintain status of operational equipment and would interface with bus error handler and bus controller to maintain system status.

**Local Control**

The local control function can be further defined, to include the local controller function, the executive service function, the data control function, the local error handler processor interface and the local I/O function.
Local Controller (LC)

The local controller functional module controls the execution of all executive functions within the executive as well as those functions within the applications tasks. Whenever a task completes execution, or the handling of an executive service changes the state of the local processing environment (e.g., task suspension due to wait), or the receipt of data from an external source, the local controller is activated to determine what to do next. For example, the receipt of a system synchronization message from the current bus controller will cause the local controller to be activated and the data control function will set up any queue pointers or BIU control words required.

Executive Service (ES)

The executive service function consists of a set of modules that provide executive services to the applications programs. The number of modules within the ES is system dependent. These modules collectively provide one of the key aspects to modular development of avionics software, which is to provide one interface between the applications program and the executive.

Properly designed ES modules allow the executive and the applications programs to be developed independently from each other thus setting the stage for software modularity.

Some of the subfunctions included the executive service function are:

- TASK SERVICE
  - SCHEDULE
  - CANCEL
  - TERMINATE

- DATA SERVICE
  - READ
  - WRITE

- EVENT SERVICE
  - SIGNAL
  - EVENT WAIT

- TIMING SERVICE
  - TIME WAIT

Data Control (DC)

The data control function does the data management function for a processing element (e.g., controls global data storage pools within memory allowing updates only on a noninterference basis). Data control also maintains queues for the bus controller function for actual bus transmission. Additionally, data control sets BIU for actual bus transmissions by setting up tables for the BIU to utilize.

Local Synchronization (LS)

This module is called by local control (LC) upon receipt of a system synchronization signal and it handles any processing associated with system synchronization. This processing includes interfacing with data control (DC) to set up any data base or hardware registers associated with synchronized transmission. Also, the LS interfaces with executive service (ES) to handle any events associated with system synchronization.

Local Error Handling (LE)

This module is system dependent and is restricted to handling errors associated with the local I/O devices and processor transient errors.

Local I/O (LI)

This module handles the hardware related tasks associated with the reading and writing of data to any nonbus devices interfaced with the host processor. Possible devices include sensors, actuators, CRTs, magnetic tape transports or online disk/drum type mass memories. The LI module would be activated by the data control function.
**Processor Interface (PI)**

This module handles the software/hardware interface with the host processing element, including interrupt handling, timer control and the hardware register selection.

There are other functions that are really part of an executive computer program that have not been discussed. These include such functions as initialization, reload and the loader. These functions do not operate in realtime and typically are not architecture dependent. Therefore, these functions need not be included in this discussion.

**MODULAR EXECUTIVE CONFIGURATIONS**

Utilizing the functional modules previously defined, plus rigidly defined interfaces (illustrated in figure 5 and table 1), executive configurations can be assembled to satisfy the processing requirements of future distributed architectures. These configurations are many, but there is an inherent amount of commonality between the architectures and the number of combinations is limited. Starting with a single level network with a single point stationary bus control, there are two executive configurations that can be used: the master (bus controller) and the remote (non bus controller). These two configurations are illustrated (using the modules defined in figure 5) in figures 6 and 7. The same modules can be used to support the operational requirements of a hierarchical executive given that the same defined interfaces are used and there is sufficient hardware capability available.

It is believed that a significant number of the executive modules described above will be unchanged regardless of configuration or architecture. To illustrate this point, five executive configurations are described below.

---

**Figure 6** PROPOSED EXECUTIVE MODULE INTERFACE SCHEMATIC

- **BI** = BUS INTERFACE (bt)
- **SS** = SYSTEM SYNCHRONIZATION
- **DC** = DATA CONTROLLER
- **BC** = BUS CONTROLLER (bc)
- **BE** = BUS ERROR
- **LI** = LOCAL I/O
- **LC** = LOCAL CONTROLLER
- **LS** = LOCAL SYNCHRONIZATION
- **PI** = PROCESSOR INTERFACE
- **ES** = EXECUTIVE SERVICE
- **LE** = LOCAL ERROR
- **SSN** = SYSTEM STATUS MONITOR
<table>
<thead>
<tr>
<th>MODULE</th>
<th>MASTER/REMOTE</th>
<th>EXECUTIVE FUNCTION</th>
<th>INTERFACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>MASTER</td>
<td>BUS CONTROL</td>
<td>BI, BE</td>
</tr>
<tr>
<td>BI</td>
<td>MASTER</td>
<td>BUS CONTROL</td>
<td>BC, DC</td>
</tr>
<tr>
<td>bc</td>
<td>REMOTE</td>
<td>BUS CONTROL</td>
<td>bi</td>
</tr>
<tr>
<td>bi</td>
<td>REMOTE</td>
<td>BUS CONTROL</td>
<td>bc, DC</td>
</tr>
<tr>
<td>SS</td>
<td>MASTER</td>
<td>BUS CONTROL</td>
<td>BC</td>
</tr>
<tr>
<td>SSM</td>
<td>MASTER</td>
<td>BUS CONTROL</td>
<td>BC</td>
</tr>
<tr>
<td>BE</td>
<td>MASTER</td>
<td>BUS CONTROL</td>
<td>BC, SSM</td>
</tr>
<tr>
<td>DC</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>BC, LC, LI, ES</td>
</tr>
<tr>
<td>LC</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>ES, LS</td>
</tr>
<tr>
<td>LI</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>DC, PI</td>
</tr>
<tr>
<td>LS</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>DC, LC</td>
</tr>
<tr>
<td>ES</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>DC, ES</td>
</tr>
<tr>
<td>PI</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td>LI, LE, SS*</td>
</tr>
<tr>
<td>LE</td>
<td>n/a</td>
<td>LOCAL CONTROL</td>
<td></td>
</tr>
</tbody>
</table>

* MASTER ONLY

**TABLE 1. EXECUTIVE FUNCTIONAL MODULE SUMMARY**

NOTE: These bus control functions are even present in a very limited form in a remote executive.

**FIGURE 6 REMOTE EXECUTIVE (NON BUS CONTROLLER)**
The software configuration for this type of executive computer program is illustrated in figure 7. The functional description of these modules was presented earlier.

There are two key elements in this configuration which differ from the others that will be discussed. The first is the function of bus acquisition and bus handover. Bus acquisition occurs at initialization time and bus handover does not occur (stationary single-point bus control). The second is the bus error handling function. With the stationary single-point bus control executive, the error handling function is global and necessarily complex to account for all of the devices in the network.

If there are any other processors in a stationary single-point bus control system, there will be another executive configuration which is known as a "remote executive" (this is true with any architecture where there are processors in the network which are never bus controllers, but it predominate with the stationary single-point bus control mechanism). Using the modules which were described earlier and discussed relative to being used in the stationary single-point bus control executive, a remote executive can be configured. Again, note that the interfaces between the modules must be rigidly enforced for the modular executive scheme to be effected.

Examination of figure 6 reveals that the functional modules SS, BE and SSM are not present in the configuration. Additionally, functional modules BI and BC are replaced by bi and bc respectively because these functions, however slight, are still present in a remote executive. Module PI ignores the timer interrupt to generate the system
synchronization signal. Aside from these particular differences, the remaining functional modules are the very same functional modules which were utilized in the stationary single-point bus control (master) executive.

NONSTATIONARY BUS CONTROL EXECUTIVE

The three "types" of nonstationary bus control executives are the polling, the round-robin and the contention bus control transfer schemes. The executive differs in each case by the method of transferring control throughout the network. Again, using the same set of modules as was used to configure the stationary single-point bus control executive, the executive programs to satisfy these three bus control transfer schemes will be examined.

Polling

Examining figure 7, all of the modules with the possible exception of SS and SSM would be used to configure the executive for this bus control mechanism. The reason that these functional modules may not be used in all executives is that with nonstationary control it is doubtful that each potential bus controller will perform system synchronization and system status monitoring. These functions probably would be accomplished in one processing element. The capabilities of the BE functional module might be lessened by the same reasoning. The only module that needs to be changed is the BI module, because it possesses the capability to respond to a poll positively upon a request from the BC functional module to acquire bus control. This functional module also has the capability to start a poll and relinquish bus control when requested by the BC module.

The BC module differs slightly in that it ascertains whether or not the host processing element is the current bus controller. If it is the bus controller, then transmission is scheduled by the BC. If not, then the BC requests that BI acquire control of the bus and delay the transmission sequence until bus control is acquired.

All other executive modules could be used unchanged as required to support mission requirements.

Round-Robin

The polling bus control executive discussion above generally applies to the round-robin nonstationary bus control executive, and all modules are essentially the same for the two configurations. There would be, however, a difference in the BI functional module since in a round-robin bus control transfer scheme there is no poll to pass control. Typically, this function is accomplished by a fixed address list used by the current controller to determine the next potential controller.

The BC functional module would work in the same manner as with the polling executive in that it determines whether the host processing element is or is not the current bus controller. If not, the BC interfaces with BI to request and acquire bus control.

The BE functional module has to be more sophisticated with this bus control transfer scheme, because the loss of a processing element could result in the loss of bus control transfer ability.

Contention

The discussions above also apply to this bus control transfer scheme in that the only real change to a functional module would be isolated to the BI functional module where the changes to support the contention bus acquisition and handover would be implemented. As with polling and round-robin, the remainder of the executive functional modules would be unchanged. Table 2 summarizes this discussion of executive software functional module usage per configuration.

<table>
<thead>
<tr>
<th>EXECUTIVE TYPE</th>
<th>STATIONARY</th>
<th>NONSTATIONARY</th>
</tr>
</thead>
<tbody>
<tr>
<td>MASTER</td>
<td>REMOTE</td>
<td>POLLING</td>
</tr>
<tr>
<td>BI</td>
<td>n/a (bi)</td>
<td>X</td>
</tr>
<tr>
<td>BC</td>
<td>n/a (bc)</td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>n/a</td>
<td>+</td>
</tr>
<tr>
<td>SS</td>
<td>n/a</td>
<td>+</td>
</tr>
<tr>
<td>SSM</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

LEGEND:
X = Change necessary to support control scheme
- = No change necessary to support control scheme
+ = Potential change necessary to support control scheme

TABLE 2 SUMMARY OF EXECUTIVE FUNCTIONAL MODULE USAGE
4.0 HIERARCHICAL NETWORK CONSIDERATIONS

Regardless of the bus control mechanism employed in future avionics systems, it appears the hierarchical networks will definitely be widely used in the future (3). In some cases the hierarchical network may be controlled by different bus control mechanisms. An example would be polling nonstationary bus control on the global bus and single-point stationary on a subbus or buses.

There are a number of reasons to justify the hierarchical network and subsequent hybrid architecture. To begin with, this type of architecture offers the greatest flexibility and growth potential and at the same time probably offers the greatest reliability. Reliability is enhanced because fault/failure detection, isolation and handling can be accomplished at the subsystem level where the fault/failure actually occurs. This in turn simplifies the system wide Error Handling and Recovery EHAR function because an all encompassing system wide EHAR function is no longer required. Flexibility is enhanced because the subsystem, however complex, will continue to interface to the global bus at a data level allowing the system relative independence from knowledge of the components of the subsystem. Another key point is controllability, which is always an issue in distributed systems, is actually simplified with the hierarchical architecture due to the functional isolation between subsystems. The system controller "knows" the subsystem as a single functional unit regardless of the number of actual components (4).

The degree of sophistication at the subsystem level is of concern primarily to the subsystem designer, not to the system level designers. Basically there are two approaches to connecting major subsystems. One method, as discussed by Scarpino and Weber (3), simply connects the subsystem elements to a processor that connects to the global bus. The other, discussed by Edwards and Hubens (4) and Dennison and Dewey (5) actually distributes the subsystem elements on a local data bus similar to the global data bus.

An example of a hierarchical (interbus) executive configuration is illustrated in figure 8. This particular configuration assumes that the executive will perform as a remote on the global bus and as a master to the local lower bus or sub bus.

---

**Figure 8** HIERARCHICAL EXECUTIVE CONFIGURATION
The functional modules which make up this configuration are basically the same as were presented earlier. The primary difference is the ES module which must interface with two DC modules, one module for each bus. This module is necessary to prevent the problem of simultaneous update if both buses were allowed to write into common memory. In order to satisfy these requirements, the ES module must be signalled whenever data arrives from either bus. When data arrives there are two possible courses of action. One, the data is to be processed in this processor or the data is to be sent to the other bus unprocessed. In the second case, the ES module moves the data from an input buffer on one bus to the output buffer for the other bus, and then signals the DC that there is data to be written. The other functional modules are virtually the same as in the configurations discussed earlier, providing the interfaces are properly maintained.

Of course, there are other issues that must be considered, such as responding to hardware interrupts. Interrupts can be handled through an interrupt priority scheme that allows processing of the highest level interrupts first. There would also be three basic levels of software priority which would have to be maintained for bus control for each bus (global and bus) and for local control within the processing element itself.

5.0 CONCLUSIONS

The advent of the microprocessor and the rapid maturation of this hardware is going to offer tremendous capability to avionics processing. Because of this growth, there is considerable concern about the impact upon operational software both existing (retrofit or upgrade) and planned. Obviously, there will be an impact due to the use of new hardware as there always has been and probably will be in the future. However, one thing remains clear; the basic functions of an executive computer program remain basically the same from airframe to airframe and from mission to mission. Only a small portion of an executive program actually changes and those portions of the executive that do not change should be reused. Those that do change can be isolated (functionally and modularly) so that engineering resources can be utilized to solve the new problem.

With a good definition of functional modularity and interface definition much like the USAF DAIS program has started, the impact on avionics software can be minimized.
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