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Primary focus was directed to experimental studies of the electrical behavior of weakly-coupled superconductors. Two types of superconducting devices were used, Josephson tunnel junctions and superconducting thin-film microbridges. The experiments showed that non-equilibrium states created by microwave irradiation and quasiparticle injection will change the current...
voltage characteristics of Josephson devices. Experiments were also conducted to determine if the grain size of superconducting niobium (Nb) films could be controlled using scanning laser annealing. Initial (as deposited) grain sizes were dependent upon the deposition technique. Regardless, laser annealing resulted in substantial modifications to the structure of the Nb films. With proper laser annealing techniques, relatively fine-grained polycrystalline films were converted to large polycrystalline grains with an average size of 5 µm x 10 µm.
I. INTRODUCTION

The general objective of this research program was to study non-equilibrium processes in thin superconducting Josephson junctions near 40K. Non-equilibrium processes in superconductors have received renewed theoretical attention because of problems in high-frequency weak links. From the results of experiments performed in this program, it is hoped that a better basis will be provided for further understanding these phenomena. Improved theory could also provide a guide to increasing the sensitivity and frequency range of superconducting detectors, receivers, and mixer electronics which have important civilian and military applications. Ultimately, through the collective and integrated results of a large number of programs like this one, it is hoped that superconducting materials with increased transition temperatures may be developed.

The primary effort was directed to experimental studies of the electrical behavior of weakly-coupled superconductors. Two types of superconducting devices were employed in this program, Josephson tunnel junctions and superconducting thin-film microbridges. An initial part of the program, which was certainly non-trivial, was the design of a suitable experimental cryostat and the development of procedures for the fabrication of high-quality superconducting test devices.

The specific focus of the experiment was to further the understanding of electron pairing under the influence of high-frequency fields. The effect of high-frequency fields on superconductors is quite complicated and the role of non-equilibrium excitations generated by the field is very important. In fact, a time-dependent field tends to change the distribution function of quasiparticles in energy. This process will generate new excitations and shift them to higher energies.
On the other hand, there are always processes of energy relaxation due to the interaction of electrons with lattice oscillations (phonons) or with each other. These relaxation processes can result in a non-equilibrium stationary distribution of excitations. One important experimental manifestation of this phenomenon is the enhanced superconductivity that has been observed in the presence of a high-frequency field.

There are other methods that can be used to probe the non-equilibrium superconducting state, quasiparticle and/or the phonon injection. In this report, we will present some results on the tunneling characteristics of Josephson junctions in the presence of quasiparticle injection.

One can also explore the modification of electron coupling through phonon interaction by varying the electron mean free path. The effect of mean-free-path modification can be assessed through the study of granular superconducting films with varying grain sizes. Limited attention in this program was directed to a study of how to control superconducting film grain sizes and how to substantially increase the average grain size of a film. In addition to evaluating alternative film deposition methods for superconducting niobium (Nb) films, laser annealing experiments were conducted in the attempt to establish procedures, for controllably increasing the grain size of deposited films.

The next section, Section II, presents a background of the current state of the understanding of non-equilibrium superconductivity. Section III describes the experimental techniques and apparatus used in this study. This section also presents a discussion of experiments conducted with superconducting thin-film microbridges under the influence of high-frequency fields and on Josephson tunnel junctions in the presence of quasiparticle injection. The results of preliminary experiments using laser annealing to
alter the structure and grain size of Nb thin films prepared by different techniques are also reported. In Section IV, the overall results are discussed and related to problems that remain to be solved.

Appendix A provides a reprint of "Current-Density Distribution in Josephson Tunnel Junctions", which was based on the research conducted in this program and published in the Journal of Applied Physics. This part of the program was directed to the distribution and the peak amplitude of Fiske modes in Josephson junctions. The analysis showed that the peak value can vary over a large range, depending upon whether the junction is "good" or "bad" (in the sense of the uniformity of the oxidation barrier). Thus, it is suggested that a study of the field dependence of Fiske modes should reveal the uniformity of the oxidation barrier of a Josephson tunnel junction. However, it is observed that there is no unique current-density distribution that corresponds to a particular observed field dependence.

Appendix B provides a copy of, "Getting to the Competitive Market Place with Josephson Junction Devices", a paper presented at a conference on the "Future Trends in Superconducting Electronics."
II. BACKGROUND

II.1 Weakly-Coupled Superconductivity

The superconducting state can be modelled as a condensation of electron states. When the temperature is below a certain critical temperature, $T_c$, the electrons, due to the electron-phonon-electron interaction, tend to form so-called Cooper pairs. When this occurs, the ground state of the superconductor is separated from the first excited state by a certain amount of energy - the energy gap, $E_g = 2\Delta$ (A minimum energy of $2\Delta$ is required to break a pair of electrons). The electron pairs are condensed into the same state and, using a simplified picture, the electron pairs all have the same wavefunction, $\psi(\gamma)$ (In Ginzburg-Landau theory, $\psi(\gamma)$ is just the order parameter), where $\gamma$ is the position of the center of mass of the pair.

If we let $p(\gamma)$ be the local density of electron pairs, the wavefunction can be written as $\psi(\gamma) = \sqrt{p(\gamma)} e^{i\phi}$. The phase, $\phi$, is a quantity possessing long-range order. That is, if we know its value at one point inside the superconductor, we can determine its value at any other point.

When two superconductors are separated by a very thin insulating barrier or a constricted region (See Figure 1), the phase coherence can extend from one superconductor to the other. This will permit electron pairs to flow between them, even at zero voltage. Current, up to a certain value, can exist before a finite voltage appears. The supercurrent in such a weakly-coupled superconducting system is described by the famous Josephson equation

$$J_a = J_0 \sin \phi$$

(1)
Figure 1. Schematic of Josephson Tunnel Junction and Microbridge Structures
where, \( J_s \) is the supercurrent density, \( J_0 \) is the critical current per unit area, and \( \phi \) is the change in the phase from one superconductor to the other. This phase-dependent supercurrent is the most important parameter in determining the microscopic properties of a junction.

Besides the supercurrent, there can be tunneling of quasiparticles; these are excitations in the superconductors, with properties like ordinary electrons. At zero voltage, there is an equal probability of quasiparticle tunneling from either side of the barrier to the other, so there is no net quasiparticle current. When there is a finite voltage across the barrier, a net quasiparticle current appears. A characteristics curve of a Josephson junction, including both the supercurrent and quasiparticle tunneling, is shown in Figure 2. The sudden increase of the quasiparticle current at a voltage equal to the energy gap, is due to the paired electrons breaking process, as mentioned before.

In the presence of a DC voltage, the Josephson supercurrent will oscillate with a frequency proportional to the factor \( 2e/h = 483 \text{ GHz/mV} \). The time-dependent phase difference is described by the equation,

\[
\frac{d\phi}{dt} = \frac{2eV}{h}
\]

where, \( e \) is the electron charge, \( h \) is the Planck constant divided by \( 2\pi \), \( V \) is the voltage.

If there is a high-frequency field in addition to the DC voltage, then the total voltage across the junction will be \( V = V_{ac} + V_{if} \sin \omega t \). In this equation, \( V_{if} \) describes the amplitude of the high-frequency field and \( \omega \) is the frequency. Combining equation (1) and (2), it can be easily shown that the junction will convert those
Figure 2. Josephson Junction Characteristic Curve
high-frequency signals into a DC current at $V_{dc} = \hbar \omega / 2e$. This forms the basis of a high-frequency Josephson junction detector. On the other hand, if the junction is biased at $V_{dc}$, it will radiate a high-frequency signal at $\omega = 2eV_{dc} / \hbar$. If a large array of Josephson junctions can be made to radiate coherently, it could be used as an extremely-high-frequency microwave source.

11.2 Superconducting Non-equilibrium States

An introductory description of the superconducting non-equilibrium states is given in the referenced proposal. The general features of the non-equilibrium state is that due to the perturbation of a high-frequency field or quasiparticle injection, the excitation spectrum of a superconductor will change. Those quasiparticles that gain energy will go through a certain sequence of relaxation processes; some of them will form excess pairs and some of them will lose energy via inelastic scattering. If the perturbation is shorter than a certain characteristic time, both quasiparticle recombination and pair electron relaxation processes will be measurable. If the perturbation is long enough, the system will be driven into a new non-equilibrium stationary state; in this case, the energy gap and the Josephson supercurrent are the relevant measurable quantities.

Eliasberg has developed a theory for such a stationary non-equilibrium system. Based on the microscopic theory of superconductivity (BCS theory), the equation of the gap is written as,

$$1 = \tau \int_{\Delta}^{\infty} \frac{d\varepsilon}{\sqrt{\varepsilon^2 - \Delta^2}} \left(1 - \eta \varepsilon\right) \quad (3)$$

where, $\tau$ is the BCS interaction parameter (it is a direct measure of the pairing strength), $\Delta$ is the energy gap parameter, and $\varepsilon$ is the energy of the quasiparticles. $\varepsilon = \sqrt{\Delta^2 + E_k^2}$, $E_k$ is the kinetic energy of the quasiparticle measured from the Fermi level.
In the non-equilibrium state, the Fermi function, \( n(E) = \frac{e^{E/kT}}{e^{E/kT} + 1} \) has to be replaced by a new distribution function. Eliasberg used the perturbation method and wrote \( n(\varepsilon) = n_0(\varepsilon) + n_1(\varepsilon) \), with \( n_0(\varepsilon) \) denoting the Fermi function and \( n_1(\varepsilon) \) a small deviation. Using this form, he was able to solve for \( n_1(\varepsilon) \) and get an expression for \( n_1(\varepsilon) \) as a function of microwave power.

Eliasberg's analysis includes absorption, spontaneous emission and pair breaking processes. Unfortunately, the parameter for the applied microwave power, \( \alpha = 1/3 \, \nu_F \, e^2 \hbar \omega^2 / 4c^2 \), \( \nu_F \) is the Fermi velocity, \( \lambda \) is the mean free path for elastic scattering, \( \Delta \omega \) is the amplitude of the microwave field, \( e \) is the electron charge, \( c \) is the speed of light, and \( \hbar \) is the Planck constant divided by \( 2\pi \), is not an easily measurable quantity.

In the theory of transient processes of nonequilibrium superconductors developed by Stoeckly, the driving strength parameter of the microwave perturbation is written as

\[
A_{\text{microwave}} = \frac{2\tau_0 R_N H^2}{d N(\omega) \omega^2} \left( \frac{T_c}{\Delta_0} \right)^3, \quad \text{where } \tau_0 \text{ is the normal state electron scattering time, } \omega \text{ is the microwave frequency, } T_c \text{ is the critical temperature and } \Delta_0 \text{ is the gap parameter at zero temperature.}
\]

It is because of the difficulties of measuring these microwave parameters precisely that makes a meaningful comparison of experimental results with theory a major challenge and a continuing problem.

However, the Eliasberg and the Stoeckly theories give either a formula or a numerical solution of the energy gap parameter. Thus, a comparison with experiments is possible. In Eliasberg's solution, a comparison of theory with experiment will require the
measurement to be done at temperatures very close to $T_c$. In Stoeckly's theory, a short microwave pulse will be required. A discussion about the test of Stoeckly's theory is provided elsewhere\textsuperscript{3}.

In Section III, we will present some results of the non-equilibrium states in microwave-perturbed superconducting microbridges and quasiparticle-injected Josephson tunnel junctions.
III. EXPERIMENTAL

The standard four-point probe method was used to characterize the DC current-voltage characteristics of the devices (see Figure 3). Four gold contacts were deposited before adding the bottom layer of film. Two of the terminals were used for the current and two for the voltage measurement. The junctions, after fabrication, were stored in liquid nitrogen until the measurements were made.

Two types of Josephson junctions were fabricated, one was tin-tin oxide-tin and the second type was a multi-layer lead-tin-tin oxide-tin-lead junction. In the case of the tin-tin oxide-tin junction, the tin films were around 1400Å thick; the separate layer thicknesses of the lead-tin-tin oxide-tin-lead junctions were as follows: lead film, 1200Å and tin film, 200Å. The substrate temperature was maintained at \(-50^\circ C\) during deposition.

The submicron thin-film microbridges were fabricated using electron-beam lithographic techniques using indium as the bridge material. A flow chart of the fabrication is described in Figure 4.

The nominal thickness of the indium film was 1000Å and the substrate was maintained at liquid nitrogen temperature during deposition. Extra care had to be taken during the wire bonding, handling and testing of the thin-film microbridges, because they are more sensitive to burnout than tunnel junctions. This is because heat dissipation in tunnel junctions is three dimensional, while in the case of the submicron microbridges, it is only two dimensional.
Figure 3. Configuration of Test Structures to Enable Four-Point Probe Measurements
Figure 4. Flow Chart of the Fabrication Process for Microbridges

Note:

PMMA is polymethyl methacrylate electron resist
MIK is methyl isobutyl ketone
IA is isopropanol alcohol
During the measurement, the devices were immersed directly in liquid helium in an insulated non-magnetic dewar. The sample region was magnetically shielded by a high-permeability metal can.

The temperature was measured using a germanium resistor calibrated against the liquid helium vapor pressure; accuracies to about 5m°K were achieved. A 100-ohm heater at the bottom of the device was used to stir the liquid helium to keep the temperature uniform.

The circuits were carefully shielded and all D.C. leads were separated from the samples with rf filters. The microwave signal was supplied through a coaxial cable, and the microwave power was read through an attenuator. A 9-GHz microwave source and a frequency doubler was used to provide an 18-GHz signal.

The current-voltage characteristics of a device was displayed on an oscilloscope or an X-Y recorder using an A.C. triangle-wave generator.

### III.1 Electrical Behavior of Thin-Film Microbridges;

**D.C. Characteristics and A.C. Josephson Effect:** The dimensions of the thin-film microbridges were typically smaller than 1μm x 1μm. Table 1 lists the dimensions of the microbridges studied in this program and indicates whether the A.C. Josephson effect was observed. These results clearly show that smaller bridges will be better for microwave applications.

A review of these data indicate that the bridges that exhibit a well-defined A.C. Josephson effect usually have a very low resistance, i.e., less than 1 ohm. It is perhaps for this reason that thin-film microbridges have not been able to demonstrate the capability of being a low-noise extremely-sensitive high-frequency detector as have tunnel junctions.
<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Microbridge Dimension (W x L) (micron)</th>
<th>Normal Resistance (ohm)</th>
<th>A.C. Josephson Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>81</td>
<td>0.65 x 0.72</td>
<td>0.30</td>
<td>Yes</td>
</tr>
<tr>
<td>82</td>
<td>0.70 x 7.0</td>
<td>1.22</td>
<td>No</td>
</tr>
<tr>
<td>83</td>
<td>0.48 x 0.50</td>
<td>0.22</td>
<td>Yes</td>
</tr>
<tr>
<td>84</td>
<td>0.38 x 0.65</td>
<td>0.38</td>
<td>Yes</td>
</tr>
<tr>
<td>85</td>
<td>0.28 x 0.75</td>
<td>0.43</td>
<td>Yes</td>
</tr>
</tbody>
</table>
Figure 5 shows typical current-voltage characteristics curves of a microbridge with and without microwave perturbation. The DC current steps appear at a voltage, \( V_{dc} = \frac{n\hbar\omega}{2e} \); \( n \), an integer, is the mode number. These steps correspond to synchronized oscillations between the rf signal and the A. C. Josephson current.

The sensitivity of a Josephson detector is critically dependent on its DC characteristics. In Figure 6, the power dependence of the Josephson supercurrent and the fundamental step is plotted. It is generally realized that if the commonly-accepted RSJ (Resistance-shunted junction) model\(^9,10\) is used, the Josephson supercurrent shows a \( J_0(V_{rf}) \) (Bessel function of order 0) dependence, and the fundamental step shows a \( J_1(V_{rf}) \) (Bessel function of order 1) dependence. However, in the case of microbridges, such a dependence is not observed. Therefore, care must be taken in applying the RSJ model for predicting the high-frequency response of a microbridge.

III.1.1 Microwave-Irradiated Non-equilibrium States: An interesting observation that can be drawn from Figure 5 is that the Josephson supercurrent increases slightly, reaches a maximum, then decreases as the rf power increases further; this is common for small microbridges. This behavior is consistent with Eliasberg's theory of the non-equilibrium stationary states of superconductors. It is interesting to note that Eliasberg's theory suggests that it is possible to increase the superconducting transition temperature with the application of rf irradiation. Even though such an increase is not of a significant amount, it does suggest that a suitable external perturbation can be used to increase the superconducting transition temperature of a superconductor by changing the excitation spectrum.

III.1.2 Electrical Behavior of Josephson Tunnel Junction's DC Characteristics: A typical current-voltage characteristics curve of a tin-tin oxide-tin Josephson junction is shown in Figure 7. The supercurrent shows diffraction-pattern dependence on the externally-applied magnetic field, as it should. It
Figure 6. Power Dependence of the Josephson Supercurrent
Figure 7. Characteristics Curves
Josephson Junctions (T = 1.34°K)
also shows nice quasiparticle tunneling characteristics with a negligible leakage current.

There are some differences between the characteristics of microbridge and tunnel junctions that should be recognized. Microbridges do not show hysteresis as do tunnel junctions. This is because tunnel junctions have a much higher capacitance.\textsuperscript{9,10} Whether a hysteresis is desirable or not depends on the application. In the case of digital applications, hysteresis is usually desirable. While for detector applications, non-hysteresis junction performance is usually desirable. Smaller tunnel junctions, with negligible capacitance, also show negligible hysteresis.

\section*{III.1.3 Quasiparticle Injection Non-equilibrium States:} This study resulted in some very interesting observations of multilayer tunnel junction behavior. The device structure is lead (1200 Å)-tin(200 Å)-tin oxide-tin(200 Å)-lead(1200 Å). Since the tin film is only 200 Å, it is not perfectly uniform.

It can be assumed that there are some lead islands on the tin oxide, therefore, we can see quasiparticle tunneling between lead and tin. Due to the proximity effect, the transition temperature of the tin with the lead islands will be somewhat higher than pure tin. At a finite voltage, quasiparticles injected from one side of the junction to the intermediate layer of the other side will change the excitation spectrum; this will give some extra structures in the quasiparticle tunneling curve. As shown by the data of Figure 8, such complicated structures have indeed been observed.

These observed current-voltage characteristics are believed to be the first of its kind. Additional experiments confirmed that the results are reproducible. At this time, there is no available theory to compare with the results but it is believed that the interpretation given above is a plausible one.
Figure 8. Characteristics Curve of Multi-layer Tunnel Junction Showing the Effect of Quasiparticle Injection ($T = 3.60^\circ K$)
Further investigations of this nature may prove to be very productive. The highly nonlinear region that results from the quasiparticle injection non-equilibrium states is not accessible in a one-layer tunnel junction.

III.2 Structure and Grain-Size Modification of Nb Thin Films by Laser Annealing

Experiments were conducted to determine how to control the grain size of superconducting thin films, since grain boundary effects and impurities localized in grain boundaries can affect the superconducting films. Of particular interest, were experiments to assess whether laser-annealing-assisted growth of grains could be used to substantially alter the structure of the thin films. These experiments were suggested by the observation here and in other laboratories of significant increases in grain size after laser annealing of non-superconducting thin films.11-13

III.2.1 Sample Preparation: Test samples used in these experiments consisted of niobium (Nb) thin films (1000 Å) deposited on single-crystal Si wafers of (100) orientations on thin-film Si$_3$N$_4$ layers on Si substrates. Both sputtering and e-beam evaporation were used in depositing the Nb films.

Laser-annealing experiments were conducted using the ARACOR CW laser annealing system. This system uses a 20 W Argon laser. The sample is positioned on a vacuum chuck, which can be accurately heated over the temperature range of 0 to 400°C. The motion of the sample stage can be programmed and moves on an air bearing at rates of up to 25 cm/sec in both the x and y directions.

In the experiment of this program, the laser power was varied from 0.5W to 8W in 0.5W increments. The sample scanning rate and the laser beam spot size were fixed at 10 cm/sec and 40 μm, respectively. The substrate temperature was held at 250°C.
After laser annealing, the samples were cut into 3mm x 3mm squares and prepared for examination in a transmission electron microscope (TEM). Samples were prepared for TEM analysis by chemical jet thinning through the Si substrate. The interfacial Si$_3$N$_4$ layers were removed either by chemical etching or ion milling. The TEM examinations were performed on the ARACOR Simens 102 Electron Microscope operated at 125 keV.

### III.2.2 Experimental Results:
Initial results obtained on Nb thin films on single-crystal Si substrates indicated that regions of substantial grain growth had occurred after laser annealing. However, pronounced evidence of pitting was observed, implying indiffusion of Nb. Correlated Auger electron spectroscopy profiling confirmed that significant interdiffusions of Nb and Si had occurred, resulting in the observed surface degradation after laser irradiation.

To overcome the problem of surface reactions between the Nb and Si, a 500 Å thick Si$_3$N$_4$ layer was deposited on the Si surface before depositing the Nb film. TEM examination of the sputtered (as-deposited) Nb films on Si$_3$N$_4$ indicated the presence of a fine-grained polycrystalline structure. The transmission electron micrograph in Figure 9 shows that the average grain size is less than 100 Å. The diffraction pattern (Figure 10) confirms that a fine-grained structure is present with an apparent absence of long-range ordering.

Corresponding examination of electron-beam-evaporated films showed that grains of ~1000 Å average size are present, as shown in the bright-field electron micrograph of Figure 11. The selected-area diffraction pattern shown in Figure 12 also indicates the presence of distinct crystallites and an absence of fine-grained structure.
Figure 9. Transmission Electron Micrograph of Film Sputter-Deposited

Figure 10. Electron Diffraction Pattern of the Film shown in Figure 9
Figure 11. Transmission Electron Micrograph of Electron-Beam-Evaporated Film

Figure 12. Electron Diffraction Pattern of the Film shown in Figure 11
After exposure of the Nb films to laser powers in the range 0.5W to 3W, it was found that no significant alteration in polycrystalline structure had occurred. At 4W, a number of large crystallites are observed within the fine-grained matrix after laser annealing. A representative bright-field electron micrograph, obtained within a laser-scanned region, is shown in Figure 12. It is observed that large grains with a maximum size of \( \gtrsim 2 \mu m \) are developed in these zones. However, large areas contain fine-grained material and the large grains are not uniformly distributed.

After exposing the samples to a laser power of 5W, a uniformly-developed film of large crystallites is detected. In Figure 14, the dark-field electron micrograph shows well-defined crystallites of average dimensions, 5 \( \mu m \times 10 \mu m \), with no evidence of fine-grained polycrystalline structure remaining in the film. Corresponding selected-area electron diffraction patterns confirm the presence of large crystallites of varying orientation.

Increasing the laser power to 6W results in the formation of voids at the surface of the film, as shown in Figure 15. These voids are attributed to localized vaporization of the material on non-uniform absorption regions. At laser powers exceeding 6W, delamination and peeling of the film structure occurs.

From the data obtained, we can conclude that scanning laser annealing at laser power levels \( \leq 3W \) produces no significant increase in grain size, since insufficient thermal energy is present to initiate grain growth. At 4W, the presences of large grains interspersed within the fine-grained matrix indicates that melting has occurred within localized regions and regrowth has been initiated at the Nb-Si\(_3\)N\(_4\) interface. An additional increase in the laser power to 5W produces complete melting and recrystallization of the film, resulting in column structures extending from the nitride interface to the surface of the film. For laser powers \( \geq 6W \), severe surface degradation is caused by vaporization and thermal crazing.
Figure 13. Bright-Field Electron Micrograph of Film Laser Annealed at Low Power (0.5 to 3w)

Figure 14. Dark-Field Electron Micrograph of Film Laser Annealed at Intermediate Powers (5w)
Figure 15. Dark-Field Electron Micrograph of Film Laser Annealed at Higher Powers (6w)
IV. DISCUSSION OF RESULTS AND CONCLUSIONS

In this research program, non-equilibrium states were observed in microwave-irradiated thin-film microbridges. Quasiparticle injection phenomena in Josephson tunnel junctions was also studied. The enhancement of supercurrents due to microwave irradiation is of great fundamental interest for it clearly shows that the pairing process is sensitive to external perturbations. Quasiparticle injection in tunnel junctions indicates a redistribution of the quasiparticle spectrum, which may lead to an increase in the superconducting transition temperature. It is hoped that more extensive studies of these phenomena will lead to a better understanding of the superconducting states.

In general, we have seen that those non-equilibrium states created by microwave irradiation and quasiparticle injection will change the current-voltage characteristics of Josephson devices. This certainly will affect the sensitivity of such devices. The fabrication of an ideal Josephson device, suitable for high-frequency applications, remains a challenging topic.

The experiments on the control and increase of the grain size of Nb superconducting films showed that the grain size is somewhat dependent on the deposition technique that is chosen. However, the various deposition choices only resulted in changes in grain size on the order of 1000 Å.

Laser annealing of the deposited films, however, resulted in substantial modifications to the structure of the Nb films. With proper laser annealing techniques, relatively fine-grained polycrystalline films can be virtually entirely converted to large polycrystalline grains with an average size of approximately 5 μm x 10 μm. For both theoretical and practical reasons, it would be interesting to evaluate the effect of controlled changes in the film structure on superconducting properties over the wide range afforded by post-deposition laser annealing of the film; such a study was, however, beyond the scope of this program.
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CURRENT-DENSITY DISTRIBUTION IN JOSEPHSON TUNNEL JUNCTIONS
Current-density distribution in Josephson tunnel junctions

T. C. Wang
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(Received 14 August 1978; accepted for publication 15 September 1978)

An analysis of the relation between current-density distribution and the peak amplitude of Fiske modes in Josephson junctions is presented. It is shown that the peak value can vary through a large range of values, depending on whether the junction is "good" or "bad" in the sense of the uniformity of the oxidation barrier. By a close examination of the Fiske modes, it is possible to determine the barrier uniformity. However, for a nonuniform barrier junction, the current-density distribution corresponding to a particular field dependence of Fiske modes is no longer unique. A method of evaluating junctions for use as electronic devices is discussed.

PACS numbers: 74.50.+r, 73.60.Ka, 72.30.+q

I. INTRODUCTION

Current-density distribution in a Josephson tunnel junction is one of the most important factors in determining device performance; however, an unambiguous method of determining this distribution has yet to be found. Since the spatial variation of the order parameter phase difference \( \phi \) across the junction barrier is a function of magnetic field, the most straightforward and powerful method to determine the current-density distribution \( J(z) \) is to study the magnetic field dependence of Josephson currents. This approach has been suggested by Dynes and Fulton\(^1\) to extract the information of the current-density profile from the field dependence of Josephson critical currents. It was shown by Zappe\(^2\) that such a determination is not unique unless an additional hypothesis is made. Important work in Josephson junctions was done by Matison\(^3\) who studied current-density distributions in large junctions (where the junction length \( L \) was much greater than the penetration depth \( \lambda_J \) and demonstrated that nonuniform current-density distribution existed in the presence of a vortex flux structure. Basavaiah et al.\(^4\) used both ellipsometric and tunneling methods to measure the junction barrier thickness. They showed that the current density is an extremely sensitive function of the barrier thickness. A variation of about 4 \( \AA \) can change the current density by one order of magnitude. More recently, Barone et al.\(^5\) considered the case of nonuniform current-density distribution and its effect on the diffusion pattern in Josephson junctions. Russo and Vaglio\(^6\) extended the case to include effects on Fiske modes.

Fiske modes are due to a nonlinear interaction between the Josephson current-density waves and electromagnetic standing waves in the junction cavity. The amplitude of Fiske modes are given by

\[
J_n = \lim_{r \to 0} \frac{1}{T} \int_0^T dt \int_0^L dz J(z) \sin \phi(z,t),
\]  

(1)

where \( \phi \) is a function of the spatial coordinate \( z \) and the time \( t \), and \( L \) is the junction length along the \( z \) direction.

In principle, one should be able to extract the current-density profile \( J(z) \) from the magnetic field dependence of \( J_n \) by an inversion of Eq. (1). Sections II–IV discuss such a method.

II. THEORY

In the case of an arbitrary current-density distribution, the behavior of Fiske modes is described by the following differential equation.\(^6\)

\[
\frac{\partial^2 \phi}{\partial z^2} - \frac{1}{c^2} \left( \frac{\partial^2 \phi}{\partial t^2} + \gamma \frac{\partial \phi}{\partial t} \right) = \frac{J(z)}{\langle J \rangle} \sin \phi
\]  

(2)

The magnetic field is applied along the \( y \) direction. The Josephson current density \( J(z) \) is along the \( x \) direction and \( \phi \), the phase difference, is a function of \( z \) and \( t \). \( c \) is the phase velocity of the electromagnetic wave in the junction.

\( \lambda_J = h c / 16 \pi \lambda_0 \langle J \rangle \) is the Josephson penetration depth; \( \lambda_0 \) is the London penetration depth. \( \gamma \) is the damping constant and is related to the junction's quality factor \( Q \) by the relation \( \gamma = \omega / Q \). \( \omega \) is the frequency of the Fiske mode. \( \langle J \rangle \) is the average value of \( J \) over the junction area \( A \) (= \( W L \)) and \( W \) is the junction width along the \( y \) direction.

Kulik\(^7\) used perturbation methods to solve Eq. (2) and rigid boundary conditions. His boundary conditions were for total reflection of electromagnetic waves at the junction edges, and his results were that the current in the junction \( I_n \) is determined by

\[
I_n = I_0 \langle J \rangle J_n, \langle J_n \rangle F_n(r),
\]  

(3)

where

\[
F_n(r) = \frac{1}{\langle J \rangle L} \int_0^L J(z) \exp \left( \frac{2 \pi n}{L} z \right) \cos \left( \frac{n \pi r}{L} \right) dz.
\]  

(4)

The parameter \( a \) is determined by

\[
J_n^n = a \alpha F_n
\]  

(5)

where \( J_n \) are Bessel functions. \( I_0 \) is the magnitude of the \( n \)th Fiske mode, and \( n \), an integer, is the mode number. \( I_n = \langle J \rangle A \) is the junction critical current at zero field. \( r \) is equal to \( H_{app}/H_n \). \( H_{app} \) is the applied magnetic field and \( H_n \) is the field value producing one flux quantum in the junction. The parameter \( z_n \) introduced by Kulik is related to the qual-
It is worth noting that Eq. (4), which determines the amplitude and field dependence of Fiske modes, is just the Fourier transform of $J(z)$ multiplied by $\cos(n \pi z/L)$. $J(z)$ is the amplitude of the Josephson current-density waves in the presence of constant voltage and magnetic field in the junction, and $\cos(n \pi z/L)$ is proportional to the amplitude of the electromagnetic standing waves in the junction cavity. This is the nonlinear Fiske mode interaction between the waves.

The general feature of Fiske modes is that, at a certain temperature, the field-dependent Fiske modes have a maximum $I_{\text{m}}^n$ for a particular value of magnetic field. As the temperature decreases, the junction's $Q_\text{m}$ increases and the maximum amplitude $I_{\text{m}}^n$ first increases, reaches a maximum $(I_{\text{m}}^n)^\ast$, and then decreases again as $Q_\text{m}$ increases further.

In the theory, $(I_{\text{m}}^n)^\ast$ is determined by the universal relation of $I_{\text{m}}^n/\tilde{I}_F^\ast$ versus $x F_\text{m}$ (See Fig. 2 in Ref. 8). This can be seen easily by eliminating the parameter $a$ in Eqs. (3) and (5). For all cases, $(I_{\text{m}}^n)^\ast/\tilde{I}_F^\ast = 0.34$.

III. TWO LIMITING CASES OF CURRENT-DENSITY DISTRIBUTION

In Sec. II, a general solution for Fiske modes was presented. In the following discussion, we consider two arbitrary types of current-density distributions as shown in Figs. 1(a) and 1(b), referred to as case 1 and case 2, respectively.

For these two types of current-density distribution, Eq. (4) gives case 1 as

$$F_n(x) = \frac{1}{1 + (k - 1)x} \left[ \frac{2r \sin(r - \frac{1}{2} \pi) - (k - 1)\sin(r + \frac{1}{2} \pi)}{\pi(r - \frac{1}{2} \pi)} \right] \left( \frac{\sin(r - \frac{1}{2} \pi) \sin(r + \frac{1}{2} \pi) \pi \delta}{\pi(r + \frac{1}{2} \pi)} \right)$$

(6a)
The sensitivity of the ratio \( \frac{(I_{\text{m}})^n}{I_0} \) on current-density distribution determined will be compared with previous experimental measurements on Fiske modes by the author. All the examples discussed in the following paragraphs are concerned with small junctions, i.e., \( L < 2 \) /\( \mu \). Using sample N26 in Ref. 9 as an example of a "good" or uniform case, the measured values are \( \frac{(I_{\text{m}})^n}{I_0} = 0.38 \), \( \frac{(I_{\text{m}})^n}{I_0} = 0.34 \) and \( \frac{(I_{\text{m}})^n}{I_0} = 0.35 \). Of Fig. 2 shows that more than one choice of the current-density distribution can be made to yield the same ratio. However, for a particular choice of \( n \) and \( \delta \), it does not necessarily result in correct amplitudes for the \( n = 2 \) and \( n = 3 \) modes from Figs. 3 and 4. A closer examination shows that \( \delta = 2 \) and \( \delta = 0.06 \) in case 2 are more plausible. This choice results in \( \frac{(I_{\text{m}})^n}{I_0} = 0.38 \), \( \frac{(I_{\text{m}})^n}{I_0} = 0.34 \), and \( \frac{(I_{\text{m}})^n}{I_0} = 0.35 \). However, there are other choices possible that have acceptable ratios. For example, \( \delta = 3 \) and \( \delta = 0.04 \) in case 2 will give \( \frac{(I_{\text{m}})^n}{I_0} = 0.38 \), \( \frac{(I_{\text{m}})^n}{I_0} = 0.34 \), and \( \frac{(I_{\text{m}})^n}{I_0} = 0.355 \), which differs little from the previous \( n \) and \( \delta \) results. For higher values of \( n \), i.e., \( n = 10 \) and any value of \( \delta \), it is not possible to find a corresponding current-density distribution which will give all three modes the correct amplitude. Therefore, even though the choice is not unique, we are able to conclude that the actual current-density distribution of the sample should be close to a small \( k \) value in case 2. Combining this result with the current-density profile extracted from the diffraction pattern (which indicated that this sample had a uniform current density over 90% of the junction area, and then increased a small amount, then decreased to zero gradually at the edges of the junction) indicates that this sample's oxidation barrier is indeed uniform.

In the "bad" case, such as sample N28 in Ref. 9, the values are \( \frac{(I_{\text{m}})^n}{I_0} = 0.36 \), \( \frac{(I_{\text{m}})^n}{I_0} = 0.36 \), and the small value of \( \frac{(I_{\text{m}})^n}{I_0} = 0.18 \). These values, combined with the junction's unusual field dependence of the \( n = 1 \) mode, suggest that the junction had an irregular current-density distribution. In this case, no detailed information about the actual current-density profile can be extracted.

For all the other samples in Refs. 8 and 9, \( \theta_n \) is not high enough to observe the peak values of higher-order modes, and hence, no detailed information on the current-density distribution can be deduced from Fiske modes. However, because the peak values of the \( n = 1 \) mode were always between 0.35 and 0.38, the junction exhibited a uniform diffraction pattern of Josephson critical current and an appropriate field dependence of Fiske modes: the data suggest that the oxidation barriers were uniform.

V. SUMMARY

In summary, we have demonstrated that by studying the field dependence of Fiske modes, it should be possible to tell how uniform the oxidation barrier of a Josephson tunnel junction is, but that there is no unique current-density distri-
bution that corresponds to a particular observed field dependence.

It will be interesting to fabricate junctions of the type of oxidation barrier discussed in the text and compare results with the calculations. The desired junctions can be fabricated by rf sputter etching of a patterned mask to thin a certain portion of the oxidation barrier before the deposition of the counterelectrode. This kind of information might be useful for making practical microwave devices.

For example, Fig. 2 shows that junctions with lower current density at the edges always give weaker fundamental-mode performance than a uniform junction, while junctions with higher current densities at the edges give stronger fundamental-mode performances. The second type of junction would be more useful for microwave devices operating in the fundamental mode. As another example, Figs. 2 and 3 together show that for a junction with lower current density at the edges with large and small , the second-harmonic mode will be stronger than the fundamental. This type of junction will be useful for devices using the second-harmonic mode. Such a method of evaluating junctions for possible use as microwave devices should be studied further.
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ABSTRACT

An opinion is presented to stimulate low temperature device development in the computer device area. The marketplace for Josephson junction devices, with present research progress, points to a slight technically competitive edge over semiconductor devices in the 1990 computer device time frame. However, it is projected that such a marketplace will only materialize if the cost of Josephson devices is quite competitive. Unless industrial and present federal funding in Josephson and other low temperature device research is dramatically increased and the research is pursued in a competitive manner, the Josephson computer may not be competitive with semiconductor devices. It also may be only available from a single manufacturer and supplied to specialized government clients. An alternative to this projection is to stimulate industrial funding through the education of future computer device design engineers. These engineers can argue the merits for low temperature devices in a competitive manner to industrial management.

Introduction

Most people who have worked in the field of superconductivity are quite captivated with the theoretical description and experimentally verified processes that occur in Josephson and other low temperature devices. Not only have many types of quasi-particle processes been studied.

* This work was supported in part by an AFOSR contract.
in tunneling systems (Josephson junctions) but critical phenomena, non-equilibrium phenomena, quasi-phenomenological effects, and numerous perturbations and parameter variations have been added to these experimental studies. Unfortunately, there has been slow transfer of this research knowledge to applications which might be useful to a more general community than research physicists. Fabrication of reliable Josephson devices (here referred to as all devices using pair electron processes) has been difficult, with only two commercial manufacturers emerging in the Josephson device area. However, these superconducting device manufacturers' markets and applications areas are highly limited. It has been only recently that enough of a marketplace has been established for Josephson devices even to allow these companies a normal return on their investment.

A contrast to the infant state of commercial Josephson devices is the solid state electronics industry. The initial development of semiconducting devices was similar to that of Josephson devices, but it has grown to an enormous and complex field. The major reason for this rapid growth was the competitive marketplace created by the demand for electronic devices. There is also a class of other devices using either superconductivity and/or semiconductor physics (e.g., super Schottky) or low temperature physics in the solid state (e.g., germanium detectors), which can be considered along with Josephson devices.

This paper reviews briefly the present marketplace in electronic devices to determine where Josephson devices are competitive. Further, this paper evaluates the marketplace for Josephson devices and gives an indication of some of the requirements placed on commercial manufacturing. It shows that certain factors, that are not generally related to the inherent physical processes of the device, govern a significant portion of the effort in marketing electronic devices. The argument is that in order to make Josephson devices competitive with semiconductor devices, larger funding is necessary in a non-captive form. This paper is intended as a means of stimulation to the community and all factual arguments are meant only to be concerned with rough order of magnitude values.

*A recent survey of the Superconductivity Industry is available from Business Community Co., Inc., Stamford, Connecticut; #E-032, for $625.*
Where Do Josephson Devices Belong?

Before one can evaluate the market, one has to evaluate the useful applications of Josephson devices. A good starting point is a review of some of the more prominent and successful areas in which Josephson devices have been used:

- Low-noise devices: para-amps, mixers, detectors
- Sensor devices: magnetometers, voltmeters, galvometers
- Wide band - wide dynamic range devices: attenuators, comparators, A/D convertors
- Standard measurement devices: frequency standards, voltage standards
- Communications devices: receivers, cavity tuners, oscillators, etc.
- Computer devices: logic elements, memory cells.

It is useful to compare these applications with the present semiconductor market, where most solid-state electronic devices are the primary alternative. The general applications market for solid-state electronic devices falls into a few major areas, based on volume:

A. Standard Specifications Market
   1. Large Volume: a) Computer devices
      b) Consumer devices
   2. Low Volume: a) Discrete devices
      b) Low-noise devices.
      c) Low-power devices
      d) High-power devices
      e) High-frequency devices.

B. Military Specifications Market — Low to intermediate volume
   - High reliability requirements
   - Power, weight, space requirements
   - Environmental requirements
   - Relaxed economic requirements

Josephson devices are useful in some of these areas, but they are not always competitive from a cost vs. performance standpoint. An examination of the large volume standard market suggests that there is a place for Josephson devices in the computer segment. However, for consumer applications, the severe environment requirements of Josephson devices rule out their use.
In the low volume market segment, there are a number of areas where Josephson devices can compete and, in some cases, be superior. However, these areas of applications are generally tied to a particular system. An example of this sub-component application is the need for a very low noise detector in a radar system, or a communications amplifier operating at frequencies in excess of present devices. Generally, the Josephson device would be a small part of an overall system, and would most likely be hand-tailored for each application. It is unlikely that Josephson devices would ever capture a significant share of even the low volume market.

Finally, there is the military specifications market. In some of these applications, cost, environmental considerations and other factors that are key to commercial sales do not apply. This is because military and security needs are placed above other considerations. In such cases, government-funded research programs would most likely develop specialized Josephson devices whose primary application would be as part of a larger system.

Thus, outside of specialized laboratory instruments, military applications, or low volume sub-component markets, Josephson devices will most likely be competitive only in the computer device area.

In support of this thesis, an example of a non-competitive application is the development of a Josephson frequency standard. After all the research and development, it is conceivable a company could find a market for ten units, at a sales price of $10K. However, a "booming" market in this non-competitive applications area would arise if, for example, the military decided to use this frequency standard at key facilities. Such a purchase might involve 500 units. This would create revenues of $5M, which compared to present Josephson device markets would be enormous. However, compared to the sales of virtually any type of semiconductor memory chip, this volume is insignificant. If two companies decided to market such a frequency standard, most likely the competition would bankrupt one of the companies. If a large company, like TRW or TI or Hughes, decided that it needed a Josephson-device-oriented radar front end, or a magnetometer sensor, the company would hire the needed specialist, couple him with its engineering staff, and incorporate the Josephson device into the overall system. It is unlikely that it would go out of house to develop or purchase any integral part of a large system that could not be second-sourced.
Computer Device Applications

The growth of computer usage has been enormous, exceeding all expectations. Not only are main frame computers being used for complex calculations, but the mini and micro computer market has made possible the use of dedicated computers for performing singular tasks. Table 1 shows some examples of the market variety and revenues. The data processing area is expected to double in dollar volume every five years through 1990. Total user spending will rise to 13% of the GNP or $1,253 per capita (an increase of a factor of 10). Table 2 shows that by 1990, one in five workers will be using data processing skills and six out of ten will be depending on such skills. A recent decline in the ratio of government computers to total computers in the U.S. indicates that the large computer usage is expanding into commercial sectors. An example of these changing markets is the increasing use of computers in electronic banking. A Japanese banking system contains 8 main frame computers, 700 minis, and over 4,000 computer terminals.

Semiconductor Devices

In order to assess the potential utility of Josephson devices in the computer market, the technology of memory devices will be considered. In this discussion, only order of magnitude results are of interest. Consequently, memory and logic elements are used somewhat interchangeably. Logic elements in computers can be thought of as a number of single unit devices with generally up to 8 devices to make one logic element in a computer. Thus, a rough rule of thumb is that a single device time of 10 ps would result in access or operation time of 8 times as much or 80 ps. Since present main frame semiconductor computers are operating at logic cycle times of 5 ns (Amdahl 470/V7), their inherent device speeds (propagation delay) are on the order of 600 ps. Another factor in computers is the relation of the logic device or memory access time to the overall system time. About one third of the total access time is related to the device speed, and two thirds to the operating system, including hardware. Microcoding can reduce system time only by about 10%. While attempts
### TABLE 1. CURRENT AND PROJECTED COMPUTER REVENUES GROUPED BY USAGE AREA

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EQUIPMENT</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General Purpose Computers</td>
<td>5,300</td>
<td>3,300</td>
<td>2,600</td>
</tr>
<tr>
<td>Mini &amp; Dedicated Computers</td>
<td>3,300</td>
<td>6,600</td>
<td>9,500</td>
</tr>
<tr>
<td>Application Computers</td>
<td>250</td>
<td>310</td>
<td>1,200</td>
</tr>
<tr>
<td>Data Entry &amp; Terminal Equip.</td>
<td>600</td>
<td>1,700</td>
<td>2,000</td>
</tr>
<tr>
<td>Machine Room Peripherals</td>
<td>400</td>
<td>600</td>
<td>700</td>
</tr>
<tr>
<td><strong>SERVICES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Batch</td>
<td>1,000</td>
<td>1,100</td>
<td>1,200</td>
</tr>
<tr>
<td>On-Line</td>
<td>500</td>
<td>900</td>
<td>1,000</td>
</tr>
<tr>
<td>Software</td>
<td>750</td>
<td>1,600</td>
<td>1,500</td>
</tr>
<tr>
<td>Education</td>
<td>200</td>
<td>200</td>
<td>300</td>
</tr>
<tr>
<td><strong>SUPPLIES</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>10,345</td>
<td>14,050</td>
<td>20,850</td>
</tr>
</tbody>
</table>

Source: AFIPS

The dollar value of computer shipments should approximately double in each five year period, with the segment for minicomputers and dedicated application systems actually increasing much faster than that. (Note that some of the growth from 1971 to 1976 may be due to inflation)

### TABLE 2. INCREASES IN THE WORKING FORCE IN THE COMPUTER MARKET

#### DP PERSONNEL BY INDUSTRY IN 1985

- Computer Manufacturing: 18.7%
- Services Industry: 34.5%
- Machine Room: 12.5%
- Equipment Operators: 35.5%
- Keypunch Operators: 14.5%
- Other: 2.3%

#### DP PERSONNEL BY OCCUPATION IN 1985

- Programmers: 26.2%
- Systems Analysts: 25.5%
- Other Specialists: 16.0%
- Equipment Operators: 42.6%
- Machine Operators: 50.0%
- Typists: 16.6%
- Keypunch Operators: 11.3%
- Other: 7.7%

#### CHANGE IN DP PERSONNEL BY OCCUPATION

<table>
<thead>
<tr>
<th>Occupation</th>
<th>1974</th>
<th>1985</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occupations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systems Analysts</td>
<td>97,000</td>
<td>160,000</td>
<td>+64.1%</td>
</tr>
<tr>
<td>Programmers</td>
<td>295,000</td>
<td>299,000</td>
<td>+1.3%</td>
</tr>
<tr>
<td>Other Specialists</td>
<td>16,000</td>
<td>26,000</td>
<td>+62.5%</td>
</tr>
<tr>
<td>Equipment Operators</td>
<td>246,000</td>
<td>235,000</td>
<td>-4.4%</td>
</tr>
<tr>
<td>Machine Operators</td>
<td>50,000</td>
<td>93,000</td>
<td>+86.0%</td>
</tr>
<tr>
<td>Total DP Employment</td>
<td>853,000</td>
<td>1,104,000</td>
<td>+29.9%</td>
</tr>
<tr>
<td>Total U.S. Employment</td>
<td>85,936,600</td>
<td>103,355,000</td>
<td>+20.3%</td>
</tr>
</tbody>
</table>


Dp employment is expected to expand somewhat more rapidly than total employment between now and 1985. And although data entry personnel may show up more frequently in user departments in 1985—leading to the only net loss for the dp department—note the health of the other categories. For example, who says programming is a dying profession?
with parallel processing have been made (ILLIAC IV), the general computer industry may not see significant changes in system operations. Consequently, significant (orders of magnitude) device speed reductions are necessary to impact the overall logic or access time.

Another consideration in computer fabrication is the size of inherent device elements and, for small size elements, the power dissipated per device. The product of the logic device switching time and the power used per gate is an energy quantity. For the most competitive semiconducting device technology ($I^2L$ in LSI), the energy per gate is less than $10^{-12}$ J. The power per gate is on the order of 200 $\mu$ watts with a switching speed of a few ns. Lower power devices (CMOS) require longer switching times. Faster devices (ECL) require more power. The area for such devices is on the order of $4 \times 10^{-5}$ cm$^2$/gate. This can be translated into a masking technology of 60 $\mu$m/8 lines or a resolution of 8 $\mu$m (assuming an 8 line by 8 line device). Standard photographic device fabrication techniques easily can handle such resolution. There exists a potential for using x-ray lithography, to reduce device sizes, but such fabrication is quite costly, is not expected to be in production until 1984, and only offers a reduced fabrication resolution to 1/2 $\mu$m. Reducing an $I^2L$ device area by a factor of $10^2 ((4 \mu m/2 \mu m)^2)$, would have the advantage of more devices per chip, but also would increase the power dissipation per unit area by a factor of $10^2$ (assuming $10^2$ more-devices per unit area). Present values of 5.4 $\mu$ watts/cm$^2$ would increase to 500 $\mu$ watts/cm$^2$, which is not acceptable under normal device cooling methods.

Josephson Devices

Because the Josephson device operates with an energy gap $10^{-3}$ times less than semiconductor devices, there is a potential for a computer of the same size and power built with Josephson devices to have orders of magnitude more capability. Flux motion devices have even lower power requirements. However, only in satellites or special purpose installations are such requirements necessary. An example is a computer used in an ICBM defense system, to calculate trajectories in a minimal time, regardless of cost. Such a system would be made as small as possible to reduce transit time.
in calculations. Faster, larger, high density computers may be of major benefit to the areas of optical signal processing ($10^{10}$ bits per picture), weather prediction, and large scale simulators. An investment of $10M to simulate the operation of a $200M$ wind tunnel is an example of such large-scale simulations.

Josephson devices have been compared to semiconductor devices in numerous publications (see Reference 5). The energy per gate is on the order of $10^{-18}$ J for the flux shuttle, and it is higher for other superconducting devices (cryotron $10^{-15}$ J, JJ $10^{-15}$ J). It was pointed out earlier that the device fabrication technology allows a reduction in area of present devices of up to a factor of $10^2$. Since the same technology will limit Josephson devices, one can only expect a maximum reduction in computer size of the same factor. Power dissipation is not a problem at these lower superconducting energy levels. However, if new cooling methods reduce a semiconductor device's power dissipation (such as a low temperature germanium device), this advantage is lost.

The Relationship Between Technology and Profit

To assess the commercial potential for a Josephson computer, the costs of fabrication have to be related to the benefits of new fabrication methods and to the time involved in establishing those methods in a production mode. Figure 1 displays two curves on separate axes in a 3-D plot (on this plot a device = 10 bits of memory). The first curve is the time involved in establishing a higher density chip (devices/chip vs. development time). Presently, VLSI technology offers increases in devices per chip of factor of 5, but the development cost for such chips may be factors of 25. Eventually, such a curve has to break out into a non cost-effective technology. Note that yield in chip production goes inversely with fabrication difficulty. The other curve plotted relates the chip device density to the actual chip cost. Both these curves are using actual 1977 cost and technology time development data. Regions of fast slope on the devices/chip vs. chip cost indicate a lower cost/bit (LSI). Regions of slow slope indicate a high cost/bit. Eventually this curve will also break out into a non cost-effective region. Because the curve reflects present products sold by profit making
Figure 1. Profit Motivation in Device Technology

- **Profit**
- **Loss**

- Total Device Market
  - 1976: $10^{11}$ devices @ $10^{-1}$ c/bit
  - 1985: $10^{13}$ devices @ $10^{-2}$ c/bit

- Devices/chip
- Total Cost/chip (dollars)
- Total Development Time/Chip (years)

- VLSI
- LSI
- MSI
- IC
- Discrete

- High cost/bit
- Low cost/bit

- High
- Low
companies, it is assumed that more expensive chips with the same device/chip, would be a loss region for these companies. Consequently, a region of profit can be drawn between the two axes, to show how fabrication technology has to consider profit motivation. Higher profits will be obtained from technologies closer to the origin of Figure 1. In contrast to this plot, the cost and number of expected devices should decrease by 10 in cost/bit and increase by $10^2$ in total devices in the 1985 market. The expected growth in bits per chip by 1985 is to a value on the order of $10^6$ (Reference 3). The number of devices per chip (logic circuits) is expected to grow to $10^5$. This growth will be moving in from the limits of the Figure 1 curve.

A direct comparison of all memory devices is shown in Figure 2. This figure also shows some additional large memories that are available off-the-shelf. The actual total-size/bit, power, price, and speed is indicated. The access time of Josephson devices is also plotted, with no cost/bit information. It is obvious that although Josephson devices are not yet in production, they are technologically competitive. If the price/bit for Josephson devices can be reduced, by a production date of 1990, to a value lower than $10^{-2}$ C/bit, they will be competitive. This would be equal to the projected semiconductor capabilities. This reasoning also can be applied to logic devices. However, if the price of Josephson devices is not reduced to lower than that value or if speeds are not significantly improved, they will only be used in special-purpose applications because the competitive edge is not significant. In the next section, some factors relating to reducing such costs are discussed.

**Device Research Costs**

Figure 3 shows a typical development schedule for a single product line semiconductor device. This assumes no existing established practices. An example is ion-implantation or laser annealing in silicon. Generally, the first profits are not realized until many years after initial concept. Most of the costs are in labor. The final production yield dramatically affects the date and level of profits. For contrast, a similar projected development curve for the Josephson computer is inserted into Figure 3.
S.C. device average access time (possibly to $10^{10}$ bits)\(^9\)
(destructive read around 20 ns, nondestructive around 2 ns)\(^6\)

**Fig. 2: Present Memory Device Technology**

- **Main Memory (10^6 bits)**
  - SOS
  - CMOS
  - FAMOS
  - PROM
  - Bipolar ROM

- **Core Memory (10^6 bits, 4 x 10^{-1} \text{c}/\text{bit}, 5 x 10^{-2} \text{cm}^3/\text{bit}, 50 \mu \text{watts/bit, non volatile})**

- **Rotary Cassette/Transfer Rate**
  - (3 x $10^8$ bits; 3 x $10^{-4}$ cm^3/bit, 2.5 x $10^{-3}$ c/bit, 1 watt/bit)

- **Mass Storage (10^8 - 10^{12} bits)**
  - Automated tape file
  - Tape cassette system

* Taken from Reference 13
Figure 3: Development Schedule for Single Semiconductor Product Line vs. S.C. Product Line

- **S.C. Capital Investment**: $3.5M/yr
- **S.C. Computer $30M**
- **Total to date**: $20M
- **R&D at $4M/yr**
- **Prototype**: Low Yield, High Yield
- **Infantile failures**: less than 1% in 1st yr.
- **Note**: Profit is linearly proportional to yield in fabrication. Yield depends on fabrication technology.
- **5 Year Longevity of Product**: Profit - 10% - 30% per year of sales (based on 10% of investment) Growth - 10X-30X per year.
- **Semiconductor Capital Investment ($1.7M/yr) Rate**

**Total Costs to New Product Decision (Dollars)**

- **Concept**
- **R&D**
- **Prototype**
- **Manufacturing**
- **Sales**

**Semiconductor Product Period of Operation (years)**
In general, most of these numbers are speculations made by the author. If this curve is correct, it projects the Josephson devices to have a development schedule five times longer and a development cost 10 times larger. Surprisingly, this results in almost the same cost per year as in semiconductor development. However, it predicts an initial sales date of 1990, assuming that manufacturing starts in the next few years. Assuming that a manufacturing investment of ten times that rate could be provided by IBM, increased investment may not necessarily accelerate the first sales date.

The conclusion of this analysis is that Josephson device computers can be on the marketplace by 1990, they can be technologically competitive, but they may not be competitive from a cost standpoint. If they are not cost competitive, they will fall into a special purpose category, useful for only a few federal clients.

Who Can Afford to Develop Josephson Devices?

In an attempt to market Josephson devices in a competitive framework by 1990, it is important to understand the capital that is necessary to achieve such a goal. Figure 4 is a plot of some of the major computer company's Fall '77 quarterly revenues vs. their growth rate over the previous year. The main frame companies are larger and more conservative growth companies. The minicomputers are faster growing, but smaller revenue companies. It is noted that to achieve a growth rate of even 16% requires a capacity growth of 32%. There are two companies that fall off the linear relationship of Figure 4. They are IBM and DEC. Both companies established computer markets and have enormous relative revenues. In order to compete, other companies have had to reduce prices and experience rapid growth to match the previous company's lead time. That rapid growth is a sign of a competitive market. Also plotted in Figure 4 is the total estimated S.C. commercial revenues for 1977. The actual value is most likely $10^3 times below companies like IBM. It is obvious from the previous discussions that in order to get to the competitive market in 1990, investments of $4M/yr are needed. Such monies will not come from present, or even new, commercial S.C. companies. However, it is quite easy for larger companies, with
Total main frame, mini, and peripherals in 1975 with expected 1972 growth rate to 1985.

**Figure 4. Growth Rate vs Total Revenue for Selected Computer Mfg.**

Note: To produce a revenue growth rate of 50%, one needs a capacity growth rate of 100%. (Ref. 10).
enormous revenue, to invest at least at that level. Possibly ten times that rate ($40M/yr) could be afforded, but this would become 1% of some of the larger computer companies revenues (4 x $800M/yr), which is a sizeable portion of total expended research funds. Consequently, the present computer industry is one of the few places that is likely to invest in bringing Josephson device computers to maturity. However, such investments would have to be significant and have to be profit motivated. If these investments do not happen, then without competition, the single manufacturer of a low temperature (Josephson) computer (IBM) may provide a market only to special federal programs. In the conclusion, some means for altering this course are discussed.

Conclusion (Making the Josephson-Device Computer Competitive)

The author argues that in order to impact the future demands for computers, a Josephson computer will have to be competitive in not only technology but also in cost. If it is not, most likely the GaAs or other-silicon technologies will surpass any technology benefits that might exist in the 1990s from a Josephson computer. Because of the system overhead, inherent device speeds do not directly control logic access times. The present semiconductor time delays of 600 ps will most likely be reduced in production systems by the year 1990 to 300 ps, and to 100 ps by the year 2000. Another cost factor that will influence a superconducting computer is the refrigeration cost. Present system cost for room temperature cooling can be as much as 5% of the overall computer cost.

What is needed to stimulate Josephson device computer development is many research groups with rapid interchange in a competitive atmosphere. An example of this in the semiconductor area is that SONY is planning to set up a research lab in "silicon valley" (Santa Clara, California) to be in a high technology area. However, SONY's manufacturing will remain in Japan. Josephson device research groups can only partially be set up by the Federal Government funding agencies. Because of unfulfilled low temperature device promises, there is little funding presently in low temperature research and large increases are not expected. This becomes a self-annihilating process. When, because of limited progress, little research is funded, the lack of funding leads to less research progress.
What is needed is for the large revenue computer companies to develop in-house programs in low temperature devices. But it is unlikely any of these companies would start at a $3M/yr level. A more believable route would be for new EE graduates to have a larger education in applied low-temperature device technology. Such graduate programs, possibly funded by the Federal Government, would strengthen the tie between universities and industry. Josephson devices could be treated as simple non-linear elements. Super-Schottky or low temperature Ge or Si devices may also be treated as simple non-linear elements. Unless the orientation of research shifts from the physicist to the design engineer, cost comparative decisions that will get the Josephson device computer to the competitive marketplace will not be made. Those decisions are made in the photolithographic room of an LSI manufacturer, not in the university research lab. The goal of a Josephson computer has to be to have a device time of 100 ps, an energy product of $10^{-2}$ pico J and a cost lower than $10^{-2}$ c/bit by the year 1990. The device size is not really necessarily important because it will be limited by fabrication technology. Through a competitive research program, originating in the present computer manufacturing companies, such goals may be reached.
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