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The three-dimensional singular stress field near the terminal point \( O \) of the crack front edge at the surface of an elastic body is investigated. Displacements are assumed to be of the form \( u = p^2 \phi (\theta, \phi) \) where spherical coordinates \( r, \theta, \phi \) are used, and where \( r \) is the distance from the singularity line (crack front edge or notch edge) and \( p \) is a given constant. The variational principle governing the displacement distribution on a unit sphere about point \( O \) is derived from the differential equations of equilibrium, and more directly, from the potential energy. A finite element method developed on the unit sphere is used to reduce
the problem to the form $k(x)x = 0$ where $x$ is the column matrix of the nodal values of the displacements on the unit sphere and $k(x)$ is a square matrix, all coefficients of which are quadratic polynomials in $\lambda$. It is proved that the variational principle as well as the matrix $k$ must be nonsymmetric, which implies that complex eigenvalues $\lambda$ are possible. Several numerical and analytical solutions are compared and agree closely with the present work. By energy flux arguments it is found that the front edge of propagating crack must terminate at the surface obliquely at a certain angle, whose dependence upon the inclination of a crack plane is also solved. The angle is the same for Model II and III, but different for Mode I. For Mode I, the surface point trails behind the interior of the propagating crack, while for Modes II and III it moves ahead. Consequently, a combination of Mode I with Modes II and III is impossible at the surface terminal point of a propagating crack whose plane is orthogonal. When the plane is inclined, the three intensify factors can combine only in certain fixed ratios. The crack edge angle is a function of the angle of the crack plane. Some results are also presented for notches and for cracks that intersect a two-material interface.
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ABSTRACT

The three-dimensional singular stress field near the terminal point 0 of the crack front edge at the surface of an elastic body is investigated. Displacements are assumed to be of the form \( r^l \rho P_F(\theta, \phi) \) where spherical coordinates \( r, \theta, \phi \) are used, and where \( \rho \) is the distance from the singularity line (crack front edge or notch edge) and \( \rho \) is a given constant. The variational principle governing the displacement distribution on a unit sphere about point 0 is derived from the differential equations of equilibrium, and more directly, from the potential energy. A finite element method developed on the unit sphere is used to reduce the problem to the form \( k(\lambda)\mathbf{x} = 0 \) where \( \mathbf{x} \) is the column matrix of the nodal values of the displacements on the unit sphere and \( k(\lambda) \) is a square matrix, all coefficients of which are quadratic polynomials in \( \lambda \). It is proved that the variational principle as well as the matrix \( k \) must be nonsymmetric, which implies that complex eigenvalues \( \lambda \) are possible. Several numerical and analytical solutions are compared and agree closely with the present work. By energy flux arguments it is found that the front edge of a propagating crack must terminate at the surface obliquely at a certain angle, whose dependence upon the inclination of a crack plane is also solved. The angle is the same for Modes II and III, but different for Mode I. For Mode I, the surface point trails behind the interior of the propagating crack, while for Modes II and III it moves ahead. Consequently, a combination of Mode I with Modes II and III is impossible at the surface terminal point of a propagating crack whose plane is orthogonal.
When the plane is inclined, the three intensify factors can combine only in certain fixed ratios. The crack edge angle is a function of the angle of the crack plane. Some results are also presented for notches and for cracks that intersect a two-material interface.
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3.11  Finite element grid used for the crack corner in an infinite elastic space. Domain O'ACO' from Fig. 3.10 visualized in the (θ-φ)-plane.  
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3.12  Finite element convergence pattern for right angle corner at front edge of planar crack inside elastic body. Mode I, p = 0.  
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3.13  Extrapolation of numerical results to N → ∞ for the case in Fig. 3.12. Mode I, p = 0.  
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3.14  Numerical results for orthogonal crack, Mode II and III.  
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3.15  Finite element convergence pattern for right angle corner at front edge of planar crack inside elastic body. Modes II and III.  
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3.16  Extrapolation of numerical results to N → ∞ for case in Fig. 3.15. Modes II and III.  
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3.17  Spherical coordinate system at termination of crack front edge 0O1 at body surface. Inclined edge. (The unit sphere is shown only to visualize the coordinates, the body is semi-infinite).  
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3.18  Spherical coordinate system at termination of crack front edge 0O1 at body surface. Inclined edge and inclined crack plane. (The unit sphere is shown only to visualize the coordinates, the body is semi-infinite).  
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3.19  Finite element grids used for cracks whose edge and plane are inclined.  
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3.20  Extrapolated values of λ versus crack inclination angle β.  
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3.21  (a) Dependence of singularity exponent λ upon crack front edge angle for normal crack plane (υ = 0.3). Mode I.  
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(b) Extrapolation of numerical results for crack front edge angle of normal crack plane upon propagation (υ = 0.3). Mode I.  
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3.22 Dependence of crack front edge angles $\beta$ of a propagating crack upon Poisson's ratio $v$. (a) Mode I, (b) Modes II and III. (Normal crack plane).

3.23 Dependence of crack front edge angle $\gamma$ of a propagating crack upon crack plane angle $\gamma$. (a) Mode I, (b) Modes II and III. ($v = 0.3$).

3.24 View of fracture face showing fatigue arrest marks on Aluminum Alloy 2211-T5-81 ($v = 0.33$, Mode I crack, sheet width 6.35 mm (1/4 in.), magnification 7.4 times, crack propagates to the right). (Reproduced from Fig. A.3 on p. 160 of P. D. Bell and W. J. Feeney [15]).

3.25 View of fracture face showing crack arrest mark on Titanium Alloy Ti 6Al-4V ($v = 0.32$, Mode I crack, sheet width 6.35 mm (1/4 in.), magnification 33 times, crack propagates upwards). (Reproduced from Fig. A.6 on p. 167 of P. D. Bell and W. J. Feeney [15]).

3.26 Numerical results for the surface termination of notches having orthogonal front edge ($N=\infty$).
INTRODUCTION

Crack propagation in thin sheets is undoubtedly influenced by the surface termination of the crack front edge, where the planar elasticity solution for the crack-tip singularity does not apply and the singular stress field is of three-dimensional nature. A similar situation arises when the crack front edge intersects a two-material interface. Knowledge of the three-dimensional singularity is needed to determine the curved shape of the crack front edge across a thin sheet or plate, and the energy release rate for the advance of the crack front edge as a whole.

The three-dimensional displacement field near the terminal point of the crack front edge at the surface of an elastic body is investigated in Chapter I using spherical coordinates $r, \theta, \phi$. The basic idea of the present method of solution consists of an extension of the Knein-William's method [1,2] by assuming that all three displacements are of the form $r^\lambda \rho^P F(\theta, \phi)$ [3], where $\rho$ is the distance from the singularity line, such as the crack front edge or notch edge; $\rho$ is a given constant; $F(\theta, \phi)$ is an arbitrary function of the coordinates $\theta$ and $\phi$; $r$ is the distance from the terminal point $O$; and $\lambda$ is the strength singularity exponent. Similar techniques for solving two-dimensional axisymmetric problems have also been employed in Refs. [4,5,6]. A partly similar approach has been used by Swedlow and Karabin [7].

The variational equation governing the displacement distribution on a unit sphere about the singularity point $O$ is derived from the
differential equations of equilibrium and boundary conditions, and an alternate derivation is obtained more directly from the potential energy. It is proved that the variational principle must be non-symmetric and therefore complex eigenvalues $\lambda$ are possible. Thus, the variational principle is of general applicability since it can handle crack and notches of any orientation and size as well as problems of two dissimilar materials.

The variational equation derived in Chapter I is suitable for solution by numerical techniques. In Chapter II, the finite element method is applied and the problem is reduced to the form $k(\lambda)x = 0$, where $x$ is the column matrix of the nodal values of the displacements on the unit sphere and $k(\lambda)$ is a banded square matrix, all coefficients of which are quadratic polynomials in $\lambda$. The method of search for the eigenvalue involves a conversion to a non-homogeneous system of equations and an iteration scheme. This method has been used in connection with other problems which lead to equations of this type [3]. Convergence patterns of the eigenvalues calculated with increasing number of finite elements is studied carefully and an extrapolation technique, based on Richardson's $h^m$ deferred approach to the limit [8] is proposed.

Recently, various numerical and analytical solutions related to this work have been published. Benthem [9] and Kawai, Fagitaui, and Kamagai [10] obtained different analytical solutions to the problem of a Mode I crack whose front edge and plane are perpendicular to the surface. However, there is some question on the convergence of the method presented by the latter authors, whose solutions disagree
with the results of Benthem as well as the present work. Also, significant progress has been made in potential theory problems by Morrison and Lewis [11] and by Keer and Parihar [12], [13]. The former authors succeeded in obtaining a differential equation with the use of conical coordinates suited for their problems. Keer and Parihar obtained a singular integral equation which is solved numerically. They extended their solution to some three-dimensional singularities in the interior of an elastic space which is irreducible to potential theory [14a]. Keer and Parihar also solved the problem of rigid corner stamp of small angle on a semi-infinite body for which the solution is complex [14b].

These solutions provide a valuable check on the present method of solution and are compared separately in Chapter III, where further numerical results are presented. These are; a crack whose front edge and plane are perpendicular to the surface, where it is shown that Modes II and III are coupled and inseparable at the surface point; a crack whose front edge is inclined but whose plane remains perpendicular to the surface in all modes; and a crack whose front edge and plane are inclined in all modes. From energy flux considerations, these results show that upon propagation the surface point of a crack in symmetric opening will trail behind its interior, while in antisymmetric openings the surface point will move ahead of the crack interior. It is also shown that for an orthogonal crack in combined openings, the surface point will propagate in either symmetric mode or antisymmetric modes, but not in a combination. The numerical
results are compared with some recently reported fractographic measurements provided by Bell and Feeney [15].

Recently, John P. Benthem of Delft, Netherlands privately communicated (April, 1978) results based on a finite difference method directly applied to the differential equations of equilibrium and boundary conditions. His results, which have not yet been published, are also compared in Chapter III. They agree quite closely with the present solutions.
CHAPTER I
VARATIONAL EQUATION FOR
THE EIGENSTATES

1.1 Introduction

The most powerful method used to determine near-singularity fields is that of asymptotic analysis (separation of variables). The method was first used by Knein [1] (who thanked T. von Kármán for suggesting the basic approach) in a problem of plane elasticity, later solved independently by Williams [2] and Karp and Karal [16]. Recently, various authors have extended this procedure to three dimensions to investigate the near-singularity behavior for different problems [3,11-14].

The present work makes use of the same method in order to formulate a general variational equation for cracked or notched linear elastic bodies. The formulation consists of the classical differential equations of equilibrium of linear elasticity and the boundary conditions associated with the problem. A variational statement is proposed and then reduced to a variational equation applicable to numerical methods.

The variational equation determines the behavior of the material near the point of singularity. The basic assumption is that near such a point the leading terms of displacement components are of the form $r^\lambda F(\theta,\phi)$, where $\lambda$ is an unknown constant and $F(\theta,\phi)$ an arbitrary function of the angles $\theta$ and $\phi$. 
1.2 Governing Equations of Elasticity

The problems considered in this work deal with singularities in a linear elastic material. As a first step, the equations governing such material are introduced. For reasons which will become clear in later sections, these equations are written in the spherical coordinate system \((r, \theta, \phi)\) and in terms of their respective displacement components \((u, v, w)\). No dynamic terms or body forces are present since the solution is confined to small neighborhoods of the singularity.

A.) Equations of equilibrium.

The well known classical differential equations of equilibrium expressed in terms of dilatation and rotation and transformed to spherical coordinates, take the form [Ref. 17, pages 141 and 56]:

\[
(\lambda + 2\mu) r \sin \theta \frac{\partial \Delta}{\partial r} - 2\mu \left( \frac{\partial}{\partial \theta} (\tilde{w}_\theta \sin \theta) - \frac{\partial \tilde{w}_\phi}{\partial \phi} \right) = 0 \tag{1.1a}
\]

\[
(\lambda + 2\mu) \sin \theta \frac{\partial \Delta}{\partial \theta} - 2\mu \left[ \frac{\partial}{\partial \phi} (\tilde{w}_\phi \sin \theta) - \frac{\partial}{\partial r} (\tilde{w}_r \sin \theta) \right] = 0 \tag{1.1b}
\]

\[
(\lambda + 2\mu) \frac{1}{\sin \theta} \frac{\partial \Delta}{\partial \phi} - 2\mu \left[ \frac{\partial}{\partial \phi} (\tilde{w}_\phi) - \frac{\partial \tilde{w}_r}{\partial \theta} \right] = 0 \tag{1.1c}
\]

where \(\lambda\) and \(\mu\) are the Lamé's constants, \(\Delta\) is the cubical dilatation and \(\tilde{w}_r, \tilde{w}_\theta, \text{ and } \tilde{w}_\phi\) are the components of rotation:

\[
\Delta = \frac{1}{r^2 \sin \theta} \left( \frac{\partial}{\partial r} (r^2 u \sin \theta) + \frac{\partial}{\partial \theta} (rv \sin \theta) + \frac{\partial}{\partial \phi} (rw) \right) \tag{1.2a}
\]
\[ 2 \ddot{w}_r = \frac{1}{r^2 \sin \theta} \left[ \frac{\partial}{\partial \theta} (r w \sin \theta) - \frac{\partial}{\partial \phi} (r v) \right] \] (1.2b)

\[ 2 \ddot{w}_\theta = \frac{1}{r^2 \sin \theta} \left[ \frac{\partial}{\partial \phi} u + \frac{\partial}{\partial r} (r w \sin \theta) \right] \] (1.2c)

\[ 2 \ddot{w}_\phi = \frac{1}{r} \left[ \frac{\partial}{\partial r} (r v) - \frac{\partial}{\partial \theta} u \right] \] (1.2d)

B.) Strain-displacement relations.

When a body is slightly deformed the strain-displacement relationships written in spherical coordinates take the form [Ref. 17, page 56]:

\[ e_{rr} = u_r \] (1.3a)

\[ e_{\theta\theta} = \frac{1}{r} \dot{v} + \frac{1}{r} u \] (1.3b)

\[ e_{\phi\phi} = \frac{1}{r \sin \theta} \dot{w} + \frac{1}{r} v \cot \theta + \frac{1}{r} u \] (1.3c)

\[ e_{r\phi} = \frac{1}{r \sin \theta} \dot{w} - \frac{1}{r} v \cot \theta + \frac{1}{r \sin \theta} \dot{\phi} \] (1.3d)

\[ e_{r\theta} = \frac{1}{r \sin \theta} u + \dot{w} - \frac{1}{r} w \] (1.3e)

\[ e_{r\phi} = v_r - \frac{1}{r} v + \frac{1}{r} u_\theta \] (1.3f)
where, single subscripts on $u$, $v$, and $w$ indicate partial derivatives, and double subscripts on $e$ indicate strains.

C.) Stress-strain relations

When a linear-elastic isotropic homogeneous material is slightly strained the stress components are linear functions of the strain components. With the strain components defined by Eqs. (1.3 a-f) the stress components are [Ref. 17, page 126]:

\[
\sigma_{rr} = \lambda \varepsilon + \mu \varepsilon_{rr} \tag{1.4a}
\]

\[
\sigma_{\theta\theta} = \lambda \varepsilon + \mu \varepsilon_{\theta\theta} \tag{1.4b}
\]

\[
\sigma_{\phi\phi} = \lambda \varepsilon + \mu \varepsilon_{\phi\phi} \tag{1.4c}
\]

\[
\sigma_{\theta\phi} = \mu \varepsilon_{\theta\phi} \tag{1.4d}
\]

\[
\sigma_{\phi r} = \mu \varepsilon_{\phi r} \tag{1.4e}
\]

\[
\sigma_{r\theta} = \mu \varepsilon_{r\theta} \tag{1.4f}
\]

where,

\[
\varepsilon = \varepsilon_{rr} + \varepsilon_{\theta\theta} + \varepsilon_{\phi\phi} \tag{1.4g}
\]
Then, the surface tractions, \( T_i \), on a surface of unit normal, \( \mathbf{n}_i \), written in index notation, are [Ref. 18, page 64]:

\[
T_i = \sigma_{ij} n_j, \quad i, j = r, \theta, \phi
\] (1.5)

D.) Comment

It is well known that the material behavior near a crack tip or a notch apex will be nonlinear. As is also typical of all cases possessing singularity regions. The stress values will, in fact, become unbounded at the singularity, although actually the maximum stress cannot exceed that at which plastic flow takes place. Nevertheless, the theory of linear elasticity can adequately describe the not too close stress field if the plastic region is small. The present work is limited to such cases.

1.3 The Williams' Method

Consider the mathematical representation of a crack plane intersecting a semi-infinite elastic body. Fig. 1.1 shows, as an example, a crack plane as well as its crack front edge to be normal to the surface. For illustration purposes, an imaginary body is cut out by a spherical surface of small radius and centered at the point where the crack front edge and the surface meet, i.e., point 0, Fig. 1.1. This normal presentation is used to indicate spherical coordinates, although the equations of elasticity apply to the entire body.
A.) Separation of variables.

Consider the point 0, located at the smooth line 00' terminating at point 0, e.g., Fig. 1.1. Let \( r, \theta, \phi \) be a spherical coordinate system centered at point 0, such that ray \( \theta = 0 \) coincides with the crack front edge, line 00'. It will be assumed that in the vicinity of point 0 the displacement components in the \( r, \theta, \phi \) directions are functions whose dependence on \( r \) can be separated from their dependence on \( \theta \) and \( \phi \), i.e., the separation of variables technique will be applied:

\[
\begin{align*}
    u(r, \theta, \phi) &= r^\lambda F(\theta, \phi) \quad (1.6a) \\
    v(r, \theta, \phi) &= r^\lambda G(\theta, \phi) \quad (1.6b) \\
    w(r, \theta, \phi) &= r^\lambda H(\theta, \phi) \quad (1.6c)
\end{align*}
\]

with the restriction that the exponent \( \lambda \) have a limiting value
\( \text{Re}(\lambda) > -\frac{1}{2} \), in order for the strain energy to remain finite near point 0, \( r \to 0 \). Hence, the objective of this work is to find the smallest possible value for the exponent \( \lambda \), \( \text{Re}(\lambda) > -\frac{1}{2} \), giving the gravest state of stress for the vicinity of point 0.

In this sense, point 0 is considered a singular point, line 00' a singular line, and \( \lambda \) the eigenvalue.

The proof for the well-established theorems of uniqueness and existence for the problems considered here is beyond the scope of
Fig. 1.1: Geometry of the crack intersecting a surface, in spherical coordinates.

Fig. 1.2: Domain to be solved in fictitious ($\theta$-$\phi$)-plane.
this work. Even for regular finite regions, these theorems are already "not distinguished by simplicity" [19, page 89]. Benthem [9] who solved analytically one of the problems presented in Chapter III, writes: "The following theorems, though without proof, will be considered to be valid for elastic regions in the form of infinite cones (semi-infinite bodies).

i.) If an infinite conical region is loaded by stresses which behave along the generators like $r^{\lambda-1}$ and the displacements are prescribed which are zero or behave like $r^\lambda$, then there is generally a solution for the interior stresses of the form $\sigma_{xx} = r^{\lambda-1}f_{xy}(\theta\phi)$, etc. with the exception of an infinite enumerable set of values for $\lambda$.

ii.) For every value of $\lambda$ of the infinite enumerable set meant under (i.), there exists a state of stress given by the above expressions, whereof the prescribed stresses and displacements are zero. Such states of stress are called the eigenfunctions of the cone in question.

iii.) The infinite enumerable states of stress (with $\text{Re}(\lambda) > \frac{1}{2}$) meant in (ii.), are able, in principle, to meet every set of three boundary conditions at $r = \text{constant}$ (a finite cone) provided the boundary conditions do not require a concentrated force or moment at the vertex.

These three theorems are, if not proved, generally accepted in the corresponding two-dimensional analysis of wedges [2,20,21]."

B.) Modified equations of equilibrium.

Substituting the expressions (1.6a-c) into the differential equations of equilibrium (1.1a-c) it was found that the radial co-
ordinate, mainly, \( r^{\lambda-1} \) factors out of the equations. The following equations of equilibrium in the \( r, \theta, \) and \( \phi \) directions in terms of the functions \( F, G, \) and \( H \) and the exponent \( \lambda \) result:

\[
X_r = (Q + 2)(\lambda - 1)(\lambda F + F + G + G \cot \theta + \frac{1}{\sin \theta} H_\phi) - [(\lambda + 1)G_\theta - F_{\theta\theta}]
\]

\[
- \cot \theta[(\lambda + 1)G - F_\theta] + \frac{1}{\sin \theta} \left( \frac{1}{\sin \theta} F_\phi - H_\phi - \lambda H_\theta \right) = 0
\]

(1.7a)

\[
X_\theta = (Q + 2)(\lambda F_\theta + 2F_\theta + G_{\theta\theta} + G_\theta \cot \theta - \frac{1}{\sin \theta} G + \frac{1}{\sin \theta} H_{\theta\phi}
\]

\[
- \frac{\cos \theta}{\sin^2 \theta} H_\phi - \frac{1}{\sin \theta} (H_{\phi\phi} + H_\phi \cot \theta - \frac{1}{\sin \theta} G_{\phi\phi})
\]

\[
+ \lambda[(\lambda + 1)G - F_\theta] = 0
\]

(1.7b)

\[
X_\phi = \frac{1}{\sin \theta} (Q + 2)(\lambda F_\phi + 2F_\phi + G_\phi \cot \theta + \frac{1}{\sin \theta} H_{\phi\phi})
\]

\[
- \lambda \left( \frac{1}{\sin \theta} F_\phi - H - \lambda H \right) + (H_{\phi\phi} + H_\phi \cot \theta) - \frac{1}{\sin^2 \theta} H
\]

\[
+ \frac{\cos \theta}{\sin^2 \theta} G_\phi - \frac{1}{\sin \theta} G_{\phi\phi} = 0
\]

(1.7c)

where, subscripts of \( F, G, \) and \( H \) denote partial derivatives, e.g.,

\( F_{\theta\theta} = \frac{\partial^2 F}{\partial \theta^2}, \) \( \nu = \) Poisson ratio,
Q = \frac{2\nu}{1-2\nu} (1.8)

and \(X_r\), \(X_\theta\), \(X_\phi\) symbolically represent the new modified equations of equilibrium in the \(r\), \(\theta\), and \(\phi\) directions, respectively.

C.) Modified stress-strain relations.

Substituting Eqs. (1.6a-c) into the expressions for the spherical stress components, Eqs. (1.4a-f), the following modified stress expressions result:

\[
\begin{align*}
    s_{rr} &= \frac{1}{\mu \tau^{\lambda-1}} \sigma_{rr} = Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2\lambda F \\
    s_{r\theta} &= \frac{1}{\mu \tau^{\lambda-1}} \sigma_{r\theta} = \lambda G - G + F_\theta \quad (1.9a) \\
    s_{\theta\theta} &= \frac{1}{\mu \tau^{\lambda-1}} \sigma_{\theta\theta} = Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) \\
    &\quad + 2(G_\theta + F) \quad (1.9b) \\
    s_{\phi\phi} &= \frac{1}{\mu \tau^{\lambda-1}} \sigma_{\phi\phi} = H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi \quad (1.9c) \\
    s_{r\phi} &= \frac{1}{\mu \tau^{\lambda-1}} \sigma_{r\phi} = \frac{1}{\sin \phi} F_\phi + \lambda H - H \quad (1.9d)
\end{align*}
\]
\[ s_{\phi \phi} = \frac{1}{\mu r^{\lambda-1}} \sigma_{\phi \phi} = Q(\lambda F + 2F + G\cot\theta + G + \frac{1}{\sin\theta} H_\phi) \]

\[ + 2\left(\frac{1}{\sin\theta} H_\phi + G\cot\theta + F\right) \quad (1.9f) \]

in which \( \mu \) is the elastic shear modulus, and \( s_{rr}, \ldots, s_{\phi \phi} \) symbolically represent the stresses.

D.) Comment.

It is interesting to note that one may expect an infinite enumerable number of real and complex eigenvalues \( \lambda \), i.e., not a continuous spectrum, for the problem of a semi-infinite homogeneous body. Furthermore, the real part of each of the complex roots with positive real part is always greater than the smallest positive real root, which is also the case for plane problems and is rigorously proved in Ref. [16]. Therefore, the dominant term that governs the behavior near point \( 0 \), Fig. 1.1, is given by the smallest real root.

Of course, this last observation will not apply to problems of a crack intersecting two-material interfaces. In such cases all eigenvalues \( \lambda \) are expected to be complex in nature, such as those found in plane strain elasticity [22,23]. The term of interest will then be given by the smallest \( \text{Re}(\lambda) \).

It may be desired to write a generalized Fourier analysis to include the displacement fields for different eigenvalues which must result from the solution of an infinite set of equations. However, the orthogonality properties in three-dimensions might be insufficient to
determine their participation. This is also the case in plane problems, as Williams [241] noted: "... let it suffice to point out that the solutions $f(\lambda,\alpha,\nu) = 0$ yield an infinite number of eigenvalues which may be complex. After ordering these values according to their absolute magnitudes, one may construct from them an infinite set of eigenfunctions whose elements are non-orthogonal. Furthermore, the completeness of the set, although intuitively probable, has not been mathematically established." The present literature seems to lack the proof for the completeness of the set, even for two dimensional problems.

In any event, let such set intuitively exist for the three dimensional problem. Then, in the vicinity of point 0, the behavior of the displacement and stress fields will be determined by the eigenfunction characterized by the smallest eigenvalue; provided the loading near such point is not critical, see theorem (iii.) page 12.

1.4 Construction of a Variational Equation

A.) Cartesian ($\theta-\phi$)-plane.

Finite element studies are simplified when flat planes, rather than curved surfaces are used. Expecting that the solution to these problems will make use of numerical techniques, the domain $O'ACO$ of a unit sphere from Fig. (1.1) is visualized in a fictitious ($\theta-\phi$)-plane shown in Fig. (1.2). This approach has been successfully developed in Ref. [3, page 226].

The singularity ray $00'$, Fig. (1.1) placed on the pole of its spherical coordinate system appears in the ($\theta-\phi$)-plane as a straight line segment at $\theta = 0$. The surface of the semi-infinite body $\theta = \pi/2$,
0 ≤ φ ≤ 2π appears in the (θ-φ)-plane as a straight line segment \( \theta = \pi/2, \ 0 ≤ φ ≤ 2\pi \), etc.

Let then \( \mathbf{n} = (n_\theta, n_\phi) \) be the unit normal to the surface of the body when plotted in the (θ-φ)-plane, with \( \theta \) and \( \phi \) being regarded as the cartesian coordinates in such a fictitious plane. Thus, \( \mathbf{n} = (-d\theta/ds, d\phi/ds) \) where \( s \) is the length of a boundary curve, or \( n_\theta/n_\phi = -d\theta/d\phi \) where \( d\theta \) and \( d\phi \) are increments along such boundary in the \( \theta \) and \( \phi \) directions, respectively.

B.) Free surface conditions.

It will be assumed that in a sufficiently small neighborhood of point \( O \), Fig. (1.1), there are no loads applied at the body surfaces (surfaces formed by radial rays emanating from point \( O \)), or at the cracked surfaces.

Indeed, the purpose of this work is to determine all possible states, called eigenstates which are strictly characterized by the eigenvalues \( \lambda \). Hence, surface loads may be prescribed at body surfaces sufficiently remote from point \( O \), for which the differential equations of equilibrium but not the boundary conditions will be satisfied. According to the principle of superposition the actual state of stress for given boundary conditions can be expressed as a linear combination of its eigenstates. But, as far as the eigenvalues \( \lambda \) are concerned these boundary conditions are irrelevant, as it is also true in planar problems, where \( \lambda = \frac{1}{\ell} \) for any loading combination.

Therefore, without loss of generality, it will be assumed that all body surfaces are formed by radial rays, and that the boundary conditions
at the free surfaces in close vicinity of point 0, Fig. (1.1), are:

\[ \sigma_{\theta\theta} = \sigma_{\theta r} = \sigma_{\theta \phi} = 0 \text{ at } \theta = \pi/2 \]  
\[ \sigma_{\phi\phi} = \sigma_{\phi r} = \sigma_{\phi \theta} = 0 \text{ at } \phi = \theta/2 \]

These boundary conditions written as surface tractions \( p_r, p_\theta, \) and \( p_\phi \) in the \((\theta-\phi)\)-plane take the form:

\[ p_r = s_{r\theta} \sin \theta + s_{r\phi} \sin \phi = 0 \]  
\[ p_\theta = s_{\theta\theta} \sin \theta + s_{\theta\phi} \sin \phi = 0 \]  
\[ p_\phi = s_{\phi\phi} \sin \theta + s_{\phi\theta} \sin \phi = 0 \]

No boundary conditions are specified at infinity, \( r \to \infty \); only the local problem of stress singularity at point 0, \( r \to 0 \), is considered, and hence, a small domain about point 0 is required.

C.) Variational statement.

The differential equations (1.7a-c) together with the boundary conditions (1.11a-c) may be combined to form the following variational statement in the \((\theta-\phi)\)-plane:

\[ \iint_A \left( X_r \delta F + X_\theta \delta G + X_\phi \delta H \right) \sin \theta \, d\theta \, d\phi - \oint_s \left( p_r \delta F + p_\theta \delta G + p_\phi \delta H \right) \, ds = 0 \]  
\[ (1.12) \]
in which \( s \) is the length of the boundary of the region of the \((\theta, \varphi)\)-plane; \( A \) is the area of such region; and \( \delta F, \delta G, \) and \( \delta H \) are arbitrary continuous functions of \( \theta \) and \( \varphi \) which have piece-wise continuous derivatives and satisfy all displacement boundary conditions, if any.

Conversely, from the fact that Eq. (1.2) must hold for any kinematically admissible functions \( \delta F, \delta G, \) and \( \delta H \) it follows that Eqs. (1.7a-c) and (1.11a-c) must be satisfied. Thus, the variational statement (1.12) must be equivalent to Eqs. (1.7a-c) and (1.11a-c).

The variational statement presented in Eq. (1.12), is analogous to the three-dimensional statement one forms in order to obtain the strain energy [18], except that integration with respect to \( r \) has already been carried out in the unit sphere, since the \( r \) dependence can be factored out, see Eqs. (1.7a-c) and (1.11a-c).

D.) Variational equation.

The variational statement, Eq. (1.12) involves second derivates of \( F, G, \) and \( H \), which are contained in the expressions for \( X_r, X_\theta, \) and \( X_\varphi \), Eqs. (1.7a-c). Since numerical techniques give rise to larger error for higher order derivatives, it is necessary to transform Eq. (1.12) to a form which involves no higher than first order derivatives of \( F, G, H \) and of \( \delta F, \delta G, \delta H \). Also, to be able to apply the finite element method it is necessary that during this transformation the boundary integral in Eq. (1.12) be included in the variational equation; otherwise the natural boundary conditions would not be satisfied when the finite element method is used.
Indeed, a transformation by Green's integral theorem [18, page 279] applied in the Cartesian $(\theta-\phi)$-plane has been found, such that both objectives are reached simultaneously. The formulation is given in detail in Appendix A. The resulting variational equation is:

$$
\int \int_A \left( \Phi_F \delta F + \Phi_F \delta F_\theta + \Phi_F \delta F_\phi + \Phi_G \delta G + \Phi_G \delta G_\theta + \Phi_G \delta G_\phi + \Phi_H \delta H \\
+ \Phi_H \delta H_\theta + \Phi_H \delta H_\phi \right) \sin \theta \, d\theta d\phi = 0
$$

(1.13)

in which $\delta F_\theta = \partial F/\partial \theta, \ldots, \delta H_\phi = \partial H/\partial \phi$ and the following notations are made:

$$\Phi_F = [Q(1-\lambda) + 2][(\lambda+2)F + G\cot \theta + \frac{1}{\sin \theta} H_\phi]
- 2\lambda(\lambda+2);$$

$$\Phi_{F\theta} = (\lambda-1)G + F_\theta; \quad \Phi_{F\phi} = \frac{1}{\sin \theta} \left[ \frac{1}{\sin \theta} F_\phi + (\lambda-1)H \right];$$

$$\Phi_G = [(Q+2)[(\lambda+2)F + G\cot \theta + \frac{1}{\sin \theta} H_\phi] - 2(G_\theta + F)
- 2\lambda F \cot \theta - 2(F_\theta - G) - \lambda(\lambda+1)G - \lambda F_\theta;$$

$$\Phi_{G\theta} = Q[(\lambda+2)F + G\cot \theta + \frac{1}{\sin \theta} H_\phi] + 2(G_\theta + F);$$
\[ \Phi_G = \frac{1}{\sin \theta} (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G) ; \]

\[ \Phi_H = -\left[ (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G) \cot \theta + 2 \left( \frac{1}{\sin \theta} F \phi - H \right) \right. \]

\[ + \lambda (\lambda + 1) H + \frac{\lambda}{\sin \theta} F \phi \];

\[ \Phi_{H \theta} = H_\theta - H \cot \theta + \frac{1}{\sin \theta} G; \]

\[ \Phi_{H \phi} = \frac{1}{\sin \theta} \left[ \lambda \left( (\lambda + 2) F + C_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi \right) \right. \]

\[ + \left. 2 \left( \frac{1}{\sin \theta} H_\phi + G \cot \theta + F \right) \right] \quad (1.14) \]

where \( \Phi, \ldots, \Phi_{H \phi} \) are not partial derivatives of some function \( \Phi \), and are used only for notation.

Thus, the variational statement of the problem is: Functions \( F, G, \) and \( H \) are the solution of the problem if and only if they satisfy Eq. (1.13) for any kinematically admissible variation \( \delta F, \delta G, \) and \( \delta H \).

Existence of the variational equation which contains no boundary integral, Eq. (1.13), indicates that natural boundary conditions, Eqs. (1.11a-c), will be automatically fulfilled when the finite element method is used.
E.) Comment.

Alternatively, it is possible to derive Eq. (1.13) from Eq. (1.12) by means of Stokes theorem applied to a unit sphere. It has been checked that this gives the same result. It has been also checked that Eq. (1.13) can be transformed back to Eq. (1.12) by means of Gauss or Stokes theorems. For the sake of brevity these derivations are not given. Instead, an alternate and independent derivation of the one just given is derived in the next section.

1.5 Alternative Derivation of the Variational Equation

The basic variational equation, Eq. (1.13) can also be derived from the principle of strain energy. The derivation is more direct but involves certain steps which were difficult to foresee at the early stages of this project without recourse to the derivation just presented.

A.) Principle of minimum potential energy.

The total potential energy stored within a linear elastic body of volume \( V \) and surface \( S \), when no body forces or dynamic terms are present, is:

\[
U = \int_V \psi \ r^2 \sin \theta \ drd\theta - \int_S (T_r u + T_\theta v + T_\phi w) ds \tag{1.15}
\]

where \( T_r, T_\theta, T_\phi \) are the surface tractions defined in Eq. (1.5), and \( \psi \) is the strain energy density:
\[ \psi = \frac{\mu}{2} \left[ Q(u_r + \frac{1}{r} \theta + \frac{2}{r} u + \frac{1}{r \sin \theta} \phi + \frac{1}{r} v \cot \theta)^2 + 2[u_r^2] + \left( \frac{1}{r} \theta + \frac{1}{r} u \right)^2 + \left( \frac{1}{r \sin \theta} \phi + \frac{1}{r} v \cot \theta + \frac{1}{r} u \right)^2 \right] \]

\[ + (v_2 - \frac{1}{r} v + \frac{1}{r} u_\theta)^2 + \left( \frac{1}{r} \theta - \frac{1}{r} w \cot \theta + \frac{1}{r \sin \theta} \phi \right)^2 \]

\[ + \left( \frac{1}{r \sin \theta} u_\phi + \nu_r - \frac{1}{r} w \right)^2 \]  

(1.16)

In which,

\[ Q = \frac{2\nu}{(1 - 2\nu)} \]  

(1.17a)

\[ \mu = \frac{E}{2(1 + \nu)} \]  

(1.17b)

E is the Young’s modulus and \( \nu \) the Poisson’s ratio characterizing the linear elastic material.

According to the principle of minimum potential energy, the state of equilibrium is a state for which the first variation of the total potential energy vanishes. Thus, consider the displacement variations

\[ \delta u = \varepsilon \bar{u} \]  

(1.18a)

\[ \delta v = \varepsilon \bar{v} \]  

(1.18b)
where $E$ is a variable parameter and $\bar{u}, \bar{v}, \bar{w}$ are any chosen displacement distribution which are sufficiently smooth and satisfy all kinematic boundary conditions. Then, the state of equilibrium is determined by the first variation of $U$, Eq. (1.15):

$$\delta U = \frac{\partial U}{\partial \bar{e}} = \int_V \left( \psi_u \delta u + \psi_v \delta v + \psi_w \delta w \right) r^2 \sin \theta \, dr \, d\theta \, d\phi$$

$$- \int_S \left( T_r \delta u + T_v \delta v + T_w \delta w \right) ds = 0 \quad (1.19)$$

B. An unorthodox step.

If Eqs. (1.6a-c) were substituted directly into Eq. (1.19) $r^2 \lambda$ would factor out. However, the remaining expression would not be able to satisfy the equations of equilibrium when Gauss theorem is applied to Eq. (1.19). To circumvent this critical problem, consider the terms $\psi_u \delta u$, $\psi_v \delta v$, and $\psi_w \delta w$ separately from Eq. (1.19). These terms can be simplified by Gauss theorem as:

$$\int_V \left( \psi_u \delta u + \psi_v \delta v + \psi_w \delta w \right) dv =$$

$$\int_V \left[ \frac{d}{dr} (\psi_u \delta u) - \delta u \frac{d}{dr} \psi_u + \frac{d}{dr} (\psi_v \delta v) - \delta v \frac{d}{dr} \psi_v \right.$$

$$+ \frac{d}{dr} (\psi_w \delta w) - \delta w \frac{d}{dr} \psi_w \right] dv \quad (1.20)$$
where $d/dr$ is the total derivative with respect to $r$.

Applying the Gauss theorem to the sum of the first, third and fifth terms of Eq. (1.20) and placing them back into Eq. (1.19) gives

$$
\delta U = \int \left\{ \left( \psi_u - \frac{d}{dr} \psi_u \right) \delta u + \psi_u \delta u_\theta + \psi_u \delta u_\phi \right. \\
 \left. + \left( \psi_v - \frac{d}{dr} \psi_v \right) \delta v + \psi_v \delta v_\theta + \psi_v \delta v_\phi \right. \\
 \left. + \left( \psi_w - \frac{d}{dr} \psi_w \right) \delta w + \psi_w \delta w_\theta + \psi_w \delta w_\phi \right\} dV \\
+ \int_S \left[ \left( \psi_u \delta u + \psi_v \delta v + \psi_w \delta w \right) n_r \right. \\
\left. - T_r \delta u + T_\theta \delta v + T_\phi \delta w \right] ds = 0 
$$

(1.21)

For the particular problems studied here, the surface integral of Eq. (1.21) vanishes because of the boundary conditions conveyed by these problems, i.e.:

If the surface tractions, Eq. (1.5), are expanded, one obtains that on the free surfaces near point $0$ [see Fig. (1.1) and Eqs. (1.10a-b)]:

i) $\sigma_{rr} = \psi_u$, which is not present on any surface formed by rays emanating from point $0$.

ii) $\sigma_{r\theta} = \psi_v = 0$ on the body surface, $\theta = \pi/2$, $\sigma_{r\theta}$ is not present on the crack plane $\phi = 0$. 

iii) $\sigma_{r\phi} = \frac{\partial \psi}{\partial \phi} = 0$ on the crack plane $\phi = 0$, but not present on the body surface $\theta = \pi/2$.

iv) because of the free surface conditions the remaining terms are also zero and because of (i-iii):

\[
T_r = \sigma_{r\theta} n_\theta + \sigma_{r\phi} n_\phi = 0 \quad (1.22a)
\]

\[
T_\theta = \sigma_{\theta\theta} n_\theta + \sigma_{\theta\phi} n_\phi = 0 \quad (1.22b)
\]

\[
T_\phi = \sigma_{\phi\phi} n_\theta + \sigma_{\phi\phi} n_\phi = 0 \quad (1.22c)
\]

which are analogous to the boundary conditions given by Eq. (1.11a-c).

If the expressions (1.6a-c) are now substituted into Eq. (1.21) one would obtain the same basic variational equation, Eq. (1.13), after integration with respect to $r$ is performed on the unit sphere and transformed to the $(\theta-\phi)$-plane.

C.) Lack of symmetry and non-existence of a minimum principle.

It is particularly noteworthy that the integrand of Eq. (1.13) or Eq. (1.21) is non-symmetric, and so is the system of linear equations, Eq. (1.12), which is Eq. (1.13) applied to finite elements, $(k_{ij} \neq k_{ji})$. This means that the variational equation cannot be written in the form of a classical stationary principle [18], $\delta W = 0$ (or minimum principle, $W = \min.$), which would yield Eq. (1.13). For an elastic material this might seem surprising. However, a deeper analysis indicates that it must be so.
Assume that the integrand of Eq. (1.13) is symmetric with $F, G,$ and $H$. Then the discrete eigenvalue problem for $\lambda$ resulting from Eq. (1.13) would have to be a symmetric matrix $k_{ij} = k_{ji}$, Eq. (2.12). This implies that all roots $\lambda$ would have to be real. But this cannot be possible because the same variational equation, Eq. (1.13), must hold also for plane strain problems with two material interfaces, whose solution are known to exhibit oscillating singularities [22,23] for which $\lambda$ is complex. Hence, Eq. (1.13) cannot be symmetric. This contrasts with the analogous potential theory problem for which a minimum variational principle in the $(\theta-\phi)$-plane does exist [3], with the consequence that in potential theory the eigenvalue $\lambda$ is always real.

To prove that the variational equation Eq. (1.13) must be non-symmetric, it is sufficient to show that it must be so in the special case of plane elasticity. This can be done by dropping out the integration over $\theta$ and substituting $\theta = \pi/2$ and then setting $G = v = 0$ in Eq. (1.13). In that case, the most general quadratic functional involving $F(\phi), H(\phi), F'(\phi) = \partial F/\partial \phi,$ and $H'(\phi) = \partial H/\partial \phi$ is:

$$W = \int_{\phi}^{\Phi} [\frac{1}{2}(A_1 F^2 + A_2 F'^2 + A_3 H^2 + A_4 H'^2) + A_5 FF' + A_6 FH$$

$$+ A_7 FH' + A_8 F'H + A_9 F'H' + A_{10} HH']d\phi$$

(1.23)

The associated Euler equations [18] are:
and the corresponding natural boundary conditions at \( \phi = 0 \) or \( \phi = \phi^* \), are

\[
A_2 F' + A_5 F + A_8 H + A_9 H' = 0 \quad (1.24a)
\]

\[
A_4 H' + A_7 F + A_9 F' + A_{10} H = 0 \quad (1.24b)
\]

The actual differential equations for \( F \) and \( H \), as obtained by substituting \( u = r^{\alpha} F(\phi) \) and \( w = r^{\lambda} H(\phi) \) into the planar differential equations of equilibrium in the polar coordinate system \((r, \phi)\), given by Karp and Karal [16], have the form

\[
C_1 \left( a_0 F + a_2 F'' + a_4 H' \right) = 0 \quad (1.25a)
\]

\[
C_2 \left( b_0 H + b_2 H'' + b_4 F' \right) = 0 \quad (1.25b)
\]

and the actual boundary conditions

\[
C_3 \left( c_1 F' + c_2 H \right) = 0 \quad (1.26a)
\]

\[
C_4 \left( c_3 H' + c_4 F \right) = 0 \quad (1.26b)
\]
where $C_1, C_2, C_3,$ and $C_4$ are arbitrary non-zero constants; and $a_0, a_1, a_2; b_0, b_1, b_2; c_1, c_2, c_3, c_4$ are certain given constants.

Equating the coefficients of all corresponding terms of Eqs. (1.23a-b) and (1.24a-b) with Eqs. (1.25a-b) and (1.26a-b) one obtains a system of 14 linear algebraic equations for $A_1, \ldots, A_{10}, C_1, \ldots, C_4$. Unknowns $A_1, \ldots, A_{10}$ can easily be found, which leaves a system of four linear equations for $C_1, \ldots, C_4$ which are homogeneous. The determinant of this equation system was found to equal $\lambda$. Because $\lambda$ cannot be restricted to equal zero, it follows that $C_1, \ldots, C_4$ cannot be non-zero. Thus, there is no way to make Eqs. (1.23a-b) and (1.24a-b) equivalent to Eqs. (1.25a-b) and (1.26a-b), which means that a variational functional $W$ does not exist for plane problems. So, it cannot exist for the three-dimensional problem as well.

D.) Comment.

Indeed, the two derivations take somewhat different procedures from those found from classical variational methods in linear elasticity. But, it is noteworthy that both derivations complement each other in the following manner:

a.) The boundary conditions in the $(\theta-\phi)$-plane, Eqs. (1.11a-c) have to be included in the first derivation (see Appendix A), while in the second they vanish because of the free stress surfaces, Eqs. (1.22a-c).

b.) In the first derivation the boundary conditions (mainly, $\sigma_{rr}$ not being present on any surface when surface tractions are considered;
\( \sigma_{r\theta} = 0 \) on \( \theta = \pi/2 \), but not present on \( \phi = 0 \); \( \sigma_{r\phi} = 0 \) on \( \phi = 0 \), but not present on \( \theta = \pi/2 \). This allows the formation of the \((\theta-\phi)\)-plane, otherwise, the radial component of the unit normal vector, \( n_r \), on the surfaces would be present in Eq. (1.11a-c). In the second derivation they come out as a result of the application of Gauss theorem, but vanish due to the reasons just presented.

c.) The first derivation makes use of the differential equations, while the second starts from the total potential energy. Both procedures end with the same variational equation after some intuitive manipulations.

The lack of symmetry and the non-existence of a minimum principle for the variational equation corresponds to the fact that both real and complex eigenvalues must be associated with this variational equation.

It must be stressed, however, that the entire present formulation is contingent upon the assumption of the separated form of the eigenstate (Eq. 1.6, page 10). There exists no proof that the eigenstate ought to have this form, and that other eigenstates, possibly even not separated ones, might exist and might be more severe, even though this seems unlikely.
2.1 Introduction

The variational equation derived in Chapter I and given by Eq. (1.13) has the tremendous advantage that the stress boundary conditions are automatically implied whenever a free surface is present. Therefore, compared to a finite difference method where free surfaces would require additional programming, the finite element method is selected to approach the problem. The program is then written in the Fortran IV computer language.

The finite elements are chosen as simple four-node quadrilaterals. The distribution functions for $F, G,$ and $H$, Eq. (1.6a-c), are considered bilinear in $\theta$ and $\phi$. The coefficients of the stiffness matrix, Eq. (2.9), are calculated by the Gaussian numerical integration technique using nine integration points, [25].

The variational equation emerges as a generalized non-linear problem for the eigenvalues. Various methods of numerical solution of this type of problems have been discussed in detail in Ref. [3]. Method B from page 230 of Ref. [3] has been selected to search for the root $\lambda$. A method of solution when $\lambda$ is complex has also been discussed in Ref. [6] in connection with other problems. The root of smallest value, or of smallest $\text{Re}(\lambda)$ in the case of complex roots, is of main practical interest.
An extrapolation technique based on the "deferred approach to the limit" [8] is proposed for the final value of root λ as the number of grid subdivisions goes to infinity.

The program is general and capable of handling various situations, such as intersections of crack plane and crack front edge of any orientation, notches of any orientation and of any opening, etc. The program will be also capable of handling cases when the exponent λ is expected to be complex, such as intersections of crack edges with two-material interfaces. This requires a conversion of the Fortran program to complex arithmetic.

2.2 Finite Element Formulation

A.) Treatment of line singularities.

From the three-dimensional singularity point O, Fig. 1.1, page 11, there usually emanates a stress singularity line, such as the crack front edge shown as line 00' which coincides with the polar ray θ = 0. The displacements near this line usually behave as \( (r_0)^p \) [3,11] such that \( r_0 \) represents the distance from the ray \( \theta = 0 \) when \( \theta \to 0 \). The exponent p will then represent the exponential behavior for the displacement field near the singularity line. For the crack front edge considered here, the values \( p = 0, \frac{1}{2}, 1, \frac{3}{2}, ... \), are possible, and for notch edges other values of p would apply.

From the theory of the finite element method for plane problems it is known, for example, that the rate of convergence in the presence of square-root singularity is only \( O(h) \), while in its absence the convergence is quadratic, \( O(h^2) \), \( h \) being the element size [26].
It is conceivable that the functions \( F, G, \) and \( H, \) Eq. (1.6a-c), may exhibit gradient singularities at the point where the crack front edge \( 00' \) (a singularity line) emanates from point \( 0, \) Fig. 1.1; then \( p < 1. \) Such functions are not suitable for numerical calculations, and if they are approximated numerically, their accuracy and convergence are adversely affected by the presence of singularities. This difficulty can be avoided by using singular finite elements near the singularity line. A more convenient method has been proposed and used with success in Ref. [3]. In this method, the displacements in the \( r, \theta, \) and \( \phi \) directions are expressed as

\[
\begin{align*}
  u(r, \theta, \phi) &= r^n r_1^p f(\theta, \phi) = r^{\lambda} \rho^p f(\theta, \phi) \\
  v(r, \theta, \phi) &= r^n r_1^p g(\theta, \phi) = r^{\lambda} \rho^p g(\theta, \phi) \\
  w(r, \theta, \phi) &= r^n r_1^p h(\theta, \phi) = r^{\lambda} \rho^p h(\theta, \phi)
\end{align*}
\]  

(2.1a) (2.1b) (2.1c)

in which, \( p \) is the exponent for the displacement field near the singularity line; \( \lambda = n + p; \ r_1 = r \rho; \) \( \rho \) is any chosen smooth continuous function of \( \theta \) and \( \phi \) which is non-zero everywhere except on the singularity line \( \theta = 0, \) and which represents the distance measured on a unit sphere. Possible choices are \( \rho = \theta, \rho = \sin \theta, \) etc. The second suggestion will be used for numerical calculations, since \( \rho = \sin \theta \) will then represent the exact distance from the ray not only for \( \theta = 0, \) but everywhere in the domain. (Note, however, that \( \rho = \sin \theta \) cannot be used when the angle \( \theta = \pi \) is part of the domain and where
no line of singularity exists, i.e., at θ = π). Thus, it is convenient to introduce the notations:

\[ F(\theta,\phi) = \rho^p f(\theta,\phi) \]  
\[ G(\theta,\phi) = \rho^p g(\theta,\phi) \]  
\[ H(\theta,\phi) = \rho^p h(\theta,\phi) \]  
\[ \rho^p = (\sin \theta)^p \]

If the field near the singularity line varies as \( \rho^{\frac{3}{2}} \) when \( p \) is set to \( \frac{3}{2} \), then functions \( f, g, \) and \( h \) may be expected to be free of gradient singularities. This would make the convergence rate quadratic, \( O(h^2) \), [26]. On the other hand, if components of types \( p^1, p^0 \), and possibly other components of different exponents were present in the solution [9], the rate of convergence would not be quadratic, but slower than quadratic [26].

When several exponents \( p \) are sent, the lowest one must be used. This is shown as follows. Consider that an exponent \( p^* \), which differs from the actual value of \( p \), is used. Then, the displacement and stress fields would behave as:

\[ u_1 \sim r^\lambda \rho^p F(\theta,\phi) \]
\[ \sigma_{ij} \sim \partial u / \partial \theta \sim r^\lambda \theta^{P-1} F(\theta, \phi) \]  
(2.3b)

for the exact solution, and

\[ u_i \sim r^\lambda \theta^p F^*(\theta, \phi) \]  
(2.4a)

\[ \sigma_{ij} \sim \partial u / \partial \theta \sim r^\lambda \theta^{P-1} F^*(\theta, \phi) \]  
(2.4b)

for the numerical solution.

Equating the two critical expressions, for the stresses \( \sigma_{ij} \), one obtains:

\[ F^*(\theta, \phi) = \theta^{P-p} F(\theta, \phi) \]  
(2.5)

where the function \( F(\theta, \phi) \) is bounded. If one chooses \( p^* > p \), function \( F^*(\theta, \phi) \) can obviously become unbounded as \( \theta \to 0 \); and it cannot be adequately represented numerically. Thus,

\[ p^* \leq p \]  
(2.6)

is necessary. The best choice would naturally be to make \( p^* \) equal to the lowest exponent \( p \) present.

Under these considerations, there is still the restriction that along the crack front edge, \( \theta \to 0 \), the displacement field must exhibit the behavior
such that $q > 0$ \hspace{1cm} (2.7)

for the strain energy to remain bounded. Note that $q$ is not the exponent for the singularity function $p$.

B.) Displacement distribution in an element.

Choosing a finite element grid in the $(\theta-\phi)$-plane, Fig. 2.1, the unknown functions $F, G, $ and $H$ may be represented within each finite element, Fig. 2.1, in the form

\[
F(\theta, \phi) = \sum_{i=1}^{M} X_i F^i, \quad F^i = \rho P F^i(\theta, \phi) \tag{2.8a}
\]

\[
G(\theta, \phi) = \sum_{i=1}^{M} X_i G^i, \quad G^i = \rho P G^i(\theta, \phi) \tag{2.8b}
\]

\[
H(\theta, \phi) = \sum_{i=1}^{M} X_i H^i, \quad H^i = \rho P H^i(\theta, \phi) \tag{2.8c}
\]

in which $X_i$, $i = 1, 2, \ldots, M$, are the nodal values of $f(\theta, \phi), g(\theta, \phi)$ and $h(\theta, \phi)$; and $f^i(\theta, \phi), g^i(\theta, \phi)$ and $h^i(\theta, \phi)$ are given distribution functions within the finite elements, usually chosen as polynomials in $\theta$ and $\phi$ \cite{25}.

Denoting $(\theta_m, \phi_m)$ as the coordinates of the $m$th node, the distribution functions must be chosen such that
\[ f_i(\theta_m, \phi_m) = \begin{cases} 
1, & i = 3m-2 \\
0, & i \neq 3m-2 
\end{cases} \] (2.9a)

\[ g_i(\theta_m, \phi_m) = \begin{cases} 
1, & i = 3m-1 \\
0, & i \neq 3m-1 
\end{cases} \] (2.9b)

\[ h_i(\theta_m, \phi_m) = \begin{cases} 
1, & i = 3m \\
0, & i \neq 3m 
\end{cases} \] (2.9c)

In order to accommodate three degrees of freedom at each node \( m = 1, 2, \ldots, M, [25] \).

The variations of functions \( F, G, \) and \( H \) and their respective derivations may now be expressed as

\[ \delta F = \sum_{j=1}^{M} F_j \delta X_j, \quad \delta F_\theta = \sum_{j=1}^{M} F_\theta \delta X_j, \quad \delta F_\phi = \sum_{j=1}^{M} F_\phi \delta X_j \] (2.10a)

\[ \delta G = \sum_{j=1}^{M} G_j \delta X_j, \quad \delta G_\theta = \sum_{j=1}^{M} G_\theta \delta X_j, \quad \delta G_\phi = \sum_{j=1}^{M} G_\phi \delta X_j \] (2.10b)

\[ \delta H = \sum_{j=1}^{M} H_j \delta X_j, \quad \delta H_\theta = \sum_{j=1}^{M} H_\theta \delta X_j, \quad \delta H_\phi = \sum_{j=1}^{M} H_\phi \delta X_j \] (2.10c)
C.) Variational equation in an element.

Substituting Eqs. (2.6a-c) and (2.8a-c) in to Eq. (1.14), it follows that

\[ \Phi_F = \sum \Phi_F^i x_i \], \quad \Phi_{\theta} = \sum \Phi_{\theta}^i x_i \], \quad \Phi_{\phi} = \sum \Phi_{\phi}^i x_i \]  \tag{2.11}

in which

\[ \Phi_F^i = \left[ (Q(1 - \lambda) + 2) \right] \left[ (\lambda + 2) \rho P_F^i + (\rho P)^{\theta} g^i + \rho P^g_{\theta} + \rho P^g_{\phi} \cot \theta + \frac{\rho P}{\sin \theta} h^i \right] \]

\[ - 2\lambda(\lambda + 2) \rho P_F^i, \quad \Phi_{\theta}^i = \ldots, \ldots \]

\[ \Phi_{\phi}^i = \frac{1}{\sin \theta} \left[ (Q(1 + 2) \rho P_F^i + (\rho P)^{\theta} g^i + \rho P^g_{\theta} + \rho P^g_{\phi} \cot \theta + \frac{\rho P}{\sin \theta} h^i \right] \]

\[ + 2 \left[ \frac{\rho P}{\sin \theta} h^i + \rho P^g_{\phi} \cot \theta + \rho P_F^i \right] \]  \tag{2.12}

Finally, substitution of Eqs. (2.7a-c) and (2.11) into variational equation (1.13) yields a discrete variational equation of the form

\[ \sum_{i=1}^{M} \left( \sum_{j=1}^{M} \frac{k_{ij}}{\rho} \right) \delta x_j = 0 \]  \tag{2.13}

in which \( k_{ij} \) are stiffness coefficients expressed as follows
\[ k_{ij} = \int_{A} \left[ \phi_{F}^{i} F^{j} + \phi_{\theta}^{i} F_{\theta}^{j} + \phi_{\phi}^{i} F_{\phi}^{j} + \phi_{G}^{i} G^{j} + \phi_{G_{\theta}}^{i} G_{\theta}^{j} + \phi_{G_{\phi}}^{i} G_{\phi}^{j} + \phi_{H_{\theta}}^{i} H_{\theta}^{j} + \phi_{H_{\phi}}^{i} H_{\phi}^{j} \right] \sin \theta \, d\theta d\phi \]  

(2.14)

Note that the stiffness matrix \([k_{ij}]\) is non-symmetric; i.e., \(k_{ij} \neq k_{ji}\) in general. The variational equation (2.12) must hold for any choice of \(\delta X_{i} (i = 1, \ldots, M)\), and this requires that

\[ \sum_{i=1}^{M} k_{ij} X_{j} = 0 \quad (i = 1, \ldots, M). \]  

(2.15)

This is a system of \(M\) linear homogeneous algebraic equations, representing an eigenvalue problem. All stiffness coefficients \(k_{ij}\), not just the diagonal ones, depend on singularity exponent \(\lambda\), and so the eigenvalue problem is of the generalized type. Furthermore, it is easy to see that \(k_{ij}\) are polynomials in \(\lambda\), as well as in Poisson ratio \(\nu\) (when multiplied by \(1-2\nu\));

\[ k_{ij} = k_{ij}(\lambda, \nu). \]  

(2.16)

D.) Integration for the stiffness matrix.

The finite elements are chosen as four-node quadrilaterals in the \((\theta-\phi)\)-plane. Three degrees of freedom are placed at each node in order to
accommodate the displacement field \((f,g,h)\). The basic distribution
shape function \(f^i(\theta,\phi)\), \(g^i(\theta,\phi)\), and \(h^i(\theta,\phi)\) on the original rectangle
are considered as bilinear in \(\theta\) and \(\phi\), i.e., \(a + b\theta + c\phi + d\theta\phi\).

Following the conventional methods found in finite element tech-
niques [25,27], the finite element stiffness matrix is obtained by
mapping a general quadrilateral, Fig. (2.1), into a unit square,
Fig. (2.2), given by the transformation

\[
\begin{bmatrix}
\theta \\
\phi
\end{bmatrix}
= \begin{bmatrix}
B & 0 \\
0 & B
\end{bmatrix}
\begin{bmatrix}
\xi \\
\eta
\end{bmatrix}
\]

(2.17)

where

\[B = (B_1, B_2, B_3, B_4)\]

(2.18a)

\[B_i = \frac{1}{h}(1+\theta^i\phi^i)(1+\theta^i\phi^i), \quad i = k, l, m, n\]

(2.18b)

\[\xi = (\theta_K, \theta_L, \theta_M, \theta_N)^T\]

(2.18c)

\[\eta = (\phi_K, \phi_L, \phi_M, \phi_N)^T\]

(2.18d)

in which the subscript \(T\) denotes a transpose; \((\theta_i^*, \phi_i^*)\) are the corners
\((\pm 1, \pm 1)\) of the unit square numbered clockwise beginning at \((-1, -1)\);
\((\theta_i, \phi_i)\) are the corresponding corner coordinates of the quadrilateral.

*In retrospect, it appears that much more accurate results could have
been obtained with higher-order finite elements.*
Fig. 2.1: Finite element grid in the $(\theta-\phi)$-plane.

Fig. 2.2: Unit square, obtained by mapping a general element from Fig. 2.1, using Eq. (2.17).
element; \((\theta^*, \phi^*)\) are the coordinates of a general point within the unit square; and \((\theta, \phi)\) are the coordinates of the corresponding point on the quadrilateral element.

Carrying out the foregoing transformation of variables \(\theta\) and \(\phi\) into \(\theta^*\) and \(\phi^*\), the stiffness coefficients given by Eq. (2.14) may be expressed in the well-known manner [25]:

\[ k_{ij} = \iint_A \Psi(\theta, \phi) d\theta d\phi = \int_{-1}^{1} \int_{-1}^{1} \Psi^*(\theta^*, \phi^*) d\theta^* d\phi^* \] (2.19)

in which \(\Psi(\theta, \phi)\) is the integrand of Eq. (2.14); and where

\[ \Psi^*(\theta^*, \phi^*) = |J| \Psi(\theta, \phi) \] (2.20a)

\[ J = \begin{bmatrix} \partial\theta/\partial\theta^* & \partial\phi/\partial\theta^* \\ \partial\theta/\partial\phi^* & \partial\phi/\partial\phi^* \end{bmatrix} \] (2.20b)

\(J\) being the Jacobian of the transformation given in Eq. (2.16).

The integration of the second term in Eq. (2.18) is carried out numerically by the Gaussian quadrature formula [25], over nine points \(a_{pq}\) of weights \(H_{pq}\):

\[ k_{ij} = \sum_{p=1}^{3} \sum_{q=1}^{3} H_{pq} \Psi^*(a_p, a_q) \] (2.21)
in which \( a_2 = -a_4 = 0.77459669241493; a_2 = 0; H_1 = H_2 = 5/9; \)

\[ H_2 = 8/9. \]

A \((12 \times 12)\) stiffness matrix is thus obtained for all elements, which are then incorporated element by element into the final global stiffness matrix \( k_{ij} \). A detailed Fortran program is given in Appendix B.

E.) Comment.

The treatment of line singularities described in Section 2.2A may be thought of in a different light. The representation of the displacements with the approximate form \([u,v,w] = r^\lambda p [f(\theta,\phi), g(\theta,\phi), h(\theta,\phi)]\), Eqs. (2.1a-c) can be expanded further in the series

\[ [u,v,w] = \sum_{p=0, \frac{1}{2}, 1, \ldots}^\infty r^\lambda p [f(\theta,\phi), g(\theta,\phi), h(\theta,\phi)] \]

where \( f(\theta,\phi), g(\theta,\phi), h(\theta,\phi) \) and \( \lambda \) can be obtained for each value of \( p \), for a properly chosen function \( p \) (such as \( p = \sin \theta \)). Thus, forming a more general representation of the displacement field which is easily accessible to numerical methods for its solution as shown in Section 2.2 B-D. Indeed, the above equation is not the most general expression because there exists the possibility of some other representation for the displacement which might be intuitively obtained. However complicated, general, or exact series representation one may choose, the most interesting and practical term in the proposed series is that whose stress field dominates over all other possible terms.
present in the complete solution. Since displacements behave like $r^\lambda$ and stresses like $r^{\lambda-1}$ as $r \to 0$, the smallest value for $\lambda$ must be sought.

2.3 Methods for the Eigenvalue Search

The problem is to find the smallest eigenvalue $\lambda$ such that $\text{Re}(\lambda) > -\frac{1}{2}$. Again, $\lambda$ is limited to $\text{Re}(\lambda) > -\frac{1}{2}$ for the strain energy to be bounded near the point of singularity. Various methods might be available for the eigenvalue search connected with Eq. (2.14) [3,28]. Two methods are presented, but only the most efficient one is chosen to solve the problem.

A.) Quadratic polynomial on the eigenvalue problem.

It is interesting to note that the stiffness coefficients of $k_{ij}(\lambda)$, Eq. (2.13) are quadratic polynomials in $\lambda$, see Eq. (2.11). Hence, the matrix $k_{ij}(\lambda)$ may be written as

$$[k_{ij}] = k = a + b\lambda + c\lambda^2$$

(2.22)

where $a$, $b$, and $c$ are real square matrices independent of $\lambda$ and of size $(M \times M)$, $M$ being the number of nodes. So, Eq. (2.14), $kX = 0$, takes the form:

$$aX + b\lambda X + c\lambda^2 X = 0$$

(2.23)

where $X$ is the column matrix of $X_1$. This expression is a nonsymmetric quadratic eigenvalue problem on $\lambda$. 
In an iterative eigenvalue search, $k_{ij}$ would have to be repeatedly evaluated for various $\lambda$-values. Obviously, Eq. (2.22) allows reduction in the number of computations needed to obtain $k_{ij}$, since it suffices to determine three matrices of sizes $(M \times M)$ independent of $\lambda$, and then evaluate $k$ given $\lambda$ till Eq. (2.14) is satisfied.

Furthermore, it is useful to observe that complex eigenvalues of Eq. (2.14) or (2.22) can occur only in conjugate pairs, because

$$\bar{k}(\lambda)\bar{x} = \bar{k}(\lambda) \bar{x} = k(\lambda) \bar{x}$$

(2.24)

so that if $k(\lambda)x = 0$, then also

$$k(\bar{\lambda})\bar{x} = 0$$

(2.25)

where a superposed bar denotes a complex conjugate.

B.) Conversion to non-homogeneous system of equations.

The method for the eigenvalue search described in this section has been used with success in connection with other problems which lead to the equations of the type of Eq. (2.14), for the real case in Ref. [3,4] and for the complex case [6]. The method used herein will be explained in complex arithmetic which can easily be converted to real arithmetic by ignoring all the imaginary components.

Eq. (2.14) represents a large system of $M$ homogeneous linear algebraic equations for the values $X_j$ which belong to the nodes $j = 1, 2, \ldots, M$. 
\[
\sum_{i=1}^{M} k_{ij}(\lambda, \nu) X_j = 0, \quad j = 1, 2, \ldots, M. \tag{2.26}
\]

For a given value of Poisson’s ratio \(\nu\), the root \(\lambda\) and the corresponding eigenvector \(X_n(n = 1, 2, \ldots, M)\), is evaluated by the following technique:

First, the matrix \(k_{ij}(\lambda, \nu)\) is calculated for one chosen value of \(\lambda = \lambda_R + i\lambda_I\), where \(\lambda_R = \text{Re}(\lambda)\) and \(\lambda_I = \text{Im}(\lambda)\). Then, the equation belonging to one of the unknowns \(X_n\), e.g., for the \(m^{th}\) term \(X_m\), at the surface node, is deleted from the matrix \(k_{ij}\), and stored separately. This equation is then replaced by the equation \(X_m = (1, 1)\) which makes the equation system non-homogeneous.

This matrix, for the new system of equations, is non-singular, because \(\lambda\) is a simple root when \(\text{Im}(\lambda) \neq 0\). Thus, all \(X_n(n = 1, 2, \ldots, M)\) can be solved by converting standard library subroutines for banded real matrices to complex arithmetic, see Appendix C. In the case of real roots, the new matrix is normally non-singular.

Once the unknowns, \(X_n\), are solved, the right-hand side, \(Q_m\), of the original \(m^{th}\) equation is evaluated. The quantity \(Q_m\) may be regarded as a function of \(\lambda_R\) and \(\lambda_I\), i.e.:

\[
\sum_{j} k_{mj} X_j = Q_m(\lambda_R, \lambda_I) \tag{2.27}
\]
After a second quantity of $Q_m$ is evaluated for another value of $\lambda$, chosen at the beginning of this procedure, the iterative "regula falsi" method is applied to $\lambda_R$ and $\lambda_I$ separately, in order to find the value of $\lambda$ such that $Q_m$ will be zero, i.e., $\text{Re}(Q_m) = \text{Im}(Q_m) = 0$, thus, satisfying Eq. (2.14). Computationally, Eq. (2.14) will obviously not be satisfied exactly. In the program the iterative "regula falsi" method is used until the difference of two consecutive values of $\lambda$ is of order $O(10^{-5})$, and to whose last value yielded $|Q_m| = O(10^{-6})^*.$

Accuracy and convergence can be improved when the $m$-th equation is chosen such that $\frac{\sum_j}{\sum_j} |k_{mj}|$ is the largest of all $\frac{\sum_j}{\sum_j} |k_{ij}|, i = 1, ..., M,$ [6]. The search for this value was not necessary here since all of them were found to be of the same order. Nonetheless, the convergence of the iteration method is sometimes quite slow. To obtain a good initial guess, $\lambda$ must be scanned in small steps, usually of about 0.05 and 0.005 for the real and imaginary parts of $\lambda$, respectively.

Fig. (5.6) gives an indication of the sharply varying slope of $Q_m$ v.s. $\lambda$ for an example whose solution is real. Thus, much care is required to avoid missing the smallest root and to keep the computational time to a minimum.

The root search subroutine can be generalized further for various cases which will be used in later chapters. Note that the search for root $\lambda$ may be geometrically interpreted as the intersection of the line of solution for a constant number of finite elements, $N$, with the vertical line $v = \text{constant}$, see Eq. (2.15) and Fig. (3.5). For

*The difference in initial guesses for $\lambda$ is in the order $O(h^{-2})$ and their corresponding $Q_m$ values usually range in the order $O(h^2)$ to $O(h^4)$. 
regions when this curve, $\lambda$ v.s. $v$, turns sharply upwards (or downwards), the subroutine converges poorly or not at all, i.e., either the intersections occur at very small angles or no intersection seems to exist. To circumvent this difficulty, Eq. (2.16) may be considered as an eigenvalue problem for $v$ at a fixed $\lambda$. Then, the solution represents an intersection of the line of constant $N$ with the horizontal line $\lambda = \text{constant}$.

Similarly, when the problem is to find orientation angles $\theta$ and $\gamma$ for their crack front edges and planes, or notches with opening $a$ and orientation $\theta$ and $\gamma$, for which the values of $\lambda$ and $v$ are desired, as fixed then $k_{ij}$ will be a function of these angles:

$$k_{ij} = k_{ij}(\lambda, v; \alpha, \beta, \gamma) \quad (2.28)$$

and Eq. (2.27) may be considered as an eigenvalue problem for $\alpha, \beta,$ and $\gamma$.

In the case of complex roots the search method is more complicated than that for the real roots. First, one must scan a region of complex $\lambda = (\lambda_R, \lambda_I)$. At each point the quantity $[\text{Re}(Q_m)^2 + \text{Im}(Q_m)^2]^{-1}$ is computed and a plot is constructed. Once a peak is noticed in the plot, then the "regula falsi" method is performed in the following manner:

Two values for $\lambda_R$, chosen inside the region of the peak, are fixed. For each of the two $\lambda_R$, $\lambda_I$ is iterated with respect to $\text{Im}(Q_m)$ and when it converges $\text{Re}(Q_m)$ is stored. The third $\lambda_R$ value is iterated with respect to the two previous $\text{Re}(Q_m)$.
Again, it is fixed and $\lambda^*_I$ is iterated until $\lambda^*_I$ converges.

And so on. Once $\lambda^*_R$ has converged, a final iteration is performed on $\lambda^*_I$. Thus, a complex root is approximately computed.

C.) Eigenvalue convergence.

Interesting results can be obtained when the convergence rate of the numerical eigenvalues, computed for different number of grid subdivisions, is studied carefully. Indeed, convergence studies can at times be questionable, especially when sophisticated manipulations are needed to obtain numerical values. However, its use is justified when a convergence method constantly agrees with exact, or nearly exact, solutions to the same problem based on a completely independent approach.

For example, it is well known that the ordinary finite element method exhibits quadratic convergence (or it has an error of the order $O(h^2)$), provided that there are no singularities within the domain [26]. That is, functions $f$, $g$, and $h$ and their gradients are non-singular, $p = \frac{3}{2}$, see Section (II-2). So, the convergence of the eigenvalue $\lambda$ should also be quadratic. When singularities are present, e.g., $p = 0$, then the convergence is less than quadratic and the error $E$ is of the order $O(h^m)$, where $h$ is the size of the element and $m$ the convergence rate. Then, noting that ($\sim$ denoting proportionality)

$$h^2 \sim 1/N$$

and

(2.29)
\[ E \sim k/N \]  

(2.30)

where \( N \) is the number of finite elements and \( k \) a constant, possibly dependent on \( Q \)

\[ Q = \frac{2\nu}{(1-2\nu)} \]  

(2.31)

These relations should hold accurately when \( N \) is sufficiently large. Hence,

\[ E = \lambda_N - \lambda_e \sim k/N \]  

(2.32)

where, \( \lambda_N \) is the computed value using \( N \) finite elements and \( \lambda_e \) the exact solution. Then, Eq. (2.30) can be written as

\[ \log E = \log k + m \log \sqrt{N} \]  

(2.33)

If a quadratic convergence is present, expression (2.31) must exhibit a straight line of slope \( m = 2 \) for sufficiently large \( N \) when \( \log E \) is plotted versus \( \log \sqrt{N} \). Otherwise, \(|m| < 2\). This observation can be used to advantage in extrapolating the convergence pattern and estimating the results for \( N \to \infty \), or \( h \to 0 \).

D.) An extrapolation technique.

Many extrapolation techniques exist in the literature, most referring to particular problems [25,24] based on the \( h^m \) extrapolation.
This idea was first suggested by Richardson [29] and a fuller treatment was later given by Richardson and Grant [8]. The latter devised an extrapolation formula, better known as the "deferred approach to the limit", in which \( h \) represents the average size of the interval divisions. This method may be extended here to suit the problems in question.

If \( \lambda_1 \) is the solution at the end of an interval obtained by using \( h = h_1 \sim 1/N_1 \) and \( \lambda_2 \) is the solution at the end of the same interval using the same formula but with \( h = h_2 \sim 1/N_2 \), the extrapolation

\[
\lambda_{\text{extrap.}} = \frac{\lambda_1 h_m^2 - \lambda_2 h_1^m}{h_2^m - h_1^m}
\]  

(2.34)
gives an improved approximation over the linear extrapolation (\( m = 1 \)) provided that:

i.) the total round-off error is negligible

ii.) both \( h \) are small enough for the error to be proportional to \( h^m \), i.e. \( E = O(h^m) \).

When \( N \) is too large, there is a danger that round-off error will build-up to substantial proportions. Thus far, this error has not yet been detected, even with largest system of equations used here: 975 simultaneous equations belonging to 288 elements. Hence, condition (i.) may be considered to hold for the large computers available today.
The convergence rate $m$, in condition (ii.) is a seldomly known value, yet, it is of most importance for extrapolation studies. Then, the question arises for its value which would apply to these problems. Its assessment will now be analyzed.

Extending the Richardson's $h^n$ extrapolation formula, Eq. (2.32), which is based on the two conditions mentioned earlier, the convergence pattern can be exploited further to greatly improve the accuracy of the results with the additional provision that the grids for various subdivisions are all similar and generated according to the same rule imposed at the beginning of the problem. Let $\lambda_N$ be the root obtained when $N$ number of finite elements is used. The following extrapolation technique is proposed.

Plot the values of root $\lambda_N$ versus $1000/N^{n/2}$ for various chosen values of $n$. The convergence rate $m = n$ which gives the best straight-line fit, as indicated by the least sum of absolute deviations, is selected. Then, a regression line is passed to obtain the extrapolated value as $N \to \infty$, or $h \to 0$.

Obviously, this technique must work if the assumption that the error is of the order $O(h^m) = O(N^{-m/2})$ holds. Note that all eigenvalues $\lambda_N$ are included, not just two, as in Eq. (2.32). Hence, the value $m$, obtained in such manner, is the effective convergence rate.

This technique can be interpreted in the following manner:

Let $\lambda_i, i = 1, 2, \ldots, K$, be the roots obtained by using the finite element method, e.g., $N = 128, 72, 32, 18$; then $i = 1, 2, 3, 4$. Let
be the \( X \)-coordinate of the \( \lambda_1 \)-root for a convergence rate \( n \), where \( n \) can vary continuously. Construct a rectangular coordinate system \( \lambda - X \), as shown in Fig. 3.4. The data points in Fig. 3.4 are from a typical example to be studied in the next chapter.

The best-fit straight-line \( \lambda = a + bx \) through the data points is determined by the minimum value of the sum of squares of the deviations \( \delta_i \):

\[
S(n) = \sum_{i=1}^{K} (\delta_i)^2 = \sum_{i=1}^{K} [\lambda_i - a(n) - b(n)X_i(n)]
\]

where \( a = a(n) \) and \( b = b(n) \) are the coefficients of the straight-line. Henceforth, the subscript \( i \) will be dropped because the summations are understood to be over all \( K \) data points. For \( S \) to be a minimum for a particular \( n \)-value:

\[
\frac{\partial S}{\partial a} = \frac{\partial S}{\partial b} = 0
\]

which yields

\[
b = \frac{\sum X_i \lambda_i - \sum X_i \sum \lambda_i}{\sum X_i^2 - \sum X_i \sum X_i}
\]

\[(2.38a)\]
a = \frac{1}{K} \left( \sum \lambda_i - b \sum x_i \right) \quad (2.38b)

The optimum value of \( n \), for which \( S(n) \) is a total minimum is obtained by

\[ \frac{\partial}{\partial n} S(n) = 0, \text{ at } n = m \quad (2.39) \]

from which \( m \), the effective convergence rate, is intuitively chosen.

Clearly, the extrapolated value will be \( a(m) \). The proofs that:

\[ E = O(h^m) = \frac{3}{3n} S(n) = 0, \text{ at } n = m \quad (2.40) \]

or vice versa

\[ \frac{3}{3n} S(n) = 0, \text{ at } n = m = E = O(h^m) \quad (2.41) \]

are beyond the scope of this work, if such theorem does indeed exist.

Unfortunately, the literature on this technique is not available. Its servicability can only be supported if it concurs with known solutions, as it will be shown to be true in the succeeding chapter.

E.) Comment.

The application or a regular finite element method to the variational equation, Eq. (1.14), is straightforward, with the only implication being computational errors. The technique used to search
for the smallest complex eigenvalue has been proved to work successfully in [6]. An extrapolation technique based on convergence patterns is proposed. A rigorous proof that such technique must work is not given.
3.1 Introduction

The finite element method developed on the (θ-ϕ)-plane and applied to the variational equation derived on the unit sphere is of general applicability. This method can now be used to obtain the solution for a crack whose front edge and plane inclination angles are of arbitrary values, see Fig. 3.18, page 103; a notch of arbitrary opening and orientation, see Fig. 3.26, page 101, and for the solution of a crack or notch with two dissimilar materials.

The analytical solution for a Mode I crack whose front edge and plane are normal to the surface, see Fig. 3.1, page 68, has been obtained by Benthem [9] and Kawai, Fugitaui, and Kumagai [10]. Significant advances, which led to highly accurate analytical solutions, have recently been made in potential theory problems by Morrison and Lewis [11] and by Keer and Parihar [12]. The former authors succeeded in obtaining a tractable differential equation by virtue of using special coordinates (conical coordinates) suited for the particular problem of charge singularities. Keer and Parihar's method, utilizing spherical coordinates, appears to have broader application and involves the use of Green's functions to formulate the problem in terms of a singular integral. The crucial step is to differentiate this integral equation to get rid of a constant right-hand side and obtain an eigenvalue problem, which is then solved numerically by Erdogan and Gupta's
method, and thus obtaining the solution for crack corner in an
infinite elastic space in Mode I opening; also obtained numerically by
Bazant [3], who used finite difference methods as an approach to the
problem. Parihar and Keer have extended their very effective,
original and elegant method to the same problem for Modes II and III
singularities which is irreducible to potential theory [14a]. They have
also obtained the solution for shear on a rigid corner stamp on a semi-
infinite elastic body for which the solution is complex [14b]. These
solutions and those of plane problems provide valuable check cases
for the accuracy and correctness of the present method. In a more
recent private communication,* Benthem has obtained numerical solutions
not yet published of an arbitrary crack using finite difference methods
applied to the differential equations of equilibrium. His solutions
agree reasonably well with the results to be presented.

In the progress of this work certain limitations to the finite
element method have been found. The obvious one is that for which the
Poisson ratio is close to 0.5 and the term \( Q = 2\nu/1-2\nu \) increases with-
out bounds, and for which it was noted that Modes II and III are more
susceptible than Mode I. Also, when the angle of inclination \( \theta \) for the
crack front edge is close to 0 or \( \pi \), see Figs. 3.10 and 3.11, page 84,
numerical inaccuracies were seen; because when these domains are mapped
in the (\( \theta-\phi \))-plane they are distorted considerably and one would need
to increase the number of finite elements until the domains are rea-
sonably represented. A final limitation is that whenever the eigen-
value is real and larger than unity in the iteration routine, \( \lambda \) will

---

*April, 1978, Delft, Netherlands
converge to exactly unity, the reason being that rotational effects will dominate, i.e., $\lambda = 1$.

3.2 Check Cases

As a first step, the program is checked for its correctness and accuracy. Various simple cases of known solution, usually given in terms of displacements in the Cartesian coordinate system, are transformed to the spherical coordinate system \[7, page 37\]. This is done by letting the $y$-axis coincide with the crack plane $\phi = 0, \pi$ at $\theta = \pi/2$; the $z$-axis coincide with the crack front edge, $\theta = 0$; and the $x$-axis being perpendicular to both, $y$- and $z$-axis, i.e., at $\phi = \pm \pi/2$, $\theta = \pi/2$, see Fig. (3.1) page 68. Then, the following transformation is allowed:

\[
\begin{bmatrix}
  u \\
  v \\
  w
\end{bmatrix} =
\begin{bmatrix}
  \sin \theta \sin \phi & \sin \theta \cos \phi & \cos \theta \\
  \cos \theta \sin \phi & \cos \theta \cos \phi & -\sin \theta \\
  \cos \phi & -\sin \phi & 0
\end{bmatrix}
\begin{bmatrix}
  u_x \\
  u_y \\
  u_z
\end{bmatrix}
\] (3.1)

where $(u_x, u_y, u_z)$ is the Cartesian displacement field of the known solution.

The spherical displacement field, $(u, v, w)$, in the domain $0 \leq \theta < \pi/2$, $0 \leq \phi \leq \pi$ is checked for i) continuity, ii) existence of at most first order derivatives, and iii) boundary condition requirements. Then, the field is substituted into the program by calculating the displacements at each nodal point, i.e., obtaining $X_i$, Eq. (2.14).
The stiffness matrix $k_{ij}$ is subsequently computed; and Eq. (2.14) must be approximately satisfied. As an error indicator, the right-hand sides for all $i$ were compared to the sum of their absolute terms as indicated by the condition

$$\left| \sum_{i=1}^{M} k_{ij}x_j \right| / \sum_{i=1}^{M} |k_{ij}x_j| < 10^{-4} \tag{3.2}$$

at all nodal points $i$, $i = 1, 2, \ldots, M$; for a mesh of only 32 elements.

The elementary solutions for the various special cases considered here were first analyzed for their dependence on $\lambda$ and $\rho$, Eqs. (2.1a-c), in order to obtain the $\lambda$ and $\rho$ values.

A.) Rigid body rotations.

The three body rotations allowed imply that $\lambda = 1$ and $\rho = 0$. For example, the rotation about the $z$-axis, $\theta = 0$, implies that

$$u = v = 0, \quad w = r \sin \theta$$

for which $\lambda = 1$, $\rho = 0$, $H(\theta, \phi) = \sin \theta$; and $F(\theta, \phi) = G(\theta, \phi) = 0$. Note that it is also possible to have $\lambda = 1$, $\rho = 1$, and $h(\theta, \phi) = 1$ for this particular example. Table 3.1 shows the print-out of Eqs. (2.14) and (3.2) using Eq. (3.3).

B.) Homogeneous strain field.

The only homogeneous stress field that will satisfy the free surface conditions is that which belongs to $\sigma_{yy} = 1$ (or constant), i.e.,
### Rhs Forces in N-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.776E-17</td>
<td>2.776E-17</td>
<td>3.143E-17</td>
<td>2.776E-17</td>
<td>2.776E-17</td>
<td>2.776E-17</td>
<td>2.776E-17</td>
<td>2.776E-17</td>
<td>2.776E-17</td>
</tr>
<tr>
<td>8.000E-16</td>
<td>8.000E-16</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Rhs Forces in T-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-8.327E-15</td>
<td>0.0</td>
<td>-3.327E-15</td>
<td>1.140E-15</td>
<td>0.0</td>
<td>0.0</td>
<td>1.176E-15</td>
<td>1.176E-15</td>
<td>1.776E-15</td>
</tr>
<tr>
<td>3.327E-15</td>
<td>-8.327E-16</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>8.000E-16</td>
<td>8.000E-16</td>
<td>4.441E-15</td>
<td>1.776E-15</td>
<td>1.776E-15</td>
<td>1.776E-15</td>
<td>1.776E-15</td>
</tr>
</tbody>
</table>

### Rhs Forces in Phi-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-7.994E-15</td>
<td>-8.327E-16</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.060E-14</td>
<td>-1.599E-14</td>
<td>-1.709E-14</td>
<td>-1.599E-14</td>
<td>-1.599E-14</td>
<td>-1.599E-14</td>
<td>-1.599E-14</td>
<td>-1.599E-14</td>
<td>-1.599E-14</td>
</tr>
</tbody>
</table>

### Rhs/Abs(h) Forces in N-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.807E-15</td>
<td>2.007E-15</td>
<td>1.219E-15</td>
<td>2.007E-15</td>
<td>2.007E-15</td>
<td>2.007E-15</td>
<td>2.007E-15</td>
<td>2.007E-15</td>
<td>2.007E-15</td>
</tr>
<tr>
<td>2.380E-15</td>
<td>2.380E-15</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Rhs/Abs(h) Forces in T-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.017E-15</td>
<td>0.0</td>
<td>-1.017E-15</td>
<td>-2.627E-15</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4.713E-15</td>
<td>-1.000E-15</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Rhs/Abs(h) Forces in Phi-Direction

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
</table>

### Table 3.1: Numerical values at nodal points for rigid body rotation
in the y-axis direction ($\theta = \pi/2, \phi = 0$). Ignoring rigid body displacements already considered in Section A, this field yields:

$$(u_x, u_y, u_z) = (-\nu x, y, -\nu z) \quad (3.4)$$

Then, after using the transformation formula, Eq. (3.2), the spherical displacement field is:

$$u(r, \theta, \phi) = r[\sin^2 \theta (\cos^2 \phi - \nu \sin^2 \phi) - \nu \cos^2 \theta] \quad (3.5a)$$

$$v(r, \theta, \phi) = r[\sin \theta \cos \theta (\cos^2 \phi - \nu \sin^2 \phi + \nu)] \quad (3.5b)$$

$$w(r, \theta, \phi) = r[-\sin \theta \sin \phi \cos \phi (1 + \nu)] \quad (3.5c)$$

for which $\lambda = 1$ and $\rho = 0$. The functions $F(\theta, \phi)$, $G(\theta, \phi)$ and $H(\theta, \phi)$ would then be the expressions inside the brackets of $u$, $v$, and $w$, respectively. If Poisson’s ratio $\nu = 0$, then $\lambda = 1$ and $\rho = 1$ can be considered, and

$$f(\theta, \phi) = \sin \theta \cos^2 \phi \quad (3.6a)$$

$$g(\theta, \phi) = \cos \theta \cos^2 \phi \quad (3.6b)$$

$$h(\theta, \phi) = -\sin \phi \cos \phi \quad (3.6c)$$
### Table 3.2: Numerical values at nodal points to homogeneous strain field

<table>
<thead>
<tr>
<th>NODE</th>
<th>RHX FORCES IN R-DIRECTION</th>
<th>RHX FORCES IN THETA-DIRECTION</th>
<th>RHX FORCES IN PHI-DIRECTION</th>
<th>RHX/ABS(RHX) FORCES IN R-DIRECTION</th>
<th>RHX/ABS(RHX) FORCES IN THETA-DIRECTION</th>
<th>RHX/ABS(RHX) FORCES IN PHI-DIRECTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-1.20E-03</td>
<td>-1.18E-03</td>
<td>-4.40E-05</td>
<td>-8.49E-05</td>
<td>-8.49E-05</td>
<td>-1.35E-05</td>
</tr>
<tr>
<td>3</td>
<td>6.03E-03</td>
<td>6.49E-03</td>
<td>6.49E-03</td>
<td>6.49E-03</td>
<td>6.49E-03</td>
<td>6.49E-03</td>
</tr>
<tr>
<td>4</td>
<td>-2.73E-04</td>
<td>-5.75E-04</td>
<td>-7.12E-04</td>
<td>-6.44E-04</td>
<td>-5.75E-04</td>
<td>-7.32E-04</td>
</tr>
<tr>
<td>5</td>
<td>-9.30E-03</td>
<td>-7.56E-04</td>
<td>-3.50E-03</td>
<td>-4.07E-03</td>
<td>-1.30E-03</td>
<td>-4.07E-03</td>
</tr>
<tr>
<td>6</td>
<td>4.65E-03</td>
<td>7.13E-03</td>
<td>-3.19E-03</td>
<td>-5.26E-03</td>
<td>-3.33E-03</td>
<td>-4.07E-03</td>
</tr>
<tr>
<td>7</td>
<td>6.57E-03</td>
<td>1.08E-02</td>
<td>1.08E-02</td>
<td>1.08E-02</td>
<td>1.08E-02</td>
<td>1.08E-02</td>
</tr>
<tr>
<td>8</td>
<td>-1.09E-02</td>
<td>-1.89E-02</td>
<td>-1.10E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
</tr>
<tr>
<td>9</td>
<td>3.06E-03</td>
<td>-1.74E-03</td>
<td>-1.74E-03</td>
<td>-1.74E-03</td>
<td>-1.74E-03</td>
<td>-1.74E-03</td>
</tr>
<tr>
<td>10</td>
<td>1.09E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
<td>-1.09E-02</td>
</tr>
<tr>
<td>11</td>
<td>4.13E-02</td>
<td>-2.41E-02</td>
<td>-2.41E-02</td>
<td>-2.41E-02</td>
<td>-2.41E-02</td>
<td>-2.41E-02</td>
</tr>
<tr>
<td>12</td>
<td>2.23E-02</td>
<td>-1.30E-02</td>
<td>-1.30E-02</td>
<td>-1.30E-02</td>
<td>-1.30E-02</td>
<td>-1.30E-02</td>
</tr>
<tr>
<td>14</td>
<td>-1.03E-03</td>
<td>-1.53E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
</tr>
<tr>
<td>15</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
<td>-1.04E-03</td>
</tr>
<tr>
<td>16</td>
<td>5.40E-02</td>
<td>5.40E-02</td>
<td>5.40E-02</td>
<td>5.40E-02</td>
<td>5.40E-02</td>
<td>5.40E-02</td>
</tr>
<tr>
<td>17</td>
<td>3.10E-03</td>
<td>3.10E-03</td>
<td>3.10E-03</td>
<td>3.10E-03</td>
<td>3.10E-03</td>
<td>3.10E-03</td>
</tr>
<tr>
<td>18</td>
<td>-2.14E-03</td>
<td>-2.64E-03</td>
<td>-2.64E-03</td>
<td>-2.64E-03</td>
<td>-2.64E-03</td>
<td>-2.64E-03</td>
</tr>
<tr>
<td>19</td>
<td>-1.17E-04</td>
<td>-5.55E-04</td>
<td>-1.13E-03</td>
<td>-5.55E-04</td>
<td>-1.13E-03</td>
<td>-5.55E-04</td>
</tr>
<tr>
<td>20</td>
<td>2.05E-03</td>
<td>2.05E-03</td>
<td>2.05E-03</td>
<td>2.05E-03</td>
<td>2.05E-03</td>
<td>2.05E-03</td>
</tr>
<tr>
<td>21</td>
<td>3.52E-03</td>
<td>3.52E-03</td>
<td>3.52E-03</td>
<td>3.52E-03</td>
<td>3.52E-03</td>
<td>3.52E-03</td>
</tr>
<tr>
<td>22</td>
<td>-1.11E-02</td>
<td>-1.11E-02</td>
<td>-1.11E-02</td>
<td>-1.11E-02</td>
<td>-1.11E-02</td>
<td>-1.11E-02</td>
</tr>
<tr>
<td>23</td>
<td>3.62E-03</td>
<td>3.62E-03</td>
<td>3.62E-03</td>
<td>3.62E-03</td>
<td>3.62E-03</td>
<td>3.62E-03</td>
</tr>
<tr>
<td>24</td>
<td>2.60E-03</td>
<td>2.60E-03</td>
<td>2.60E-03</td>
<td>2.60E-03</td>
<td>2.60E-03</td>
<td>2.60E-03</td>
</tr>
<tr>
<td>26</td>
<td>-2.40E-02</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
</tr>
<tr>
<td>27</td>
<td>2.24E-02</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
<td>-6.84E-03</td>
</tr>
</tbody>
</table>

Note: The table provides numerical values for forces at various nodal points in different directions, indicating the homogeneous strain field across the nodes in a given model.
would apply. Table 3.2 shows the print-out of Eqs. (2.14) and (3.2) using Eqs. (3.6a-c).

C.) Plane-strain solutions.

The solutions for near-tip plane-strain fields may be found in references [ ] for opening I mode, shear mode II, and antiplane mode III. Obviously the antiplane mode field cannot satisfy all stress boundary conditions at the surface $\theta = \pi/2$, or the nodes which belong to the body surface in Eq. (2.14). In this case only the fulfillment of the equilibrium equations for the interior nodes was checked. As an example, the displacement field for mode I opening is [12]:

$$u = C/r \left[ \sin \theta (A + B) \right]$$  \hspace{1cm} (3.7a)

$$v = C/r \left[ \cos \theta (A + B) \right]$$  \hspace{1cm} (3.7b)

$$w = C/r \left[ A - B \right]$$  \hspace{1cm} (3.7c)

where $C = -K_x/2 (1+\nu^1)/\nu^1$; $E^1 = E/(1-\nu^2)$; $\nu^1 = \nu/(1-\nu)$

$$A = [2(1-\nu^1) - \cos^2 \alpha] \sin \alpha \sin \phi$$  \hspace{1cm} (3.8)

$$B = [1 - 2\nu^1 + \sin^2 \alpha] \cos \alpha \sin \phi$$

$$\alpha = (\phi - \pi)/2$$
Table 3.3: Numerical values at nodal points for near-tip plane strain field
### RHS FORCES IN R-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.71E-06</td>
</tr>
<tr>
<td>1</td>
<td>5.2E-06</td>
</tr>
<tr>
<td>2</td>
<td>1.87E-04</td>
</tr>
<tr>
<td>3</td>
<td>1.1E-04</td>
</tr>
</tbody>
</table>

### RHS FORCES IN THE-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.53E-04</td>
</tr>
<tr>
<td>1</td>
<td>9.2E-06</td>
</tr>
<tr>
<td>2</td>
<td>1.03E-03</td>
</tr>
<tr>
<td>3</td>
<td>1.2E-03</td>
</tr>
</tbody>
</table>

### RHS FORCES IN PHI-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.02E-05</td>
</tr>
<tr>
<td>1</td>
<td>5.46E-09</td>
</tr>
<tr>
<td>2</td>
<td>3.0E-09</td>
</tr>
<tr>
<td>3</td>
<td>5.42E-06</td>
</tr>
</tbody>
</table>

### RHS/ABS(RHS) FORCES IN R-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.83E-03</td>
</tr>
<tr>
<td>1</td>
<td>9.3E-03</td>
</tr>
<tr>
<td>2</td>
<td>9.2E-03</td>
</tr>
<tr>
<td>3</td>
<td>7.6E-03</td>
</tr>
</tbody>
</table>

### RHS/ABS(RHS) FORCES IN THE-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.83E-02</td>
</tr>
<tr>
<td>1</td>
<td>3.3E-07</td>
</tr>
<tr>
<td>2</td>
<td>2.5E-06</td>
</tr>
<tr>
<td>3</td>
<td>2.5E-03</td>
</tr>
</tbody>
</table>

### RHS/ABS(RHS) FORCES IN PHI-DIRECTION

<table>
<thead>
<tr>
<th>Index</th>
<th>Force</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.37E-03</td>
</tr>
<tr>
<td>1</td>
<td>2.34E-03</td>
</tr>
<tr>
<td>2</td>
<td>2.2E-03</td>
</tr>
<tr>
<td>3</td>
<td>1.0E-03</td>
</tr>
</tbody>
</table>

**Table 3.4**: Numerical values at nodal points for near-tip plane-strain field in smaller domain
Then, $\lambda = \frac{1}{2}$ and $p = 0$. These values also hold for the two remaining modes and need not be discussed further. A print-out of Eqs. (2.14) and (3.2) is shown in Table 3.3 using Eqs. (3.7a-b) and (3.8).

D.) Checks on smaller domains.

For the sake of accuracy for the method, cases B and C were rerun for domains of small notches, but still containing 32 elements. Table 3.4 shows the print-out for the example given in Section C for a notch of boundaries $0 \leq \theta \leq \pi/16$, $15\pi/16 \leq \phi \leq \pi$. As expected, the accuracy increases inside the domain but not at the boundaries, since the boundaries of the actual problem are not those of a notch.

E.) Comment.

Note that, if Eq. (2.14) is satisfied computationally, i.e., its righthand sides are small, then alternatively, the variational equation, Eq. (1.13), must be satisfied exactly. In all check cases studied above substitution of Eqs. (3.7a-c), (3.5a-c), and (3.3) into Eq. (1.13) yielded zero after long hand algebraic manipulations.

3.3 Crack Plane and Front Edge Normal to Surface

The finite element computer program derived in Chapter II and outlined in Appendix B is now applied. The first problem is that of a crack whose plane and front edge are normal to the halfspace, as depicted in Fig. 3.1. Recently, Benthem [9] and Kawai, Fujitani, and Kumagai [10,30] presented analytical solutions for this problem but only for Mode I opening. A comparison of their results with the ones obtained in this chapter is made.
A. Symmetric opening, Mode I; \( \pi = \frac{\pi}{2} \).

To analyze the field near the terminal point \( O \), Fig. 3.1, in Mode I opening for the problem just presented it is sufficient to consider only half the domain, because there exists symmetry with respect to \( \phi = \pi \). The new domain will continue to be rectangular in the \((\theta, \phi)\)-plane with boundaries \( 0 \leq \theta \leq \pi/2, 0 \leq \phi \leq \pi \), Fig. 3.2, or, as indicated by the domain enclosed by the slashed lines in Fig. 3.1. The stress boundary conditions on the crack surface \((\phi = 0)\) and on the half-space surface \((\theta = \pi/2)\) are automatically satisfied by the finite element method. The boundary conditions of \( \theta = 0 \) (the pole, top side of the \((\theta, \phi)\)-domain in Fig. 3.2), are irrelevant and none have been imposed.

The boundary conditions on the symmetry plane \((\phi = \pi)\) must properly reflect the symmetries of displacements and stresses with respect to \( \phi = \pi \). Therefore, for the symmetric crack (Mode I) opening, one must impose for all nodes at \( \phi = \pi \) the condition \( w = 0 \), i.e., \( h = 0 \), Eqs. (1.6c) and (2.1c). The symmetry conditions for stresses, namely \( \sigma_{\theta r} = \sigma_{\phi \theta} = 0 \), will be also be automatically satisfied by the finite element method as natural boundary conditions. Thus, these considerations ensure a statically determinate support for the body and at the same time properly reflect the symmetry properties.

From the work previously done on potential-related problems [3], it was expected that the displacement field should exhibit a behavior of the form

\[ w = r^p \sin^{2p} \theta \]
Fig. 3.1: Orthogonal crack. Spherical coordinate system at termination of crack front edge 00' at body surface, point O. (The unit sphere is shown only to visualize the coordinate; the body is semi-infinite).

Fig. 3.2: Finite element grids used for orthogonal crack. Domain O'ACO' from Fig. 3.1 visualized in the (θ-φ)-plane.
Table 3.5: Numerical results. Eigenvalues for orthogonal crack using $N$ finite elements; Mode I, $p = \frac{1}{3}$.

<table>
<thead>
<tr>
<th>$\nu/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>Benthem [9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.565263</td>
<td>0.537891</td>
<td>0.517198</td>
<td>0.50973</td>
<td>0.50</td>
</tr>
<tr>
<td>0.15</td>
<td>0.648844</td>
<td>0.611861</td>
<td>0.582320</td>
<td>0.570591</td>
<td>0.5164</td>
</tr>
<tr>
<td>0.30</td>
<td>0.736772</td>
<td>0.704681</td>
<td>0.662787</td>
<td>0.645832</td>
<td>0.5477</td>
</tr>
<tr>
<td>0.40</td>
<td>no conver.</td>
<td>0.826392</td>
<td>0.756209</td>
<td>0.721745</td>
<td>0.5868</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\lambda/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.905</td>
<td>0.390605</td>
<td>0.423676</td>
<td>0.453383</td>
<td>0.466796</td>
</tr>
</tbody>
</table>
In Ref. [3], $p$ was suitably taken as $p = \frac{1}{2}$. This choice was motivated by the fact that the term $p^P$, Eq. (3.86) is dominant at finite $r$ and as $\theta \to 0$. Unfortunately, the literature related to the method of solution used here to treat elasticity problems is non-existent. Therefore, expecting similar behaviors, $p$ was chosen to be $p = \frac{1}{2}$ as a first attempt to solve the problem.

Symmetric opening is acquired in the program by forcing any of the nodes belonging to the crack surface ($\phi = 0$) in the $\phi$-direction. Table 3.5 gives the numerical results of $\lambda$ for various values of Poisson's ratio $\nu$. For values of $\nu$ which exceed 0.4, the root search subroutine converged very poorly, or not at all. For these cases, $\lambda$ was fixed and $\nu$ was considered the root, as explained in Section 2.3B. Some results are given at the bottom of Table 3.5. However, when $\nu$ becomes very close to 0.5, the present formulation breaks down, because the value $Q = 2/(1 - 2\nu)$, Eq. (1.8), increases without bounds. A special program would have to be written for $\nu$ close to 0.5 and for incompressible materials, $\nu = 0.5$.

Note that for the case of Poisson's ratio $\nu = 0$ the computed value of the root for the finest grid used (128 elements, 459 simultaneous equations), was 0.50973. The exact solution is known to be 0.5 [9]. Thus, the computed value is still within 1.9% error. Closer estimates for the exact solution with these values, Table 3.5, can be gotten with the extrapolation technique explained in Section 2-C. Eq. (2.33)
should hold for $m = -2$, since $p = \frac{1}{2}$ will not introduce gradient singularity near $\theta \to 0$, [26]. The plot of $\log E$ versus $\log \sqrt{N}$, Eq. (2.33), is shown in Fig. 3.3 for the case $\nu = 0$, where the exact solution is known, $\lambda_e = 0.5$. Indeed, the plot is a straight line with a slope indicating $m = -2.0$. Thus, for $\nu = 0$, the present formulation, $p = \frac{1}{2}$, seems to follow a systematic pattern of quadratic convergence.

This observation can be used to advantage in extrapolating the convergence pattern and estimating the results for $N \to \infty$, $h \to 0$; even for $\nu > 0$, where no error analysis can be made, since no exact solution is available. Thus, a plot of $\lambda$ versus $1000/N$, i.e., $m = 2$, is constructed in Fig. 3.4. Again, for quadratic convergence these plots should be straight lines for sufficiently large $N$. According to Fig. 3.4 this seems indeed to be true. Therefore, regression lines (straight lines) are extended to obtain estimates of the values as $N \to \infty$, i.e., estimates of the exact solution, as shown in Fig. 3.4.

The extrapolated values, along with the numerical results of Table 3.4, are shown in Fig. 3.5 and are compared with Benthem's solution [9]. Note, however, that for the case $\nu = 0$, the extrapolation point, $N \to \infty$, falls on $0.5 \pm 0.002$, $\lambda = 0.5$ being the exact solution.

The fact that estimates, $N \to \infty$, significantly deviate from Benthem's results [9], as shown in Fig. 3.5, can be attributed to the case $p = \frac{1}{2}$: i.) The solution presents eigenvalues which are in the order of those obtained by Benthem, but unfortunately for the case $p = \frac{1}{2}$, the exact or numerical solution is unlikely to be available for comparison purposes. ii.) In light of the results to be presented in the subsequent section, this solution is correct within 1%. iii.) From (ii.),
Numerical results for a grid of $N$ finite elements

\[ \log(\Delta - \frac{1}{2}) = \text{const.} - m \log \sqrt{N} \]

$m = 2.0$

Fig. 3.3: Determination of the rate of convergence with increasing number of elements. Use of Eq. (2.33); Mode I, $p = \frac{1}{2}$. 
Fig. 3.4: Extrapolation of numerical results to infinite number of elements, using Eq. (2.31); Mode I, $p = \frac{1}{2}$.
Fig. 3.5: Singularity exponent $\lambda$ for various values of Poisson ratio; Mode I, $p = \frac{1}{3}$.
this solution assures the existence of an infinite enumerable eigenvalues for the problem, e.g., other solutions can be gotten for $p = 0, \frac{3}{2}, 1, \ldots$. Hence, Fig. 3.5, is not a complete solution, unless $v = 0$.

B.) Symmetric opening, Mode I, $p = 0$.

The author is obliged to John P. Benthem, Professor at Delft University of Technology, for clarifying, in a private communication, the value for $p$ from the implications of his analytical solution.

The choice $p = \frac{3}{2}$ in previous computations, Fig. 3.5, was inappropriate for the complete solution, because a restriction is prescribed to the displacements, similar to that of a generalized Fourier series which would represent the displacements, thus, limiting their complete and natural dependence on the angle $\theta$ for which the smallest eigenvalue should exist. Let $(\eta p)^P$, Eqs. (2.1a-c) be the term with the lowest exponent in the field near the singularity line, (crack front edge $p = \theta = 0$). Indeed, $p = \frac{3}{2}$ is the lowest $p$ corresponding to the deformed states for crack front singularity, but where the displacement field behaves like:

$$u, v, w \sim \theta^3; \quad \theta \to 0, \quad 0 < r < \infty. \quad (3.9)$$

and stresses (displacement gradients), like:

$$\sigma \sim \theta^{\frac{3}{2}}; \quad \theta \to 0, \quad 0 < r < \infty. \quad (3.10)$$
However, in the neighborhood of the singularity line (crack front edge, \( \theta = 0 \)) one may have values of \( p = 0, \frac{1}{2}, 1, \ldots \) etc., as was proven in Section 2.2A, Eq. (2.6). In other words, Eq. (3.9) does not mean that there are no displacement fields starting with the stronger exponent \( p = 0 \),

\[
    u, v, w \sim \theta^0 ; \quad \theta \to 0, \quad 0 < r < \infty .
\]  

(3.11)

The exponent \( p = 0 \) does not give rise to stresses

\[
    \sigma \sim \theta^{-1} ; \quad \theta \to 0, \quad 0 < r < \infty .
\]  

(3.12)

In other words, the term \((p)^0\) does not cause any singularity as \( p \to 0 \), or \( \theta \to 0 \), at a finite fixed \( r \). However, this may cause functions \( F(\theta, \phi) \) and \( H(\theta, \phi) \) to have gradient singularity of the type \( \theta^{p+q} \), or \( \theta^q \), as \( r \to 0 \), where \( q > -1 \). This singularity would be more severe than the singularity \( \theta^{-\frac{1}{2}} \) associated with the planar near tip field. That terms of \( \theta^q, q > -1 \) as \( r \to 0 \) should indeed be present is indicated by Benthem's solution [9]. This will still satisfy the restriction that along the crack front edge the strain energy must remain finite, i.e., the behavior \( \theta^q \) of the stresses along the crack front edge be such that \( q > -1 \).

Therefore, all finite element solutions were rerun with the exponent \( p = 0 \). The numerical results are given in Table 3.6, and are compared with Benthem's results. Again, as expected, the error de-
creases considerably by using larger number of elements. Also, the more Poisson's ratio $\nu$ deviates from zero the larger the error, due to the value of $Q = 2/(1 - 2\nu)$, Eq. (1.17a). Obviously, $Q$ will induce numerical inaccuracies which are well known to occur in all numerical methods of this type.

It was fortunate that for the results obtained in the previous section, $p = \frac{1}{2}$, the convergence rate $m$ was known 'a priori' and proved grafically to be quadratic by employing Eq. (2.31). For the case $p = 0$, for which

$$f(\theta, \phi) = F(\theta, \phi), \quad g(\theta, \phi) = G(\theta, \phi), \quad h(\theta, \phi) = H(\theta, \phi) \quad (3.13)$$

while $p = \frac{1}{2}$ is also present, the convergence rate must be less than quadratic. But, since the exact, or nearly exact solution is available [9], Eq. (2.31) can again be used grafically to find the value of $m$, as shown in Fig. 3.6. The extrapolation points (or regression lines $N \to \infty$), are shown in Fig. 3.7. These points are then compared with Benthem's solution in Fig. 3.8, showing both solution coinciding with each other within a 0.002 deviation.

Because the gradient of $F(\theta, \phi)$, $G(\theta, \phi)$ and $H(\theta, \phi)$ might tend to infinity as $\theta \to 0$, it seems appropriate to refine the grid step $\Delta \theta$ as $\theta$ decreases. Irregular rectangular net works in which $\Delta \phi$ was constant and in which $\Delta \theta$ was refined so as to keep $\Delta \theta$ roughly equal $(\sin \theta) \Delta \phi$, have been tried, using same numbers of subdivisions in both $\theta$ and $\phi$ directions, as shown in Fig. 3.9. Although the numerical results for the same maximum size element (regular grids)
<table>
<thead>
<tr>
<th>$\nu/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>Eq. (2.37) $m$</th>
<th>Eq. (2.37) $\lambda_{\text{extrap.}}$</th>
<th>Benthem [9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.599526</td>
<td>0.557464</td>
<td>0.526630</td>
<td>0.515518</td>
<td>1.92</td>
<td>0.50048</td>
<td>0.50</td>
</tr>
<tr>
<td>0.15</td>
<td>0.633718</td>
<td>0.584418</td>
<td>0.547803</td>
<td>0.534580</td>
<td>1.90</td>
<td>0.51639</td>
<td>0.5164</td>
</tr>
<tr>
<td>0.30</td>
<td>0.694607</td>
<td>0.633701</td>
<td>0.587553</td>
<td>0.570735</td>
<td>1.84</td>
<td>0.54624</td>
<td>0.5477</td>
</tr>
<tr>
<td>0.40</td>
<td>0.785317</td>
<td>0.705110</td>
<td>0.642422</td>
<td>0.619050</td>
<td>1.76</td>
<td>0.58289</td>
<td>0.5868</td>
</tr>
<tr>
<td>0.45</td>
<td>0.906749</td>
<td>0.78891</td>
<td>0.701023</td>
<td>0.66702</td>
<td>1.86</td>
<td>0.62164</td>
<td>0.625*</td>
</tr>
<tr>
<td>0.48</td>
<td>no conver.</td>
<td>no conver.</td>
<td>0.790455</td>
<td>0.734952</td>
<td></td>
<td></td>
<td>0.66*</td>
</tr>
</tbody>
</table>

*Obtained graphically from Benthem's Figure [9].

Table 3.6: Numerical Results. Eigenvalues for orthogonal crack using N finite elements; Mode I, $p = 0.$
CONVERGENCE RATE

\[ N = \text{number of elements} \]
\[ \lambda_B = \text{exact solution (Benthem)} \quad (p = 0) \]

\[ \lambda - \lambda_B = k/N^{m/2} \]
\[ \log(\lambda - \lambda_B) = m \log N + \text{const.} \]

\[
\begin{align*}
N = 18 & \quad y = 0.4 \\
N = 32 & \quad y = 0.3 \\
N = 72 & \quad y = 0.15 \\
N = 128 & \quad y = 0.0 \\
m = 1.9 & \\
m = 1.8 \\
m = 1.75
\end{align*}
\]

Fig. 3.6: Determination of the rate of convergence with increasing number of elements. Use of Eq. (2.31).
Insert: Search of eigenvalue using Eq. (2.26).
Mode I, \( p = 0 \).
Numerical Results for Various Grids
MODE I (Symmetric opening)

\[ N = \text{number of finite elements} \]
\( (p = 0) \)

Fig. 3.8: Numerical results for orthogonal crack;
Mode I, \( p = 0 \).
were better than those for the refined (irregular grids), the extrapolated values for the refined grids were no better than those for uniform subdivisions. So, non-uniform subdivisions of the meridians would be ineffective.

Recently, Kawai, Fujitani, and Kumagai [10] also presented analytical solutions for the same problem (orthogonal crack). They obtain three roots for all Poison ratios which disagree with Benthem [9] as well as the present work. For example, the smallest root [10] for $\nu = 0.3$ is approximately $\lambda = 0.3$. The insert of Fig. 3.6 shows the value of $Q$, which must be zero in the search of the eigenvalue, Eq. (2.26). The curve that $Q$ versus $\lambda$ traces is smooth and continuous. Therefore, no eigenvalue near $\lambda = 0.3$ for $Q = 0$ could have been missed.

Furthermore, the program was checked against the analytical and numerical solutions for a sharp corner of angle $2\alpha$ on the crack front edge of a planar crack whose complement is the wedge-shaped punch of angle $2\theta$ within an infinite elastic solid, see Fig. 3.10. The solution for this symmetric opening (Mode I) of such a crack was given in [3], where a finite difference solution was based on a reduction to potential theory. Very accurate solutions, by means of singular integral equations, have recently been obtained by Keer and Parihar [13]. Both solutions [3,13] have found that for symmetric opening, the eigenvalue is independent of Poison ratio for a fixed angle $2\alpha$. 
Fig. 3.9: Extrapolation of numerical results for orthogonol crack
with grid refinement for Poisson ratio $\nu = 0.15$
node I, $p = 0$. 

Convergence and Extrapolation to $N = \infty$

Irregular grid $\{\circ m = 2, \gamma = 1.95\}$

Regular grid $\{\bullet m = 2, \gamma = 1.90\}$

Irregular grid $\{\square m = 1.90, \gamma = 0.15\}$

Regular grid $\{\triangle m = 1.90, \gamma = 0.15\}$

$N = 16(4 \times 4)$

$N = 18(3 \times 6)$

$N = 64(8 \times 8)$

$N = 72(6 \times 12)$

$N = 121(11 \times 11)$

$N = 128(8 \times 16)$

Benthem's solution $n/2$
Fig. 3.10: Crack corner in an infinite elastic space. (The unit sphere is not the body surface; it is used to visualize the spherical coordinates; the body is infinite.)

Fig. 3.11: Finite element grid used for the crack corner in an infinite elastic space. Domain $0'AC_0'$ from Fig. 3.10 visualized in the $(\theta-\phi)$-plane.
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<table>
<thead>
<tr>
<th>$\sqrt[N]{N}$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>Eq. 2.39</th>
<th>Eq. 2.39</th>
<th>Keer, Bazant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>m</td>
<td>$\lambda_{\text{extrap.}}$</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.405092</td>
<td>0.367277</td>
<td>0.334316</td>
<td>0.320388</td>
<td>1.46</td>
<td>0.29531</td>
<td>0.2966</td>
</tr>
<tr>
<td>0.3</td>
<td>0.390271</td>
<td>0.357526</td>
<td>0.328774</td>
<td>0.317036</td>
<td>1.44</td>
<td>0.29425</td>
<td>0.296</td>
</tr>
</tbody>
</table>

Table 3.7: Numerical results. Eigenvalues for crack corner of angle $\beta = 3/2\pi$ in an infinite elastic space using $N$ finite elements; Mode I, $p = 0$. 
Because of symmetry about $\phi = \pi$ and $\theta = \beta$, one needs only to consider one quarter of the unit sphere as shown by the dashed lines of Fig. 3.10. The bottom side of the domain, $\theta_b = \alpha/2$, is a great circle around the unit sphere, which in the ($\theta$-$\phi$)-plane is given by the equation

$$\theta = \theta_b = \arctan \left( \tan \beta / \cos \phi \right); \text{ if } \theta < 0, \text{ then } \theta \leftarrow \theta + \pi \quad (3.14)$$

where $\alpha = \alpha/2$. The $\theta$-coordinates of the nodal points on the $r$-th curved row, Fig. 3.11, are calculated as

$$\theta = \theta_b (r-1)/(r_b-1) \quad (3.15)$$

where $r_b$ is the number of the last row, $\theta = \theta_b$, and $r = 1$ corresponds to $\theta = 0$. Eq. (3.15) describes a uniform subdivision of each meridian, as shown in Fig. 3.11.

The stress and displacement conditions at $\phi = \pi$ have already been discussed in the previous section. The displacement conditions at the bottom boundary ($\theta_b$), must be replaced by displacement boundary conditions of symmetry:

$$v \cos \eta - w \sin \eta = 0, \text{ at } \theta = \theta_b \quad (3.16)$$

where $\eta$ is the angle that the bottom boundary makes with the $\phi$-axis in the ($\theta$-$\phi$)-plane, i.e., the normal displacement of the bottom nodal points is zero. The stress boundary conditions $\sigma_{\theta \theta} = \sigma_{\theta r} = 0$ at
\( \theta = \theta_b \) will be automatically satisfied by the finite element method.

Table 3.7 gives the numerical results for the cases of \( \nu = 0 \) and 0.3 for \( \alpha = \pi/4 \), chosen for examples. Using Eq. (2.31) the values of \( m \) are graphically calculated in Fig. 3.12. Finally, the extrapolation point are obtained in Fig. 3.13, and compared to the values \( \lambda = 0.296 \), calculated in [3] and \( \lambda = 0.2966 \) in [13]. Indeed, the eigenvalues are independent of Poisson ratio for a fixed \( \alpha \). The fact that all three values (\( \lambda = 0.296 \) obtained by different researchers, using independent methods of solution), are the same, further confirms that the present solution is correct.

Now, the question arises for the value of the convergence rate \( m \) when no exact solution is available and hence Eq. (2.31) cannot be used as before. For such cases, the extension of Richardson's \( h^m \) technique, described in Section 2.3D, was found to work exceptionally well. All numerical results were run in a simple subroutine, which is included in the program, Appendix B. The \( m \)-values are given in the preceding Tables, next to their corresponding numerical values. The extrapolation values for all cases thus far studied came within 0.4% error, as shown in the tables. Again, reaffirming the present method of solution and justifying the use of the extrapolation technique proposed in Section 2.3D. For the sake of brevity, whenever an extrapolated value is mentioned herein it will refer to this technique, unless otherwise specified.
Fig. 3.12: Finite element convergence pattern for right angle corner at front edge of planar crack inside elastic body. Mode I, $p = 0$. 

\[ a) \text{MODE I (Symmetric opening)} \quad \beta = 3/4 \pi \]

\[ N = 18 \quad t = 1.2 \quad 0 < t < 0.6 \]

\[ N = 32 \quad t = 1.6 \quad 0 < t < 0.6 \]

\[ N = 72 \quad t = 1.8 \quad 0 < t < 0.6 \]

\[ N = 128 \quad t = 1.8 \quad 0 < t < 0.6 \]

\[ \lambda_{\text{exact}} = 0.2966 \]

\[ N = \text{number of finite elements} \]
Fig. 3.13: Extrapolation of numerical results to $N \to \infty$ for the case in Fig. 3.12.

Mode I, $p = 0$. 

\begin{itemize}
  \item Mode I (Symmetric opening) 
  \item $\beta = 3.14 \pi$
\end{itemize}
Note that the extrapolation value in the subroutine corresponds to the first coefficient of the straight-line with optimum slope \( m \), i.e., the value of the regression line at \( h = 0, N \rightarrow 0 \).

A final check was performed on the orthogonal crack in Fig. 3.1, for Mode I opening. It consisted of including the entire \((\theta-\phi)\)-domain of the unit, sphere, i.e., \( 0 \leq \theta \leq \pi/2, 0 \leq \phi \leq 2\pi \); where no symmetry considerations need be made. One node may be fixed in the \( \phi \)-direction to prevent rotation and thus implement a statically determinate support for the body. However, since rotation implies \( \lambda = 1 \), see Section 3.2A, the support is normally not necessary unless \( \lambda = 1 \). This also means that in this finite element method it is sufficient to impose only one force at a nodal point to achieve the mode required, and not two forces of opposite direction applied at two opposite nodal points.

The numerical results are given in Table 3.8 along with the convergence rate \( m \) and the extrapolated value for the case \( \nu = 0.15 \), but excluding the value for \( N = 18 \). If this last value were to be included one would obtain \( m = 2.6 \) and \( \lambda_{\text{extrap.}} = 0.5267 \). However, note that \( N = 18 \) in the domain \( 0 \leq \theta \leq \pi/2, 0 \leq \phi \leq 2\pi \) is a very coarse mesh, thus, inducing an error which would not be of the order \( O(h^m) \), \( m < 2 \). Since the convergence rate is to be limited by \( m \leq 2 \), as mentioned earlier in Section 2.3C the value for \( N = 18 \) has to be excluded, even though the extrapolated value using all four points is within a 2\% error. And as a rule of hand, so will future values for \( N = 18 \) when the entire domain is included. For such cases, the number of finite elements will be raised to 200 and 288, where
one would again expect a convergence rate less than quadratic and more accurate results.

C.) Antisymmetric openings, Mode II and III.

For antisymmetric crack openings the question of proper antisymmetric conditions at $\phi = \pi$ and at the free surface $\theta = \pi/2$ are more complicated than for the symmetric opening. It appears that Modes II and III cannot exist separately at the surface point (which was first suggested by Professor L. M. Keer of Northwestern University in an uncontested $5.00 bet). Indeed, it is impossible to imagine conditions of zero stress state at the half-space surface ($\theta = \pi/2$) to be satisfied by a displacement field which would exhibit either Mode II or Mode III antisymmetry. The finite element calculations confirmed this also; i.e., when the full domain $\theta \epsilon (0, \pi/2)$, $\phi \epsilon (0, 2\pi)$ was used and Mode II antisymmetric displacements were forced in two symmetrically opposite nodes at the crack surface ($n = 1$ at $\phi = \pi/2$ and $n = -1$ at $\phi = 3\pi/2$, both at $\theta = \pi/2$), the $v$ displacements at $\theta = \pi/2$ were found to be nonzero and exhibit perfect antisymmetry about $\phi = \pi$; which is characteristic of Mode III. Furthermore, a surface nodal displacement was forced such that Mode III opening would be obtained, i.e., the $v$ displacement at the crack surface. However, the eigenvalue slowly converged to the same eigenvalue when Mode II opening was forced. Thus, the antisymmetric Modes II and III are always combined at the surface point.

Therefore, one may impose at $\phi = \pi$, the symmetry plane, either
Mode II-type condition: \( u \sin \theta - v \cos \theta = 0 \), or \( (3.17) \)

Mode III-type condition: \( u \cos \theta - v \sin \theta = 0 \), \( (3.18) \)

or any linear combination of these two conditions, among which the simplest choice is

\[ u(\theta, \pi) = v(\theta, \pi) = 0. \] \( (3.19) \)

The antisymmetry condition for stress in both modes is \( \sigma_{\phi \phi} = 0 \) at \( \phi = \pi \), which is again automatically satisfied by the finite element method as a natural boundary condition.

The singularity exponent \( \lambda \) in either case is the same, and because it belongs to a combination of two modes, \( \lambda \) is a double root.

Table 3.9 gives the numerical results when Eq. \( (3.17) \) is used and Table 3.10 gives the numerical results when the full domain \( \theta \in (0, \pi/2), \phi \in (0, 2\pi) \) is used where no symmetry analysis is made. The extrapolated values in Table 3.10 differ significantly from those of Table 3.9. Hence, at this point it was necessary to increase the number of finite elements to 288 for the domain \( \phi \in (0, 2\pi) \), as shown in Table 3.10 for the case \( \nu = 0.3 \). This case yielded the same extrapolated value as that obtained from the domain \( \phi \in (0, \pi) \). Fig. 3.14 shows the numerical results of Table 3.10 with the extrapolated values of Table 3.10. Note that for the case \( \nu = 0 \) the eigenvalue
Table 3.8: Numerical results. Eigenvalues for orthogonal crack with full body; $0 \leq \theta \leq \pi/2$, $0 \leq \phi \leq 2\pi$; using $N$ finite elements. Mode I, $p = 0$.

<table>
<thead>
<tr>
<th>$\nu/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>m</th>
<th>$\lambda_{\text{extrap.}}$</th>
<th>Benthem</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.789175</td>
<td>0.639575</td>
<td>0.572169</td>
<td>0.549754</td>
<td>1.99</td>
<td>0.5234</td>
<td>0.5164</td>
</tr>
</tbody>
</table>

Table 3.9: Numerical results. Eigenvalues for orthogonal crack; $0 \leq \theta \leq \pi/2$, $0 \leq \phi \leq \pi$; using $N$ finite elements. Modes II and III.

<table>
<thead>
<tr>
<th>$\nu/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>m</th>
<th>$\lambda_{\text{extrap.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.612712</td>
<td>0.564782</td>
<td>0.529639</td>
<td>0.517067</td>
<td>1.926</td>
<td>0.50001</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551476</td>
<td>0.500448</td>
<td>0.463557</td>
<td>0.450516</td>
<td>1.966</td>
<td>0.43533</td>
</tr>
<tr>
<td>0.3</td>
<td>0.521529</td>
<td>0.466533</td>
<td>0.426113</td>
<td>0.411730</td>
<td>1.922</td>
<td>0.40207</td>
</tr>
<tr>
<td>0.4</td>
<td>0.530050</td>
<td>0.465491</td>
<td>0.415043</td>
<td>0.398513</td>
<td>1.860</td>
<td>0.39591</td>
</tr>
</tbody>
</table>

Table 3.10: Numerical results. Eigenvalues for orthogonal crack with full body; $0 \leq \theta \leq \pi/2$, $0 \leq \phi \leq 2\pi$; using $N$ finite elements. Modes II and III.

<table>
<thead>
<tr>
<th>$\nu/N$</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>200</th>
<th>288</th>
<th>m</th>
<th>$\lambda_{\text{extrap.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.698366</td>
<td>0.597145</td>
<td>0.555897</td>
<td></td>
<td>1.580</td>
<td>0.48432</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.653992</td>
<td>0.545166</td>
<td>0.504840</td>
<td></td>
<td>1.842</td>
<td>0.44715</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.635727</td>
<td>0.528586</td>
<td>0.487784</td>
<td></td>
<td>1.862</td>
<td>0.43030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.616785</td>
<td>0.498913</td>
<td>0.454053</td>
<td>0.432559</td>
<td>0.420577</td>
<td>1.880</td>
<td>0.40202</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.635112</td>
<td>0.506881</td>
<td>0.452256</td>
<td></td>
<td>1.842</td>
<td>0.34790</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
b) Numerical Results for Various Grids
MODES II and III (Antisymmetric opening)

Fig. 3.14: Numerical results for orthogonal crack, Modes II and III.
b) MODES II and III (Antisymmetric  
opening) 

\[ \beta = \frac{3}{4} \pi \]

\[ m = 1.7 \]

\[ \nu = 0.0, \lambda_{\text{exact}} = 0.2966 \]

\[ \nu = 0.25, \lambda_{\text{exact}} = 0.3285 \]

\[ N = \text{number of finite elements} \]

\[ 1/2 \log N \]

Fig. 3.15: Finite element convergence pattern for right angle corner at front edge of planar crack inside elastic body. Modes II and III.
b) MODES II and III (Antisymmetric opening)

\[ \beta = \frac{3}{4} \pi \]

Fig. 3.16: Extrapolation of numerical results to 
\( N \to \infty \) for case in Fig. 3.15. Modes II 
and III.
is exactly $\lambda = 0.5$, which was again expected. No solution seems to exist in the literature concerning Modes II and III for comparison in Fig. 3.14.

The antisymmetric opening, Modes II and III, was also checked against the known analytical solution of a crack corner in an infinite elastic space, Fig. 3.10, page 84 solved by Keer and Parihar [14a]. They found that the solution for these modes to be irreducible to potential theory and to depend on Poisson ratio $\nu$. For example, for a crack corner of angle $\alpha = \pi/4$ the eigenvalues $\lambda = 0.2966$ and $0.3285$ were obtained for Poisson’s ratio $\nu = 0.0$ and $0.25$, respectively. Table 3.10a gives the numerical results for both cases. Figs. 3.15 shows the convergence pattern using Eq. 2.33 and Fig. 3.16 the extrapolated values using the convergence rate $m$ obtained graphically from Fig. 3.15. The values for $m$ and $\lambda_{\text{extrap}}$ using Eq. 2.39 are also given in Table 3.10a.

3.4 Crack Propagating at the Surface

From the practical point of view, the case of a propagating crack is of main interest. There exist certain physical restrictions for the solution of a propagating crack which can be derived from energy considerations. For cracks that do not propagate, the only restrictions are that the strain energy within a small sphere about point $0$, as well as the strain energy per unit length of edge within a small cylinder whose axis coincides with the crack front edge $00'$, Fig. 3.1, be integrable. Let the strain energy by denoted by $E_0$, then
<table>
<thead>
<tr>
<th>(v/N)</th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>(\lambda_{\text{extrap.}})</th>
<th>Keer, Parihar</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.444118</td>
<td>0.387192</td>
<td>0.34142</td>
<td>0.324126</td>
<td>0.82</td>
<td>0.2950</td>
</tr>
<tr>
<td>0.25</td>
<td>0.48972</td>
<td>0.425921</td>
<td>0.374182</td>
<td>0.354623</td>
<td>0.84</td>
<td>0.3245</td>
</tr>
</tbody>
</table>

**Table 3.10a:** Numerical results. Eigenvalues for crack corner of angle \(2\theta = 3/2\pi\) in an infinite elastic space, using \(N\) finite elements, Modes II and III.
\[ E_0 = \int \sigma_{ij} \varepsilon_{ij} \, dv \]  \hspace{1cm} (3.20)

The above expression can be simplified by asymptotic analysis.

Noting that near the surface terminal point 0, the displacements behave like:

\[ u_1 \sim r^\lambda \]  \hspace{1cm} (3.21a)

where \( \sim \) denotes proportionality. Hence,

\[ \frac{\partial u_1}{\partial r} \sim r^{\lambda-1} \]  \hspace{1cm} (3.21b)

\[ \varepsilon_{ij} \sim r^{\lambda-1} \]  \hspace{1cm} (3.21c)

\[ \sigma_{ij} \sim r^{\lambda-1} \]  \hspace{1cm} (3.21d)

\[ dv \sim r^2 \, dr \]  \hspace{1cm} (3.21e)

yields,

\[ E_0 \sim r^{2\lambda+1} \]  \hspace{1cm} (3.22)

For the strain energy to be integrable, or bounded, as \( r \to 0 \), requires
\[ \text{Re}(\lambda) > -\frac{1}{2}, \text{ stationary crack.} \quad (3.23) \]

As the crack propagates, energy flows into all points of the crack front edge and is consumed by the process of separation, i.e., creation of crack surfaces. The energy flux near the points of the crack front edge may generally have two components: (a) The flux \( E_1 \) which is parallel to the edge and flows into any point on the crack front edge, including the surface point 0. \( E_1 \) must be zero because the trace of the surface point 0 as it moves is a line, and a line can be associated only with a negligible amount of additional surface energy. (b) The flux \( E_2 \) of energy into the moving crack front edge per unit length of edge must be finite and non-zero because the surface energy \( \gamma \) is finite and non-zero.

The first condition (a) requires that

\[ E_1 = \iiint_\Omega \sigma_{ij} \left( \frac{\partial u_j}{\partial x} \right) \, d\Omega = 0 \quad (3.24) \]

where \( \sigma_{ij} \) is the cartesian stress tensor; \( u_j \) are the cartesian displacements; \( x \) is the coordinate in the direction of the crack extension; and \( \Omega \) is a surface of a sufficiently small sphere centered at point 0. Noting that \( d\Omega = r^2 \sin \theta \, d\theta \, d\phi \), and from Eqs. (3.21), it follows that \( E_1 \sim r^{2\lambda} \), and for \( E_1 \) to be zero as \( r \to 0 \), it is necessary that

\[ \text{Re}(\lambda) > 0 \quad , \quad (3.25) \]
which is a weak condition on a propagating crack.

The second condition (b) requires that

\[ E_2 = \int_L \sigma_{ij} \left( \frac{\partial u_i}{\partial x} \right) r_1 d\phi \quad (3.26) \]

where \((r_1, \phi)\) is a polar coordinate system in a plane normal to the crack front edge; \(L\) is a circle of radius \(r_1\) in this plane centered around the edge; \(x\) is the direction of crack propagation; \(u_i\) are the cartesian displacements; and \(\sigma_{ij}\) is the cartesian stress tensor. Also, the energy flux \(E_2\) may in general be expressed by Rice's J-integral \([23,31]\) for linear elastic behavior:

\[ E_2 = \int_L \left( \frac{\partial}{\partial x} \sigma_{ij} \epsilon_{ij} \right) dy - \sigma_{ij} n_i \frac{\partial u_i}{\partial x} r_1 d\phi \quad (3.27) \]

in which \(dy = r_1 \sin \phi \, d\phi\) and \(\partial/\partial x = \cos \phi (\partial/\partial r_1) - (\sin \phi/r_1) \quad (\partial/\partial \phi).\) On physical grounds, the flux \(E_2\) must obviously be positive, non-zero and finite at all points near the surface terminal point \(0\) of the crack front edge. Furthermore, the flux \(E_2\) may be expected to be constant along the crack edge, assuming that the energy needed for the creation of new surface is the same along these points. However, this last requirement may be simplified by the asymptotic deductions. When Eqs. (3.21) are substituted into Eq. (3.27), it follows that \((\sim\) denotes proportionality)

\[ E_2 \sim r_1^{2\lambda - 1} \quad (3.28) \]
Thus, for $E_2$ to be bounded and non-zero as $r_1 \to 0$, it is necessary that $\text{Re}(2\lambda - 1) = 0$, or

$$\text{Re}(\lambda) = \frac{1}{4}, \text{ propagating crack} \quad (2.39)$$

This condition must be satisfied for the terminal surface point of a crack that propagates, but not for a stationary crack, as it is well known [23,31].

According to Eq. (3.29), a crack which propagates, or for which propagation is imminent, must exhibit $\lambda = \frac{1}{4}$ (the exponent being assumed to be real if there are no two dissimilar materials). By far, this case is of the greatest practical interest. Therefore, a meaningful question is to ask whether there exist inclinations $\beta$ of the crack front edge Fig. 3.17 and $\gamma$ of the crack plane Fig. 3.18, for which the eigenvalue $\lambda = \frac{1}{4}$ is attained. For the orthogonal crack edge ($\beta = \pi/2, \gamma = 0$; Fig. 3.1), propagation is obviously possible only if $\gamma = 0$.

Tables 3.11 and 3.12 give the numerical results for the symmetric (Mode I) and antisymmetric (Modes II and III) cracks whose plane is normal to the surface ($\gamma = 0$) and whose edge inclination angle $\beta$ varies for various values. The extrapolated results are plotted in Fig. 3.20.

It is interesting to note that the solutions presented in Fig. 3.20 agree with the common sense that as the crack "size" defined by the edge inclination angle $\beta$ decreases, i.e., there is more material that is not cracked, the eigenvalue $\lambda$ increases; and as the crack "size" increases, i.e., there is more material that is cracked, the eigenvalue $\lambda$ decreases. In other words, the stress singularity exponent $\lambda-1$ increases (weaker singularity) as $\beta$ decreases and
Fig. 3.17: Spherical coordinate system at termination of crack front edge 00' at body surface. Inclined edge. (The unit sphere is shown only to visualize the coordinates; the body is semi-infinite).

Fig. 3.18: Spherical coordinate system at termination of crack front edge 00' at body surface. Inclined edge and inclined crack plane. (The unit sphere is shown only to visualize the coordinates; the body is semi-infinite).
Fig. 3.19: Finite element grids used for cracks whose edge and plane are inclined.
Effect of $\beta$ on $\lambda$

Modes II and III (Antisymmetric opening)

Mode I (Symmetric opening)

$\nu = 0.15$

$\nu = 0.3$

$\nu = 0.4$

Fig. 3.20: Extrapolated values of $\lambda$ versus crack inclination angle $\beta$. 
<table>
<thead>
<tr>
<th></th>
<th>18</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>m</th>
<th>$\lambda_{\text{extrap.}}$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7500 $\pi$</td>
<td>0.516130</td>
<td>0.455335</td>
<td>0.408415</td>
<td>0.390684</td>
<td>1.760</td>
<td>0.363444</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5650 $\pi$</td>
<td>0.591961</td>
<td>0.543683</td>
<td>0.507719</td>
<td>0.494700</td>
<td>1.882</td>
<td>0.47642</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5234 $\pi$</td>
<td>0.617518</td>
<td>0.568880</td>
<td>0.532770</td>
<td>0.519731</td>
<td>1.900</td>
<td>0.50178</td>
<td>0.15</td>
</tr>
<tr>
<td>0.5156 $\pi$</td>
<td>0.622766</td>
<td>0.573944</td>
<td>0.537699</td>
<td>0.524613</td>
<td>1.900</td>
<td>0.50660</td>
<td>0.15</td>
</tr>
<tr>
<td>0.7500 $\pi$</td>
<td>0.529933</td>
<td>0.462411</td>
<td>0.409619</td>
<td>0.389829</td>
<td>1.740</td>
<td>0.35852</td>
<td>0.30</td>
</tr>
<tr>
<td>0.6250 $\pi$</td>
<td>0.594414</td>
<td>0.536191</td>
<td>0.491747</td>
<td>0.435444</td>
<td>1.820</td>
<td>0.45131</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5625 $\pi$</td>
<td>0.639569</td>
<td>0.581339</td>
<td>0.537291</td>
<td>0.521228</td>
<td>1.900</td>
<td>0.49974</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5313 $\pi$</td>
<td>0.665790</td>
<td>0.606537</td>
<td>0.561731</td>
<td>0.545416</td>
<td>1.840</td>
<td>0.52165</td>
<td>0.30</td>
</tr>
<tr>
<td>0.7500 $\pi$</td>
<td>0.563350</td>
<td>0.484157</td>
<td>0.418853</td>
<td>0.393608</td>
<td>1.606</td>
<td>0.34888</td>
<td>0.40</td>
</tr>
<tr>
<td>0.7000 $\pi$</td>
<td>0.590324</td>
<td>0.516101</td>
<td>0.455498</td>
<td>0.432278</td>
<td>1.640</td>
<td>0.39239</td>
<td>0.40</td>
</tr>
<tr>
<td>0.6250 $\pi$</td>
<td>0.646374</td>
<td>0.574576</td>
<td>0.517118</td>
<td>0.495395</td>
<td>1.688</td>
<td>0.45945</td>
<td>0.40</td>
</tr>
<tr>
<td>0.6172 $\pi$</td>
<td>0.653335</td>
<td>0.581452</td>
<td>0.524054</td>
<td>0.502385</td>
<td>1.900</td>
<td>0.46702</td>
<td>0.40</td>
</tr>
<tr>
<td>0.5938 $\pi$</td>
<td>0.675564</td>
<td>0.603046</td>
<td>0.545521</td>
<td>0.528392</td>
<td>1.920</td>
<td>0.48924</td>
<td>0.40</td>
</tr>
<tr>
<td>0.5800 $\pi$</td>
<td>0.689569</td>
<td>0.616416</td>
<td>0.558597</td>
<td>0.536904</td>
<td>1.922</td>
<td>0.50206</td>
<td>0.40</td>
</tr>
<tr>
<td>0.5400 $\pi$</td>
<td>0.734456</td>
<td>0.659404</td>
<td>0.598803</td>
<td>0.576551</td>
<td>1.944</td>
<td>0.54152</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3.11: Numerical results. Eigenvalues for crack whose plane is normal to the surface and whose edge inclination angle varies. Mode I.
Table 3.12: Numerical results. Eigenvalues for crack whose plane is normal to the surface and whose edge inclination angle varies.

<table>
<thead>
<tr>
<th>( \theta/N )</th>
<th>32</th>
<th>72</th>
<th>Extrapol.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.295 ( \pi )</td>
<td>0.696975</td>
<td>0.590755</td>
<td>0.590755</td>
</tr>
<tr>
<td>0.310 ( \pi )</td>
<td>0.694769</td>
<td>0.708899</td>
<td>0.667973</td>
</tr>
<tr>
<td>0.250 ( \pi )</td>
<td>0.708899</td>
<td>0.694769</td>
<td>0.659673</td>
</tr>
<tr>
<td>0.3 ( \pi )</td>
<td>0.708899</td>
<td>0.694769</td>
<td>0.756536</td>
</tr>
</tbody>
</table>

Table 3.13: Numerical results. Eigenvalues for crack front edge angle \( \beta \) of a propagating crack, \( \gamma = 0.3 \), Mode I.
decreases (stronger singularity) as $\beta$ increases. Also note that the lines in Fig. 3.20 are not straight lines and they seem to approach $\lambda = 1$ for $\beta \to 0$, i.e., there is no crack and one would expect rotational effects to take place, see Section 3.2 A; and they seem to approach $\lambda = 0$ for $\beta \to \pi$, i.e., the semi-infinite body is completely cut in half and one would expect rigid body translations to take place.

In order to substantiate the accuracy of these results, the approach to the eigenvalue problem was modified by treating the stiffness matrix as a function of angle $\beta$ rather than $\lambda$, i.e., $\lambda$ was fixed to 0.5 and Eq. (2.27) was treated as:

$$
\sum_{j=1}^{M} k_{ij}(\beta) X_j = 0, \quad j = 1,2,\ldots,M \tag{3.29}
$$

The eigenvalue search routine based on the Newton method was easily converted to search for $\beta$ instead of $\lambda$. This alternate method was tried for the case $\nu = 0.3$ in Mode I opening and drawn separately in Fig. 3.21(a). The numerical results obtained by this method and based on up to 288 elements are given in Table 3.13. The convergence pattern of $\beta$ versus $N$ is shown in Fig. 3.21(b) along with the extrapolated value ($N \to \infty$) which yields the same value as that obtained graphically in Fig. 3.21(a). Therefore, the values of $\beta$ for each value of Poisson's ratio for which $\lambda = 0.5$ from Fig. 3.20 are drawn in Fig. 3.22.
Fig. 3.21: (a) Dependence of singularity exponent $\lambda$ upon crack front edge angle for normal crack plane ($\nu = 0.3$). Mode I.

(b) Extrapolation of numerical results for crack front edge angle of normal crack plane upon propagation ($\nu = 0.3$). Mode I.
Fig. 3.22: Dependence of crack front edge angles \( \beta \) of a propagating crack upon Poisson's ratio \( \nu \). (a) Mode I; (b) Modes II and III. (Normal crack plane).
The physical meaning of the edge inclination angle $\beta$ for which $\lambda = 0.5$, is that for a propagating crack the symmetric opening, Mode I, gives an obtuse angle ($\beta > \pi/2$), i.e., the surface point 0 trails behind the interior crack edge; and the antisymmetric opening, Modes II and III, gives an acute angle ($\beta < \pi/2$), i.e., the surface point 0 moves ahead of the interior crack edge. The fact that they are different has an important physical consequence: At the terminal point of a crack whose plane is normal to the surface a combined mode propagation is impossible, i.e., the crack would assume such a shape that its surface terminal point propagates either with a symmetric opening, Mode I, or with an antisymmetric opening, Mode II and III, but not both combined.

In view of this result, it is natural to ask whether there exist an inclination angle $\gamma$ of the crack plane for which the $\varepsilon$-values for the symmetric and antisymmetric excitation of a propagating crack ($\lambda = 0.5$) would coincide, see Fig. 3.18. However, the numerical results given in Tables 3.14 and 3.15 for the case $\gamma = 0.3$ and drawn in Fig. 3.23 indicate that this never occurs, and as the crack plane becomes inclined ($\delta \neq 0$), the $\varepsilon$ - values for Re($\lambda$) = $1/2$ vary as a function of $\delta$. In these cases it is no longer possible to distinguish between symmetric (Mode I) and antisymmetric (Modes II and III) openings, for there is no geometrical symmetry. For each of the two $\varepsilon$-values, there exists at point 0 a certain limiting ratio $K_1: K_2: K_3$ of the stress intensity factors for Modes I, II and III and no other ratios are possible. So, for cracks of inclined plane, the propagation of the surface point takes place always in a combination of all three modes. Conversely, for a
<table>
<thead>
<tr>
<th>$\gamma/\pi$</th>
<th>$a/\pi$</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>200</th>
<th>288</th>
<th>$m$</th>
<th>$\lambda_{\text{extrap.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/12</td>
<td>0.54</td>
<td>0.655505</td>
<td>0.587786</td>
<td>0.560066</td>
<td>0.545999</td>
<td>0.537925</td>
<td>1.666</td>
<td>0.51497</td>
</tr>
<tr>
<td>1/12</td>
<td>0.56</td>
<td>0.645284</td>
<td>0.574220</td>
<td>0.546089</td>
<td>0.531843</td>
<td>0.523667</td>
<td>1.680</td>
<td>0.50071</td>
</tr>
<tr>
<td>1/12</td>
<td>0.58</td>
<td>0.639213</td>
<td>0.562173</td>
<td>0.533069</td>
<td>0.518399</td>
<td>0.509989</td>
<td>1.690</td>
<td>0.48678</td>
</tr>
<tr>
<td>1/6</td>
<td>0.56</td>
<td>0.664311</td>
<td>0.584155</td>
<td>0.554005</td>
<td>0.538982</td>
<td>0.530414</td>
<td>1.728</td>
<td>0.50715</td>
</tr>
<tr>
<td>1/6</td>
<td>0.58</td>
<td>0.666197</td>
<td>0.577072</td>
<td>0.544611</td>
<td>0.528637</td>
<td>0.519572</td>
<td>1.780</td>
<td>0.49597</td>
</tr>
<tr>
<td>1/6</td>
<td>0.60</td>
<td>0.667235</td>
<td>0.569391</td>
<td>0.536201</td>
<td>0.519018</td>
<td>0.509297</td>
<td>1.792</td>
<td>0.48559</td>
</tr>
<tr>
<td>1/4</td>
<td>0.60</td>
<td>0.702632</td>
<td>0.597431</td>
<td>0.558199</td>
<td>0.539102</td>
<td>0.529347</td>
<td>1.820</td>
<td>0.50107</td>
</tr>
<tr>
<td>1/4</td>
<td>0.61</td>
<td>0.706619</td>
<td>0.597739</td>
<td>0.556748</td>
<td>0.536780</td>
<td>0.525536</td>
<td>1.820</td>
<td>0.49703</td>
</tr>
<tr>
<td>1/4</td>
<td>0.62</td>
<td>0.709921</td>
<td>0.597922</td>
<td>0.555276</td>
<td>0.534450</td>
<td>0.522717</td>
<td>1.808</td>
<td>0.49265</td>
</tr>
</tbody>
</table>

Table 3.14: Numerical results. Eigenvalues for a crack whose plane forms angle $\gamma$ with the surface and whose edge inclination angle varies. Mode I.
<table>
<thead>
<tr>
<th>( \gamma/\pi )</th>
<th>( \tau/\pi )</th>
<th>32</th>
<th>72</th>
<th>128</th>
<th>( m )</th>
<th>( \lambda_{\text{extrap.}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/24</td>
<td>0.36</td>
<td>0.695712</td>
<td>0.599018</td>
<td>0.565533</td>
<td>1.996</td>
<td>0.52306</td>
</tr>
<tr>
<td>1/24</td>
<td>0.38</td>
<td>0.679028</td>
<td>0.579920</td>
<td>0.545092</td>
<td>1.990</td>
<td>0.50004</td>
</tr>
<tr>
<td>1/24</td>
<td>0.40</td>
<td>0.664473</td>
<td>0.562662</td>
<td>0.526424</td>
<td>1.960</td>
<td>0.47870</td>
</tr>
<tr>
<td>1/12</td>
<td>0.36</td>
<td>0.688328</td>
<td>0.594304</td>
<td>0.561267</td>
<td>1.990</td>
<td>0.51852</td>
</tr>
<tr>
<td>1/12</td>
<td>0.38</td>
<td>0.672665</td>
<td>0.575590</td>
<td>0.541504</td>
<td>1.962</td>
<td>0.49622</td>
</tr>
<tr>
<td>1/12</td>
<td>0.41</td>
<td>0.653629</td>
<td>0.551960</td>
<td>0.515248</td>
<td>1.920</td>
<td>0.46558</td>
</tr>
<tr>
<td>1/8</td>
<td>0.35</td>
<td>0.684789</td>
<td>0.595929</td>
<td>0.564341</td>
<td>1.960</td>
<td>0.52269</td>
</tr>
<tr>
<td>1/8</td>
<td>0.37</td>
<td>0.669932</td>
<td>0.577834</td>
<td>0.54835</td>
<td>1.940</td>
<td>0.50077</td>
</tr>
<tr>
<td>1/8</td>
<td>0.39</td>
<td>0.657401</td>
<td>0.561800</td>
<td>0.527224</td>
<td>1.910</td>
<td>0.48003</td>
</tr>
<tr>
<td>1/6</td>
<td>0.335</td>
<td>0.680817</td>
<td>0.598623</td>
<td>0.59033</td>
<td>1.922</td>
<td>0.52900</td>
</tr>
<tr>
<td>1/6</td>
<td>0.365</td>
<td>0.659758</td>
<td>0.572340</td>
<td>0.540572</td>
<td>1.900</td>
<td>0.49695</td>
</tr>
<tr>
<td>1/6</td>
<td>0.380</td>
<td>0.651447</td>
<td>0.561084</td>
<td>0.528066</td>
<td>1.882</td>
<td>0.48209</td>
</tr>
<tr>
<td>5/24</td>
<td>0.34</td>
<td>0.658234</td>
<td>0.579336</td>
<td>0.550463</td>
<td>1.880</td>
<td>0.51028</td>
</tr>
<tr>
<td>5/24</td>
<td>0.36</td>
<td>0.646696</td>
<td>0.563970</td>
<td>0.53513</td>
<td>1.830</td>
<td>0.49048</td>
</tr>
<tr>
<td>5/24</td>
<td>0.38</td>
<td>0.637786</td>
<td>0.550840</td>
<td>0.518594</td>
<td>1.840</td>
<td>0.47240</td>
</tr>
<tr>
<td>1/4</td>
<td>0.31</td>
<td>0.656844</td>
<td>0.586974</td>
<td>0.561211</td>
<td>1.860</td>
<td>0.52487</td>
</tr>
<tr>
<td>1/4</td>
<td>0.335</td>
<td>0.640617</td>
<td>0.566366</td>
<td>0.538845</td>
<td>1.842</td>
<td>0.49948</td>
</tr>
<tr>
<td>1/4</td>
<td>0.365</td>
<td>0.627436</td>
<td>0.547054</td>
<td>0.516177</td>
<td>1.820</td>
<td>0.47336</td>
</tr>
</tbody>
</table>

Table 3.15: Numerical results. Eigenvalues for a crack whose plane forms angle \( \gamma \) with the surface and whose edge inclination angle varies. Mode II, Mode III.
Fig. 3.23: Dependence of crack front edge angle $\beta$ of a propagating crack upon crack plane angle $\gamma$. (a) Mode I; (b) Modes II and III. ($\nu = 0.3$)
given ratio $K_1: K_2: K_3$, one can generally find the angles $\theta$ and $\phi$ which must get established at the surface point.

In solving this problem one must take into account the entire domain $0 \leq \theta \leq \beta$, $\gamma \leq \phi \leq 2\pi + \gamma$, because the symmetry is destroyed when $\gamma > 0$. Fig. 3.19 shows a typical finite element grid in the $(\theta-\phi)$-plane corresponding to the domain enclosed by the dashed curve of Fig. 3.18.

3.5 **Experimental Fracture Specimens**

Some recently obtained experimental results allow a check on the present numerical results. These are the fatigue loading fracture tests made by P. D. Bell and W. J. Feeney [15], to whom the author is obliged for making their results available, and are reproduced in Figs. 3.24 and 3.25. These photographs show the crack arrest marks observed in fatigue Mode I fracture tests of aluminum alloy and titanium alloy specimens. The Poisson ratios of these materials are (according to material handbooks) about 0.33 and 0.32, respectively, and for which the present solution, Fig. 3.20 gives $\theta \approx 102^\circ$ for both materials. These angles are plotted and compared in Figs. 3.24 and 3.25. Comparatively, the observed trend agrees with the numerical results in that the surface point trails behind the interior crack edge (i.e., $\beta > 90^\circ$) rather than moving ahead. The numerical value does not agree too closely with the observed average, but considering that some small scale yielding and inelastic strain reversals occur in the actual tests, and that the plastic "shear lip" phenomenon can along cause $\beta > 90^\circ$, the comparison cannot be qualified as poor. One must also realize the inevitable statistical scatter of the experiment.
Fig. 3.24: View of fracture face showing fatigue arrest marks on Aluminum Alloy 2219-T5 81 (ν = 0.33, Mode I crack, sheet width 6.35 mm (1/4 in.), magnification 7.4 times, crack propagates to the right). (Reproduced from Fig. 4.3, p. 169.)
Fig. 3.25: View of fracture face showing crack arrest mark on Titanium Alloy Ti 6A1-4V. (\(v = 0.32\), Mode I crack, sheet width 6.35 mm (1/4 in.), magnification 33 times, crack propagates upwada). (Reproduced from Fig. A.6 on p. 167 of P. D. Bell and W. J. Feeney [15]).
The crack arrest marks indicate the line of constant \( \lambda = \frac{1}{3} \) for which propagation is established. The curves that these marks trace may be explained in the following manner. Prior to propagation, the two-dimensional theory of fracture mechanics gives \( \lambda = \frac{1}{2} \) for the interior of the specimen (plane strain in the middle regions and plane stress near the surface) while \( \lambda > \frac{1}{2} \) will hold at the surface point. When propagation is established the interior edge \( \lambda = \frac{1}{2} \) will move perpendicularly to the crack independent of Poisson ratio, while the surface point (weaker singularity, \( \lambda > \frac{1}{3} \)) will have to reach \( \lambda = \frac{1}{2} \) by allowing the crack edge to shift angles and thus moving behind the interior, as predicted in Fig. 3.20.

Even though experimental results are nonexistent for Modes II and III, a similar reasoning may be made. Again, the two-dimensional theory of fracture mechanics gives \( \lambda = \frac{1}{2} \) for the interior points while \( \lambda < \frac{1}{2} \) will hold at the surface points. When propagation is established, provided the propagation plane remains in the same plane as that of the crack, the surface point (stronger singularity \( \lambda < \frac{1}{3} \)) will have to reach \( \lambda = \frac{1}{2} \) by allowing the crack edge to shift angles and thus move ahead of the interior, as predicted in Fig. 3.20.

3.6 The Two-Material Interface

In plane elasticity, the singularity exponent of an interface crack between two dissimilar materials is complex. Consequently, the displacements in a close enough neighborhood of the crack tip oscillate along the radial ray. This implies an overlap of crack faces which is, of course, physically impossible and is prevented by
contact of crack surfaces. Nevertheless, it is generally believed that the field for complex $\lambda$ is at least applicable in not too close neighborhood of the crack tip, well beyond the region of oscillations. That this is indeed the case for Mode I cracks has been demonstrated, by Comninou [22]. It must be noted, though, that recently more physically meaningful solutions which take into account the contact stresses on crack surfaces have been developed [22], but their adaptation is beyond the scope of this program. Thus, while extension of these developments to three dimensional singularities should be of high priority, at present we must be content with the less than perfect oscillating singularity.

The foregoing solution applies without any change to cases where $\lambda$ is complex. Then, of course, $k_{ij}$ and $X_j$, Eq. (2.15), must be also considered complex and the program must be converted to complex arithmetic, which is easily achieved by proper type declaration of FORTRAN variables. Some difficulties were caused by the need of an equation solving subroutine for complex banded nonsymmetric matrices. Such subroutine has not been available in standard software packages, and so it had to be developed, and it is listed in Appendix C, page 144.

A.) Check cases.

In the first four sections of this chapter it was noted that the convergence of the eigenvalue as the number of finite elements increased was systematic and an extrapolation technique was thus developed. In the check cases where the eigenvalues are complex, the real part
was found to behave equally well, but the complex part did not. Instead, the complex part of $\lambda$ gave nearly the exact value for any number of finite elements. These check cases were the well known two-dimensional interface crack solutions and the problem of a rigid corner stamp of angle $2\phi$ which was solved by Parihar and Keer [14b].

The two-dimensional solution for the exponent is given by [32,33]

$$\lambda = \frac{3}{2} \pm i\gamma_1$$

where,

$$\gamma_1 = \frac{\pi}{2} \log \left[ \frac{K_1}{\mu_1} + \frac{1}{\mu_2} \right] \left( \frac{1}{\mu_2} + \frac{K_2}{\mu_2} \right)$$

and $K_1 = 3 - 4\mu_1$ for plane strain, (since generalized plane stress cannot be modeled by the program).

For a study case, materials whose Young's moduli have the ratio $E_1/E_2 = 1/40$ and whose Poisson ratios have the same value $\nu_1 = \nu_2 = 0.3$, were chosen. For these values Eq. (3.31) yields $\gamma_1 = 0.0887$. The domain to be considered must be $0 \leq \theta < \pi/2$, $0 \leq \phi \leq 2\pi$, where the elements in the region $\phi > \pi$ have a Young modulus forty time larger than those in the region $\phi < \pi$, but both regions have the same Poisson ratio $\nu_1 = \nu_2 = 0.3$; and to simulate the two-dimensional problem supports perpendicular to $\theta = \pi/2$ must be placed. The numerical results were: $\lambda = 0.65047 + 0.06548i; 0.57329 + 0.08528i; 0.54288 + 0.08785i$ for $N = 32, 72$, and 128 elements, respectively. The extrapolated
value of the real parts gives 0.49709 which is within 0.4% error of the exact value of 0.5. Note that the imaginary part of the eigenvalue using 128 elements is already within 1.5% error. When \( \nu = 0 \) for both materials, the plane strain solution \([33]\) also applies for the surface singularity with an orthogonal crack edge; for a 2:1 ratio of young moduli this gives \( \lambda = 0.5 \pm 0.0535i \); whereas, the program yielded \( \text{Im}(\lambda) = 0.0514 \) for \( N = 128 \).

For the second study case, a rigid corner stamp of angle \( 2\beta = 0.2886 \) on a semi-infinite body of Poisson ratio \( \nu = 0.3 \), were chosen from the table in Ref.\([14b]\) where the analytical solution is given by \( 0.2474 + 0.0409i \). The numerical results for this problem were \( \lambda = 0.37044 + 0.04393i; 0.3128 + 0.04532i; 0.28804 + 0.04509i \) for \( N = 32, 72, 128 \) elements, respectively. The extrapolated value of the real parts is 0.241, again within 0.4%; and that the imaginary part using 128 elements is within 10%. There may be two possible reasons for the imaginary part to be in such relatively large error: a.) The representation of the exact domain with finite elements is not very accurate for such angle \( \beta \), which unfortunately was the largest angle that Parihar and Keer could consider, b.) The analytical solution obtained by Parihar and Keer involves an approximate function substituting a Bessel function, which restricts them to consider only small angles.

In either case, the solutions obtained with the present program show that numerical results can be obtained with reasonable accuracy.
B.) Additional results

Further cases were run using the present program for which no solutions have been given before. These were the results for \( \nu > 0 \), i.e., the plane strain solution is not applicable.

a.) The singularity for an orthogonal crack edge of an interface of two materials with a Young's moduli ratio of 2:1 and equal Poisson ratio, the program gives \( \text{Im}(\lambda) = \pm 0.0399 \, (N = 128) \) for \( \nu = 0.05 \) and \( \text{Im}(\lambda) = \pm 0.006 \, (N = 128) \) for \( \nu = 0.3 \). It can be noted that \( \text{Im}(\lambda) \) decreases with increasing \( \nu \). For \( \nu = 0.3 \) and a 30:1 ratio of \( E \), the program indicated \( \text{Im}(\lambda) \) to be 0 or almost 0.

b.) For these cases, the program again showed \( \text{Im}(\lambda) \) to be close and almost 0. For an interior crack plane of an orthogonal two-material interface, the program indicated that a crack with a front edge orthogonal to the two-material interface has \( \lambda = 0.545, 0.521, \) and 0.499 for \( E - \text{rations} \) 1:1, 5:0 and 10:0 for \( \nu = 0.3 \) \( (N \rightarrow \infty) \).

3.7 The Notch Surface Singularity

Solutions for the surface singularity at notches have not been given before. The present program can readily handle notches with higher accuracy since the material domain decreases with the size of the notch angle. Fig. 3.26 shows the numerical results \( (N \rightarrow \infty) \) for notches terminating at the surface with orthogonal \( (\beta = \pi/2) \) and symmetrical opening \( (\nu = -\alpha) \).
Fig. 3.26: Numerical results for the surface termination of notches having orthogonal front edge ($N \to \infty$).
CONCLUSIONS

The finite element method in angular spherical coordinates provides a powerful general technique for determining three-dimensional elastic stress singularities. The numerical results for cracks whose edge is normal to the surface and for crack corners in an infinite space are in close agreement with the analytical solutions of Benthem, and Keer and Parihar, respectively. The front edge of a propagating crack must terminate at the surface point obliquely. The values of this angle are different for symmetric (Mode I) and antisymmetric (Mode II and III) crack opening; which indicates that a combined mode propagation is impossible at the surface point of a crack whose plane is normal to the surface. For Mode I, the surface point trails behind the interior of the crack; while for Modes II and III, the surface point moves ahead of the interior of the crack. For cracks of inclined plane, the propagation at the surface point takes place in a combination of all three modes.

The numerical results for a rigid corner stamp on a semi-infinite space are also in close agreement with the complex analytical solution of Keer. Some numerical results of complex singularities are obtained, as well as some cases of notches.
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APPENDIX A

DERIVATION OF THE VARIATIONAL EQUATION

The combination of the equations of equilibrium, Eqs. (1.7a-c) with the boundary conditions, Eqs. (1.11a-c) is given by the variational statement Eq. (1.12). With the intention of using the finite element method, Eq. (1.12) has to be reduced to an equation which involves no higher than first order derivatives and which automatically includes the boundary conditions. In the following derivation the asterisk * indicates terms, or term, which have been added and substracted.

Substituting $X_i, X_\theta$, and $X_\phi$ from Eqs. (1.7a-c) into the surface integral of Eq. (1.12) yields

\[
\int \int \left\{ (Q - \lambda^2 - 1) - 2 + 2\lambda \right\} (\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + \\
- \left\{ (\lambda + 1)G_\theta - F_\theta \right\} - \cot \theta \left\{ (\lambda + 1)G - F_\theta \right\} + \\
+ \frac{1}{\sin \theta} \left( \frac{1}{\sin \theta} F_\phi - H_\phi - \lambda H_\phi \right) \sin \theta \sin \theta \\
+ \left[ 2\lambda G_\theta + 2\lambda G \cot \theta + \frac{2\lambda}{\sin \theta} H_\phi - (2\lambda G_\theta + 2\lambda G \cot \theta + \\
+ \frac{2\lambda}{\sin \theta} H_\phi \right] \sin \theta \sin \theta + \left[ (Q + 2)(\lambda F_\theta + 2F_\theta + G_\theta + G_\phi \cot \theta - \\
- \frac{1}{\sin^2 \theta} G + \frac{1}{\sin \theta} H_\theta \cos \theta - \frac{1}{\sin \theta} H_\phi \right] - \frac{1}{\sin \theta} (H_\theta \phi + H_\phi \cot \theta -
\]
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\[- \frac{1}{\sin \theta} G_{\phi \phi} + \lambda[(\lambda+1)G - F_\theta]] \sin \theta \delta G + \left[ \frac{2}{\sin \theta} H_{\theta \phi} - 2G \cot^2 \theta - \right.
\left. \left( \frac{2}{\sin \theta} H_{\theta \phi} - 2G \cot^2 \theta \right) \right] \sin \theta \delta G + \left[ \frac{1}{\sin \theta} (Q+2)(\lambda F + 2F_\phi + \right.
\left. - \frac{1}{\sin \theta} H \cot^2 \theta) \right] \sin \theta \delta G + \left[ \frac{1}{\sin \theta} (Q+2)(\lambda F + 2F_\phi + \right.
\left. + G_{\theta \phi} + G \cot \theta + \frac{1}{\sin \theta} H_{\theta \phi} - \frac{1}{\sin \theta} H \cot \phi) - \lambda \left( \frac{1}{\sin \theta} F_\phi - H - \lambda H \right) + (H_{\theta \theta} + \right.
\left. + H_{\theta} \cot \theta - \frac{1}{\sin^2 \theta} H + \frac{\cos \theta}{\sin^2 \theta} \frac{2}{\sin \theta} G_{\phi \phi} - \frac{1}{\sin \theta} G_{\theta \phi} \right) \delta H + \left[ -2H_{\theta} \cot \theta + \right.
\left. + \frac{2}{\sin^2 \theta} H + \frac{2}{\sin \theta} G_{\phi \phi} - \frac{2 \cos \theta}{\sin^2 \theta} G_{\phi} - 2\lambda H - (-2H_{\theta} \cot \theta + \right.
\left. + \frac{2}{\sin^2 \theta} H + \frac{2}{\sin \theta} G_{\phi \phi} - \frac{2 \cos \theta}{\sin^2 \theta} G_{\phi} - 2\lambda H) \right] \sin \theta \delta H \right] \delta \phi \delta \phi \]

(A.1)

Arranging some terms and cancelling others (a light slash indicates terms which cancel), Eq. (A.1) is reduced to:

\[
\int \int \left[ [Q(\lambda - 1) - 2](\lambda F + 2F + G_{\phi} + G \cot \theta + \frac{1}{\sin \theta} H_{\phi}) \right.
\left. + 2\lambda(\lambda F + 2F + G_{\phi} + G \cot \theta + \frac{1}{\sin \theta} H_{\phi}) - 2\lambda(G_{\phi} + G \cot \theta + \frac{1}{\sin \theta} H_{\phi}) \right.
\left. + (\lambda G_{\phi} - G_{\phi} + F_{\theta \theta}) + \cot \theta(\lambda G - G + F_{\theta}) + \right.
\left. + (\lambda G_{\phi} - G_{\phi} + F_{\theta \theta}) + \cot \theta(\lambda G - G + F_{\theta}) + \right.
\left. + (\lambda G_{\phi} - G_{\phi} + F_{\theta \theta}) + \cot \theta(\lambda G - G + F_{\theta}) + \right.\]
\[ + \frac{1}{\sin \theta} \left( \frac{1}{\sin \theta} \dot{F} + \lambda H_{\phi} - H_{\phi} \right) \sin \theta \delta F \]

\[ + \{ Q(\lambda F_{\theta} + 2F_{\theta} + G_{\theta} + G_{\phi} \cot \theta - \frac{1}{\sin^{2} \theta} G + \frac{1}{\sin \theta} H_{\theta \phi} - \frac{\cos \theta}{\sin^{2} \theta} H_{\phi} \} \]

\[ + 2(\lambda F_{\theta} + (1+1)F_{\theta} + G_{\theta} + G_{\phi} \cot \theta - \frac{1}{\sin^{2} \theta} G + \frac{1}{\sin \theta} H_{\theta \phi} - \frac{\cos \theta}{\sin^{2} \theta} H_{\phi} ) \]

\[ + \frac{1}{\sin \theta} (H_{\theta \phi} - H_{\phi} \cot \theta + \frac{1}{\sin \theta} G_{\phi}) + \lambda(\lambda + 1)G - \lambda F_{\theta} \]

\[ - 2G \cot^{2} \theta - \frac{2}{\sin \theta} H_{\theta \phi} + 2G \cot^{2} \theta \]

\[ + [-Q \cot \theta (\lambda F + 2F + G_{\theta} + \frac{1}{\sin \theta} H_{\phi} + G \cot \theta) \]

\[ + Q \cot \theta (\lambda F + 2F + G_{\theta} + \frac{1}{\sin \theta} H_{\phi} + G \cot \theta)) \} \sin \theta \delta G \]

\[ + \left\{ \frac{Q}{\sin \theta} (\lambda F_{\phi} + 2F_{\phi} + G_{\theta \phi} + G_{\phi} \cot \theta + \frac{1}{\sin \theta} H_{\phi}) \right\} \]

\[ + \frac{2}{\sin \theta} (\lambda F_{\phi} + (1+1)F_{\phi} + G_{\theta \phi} + G_{\phi} \cot \theta + \frac{1}{\sin \theta} H_{\phi}) \]

\[ + (H_{\theta \theta} - H_{\theta} \cot \theta + \frac{1}{\sin^{2} \theta} H + \frac{1}{\sin \theta} G_{\theta \phi} - \frac{\cos \theta}{\sin^{2} \theta} G_{\phi}) \]

\[ - \frac{\lambda}{\sin \theta} F_{\phi} + \lambda(\lambda - 1)H + \cot \theta (H_{\theta} - H \cot \theta + \frac{1}{\sin \theta} G_{\phi}) + \]
\[ + \cot \theta (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G) + (2 \frac{\cos^2 \theta}{\sin \theta} - \frac{2}{\sin^2 \theta} + 2\ast) H - \]

\[ - 2H^* - \frac{2}{\sin \theta} G_{\theta \phi} + 2\lambda H] \sin \theta \delta R \int \delta \theta \delta \phi \]

\[ (A.2) \]

The terms multiplied by \( \sin \theta \delta G \) are arranged to form:

\[ [Q(\lambda F + 2F_{\theta \theta} + G_{\theta \theta} + G_\theta \cot \theta - \frac{1}{\sin^2 \theta} G + \frac{1}{\sin \theta} H_\phi - \frac{\cos \theta}{\sin \theta} H_\phi) + \]

\[ + 2(G_\theta G + F_\theta) + \cot \theta [Q(\lambda F + 2F + G_\theta + \frac{1}{\sin \theta} H_\phi + G \cot \theta) + \]

\[ + 2(G_\theta + F)] + \frac{1}{\sin \theta} (H_{\theta \phi} - H \cot \theta + \frac{1}{\sin \theta} G_{\phi \phi}) - 2 \cot \theta (\frac{1}{\sin \theta} H_\phi + \]

\[ + G \cot \theta + F) + \lambda (\lambda + 1)G + 2F_\theta - Q \cot \theta (\lambda F + 2F + G_\theta + \]

\[ + \frac{1}{\sin \theta} H_\phi + G \cot \theta) + \lambda F_\theta - 2(\frac{1}{\sin^2 \theta} - \frac{\cos^2 \theta}{\sin^2 \phi} - 1\ast) G - 2G^\ast \sin \theta \delta G \]

\[ (A.3) \]

Placing Eq. (A.3) back into Eq. (A.2) and rearranging terms:

\[ \int \int \int \left[ [Q(\lambda - 1) - 2] (\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2\lambda (\lambda + 2) F \]

\[ + (\lambda G_\theta - G_\theta + F_{\theta \theta}) + \cot \theta (\lambda G - G + F_\theta) \]
\[ + \frac{1}{\sin \theta} \left( \frac{1}{\sin \theta} (F_{\theta \phi} + \lambda \phi - H_\phi) \right) \sin \theta \phi F \]

\[ + \left\{ -Q \cot \theta (\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + \lambda F_\theta \right\} \]

\[ - 2 \cot \theta \left( \frac{1}{\sin \theta} H_\phi + F \cot \theta + F \right) + 2(\lambda G - G + F_\theta) + \lambda (\phi - 1)G \]

\[ + Q(\lambda F_\theta + 2F_\theta + G_{\theta \theta} + G \cot \theta - \frac{1}{\sin^2 \theta} G + \frac{1}{\sin \theta} H_\theta - \frac{\cos \theta}{\sin^2 \theta} H_\phi) + \]

\[ + 2(G_{\theta \theta} + F_\theta) + \cot \theta \left[ Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + \right] \]

\[ + 2(G_\theta + F) \right\} + \frac{1}{\sin \theta} (H_{\theta \phi} - H_\phi \cot \theta + \frac{1}{\sin \theta} G_\phi) \sin \theta \phi G \]

\[ + \left\{ \cot \theta (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) + 2(\frac{1}{\sin \theta} F_\phi + \lambda H - H) \right\} \]

\[ + \frac{\lambda}{\sin \theta} F_\phi + \lambda (\phi - 1)H + (H_{\theta \theta} - H \cot \theta + \frac{1}{\sin^2 \theta} H + \frac{1}{\sin \theta} G_\theta - \frac{\cos \theta}{\sin^2 \theta} G_\phi) \]

\[ + \cot \theta (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) \]

\[ + \frac{Q}{\sin \theta} (\lambda F_\phi + 2F_\phi + G_{\theta \phi} + G \cot \theta + \frac{1}{\sin \theta} H_{\phi \phi}) \]

\[ + \frac{2}{\sin \theta} \left( \frac{1}{\sin \theta} H_{\phi \phi} + G \cot \theta + F_\phi \right) \] \sin \theta \phi \oint_{-}^{\phi} d\phi d\theta \quad (A.4) \]

which can be written as
\[ \int \left[ \sin \theta (\lambda - 1) - 2(\lambda F + 2F + G^\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2\lambda \sin \theta (\lambda + 2) \right] \]

\[ + \frac{\partial}{\partial \theta} \left[ \sin \theta (\lambda G - G + F^\theta) + \frac{\lambda}{\partial \phi} \left( -\frac{1}{\sin \theta} F \phi + \lambda H - H \right) \right] \] \sin \theta

\[ + \left[ \left( -\left[ (Q + 2)(2F + G^\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) - 2(G^\theta + F) + \lambda QF \right] \right) \right] \cot \theta \]

\[ + 2(F^\theta - G) + \lambda (\lambda + 1) G + \lambda F^\phi \sin \theta \]

\[ + \frac{\partial}{\partial \phi} \left[ \sin \theta ((Q(\lambda F + 2F + G^\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2(G^\theta + F)) \right] \]

\[ + \frac{\partial}{\partial \phi} \left[ H^\theta - H \cot \theta + \frac{1}{\sin \theta} G^\phi \right] \]

\[ \{ \sin \theta (\cot \theta (H^\theta - H \cot \theta + \frac{1}{\sin \theta} G^\phi) + 2(\frac{1}{\sin \theta} F \phi - H) + \lambda (\lambda + 1) H + \frac{1}{\sin \theta} F \phi \right] \]

\[ + \frac{\partial}{\partial \phi} \left[ \sin \theta (H^\theta - H \cot \theta + \frac{1}{\sin \theta} G^\phi) \right] \]

\[ + \frac{\partial}{\partial \phi} \left[ Q(\lambda F + 2F + G^\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2(\frac{1}{\sin \theta} H + G \cot \theta + \right] \]

\[ + F) \} \delta \theta \delta \phi \] \quad (A.5)

Integrating by parts with respect to \( \theta \) and \( \phi \) the respective terms whose partial derivatives are brought out, and using the negative of Eq. (A.5):
\[ \int \int \sin \theta [\{Q(1 - \lambda) + 2\}(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) - 2\lambda(\lambda + 2)F]dH \]

\[ + \sin \theta (\lambda G - G + F_\theta) \Delta F_\theta + \left( \frac{1}{\sin \theta} F_\phi + \lambda H - H \right) \Delta F_\phi \]

\[ + \sin \theta \{[(Q + 2)(2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) - 2(G_\theta + F) + \lambda QF)cot \theta \]

\[ - 2(F_\theta - G) - \lambda(\lambda + 1) - \lambda F_\theta \} \delta G \]

\[ \sin \theta [Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2(G_\theta + F)] \delta G_\theta \]

\[ + (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) \delta G_\phi \]

\[ - \sin \theta (\cot \theta (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) + 2(\frac{1}{\sin \theta} F_\phi - H) + \lambda(\lambda + 1)H + \]

\[ + \frac{\lambda}{\sin \theta} F_\phi \} \delta H + \sin \theta [H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi] \delta H_\theta \]

\[ + [Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2(\frac{1}{\sin \theta} H_\phi + G \cot \theta + F)] \]

\[ \delta H_\phi] \delta_\delta d\phi \]

\[ + \int_r \left( (\lambda G - G + F_\theta) \delta G + [Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + \right) \]
Substituting the boundary conditions, Eqs. (1.11a-c), and Eq. (A.6) into Eq. (1.12) one can see that the line integral of Eq. (A.6) cancels the line integral of Eq. (1.12). Thus, the boundary conditions are automatically included, and the following variational equation results:

\[
\int\int\left\{ \left[ (Q(1 - \lambda) + 2)(\lambda F + 2F + G + \cot \theta + \frac{1}{\sin \theta} H) - 2(\lambda + 2)F \right] \delta F \right. \\
+ (\lambda G + G + F) \delta F + \frac{1}{\sin \theta} \left( \frac{1}{\sin \theta} F + \lambda H - H \right) \delta F \\
+ \left[ (Q + 2)(G + 2F + G \cot \theta + \frac{1}{\sin \theta} H) - 2(G + F) + \lambda Q \right] \cot \theta \\
- 2(F - G) - \lambda(\lambda + 1)G - \lambda F \delta G \\
+ \left[ Q(\lambda F + 2F + G + \cot \theta + \frac{1}{\sin \theta} H) + 2(G + F) \right] \delta G
\]
\[ + \frac{1}{\sin \theta} (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) \delta G_\phi \]

\[ - [\cot \theta (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) + 2(\frac{1}{\sin \theta} F_\phi - H) + \lambda(\lambda + 1)H + \]

\[ + \frac{\lambda}{\sin \theta} F_\phi \delta H + (H_\theta - H \cot \theta + \frac{1}{\sin \theta} G_\phi) \delta H_\theta \]

\[ + \frac{1}{\sin \theta} [Q(\lambda F + 2F + G_\theta + G \cot \theta + \frac{1}{\sin \theta} H_\phi) + 2(\frac{1}{\sin \theta} H_\phi + \]

\[ + G \cot \theta + F)] \delta H_\phi] \}} \sin \theta \, d\theta d\phi \quad (A.7) \]

Note that Eq. (A.7) does not have any second order derivatives and that the notations in Eq. (1.14) are those shown in Eq. (A.7).
APPENDIX B

FINITE ELEMENT PROGRAM WHEN EIGNEVALUE, $\lambda$, IS REAL
(See Chapter II).
DO 500 ISKEM = NSKEM+1
C TRANSFORMATION MATRIX D
U(1,1) = COS(1/2*SKEM)
D(1,2) = 0.5*SKEM
D(2,1) = -D(1,2)
RM = 2*J*SKEM - 2
C MULTIPLY STIF convolution 0
SUM = 0.
DO 490 J1 = 1, J2
DO 490 J2 = 1, J2
RM = RM*K1
SUM = SUM + STIF(J1,K1) - D1*K1
490 CONTINUE
490 STIF(J1,K1) = SUM
C MULTIPLY DTRANSPOSE = STIF
DO 500 J1 = 1, J2
DO 500 J2 = 1, J2
SUM = 0.
DO 500 K2 = 1, K2
RM = RM*K2
SUM = SUM + D1*K2
500 CONTINUE
500 STIF(J1,K2) = SUM
C SUBROUTINE LSQUBN(K,CONV,AL,GO)
SUBROUTINE LSQUBN(K,CONV,AL,GO)
C LSQUBN USED FOR REGULAR-FAULS NEWTON ITERATION
C SUBROUTINE ITFIT, IT SEARCHES FOR THE SMALLEST GO AND THEN
C ITFITS, IT ALSO AVOIDS DUPLICATION OF VALUES. ITENATION
C IS STOPPED WHEN THE DIFFERENCE OF THE LAST TWO LAMBDA VALUES
C IS LESS THAN 0.00003
DIMENSION AL(20),GO(20)
DAM = 0.0009
T = IFM + 1
C FIND SMALLEST PREVIOUS OF OPPOSITE SIGN
JDP = T - 2
IM = 1
DO 800 J1 = 1, J2
IF (GO(J1) = 0.0) XI = XI + XI
IF (GO(J1) = 0.0) GO TO 800
IQ = XI
800 CONTINUE
C ITERATION FINISH
AL = (AL(I) - HO(20))/HO(20)
AGRI(j) = 12.0
.
C NUMBER OF CASES
NC = 3
.
C NUMBER OF PRINTS
NP = 3
.
DO 310 NR = 1,NC
.
C DATA - LAMBDA VALUES
READ 100, (Y(I),L=1,NC)

300 FORMAT(F10.7)

10 FORMAT(// H/2 =18X,13H1000/(IN=M/2),18X*COEFFICIENTS*8X,*IER*)

SUM = 100.
K = K00
M = M00
N = 20
KCOUNT = 1

A00 DO 100 I = K+1,N

L = 1
.
C CONVERGENCE RATE = A1
A1 = A1/200.
DO 200 J = 1,NP
.
200 X(I,J) = IN880/(AGRI(I,J)**A1)
.
C CALL RSTF Fit Line
CALL PLINE(NP+1,K,Y,8,AWORK,IER)
A1 = A1(1)
A2 = A1(2)
SUM = 0.0
C SUM OF DIFFERENCES
.
DO 300 J = 1,NP
DIFF = Y(I,J) - A1 - A2**X(I,J)
DIFF2 = ABS2(DIFF)
300 SUM = SUM + DIFF2
.
C FIND LEAST SUM
IF SUM <= SUM1 GO TO 220
.
SUM1 = SUM
.
100 CONTINUE
.
220 K = L-N-1
M = L-1
N = 1
SUM1 = 100.
.
IF KCOUNT .LE. 2) GO TO 320
KCOUNT = KCOUNT + 1
GO TO 100
.
320 CONTINUE
.
PRINT 1;A1
.
1 FORMAT(// H/2 =18X,13H1000/(IN=M/2),18X*COEFFICIENTS*8X,*IER*)
.
PRINT 5; (X(I,J),J=1,NP);A1,A2,IER
.
5 FORMAT(10X,M10.5,+10)
.
PRINT 20, SUM
.
20 FORMAT(8X*ANSDIFF = +12.5)
.
310 CONTINUE
.
END
.
R END OF RECOMM
.
0.584899
0.590026
0.532949
APPENDIX C

FINITE ELEMENT PROGRAM WHEN EIGENVALUE, $\lambda$, IS COMPLETE
(See Chapter II).
C. MODE 1 OPENING APPLIED AT PHI = PI/2

!TIME = (PI/2 + 3)*M1 - 2

PRINT 47, M1, NF, H(NP, KPEL, H0, AA, AN)=MN1, 4 M1, MN1, NDH, HDH

!! FORMAT(1X, NF), NF, NUMEL, A0, AND H(NP, KPEL, H0, AA, AN)=MN1, 10, 4!

!! IF(H(NP, KPEL, H0, AA, AN)=MN1, 10, 4) THEN M1 = 1

! M1 = M1 + 1

C. GENERATE ELEMENT NUMBERING

C. NODAL POINTS OF ELEMENT NEL, I1=1,2,3

DO 50 JF = 1, NF

50 CONTINUE

10 JF = JF + 1

IF(JF = JF + 1)

C. REGISTER ELEMENTS WITH SKW BOUNDARIES

! KSKEW(NEL) = 0

IF(JF = 2, NF, KSKEW(NEL) = 1)

C. GENERATE COORDINATES, NEL NOT PI/2

! BETA = CONTAH ANGLE!*PI

! TANG = TAN(ULAT)

! OF = (PHI1 - PI) / FLOAT(N)

! E11 = M1

! PHI = PHI1 - OF

! DO 10 JF = 1, NF

! PHI = PHI1 - OF

! CO = COS(PHI)

! IF (PHI1 = PI) THEN 11

! 11 BOUND = 2 * PI

! ELSE BOUND = PHI + PI

GO TO 64

64 BOUND = PI + 0.5

C. COORDINATES OF POINT N

! PHI(N) = PHI

! THE(N) = THE

C. PRIN 49

! FORMATT(F PRINT= ELEMENT NUMBERING/* NEL ! NODS=13*PHI**THE*)

! DO 70 JEL = 1, NUMEL

! NOD = NOD + NOD(N)

! 70 PRINT 71, NEL, NOD(N), PHI(N), THE(N), THE(N)

! ! FORMATT(515, 4F10.2

C. CASE STUDIES FOR DIFFERENT VALUES OF POISON RATIO

! DO 200 POI5 = 1, POI5

! POI5 = POI5**3**POI5

! POI5 = POI5**3**POI5

! PRINT 292, P, POI5

!! 2920 FORMAT(2X,R4.2,2X,PI5 = #7.4)

C. REGULAR ITERATION SCHEME IN SEARCH OF EIGENVALUE LAMBDA

! C. INITIAL VALUES OF LAMBDA

! CALL DALL(KGRLD, ALAM)

! GO TO 630

! 630 CONTINUE

C. ITERATE REAL PART OF LAMBDA

! C. ICONY = 0

! DO 200 IT = 1, ITER

! IF (IT = 300) THEN 400

! CALL FILTER(I, ICONY, ALAM, CON)

! 400 IF (IT = 11) THEN 630

C. ITERATE IMAGINARY PART OF LAMBDA

! C. ICONY = 0

! DO 200 IT = 1, ITER

! IF (IT = 300) THEN 400

! CALL FILTER(I, ICONY, ALAM, CON)

! 400 IF (IT = 11) THEN 630

C. ASSEMBLE STIFFNESS MATRIX

! DO 300 J = 1, NED

! DO 400 I = 1, NED

! 400 CALL (STIFNEL)

C. ASSEMBLE STIFFNESS MATRIX

! DO 300 J = 1, NED

! DO 400 I = 1, NED

! 400 CALL (STIFNEL)
DO 350 1 = 1, 12
   NGL1 = NGL011
   K = NHALF - NGL1
   DO 350 J = 1, 12
      N = NGL011(J)
   IF(N .LT. 0, 500, 350)
   AIM111 = NGL111 + NH111
   350 CONTINUE
   450 CONTINUE

C INSERT BOUNDARY CONDITIONS FOR WELD
C ZERO DISPLACEMENTS AT PH1 = P1; PH2 = P2.
   M1 = N1 = 0.5
   NA = (1.0, 0.0)

500 AIN, NHALF = (1.50, 1.50)
C NO PERPENDICULAR DISPLACEMENT ON BOUNDARY
   N2 = 0.5
   M1 = M2 = 1
   DO 510 N = 1, 11, 1
      N1 = N111(N)
   510 AIN, NHALF = (1.50, 1.50)

C SOLUTION OF EIGENVECTOR J By ITERATION
DO 450 N = 1, 11
   JN = (10.0, 0.0)
C FIX ONE DISPLACEMENT
   DO 440 J = 1, 11
      HNA(J) = A1M111(J)
   440 A1IN(J), JH = (0.0, 0.0)
   A1IN(J), JH = (1.0, 0.0)
   450 CONTINUE

C INVERSE STIFFNESS MATRIX TO SOLVE FOR NHM.
   CALL BANDSL (150, 0.5, N111, JN, 0.5, 0.5, 0.5, 0.5)
C NOTE THAT NHM, FL, NHM, FL, NHM, FL, NHM ARE ADMISSIBLE.
   A1H1(j) = (0.0, 0.0)
C RIGHT HAND SIDES
   DO 430 J = 1, 11
      T = J - NHALF + MH1
   420 A1H1(J) = (0.0, 0.0)
      H1H = H1H + A1H1(J) * B1H(J)
   430 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
C STORE RMS FOR ITERATION
   D00(T1T1) = REAL(RMS)

C COMPUTE N-GLOBAL CORRESP. TO LOCAL 1
   301 IN = 1. + 6
   I1 = IN + 1 + 3
   DO 301 1 = 1, 3
   300 NGL011 = NH011

C COMPUTE ROW AND COLUMN WHERE STIFF. SHOULD BE ADDED
DO 350 1 = 1, 12
   NGL111 = NGL011
   K = NHALF - NGL1
   DO 350 J = 1, 12
      N = NGL011(J)
   IF(N .LT. 0, 500, 350)
   AIM111 = NGL111 + NH111
   350 CONTINUE
   450 CONTINUE

C TRANSFORMATION CONSTANTS
   PMT = PH1(J)
   PH1 = PH1(J)
   T11 = T11(J)
   T11 = T11(J)
   T11 = T11(J)
   T11 = T11(J)
   A1H1 = (PH1 = PM1)* 0.5
   A1H1 = (T11 + T11 + T11)* 0.25
   A1H1 = (T11 + T11 + T11)* 0.25
   A1H1 = (T11 + T11 + T11)* 0.25
C COMPUTE DISPL. AND STRAIN INTERPOLATION FUNCTIONS IN ALL POINTS OF NUMER. INT.
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
   200 CONTINUE
   PR1T4, J = (1.0, 0.0), ALL = (0.0, 0.0)
THEA = PHI + W103+HEP + UT24+PHIP
S1 = SIN(THETA)
C0 = COS(THETA)
S1 = S1/2

COF = S1

DLTJ = AA2MNP4
DLTJ = 1.0/DELTJ
ADDT = AA2MNP11
HPO1 = BPJ4DELT
HPOE = H24DELT

WEHNS = WEIGHT(NS)*S1=DELTJ.
C X = VALUE FOR F,G,H IN SIN(THETA)**P
C XTH = PARTIAL DERIV. W.R.T. THETA OF X
C XPH = PARTIAL DERIV. W.R.T. PHI OF X

DO 190 IN = 1, 4

X = S1HNS
ST = SHINHNS
XTH = ADDT*ST
XPH = BPDE*SPHINHNS

AC10 = X*C10

C RESPECTIVE VALUES OF F,G,H AND ITS DERIVATIVES

DO 190 IN = 1, 3

I = I + (IN-1)*3
IF(INH,01) GO TO 160
FT1(INS) = X
FT1(INS)*XTH

C1HNS = 0.
C1J(INS) = 0.
C1H(INS) = 0.
C1G(INS) = 0.
C1H(INS) = 0.
C1H(INS) = 0.
C1H(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
C1F(INS) = 0.
MAXIMUM ELEMENT AT (I,K), AND ROWS I AND K ARE INTERCHANGED. AFT
C TRIANGULATION IN SOLUTION IS COMPLETED BY BACK SUBSTITUTION.
C CONTENTS OF AML DESTROYED DURING COMPUTATION. ON RETURN

COMPLEX A,W
DIMENSION A(I+1,J+1),V(K)
EPS = ABS(EPS)
IERR = 0
M = NI
N = MI
M = NI
N = M
C BAND WIDTH THE SMALL
IF(IN <= 3)) GO TO 130
C BAND WIDTH GREATER THAN THE ORDER OF C
IF(IN <= M) GO TO 135
C BAND WITH AN EVEN NUMBER
IF(IN/2) NE. M) GO TO 130
LH = LH - 1
M = NI
N = MI
N = N - 1
C ROW SHIFTING AND A PLACEMENT
DO 20 K = 1,LH
LR = LH - K
DO 20 J = 1,LH
DO 20 J = 2,LH
20 A(I+J+1) = A(I+J+1)
IV = K
I = I + 1
C FIND MAXIMUM ELEMENT OF COLUMN I
DO 30 K = 1,LH
IF(CANS(A(I+1)) .LE. CANS(A(I+1))) GO TO 30
30 CONTINUE
C INTERCHANGE ROWS
IF(IN/2) .LE. K
IV = I
I = I +1
DO 40 J = 1,N
T = A(I,J) + A(I+J)
A(I,J) = T
A(I+J) = T
40 CONTINUE
DO IN /2) .LE. K
I = I - 1
DO 50 J = 1,N
T = A(I,J) + A(I+J)
A(I,J) = T
A(I+J) = T
50 CONTINUE
C TRANSFORMATION MATRIX D ACCORDING TO THE PRESCRIBED
C BOUNDARY CONDITIONS. THEN, IT MULTIPLIES IN TRANS-POS*STIFEL*DO.

SUBROUTINE SKED(W,HEL)
C SUBROUTINE SKED OPERATES ON THE STIFFNESS MATRIX OF A
C BOUNDARY ELEMENT WHERE SKEWED BOUNDARY CONDITIONS ARE
C PRESCRIBED WITH RESPECT TO THE /THETA-PHI/ PLANE. FIRST,
C IT FINDS THE ANGLE OF SUCH EQULAL POINTS AND FORMS THE
C TRANSFORMATION MATRIX D ACCORDING TO THE PRESCRIBED
C BOUNDARY CONDITIONS. THEN, IT MULTIPLIES IN TRANS-POS*STIFEL*DO.
DIMENSION D(2,2),VECT(2),ALPHA(4)
M = N(HEL,3)
N = N(HEL,4)
PHI = PHI(N)
PHI = PHI(N)
TANH = TANH(N)
C SLOPE AT NOI
ALPHA(3) = TANH*SIN(PHI)/COS(PHI)*COS(PHI) + TANH)
C ANGLE AT NOI
ALPHA(3) = ATAN(ALPHA(1))
ALPHA(4) = ATAN(ALPHA(1))
DO 60 I = 1,NSKEW
NSKEW = NSKEW + 1
C TRANSFORMATION MATRIX D
DO (1,1) = COS(1,1)
C ....CLOSEST VALUE
K = AL(N)
I IF (ABS(X1) .LT. ABS(X1)) X1 = AL(N)
AL(I) = X1 .GT. 0
C ....AVOID DUPLICATION IN CALCULATIONS
840 DO 840 J1 = 1, J1
     I IF (AL(I)) .EQ. AL(I)) GO TO 800
805 CONTINUE
GO TO 840
800 AL(I) = AL(I) + OW .25
GO TO 840
909 IF (ABS(X1) .GT. .00003) GO TO 911
C AL CONVERGED TO WITHIN .00003
ICOM = 1
911 CONTINUE
RETURN
END
C SUBROUTINE ALI11(KGRID,AL,ALI)
C SUBROUTINE ALI11 INITIATES THE FIRST TWO VALUES OF LAMBDA.
C WHERE REAL AND IMAGINARY PARTS ARE ALR AND ALI RESPECTIVELY.
C DIMENSION ALI20,AL20
C IF (KGRID .EQ. 2) GO TO 10
I IF (KGRID .EQ. 3) GO TO 10
I IF (KGRID .EQ. 4) GO TO 10
I IF (KGRID .EQ. 5) GO TO 10
I 20 ALR(1) = 0.37
I ALI(1) = 0.046
I ALI(2) = 0.0466
I GO TO 100
I 30 ALR(1) = 0.3127
I ALR(2) = 0.1130
I ALI(1) = 0.046
I GO TO 100
I 40 ALR(1) = 0.208
I ALR(2) = 0.091
I ALI(1) = 0.0451
I ALI(2) = 0.0456
I GO TO 100
I 50 ALR(1) = 0.375
I ALR(2) = 0.3755
I ALI(1) = 0.045
I ALI(2) = 0.0455
I 100 CONTINUE
I RETURN
END
C END OF RECORD
0 END OF INFORMATION