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ABSTRACT

Stability and convergence for a difference method for quasilinear elliptic boundary value problems are proved. Asymptotic expansions of the discretization error, basic for Richardson extrapolation, are established. The general theory of "discrete Newton methods" and "iterated defect corrections via neighboring problems" [6,8] and Pereyra's deferred corrections [22] are used to derive different high order methods. Some special cases and computational problems are pointed out and numerical tests are included.
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SIGNIFICANCE AND EXPLANATION

In this paper we discuss the numerical solution of quasilinear
elliptic boundary value problems in a bounded region $\Omega$ of $\mathbb{R}^n$.

Problems of this type arise in many physical and chemical applications, e.g. in chemical reaction processes, in vortex motions of fluids, in steady state heat conduction, in diffusion processes and in structural mechanics.

By applying the usual five point discretization in the interior of $\Omega$ and high order approximation of the boundary conditions we obtain stable discretizations with an error admitting an asymptotic expansion. This expansion may be employed with Richardson extrapolation or defect or deferred corrections to obtain methods of flexible order (2, 4 and 5.5).

Due to the increasing complexity of the problems, linear equations often are not adequate, so nonlinear problems have to be discussed.

Error asymptotic results have been obtained before (Pereyra [23], 1970) for those problems but under strong restrictions on the boundary of $\Omega$ which essentially are satisfied for rectangular domains. For nonrectangular smooth boundaries of $\Omega$ only the Dirichlet problem for the Poisson equation was treated before (Pereyra-Proskurowski-Widlund [24], 1977). This paper gives the first approach for smooth boundaries and nonlinear problems, generalizing the results in [23,24]. Further, our high order methods, based on defect and deferred corrections, save a significant amount of computer time and may be used for adaptive techniques.

*Since only a few special treatments, known in mathematical physics, apply to nonlinear problems, one has to treat most of them by numerical methods.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the author of this report.
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Klaus Böhmer

Introduction.

In this paper we discuss the numerical solution of quasilinear elliptic differential equations on a general open bounded region \( \Omega \subseteq \mathbb{R}^n \) with boundary value prescribed along the boundary \( \partial \Omega \) (Dirichlet problem). Equations of this type arise in several practical problems, one of them discussed in §1. Since we are mainly interested in high order methods the situation has to be smooth enough.

We apply the usual symmetric five point formulas in all regular mesh points \( x \) (all neighboring mesh points of \( x \) are in \( \Omega \)). In irregular mesh points at least one of the mesh neighbors lies outside of \( \Omega \) we introduce the boundary conditions by using interpolating polynomials of degree \( k \leq 4 \).

For \( k = 0 \) and 1 we have the well known first and second order methods due to Gerschgorin [20] and Collatz [14] for linear elliptic equations. For \( k \geq 2 \) the method is due to Kreiss presented by Pereyra-Proskurowski-Widlund [24] for the Poisson equation.

Now, Wasow [28] has shown by some examples, that an asymptotic expansion of the discretization error is not available if the boundary values are not reproduced exactly enough. By a modification of the five point formula in irregular mesh points Bramble-Hubbard [11] obtain a first term in the asymptotic expansion.

Higher order asymptotic expansions are only known in two special cases: For quasilinear operators \( \Omega \) has to be such that there are only regular mesh points (Pereyra [23]). This regularity condition is satisfied essentially only for rectangular domains. For general regions \( \Omega \) asymptotic expansions are known only in the Dirichlet problem for the Poisson equation (Pereyra-Proskurowski-Widlund [24]). In this paper we generalize the asymptotic results of Pereyra-Proskurowski-Widlund to quasilinear Dirichlet problems on general regions. Since we are mainly interested
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in high order results, the situation has to be smooth enough. Our results, approximated by
Wasow's [28], are obtained here by combining stability and local discretization errors.
In [19] we use special techniques to give for linear elliptic equations the very
considerably better results. Especially the conditions which we have to impose on
the coefficients are much less stringent than here and the error asymptotic for $\epsilon > 0$
is nearly as good as here for $\epsilon = 0$.

In §4 we formulate the discretization scheme and describe the equations
obtained. §3 is devoted to a stability proof for our method for $k \leq 6$ using some of the
Lemmas of Kreiss, given in [24]. Since we have to impose in $\epsilon$ relatively strong
conditions on the differential operator obtaining only stability with respect to
the $L_2$-norm, we give another stability proof in $\epsilon$ under much weaker conditions
for the $L_\infty$-norm, but only for $k \leq 4$. For $k > 6$ we can't prove stability.

The convergence of the basic second order method and the existence of an asymptotic
expansion of the (global) discretization error are proved in §5 for $k \leq 6$. Two special
cases which allow an extended asymptotic expansion are discussed in §6, one of them
treated already in connection with iterated deferred corrections by Pereyra [23].

§7 uses the asymptotic results in §§5 and 6 to obtain high order methods via
Richardson extrapolation. Further it combines the asymptotic expansion with the general
theory of "Discrete Newton methods" [8] again providing high order methods. In addition
we indicate high order methods based on iterated defect corrections via neighbouring
problems [29, 30, 27, 15, 16, 7, 8] and on iterated deferred corrections formalized by
Pereyra [22]. The mutual advantages and disadvantages of defect corrections and
Richardson extrapolation are discussed. Especially, when all mesh points are regular
the asymptotic expansion may be extended, depending essentially on the smoothness
of the solution. In that case Richardson extrapolation is not able to compete
with the other methods, especially with the discrete Newton methods.

The discussion of several problems arising in the computation of the different
methods are the topic of §8. The applicability of fast Laplace solvers (see
Pereyra-Proskurowski-Widlund [24] and of Newton methods for the original nonlinear
discrete problem are discussed.
Richardson extrapolation, deferred and defect corrections and discrete Newton methods are used in §6 to obtain high order methods. Numerical examples are given in §9.
1. **A quasilinear elliptic boundary value problem in chemical physics**

In a chemical reaction let $T$ be the temperature, $k$ the thermal conductivity, $Q$ the monomolecular heat of reaction and $V$ the velocity of the reaction. Then the equilibrium of the heat transfer between the heat produced by the chemical reaction and the heat conducted away is characterized in $x \in \mathbb{R}^2$ by the equations (1.1) and (1.2) (see [1], p. 180):

\begin{equation}
-k \Delta T = -V \quad \text{in } \Omega \quad \left( \Delta := \sum_{i=1}^{2} \frac{\partial^2}{\partial x_i^2} \right).
\end{equation}

Now, $V$ and $T$ are related by the Arrhenius relation, which reads, in the simplest case we have assumed here, as

\begin{equation}
V = cv \exp\left(-\frac{E}{RT}\right),
\end{equation}

where $c$ is the concentration, $v$ a scaling factor which may be positive or negative, $E$ the energy of activation, and $R$ the universal gas constant. So we obtain from (1.1) and (1.2) the equation

\begin{equation}
k \Delta T = -cvQ \exp\left(-\frac{E}{RT}\right) \quad \text{in } \Omega.
\end{equation}

For constant $Q$ and $k$, and $T$ close to $T_0$, (1.3) may be transformed into

\begin{equation}
\Delta \psi + u \exp \psi = 0
\end{equation}

with suitable boundary conditions on $\partial \Omega$.

For constant $Q$ and $k$, and $T$ close to $T_0$, (1.3) may be transformed into

\begin{equation}
\Delta \psi + \frac{c-vQ}{kRT_0^2} \cdot \exp\left(-\frac{E}{RT_0}\right) \cdot \psi + \frac{E}{RT_0} \cdot (T_0 - T) = 0,
\end{equation}

It is possible to give the general solution for (1.4) in the two dimensional case ($n = 2$ in (1.1)), see Ames [2], p. 182. The approach given there may be generalized to the equation (1.3). To obtain a solution satisfying the boundary conditions in (1.3) one has still to solve the difficult problem to choose three suitable functions $F, f, g$ such that $\psi$, defined by $\psi = F(f, g)$, satisfies the boundary conditions (see [1], p. 182).

For $n \geq 3$ or for anisotropic heat conduction this approach is no longer possible and we have to find other methods. Here we are concerned with the corresponding difference analogs to (1.3) and their generalizations and with improvements of the approximate solutions.
2. The basic difference scheme for elliptic problems.

Let \( a_i, \quad i = 1, \ldots, n, \) \( f \) and \( g \) be continuous real valued functions, defined on an open, bounded and connected \( \mathbb{C} \subseteq \mathbb{R}^n \), \( \mathbb{B} \) and \( \mathbb{K} \) respectively with \( \mathbb{C} \) appropriately.

Then we define an elliptic differential operator \( F \) as:

\[
D := \{ y \in C^2(\mathbb{C}) \cap C(\mathbb{B}) \mid \forall (y(x), \partial y(x)) \in \mathbb{B} \to C(\mathbb{C}) \times C(\mathbb{C}) \},
\]

\[
f(y) := \sum_{i=1}^{n} a_i(y) x_i^2 + f(y, \partial y) \quad \text{in} \quad \mathbb{C},
\]

\[
a_i(y) \geq a > 0.
\]

Now let \( f_y = 0 \) have a unique solution \( z \) in \( D \) with

\[
D_z := \{ y \in D \mid \| y - z \|_{L^\infty(\mathbb{B})} \leq \epsilon \},
\]

\( z \) is unique solution in \( D_z \),

\[
0 = \mathcal{F}_z \left[ -\sum_{i=1}^{n} a_i(y) x_i^2 + f(y, \partial y), \partial z(y) \right] = 0 \quad \text{in} \quad \mathbb{B},
\]

\[
z(y) - g(y) = 0 \quad \text{in} \quad \mathbb{K}.
\]

Conditions for unique solutions are given, e.g., in Bers [3].

To define a discretization we introduce a grid \( \Gamma_{h,n} \) and the grid lines \( C_{h,n} \) as:

\[
\Gamma_{h,n} := \{ x \in \mathbb{R}^n | x = (x_1, \ldots, x_n)^T, x_i = n_i h, n_i \in \mathbb{Z} \},
\]

\[
C_{h,n} := \{ x \in \mathbb{R}^n | x = (x_1, \ldots, x_n)^T, x_i = n_i h, n_i \in \mathbb{Z} \text{ for } i \neq n \},
\]

where we have, for simplicity, chosen an equal stepsizet \( h \) in all directions. The following discretization is a generalization of methods given by Gerschgorin [2] and Collatz [14] for linear elliptic second order equations \( (k = 0 \text{ and } k = 1) \) and by Kreiss and Pereyra-Proskurowski-Widlund [20] \( (k \leq 6) \) for Poisson's equation.

With the open set \( \mathbb{C} \) we introduce the mesh points in \( \mathbb{C} \) and distinguish between the set of regular mesh points (slightly different from the Introduction)

\[
\mathbb{G}_h := \{ x \in \mathbb{R}^n | x = n_i h, n_i \in \mathbb{Z}, i = 1, \ldots, n \} \cup \Gamma_{h,n}
\]
(here $e_i$ are the unit-vectors in the direction of the positive $i$-th coordinate axis) and the set of irregular (mesh) points

$$\mathcal{I}_h, \mathcal{J}_h = \{ x \in \mathbb{R}^n : x + h e_i \not\in \mathcal{T}_h \cup \mathcal{T}_h \}.$$

In regular points we use the standard centered difference approximations for the derivatives to obtain the following approximations for $\mathcal{T}_h$ and $\mathcal{T}_h$:

$$\begin{align*}
\frac{\partial^2 f(x, \eta_h)}{\partial^2 x} &= \frac{1}{h^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \eta_h(x + h e_i) - \eta_h(x - h e_i) \right) \left( \eta_h(x + h e_j) - \eta_h(x - h e_j) \right) \\
&= \frac{1}{h^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \eta_h(x + h e_i) - \eta_h(x - h e_i) \right) \left( \eta_h(x + h e_j) - \eta_h(x - h e_j) \right) \\
&= \frac{1}{h^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \eta_h(x + h e_i) - \eta_h(x - h e_i) \right) \left( \eta_h(x + h e_j) - \eta_h(x - h e_j) \right)
\end{align*}$$

for $x \in \mathcal{T}_h$.

If $x$ is an irregular mesh point, at least one of the $x + h e_i$ is not in $\mathcal{T}_h$. In this case we have to replace in (2.4) every $\eta_h(x + h e_i)$ with $x + h e_i$ by a provisional value obtained by polynomial extrapolation. Let, for that purpose, $x \in \mathcal{I}_h$. Further let $x^*_i, x < x^*_i < x + h e_i$, be the unique intersection of $\mathcal{M}_h$ and the line segment $[x, x + h e_i]$. For $h$ small and $\mathcal{M}_h$ smooth enough, these conditions will be satisfied.
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Now we define the following approximations for $y_{x^*_i} (\text{resp. } y_{x^*_i})$: Compute an interpolating polynomial $P_k$ of degree $k$, defined by $P_k(x - (v - 1)h e_i) = y_{1-v}$, $v = 1, \ldots, k$, $P_k(x^*_i) = g(x^*_i)$, and replace in $h^2 y_{x^*_i} x_{x^*_i} = y_1 - 2y_n + y_{-1}$ resp. $2hy_{x^*_i} = y_1 - y_{-1}$ the value $y_1$ by $y_{1} := P_k(x + h e_i)$. If the distance from $x^*_i$ to $x + h e_i$ is $s_{1,h}$, with $0 < s_{1,h} < 1$, we find (see Pereyra-Proskurowski-Widlund [24])
If $s_i = 0$, that is $x_i = x + h e_i$, we find $v_{0,i} = 1$, $v_{i} = 0$, $i = 1, \ldots, k$.

Therefore

$$\nu_1 = y(x),$$

and the $(v - 1)h e_i$. \textcopyright 0 \textcopyright 0 \textcopyright 0 \textcopyright 0 \textcopyright 0

$$\nu_1 = 1, \nu_{i} = 0, i = 1, \ldots, k.$$
When stability and consistency are proved then (2.4) implies for a stable operator \( \eta_h \) see Stetter [26], the unique solvability of \( \eta_h F_0 = 0 \), that is

\[
\eta_h F_0 = 0 \quad \eta_h F_0 = 0
\]

(2.8)

\[
\begin{cases}
\Delta_n \{ y \rightarrow y \mid (\eta_h, n \in N) \cup (\eta_h, n \in N) \\
\eta_h \in \{ n_0 \in N : n \in N \}
\end{cases}
\]

Again by, e.g. Stetter [26], we need for the proof of the stability of the scheme \( \eta_h F \) only to discuss the stability of \( \eta_h F'(\eta_h) \) for \( \eta_h = \eta_h \) small enough.\( \eta_h \) and \( \eta_h \) imply that, for \( f \in C^2(\Omega) \) and \( y \in C(\Omega) \) with essentially bounded derivatives, \( \eta_h F'(\eta_h) = (\eta_h F)'(\eta_h) + \frac{\partial}{\partial \eta_h} F' \). That means, we may restrict our stability proof to the discussions of \( \eta_h F'(\eta_h) \). So we formulate the discretization \( \eta_h F \) as an affine operator of the form (2.1). With continuous real valued functions \( a_i(\cdot), b_i(\cdot), 1 = 1, \ldots, n, c(\cdot) \) and \( d(\cdot) \), defined on \( \Omega \), \( a_i(\cdot) \geq \overline{a}_i \), and \( g(\cdot) \) defined on \( \partial \Omega \) we have

\[
D_0 := C^2(\Omega) \cap C(\Omega) \to (C(\Omega) \times C(\Omega))
\]

(2.9)

\[
F_0 = \begin{cases}
\frac{1}{n} \left( -a_i(\cdot) y_{x_i} + b_i(\cdot) y_{x_i} \right) + c(\cdot) y(\cdot) + d(\cdot) & \text{in } \Omega, \\
g(\cdot) & \text{in } \partial \Omega.
\end{cases}
\]

In regular points the discretization \( \eta_h F_0 \) in (2.4) reduces here to

\[
h^2(\eta_h F_0) \eta_h (x) = \left( \sum_{i=1}^{n} a_i(x) + h^2 \overline{c}(x) \right) \eta_h (x)
\]

(2.10)

\[
\begin{cases}
\sum_{i=1}^{n} a_i(x) + h^2 b_i x_i + \sum_{i=1}^{n} \left( -a_i(x) - \frac{h}{2} b_i x_i \right) \eta_h (x + he_i) + \frac{h^2}{2} \left( -a_i(x) - \frac{h}{2} b_i x_i \right) \eta_h (x - he_i) \\
+ h^2 d(x) & \text{for } x \in \Omega_n.
\end{cases}
\]

In irregular points those \( \eta_h (x + he_i) \) in (2.10) have to be replaced by expressions corresponding to (2.5) for which \( x + he_i \notin \Omega \). For the stability proof in \( \Omega \) it is only important that \( \eta_h F_0 \) \( F_0 := F_0 \mid_{\partial \Omega} \) may be separated into the sum of discretizations for ordinary second order equations. So we have for regular points:
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\[ h^2 \left[ \frac{\varphi}{F_0} \right] n_h(x) = \sum_{i=1}^{n} a_i(x) \left( 2 + h^2 \frac{c(x)}{n} \right) n_h(x) + \]
\[ + \left[ -1 + h \frac{b_i(x)}{2 a_i(x)} \right] n_i(x + h e_i) + \left[ -1 - h \frac{b_i(x)}{2 a_i(x)} \right] n_i(x - h e_i), \quad \text{for } x \in h^2. \]

Again, for irregular points the \( n_h(x \pm h e_i) \) in (2.11) with \( x \neq h e_i \) have to be replaced by expressions corresponding to (2.5). Further, we add (2.7) for the boundary points to obtain a system of linear equations. In this system (2.11) + (2.5), it is enough to study the properties of the matrix \( A \) defined by

\[ h^2 \left[ \frac{\varphi}{F_0} \right] n_h(x) \quad \text{for } x \in h^2 \quad \text{and for } x \in h^2. \]

This matrix \( A \) may be written in the form (see Pereyra-Proskurowski-Widlund [24])

\[ A = \sum_{i=1}^{n} P_i A_i P_i \]

with suitable permutation matrices \( P_i \). The matrices \( A_i \) are obtained by collecting only those contributions in \( (\varphi/F_0) n_h(x) \), which are multiplied by a fixed \( a_i(x) \) (see (2.11)). Therefore these \( A_i \) are direct sums of matrices of the form (2.14) above. We use the abbreviations to be introduced in (2.15)

\[ B := \]
\[ \begin{bmatrix}
  a_0 & 2 h^2 q_0 & \cdots & 0 & \cdots & \cdots & 0 \\
  -p_1 & 0 & \cdots & 0 & \cdots & \cdots & 0 \\
  0 & -p_2 & \cdots & 0 & \cdots & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots \\
  0 & \cdots & \cdots & 0 & \cdots & \cdots & 0 \\
  a_{k+1} & \cdots & 0 & \cdots & \cdots & \cdots & 0 \\
  a_k & \cdots & 0 & \cdots & \cdots & \cdots & 0 
\end{bmatrix} \]
In our discussion we have confined the coefficients \( a_i(\cdot) \) to be functions of the independent variable \( x \in \mathbb{R} \) alone. Yet, we could generalize the whole discussion in §§2 ff. to the case

\[
F_x := \left\{ \sum_{i=1}^{n} a_i(\cdot, z(\cdot), z'_{X_1}(\cdot)) x_{X_1}(\cdot) + f(\cdot, z(\cdot), Vz(\cdot)) \right\} \in \Omega
\]

with \( a_i(\cdot, z(\cdot), z'_{X_1}(\cdot)) \geq \alpha > 0 \).
Then we would have the derivative

\[
\begin{align*}
F'(y)u &= a_1(\ldots, y(\cdot), y'_x(\cdot))u_1(\cdot) + a_1^{(3,1,0)}(\ldots, y(\cdot), y'_x(\cdot))u_1(\cdot) \\
&
\quad + \sum_{i=1}^{n} f^{(3, \ldots, 1, \ldots, 1)}(\ldots, y(\cdot), y'_x(\cdot)u_x(\cdot) \quad u(\cdot) \quad x \quad x_1')
\end{align*}
\]

(2.17) which is of the same structure, but more complicated than .....

In 33 we give a stability proof for (2.12) by showing that

\[\|A\|_2 = Ch^{-2}\]

for the matrix \(A\) defined in (2.12). So all results based on 33 are results for the Euclidean norm. The conditions which we have to impose are rather stringent. Therefore we give another, much easier, stability proof, valid only for \(k < 4\) showing that \(\|A\|_\infty = Ch^{-2}\). So, using this \$4 with its less stringent conditions sup-norm results are obtained. Since \(A\) essentially normalizes the problem in the asymptotic expansion both conditions are worthwhile.
3. Stability

By stability we mean the uniform boundedness of the inverse operator \( \mathbb{I}^{-1} \) of the difference operator in a neighborhood of the exact solution of the problem.

To prove this property for the method, defined in (2.4)-(2.7), it is enough to prove that the discretization for the linear problem

\[
F y = F'(z)y \quad \text{and} \quad F \text{ from } (1.1) \text{ lead to} \quad (2.1),
\]

we then need to prove that the matrix \( A \), defined by (2.12), has the property \( A^{-1} \leq n^{-1} \).

For that purpose we use and generalize some of the Lemmas, due to Kreiss, Love, Pereyra-Proskurowski-Widlund [24]. The norms in this paragraph are Euclidean vector norm and the spectral matrix norm \( \| \cdot \|_2 \).

**Lemma 3.1 [24]:** Let the symmetric part of a matrix \( A \) satisfy

\[
\frac{(A + A^T)}{2} \geq \delta I, \quad \delta > 0.
\]

Then \( A \) is regular and \( \|A^{-1}\| \leq \delta^{-1} \).

**Lemma 3.2 [24]:** Let \( A = \bigoplus_{i=1}^n P_i A_i P_i \) with permutation matrices \( P_i \). If

\[
\frac{(A_i + A_i^T)}{2} \geq \delta I, \quad \delta > 0, \quad \text{for all } i.
\]

Then

\[
\frac{(A + A^T)}{2} \geq n\delta I.
\]

**Lemma 3.3 [24]:** Let the matrix \( A_1 \) be the direct sum of certain matrices \( B_{1j} \). If

\[
(B_{1j} + B_{1j}^T)/2 \geq \delta I, \quad \delta > 0, \quad \text{for all } j,
\]

Then

\[
(A_1 + A_1^T)/2 \geq \delta I.
\]

We have seen in §2 that the matrix \( A \) in (2.12) is the sum of matrices \( f_i, g_i, \epsilon \), with the \( A_i \) are direct sums of matrices of the form (2.13) and \( P_i \) are permutation matrices.

We have assumed \( h \) so small that \( x \in \Omega_{h,i} \) implies, e.g., \( x + he_i \in \Omega \) and \( x - (v - 1)he_i \in \Omega \) for \( v = 1, \ldots, 2k - 1 \). Especially we have therefore in (2.14) that \( k \geq 2k - 1 \). With the functions \( a, p, q, \) and \( a_v, q_v, r_v \) introduced in (2.15) with indices changed for convenience, we may prove as in [24] the following...
Lemma 3.4: Let the matrix $B$ in (2.14) be split into two matrices $B_1, B_2$ with $p_1$ and $p_2$ in (4.15),

$$B_1 := \begin{pmatrix}
1 & -p_1 & 0 \\
-p_2 & 2q_1 & -p_2 \\
0 & 0 & \ddots & \ddots & \ddots \\
0 & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}.$$

Let $B_2$ be obtained from $B_1$ by inverting the order of rows and columns and changing $m$ to $m'$ and $p_1$ to $p_2'$. Further let

$$m + m' = l + k, m \geq k', m' \geq k'.
$$

If

$$\frac{B_1 + B_1^{T}}{2} \geq \delta I \text{ and } \frac{B_2 + B_2^{T}}{2} \geq \delta I,$$

then

$$\frac{B + B^{T}}{2} \geq \delta I.$$

Before we are able to prove the next Lemma we have to do some preparations. We obtain the symmetric part $S$ of $B_1$ as

$$S := \frac{B_1 + B_1^{T}}{2} = \begin{pmatrix}
0 & s_{11} & s_{12} & \cdots & 0 \\
s_{12} & s_{22} & s_{23} & \cdots & 0 \\
s_{13} & s_{23} & s_{33} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & s_{mm} & 0 \\
\end{pmatrix}.$$
where

\[
\begin{align*}
    s_{ll} &= a_{l} \left( 1 + \frac{h^2}{2} q_{l} \right), \quad s_{uv} = a_{v} \left( 2 + h^2 q_{v} \right), \quad v = 2, \ldots, m - 1, \\
    s_{mm} &= a_{m} \left( 2 + h^2 q_{m} + \left( 1 + \frac{h}{2} p_{m} \right) a_{1} \right), \\
    s_{v+1u} &= \frac{a_{v+1} + a_{u}}{2} + \frac{h}{4} \left( a_{v+1} p_{v+1} - a_{p} p_{u} \right), \quad v = 2, \ldots, m - 2, \\
    s_{mv} &= +a_{m} \left( 1 + \frac{h}{2} p_{m} \right) - \frac{a_{mv+1}}{2a_{0}} \quad \Rightarrow m - k + 1, \ldots, m - 1, \\
    s_{mm-1} &= \frac{a_{mm-1} + a_{m-1}}{2} + \frac{h}{4} \left( a_{mm-1} p_{m-1} - a_{m-1} p_{m-1} - a_{m} \left( 1 + \frac{h}{2} p_{m} \right) \right), \\
    s_{uv} &= 0 \text{ elsewhere}.
\end{align*}
\]

(3.4)

Let us now assume that

\[
\begin{align*}
    a &\in C^{2+a}[x_{1}^{*}x_{1}], \quad p \in C^{2+a}[x_{1}^{*}x_{1}], \quad q \in C^{1+a}[x_{1}^{*}x_{1}], \quad 0 < a < 1, \\
    a(\cdot) &\geq a > 0 \text{ in } [x_{1}^{*}x_{1}]. \text{ There exists } x_{*} \in \{ x_{1}^{*} + (k + 1 - \frac{h}{2}) h, \quad x_{1}^{*} - (k + 1 - \frac{h}{2}) h \} \text{ with } \\
    a'(x_{*}) &= 0, \quad a'(\cdot) > 0 \text{ in } [x_{1}^{*}x_{1}] \quad \text{and } a'(\cdot) \leq 0 \text{ in } [x_{1}^{*}] .
\end{align*}
\]

(3.5)

\[
\begin{align*}
    2aq - a'' + \sgn a'' (ap)' + \frac{a''}{a} (\cdot) &\geq c > 0 \text{ in } [x_{1}^{*}x_{1}], \\
    2aq + (\sgn a') (ap)' - \frac{a''}{2a} (\cdot) &\geq c > 0 \text{ in } [x_{1}^{*}x_{1}] \text{, where we define } \\
    \{ 2aq - [ap]' \}(\cdot) &\geq c > 0 \text{ in an interval of length } h \text{ with the midpoint } R. \\
    \text{sgn } a' &= \begin{cases} 
        1 \text{ in } [x_{1}^{*}x_{1}] \text{ for } a > 0 \\
        -1 \text{ in } [x_{1}^{*}x_{1}] \text{ for } a < 0 .
    \end{cases}
\end{align*}
\]

Here \( C^{m+a}[x_{1}^{*}x_{1}] \) means that all derivatives up to the order \( m \) are (uniformly) Hölder-continuous in \( [x_{1}^{*}x_{1}] \) with exponent \( a \), \( 0 < a < 1 \). For \( \left( \frac{3}{2} \cdot \frac{a''}{a} - a' \right)(\cdot) \leq c_{+} \)

the forelast inequality \( (\geq c) \) in (3.5) includes the last \( (\geq 0) \). We will come back to the case \( a'(\cdot) \leq 0 \) in \( [x_{1}^{*}x_{1}] \), \( a'(\cdot) \geq 0 \) in \( [x_{1}^{*}x_{1}] \) in Remark 3.7.

Now we choose the numbering in (3.2) such that \( |\hat{x} - x_{1}^{*}| \leq \frac{h}{2} .
\]
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Assumptions (3.5) imply that for sufficiently small \( h \), we have \( s_{ij} > 0 \), \( s_{ii} > 0 \), \( s_{ij} \geq 0 \) for \( i < j \), \( s_{ij} \leq 0 \) for \( i > j \). To show that \( \Sigma \) is positive definite we use its LDL\(^T\) representation with a diagonal matrix \( D \). We first give the LDL factorization:

\[
S = L \cdot R =
\begin{bmatrix}
1 & & & & \\
0 & 1 & & & \\
0 & 0 & 1 & & \\
0 & 0 & 0 & \ddots & \\
0 & 0 & 0 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
r_1 & & & & \\
0 & r_2 & & & \\
0 & 0 & r_3 & & \\
0 & 0 & 0 & \ddots & \\
0 & 0 & 0 & \cdots & r_m
\end{bmatrix}
\]

where the \( r_v \) and the \( s_{ij} \) are defined in the usual way, so, e.g.,

\[
\begin{aligned}
& r_1 = s_{11}, \\
& r_{v+1} = s_{v+1,v}/r_v, \quad v = 1, \ldots, m-2 \\
& r_{v+1} = s_{v+1,v} + s_{v+1,v+1}, \quad v = 1, \ldots, m-2.
\end{aligned}
\]

To give the \( L \) and \( D \) we would have to introduce the whole algorithm. Since we need only the properties, given in (3.13) for the \( r_m \) and in (3.14) for \( r_m \)
we do not give the explicit results corresponding to (3.7).

Using the symmetry of \( S \) and the properties of the \( s_{ij} \) one straightforward verifies

\[
S = L \cdot \begin{bmatrix} r_1 & & & & \\
0 & r_2 & & & \\
0 & 0 & r_3 & & \\
0 & 0 & 0 & \ddots & \\
0 & 0 & 0 & \cdots & r_{m-1}
\end{bmatrix} = LDL^T.
\]

So we will study the matrices

\[
L = \begin{bmatrix} L_{11} & 0 \\
L_{21} & \ddots \\
\end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} r_1 & & \\
& r_2 & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & r_m
\end{bmatrix}
\]
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We obtain from (3.4)

\[ s_{v+1} = -\left( a + \frac{h}{2} \right) - \frac{h^2}{2} \left( 1 + \frac{1}{2} \right) (a_v) \quad (v = 0, 1) \]

and, by induction, one shows that \( s_v \), \( 0 \leq v \leq n \).

\[ r_v = a_v + \frac{h^2}{4} \left( \frac{v+1}{2} - 4a_v - 2(a_v) + \frac{1}{2} \right) \quad (v = 0, 1) \]

For the inductive proof and for our later discussions we need \( s_{v+1} \) and we find by (3.7), (3.10), (3.11) that

\[ s_{v+1} = -1 - \frac{h}{2} a_v - \frac{h^2}{4} \left( \frac{v+1}{2} - 4a_v - 2(a_v) + \frac{1}{2} \right) \quad (v = 0, 1) \]

The vector \( \mathbf{x}^T = (0, \ldots, 0, x_{m-k+1}, \ldots, x_m) \) in (3.9) is proved, by similar arguments, to be of the form

\[ \mathbf{x}^T = \frac{1}{2a_0} (0, \ldots, 0, a_k, a_k + a_{k-1} + \cdots + a_2) + (0, \ldots, 0, a(h), \ldots, a(h)) \]

Further (3.8) and (3.13) imply

\[ \begin{align*}
  \mathbf{r} &= \mathbf{s} - \sum_{v=m-k+1}^{m-1} \mathbf{r} \mathbf{v} \mathbf{u} = a \left( 2 + \frac{a_1}{a_0} \right) \\
  \mathbf{r} &= \frac{1}{4a_0} \left[ a_k^2 + \cdots + (a_k + \cdots + a_2)^2 - \left( \frac{a_k^4}{4a_0^2} + 1 \right) \right] + O(h) = d_k(s) + O(h),
\end{align*} \]

where we have used (see [24] and (2.5))

\[ d_k(s) = r_m(h = 0) = a \left( \frac{1}{2a_0} - \frac{a_k^2 + \cdots + (a_k + \cdots + a_2)^2}{4a_0^2} \right) \]

This rational function \( d_k \) satisfies (see [24])

\[ d_k(s) > c_k(k) > 0 \text{ for } k = 1, 2, \ldots, 6 \text{ and } 0 \leq s \leq 1, \]

whereas it changes sign for \( k = 7 \) and 8. Therefore, for \( h \) sufficiently small, we again have...
\begin{equation}
    c_+(k) \quad \frac{m}{m(s)} > \frac{1}{2} > 0 \quad \text{for} \quad k = 1, \ldots, 6, \quad \text{h small}.
\end{equation}

These results allow the generalization of Lemma 5 in Pereyra-Proskurowski-Widlund [74]:

\begin{lemma}
Let \( d_{\min} \) denote the minimum in \((0,1)\) of the function \( d_k \) defined in (3.15), let (3.5) be satisfied and \( h \) be small enough. Then there is a positive constant \( C \), independent of the mesh size \( h \) and the region \( \Omega \), such that

\begin{equation}
S \geq \delta I \quad \text{with}
\begin{align*}
\delta &= Cd_{\min}^2/(\text{diam}(\Omega))^2.
\end{align*}
\end{equation}

\end{lemma}

\textbf{Proof:} Since we need estimates of the form (3.17) we give lower estimates for

\begin{equation}
    x^T S x = x^T L D L^T x \geq \min_{v=1}^m \|L^T x\|_2^2.
\end{equation}

Now by (3.5) and with \( v \leq m < \frac{1}{h} \) we find by (3.11) \( r_v = a_v + O(h) \), so

\begin{equation}
    r_v \geq a_v/2 \geq \delta/2, \quad v = 1, 2, \ldots, m - 1, \quad \text{and with (3.16)}
\end{equation}

\begin{equation}
    x^T S x \geq \min(a_v c_+(k))/2 \cdot \|L^T x\|_2^2.
\end{equation}

We try to find an upper bound for \( \|L^T y\|_2 \) since \( \|L^T y\|_2 \leq c \|y\|_2 \), \( c \in F \), \( y \in F \), \( y \in F \), i.e.

\begin{equation}
    \|L^T x\|_2 \geq c^{-1} \|x\|_2.
\end{equation}

With \( y_m \in \mathbb{R} \), \( y = (y_T, y_m) \) and \( L^T L_{11} \) in (3.9), one verifies, since \( L \) is regular,

\begin{equation}
    y^T L^{-1} = (y_T - y_m L_{11}^{-1} y_m)^T
\end{equation}

simply by multiplying the equation from right with \( L \). Since the \( a_v/a_0 \) are of the form \( \delta (a_v/a_0) \) and since the vector \( \xi \) in (3.13) includes only \( a_v/a_0 \), \( v = 2, \ldots, k \), \( \xi \) has a uniformly bounded norm in \( 0 \leq \xi \leq 1 \). So

\begin{equation}
\|L^T y\|_2^2 \leq \|L_{11}^{-1}\|_2^2 \|y_T\|_2^2 + |y_m||\|y_T\|_2^2 + |y_m|^2 \leq C(\|L_{11}^{-1}\|_2^2 + 1) \|y\|_2^2
\end{equation}

Now, since

\begin{equation}
    \|L_{11}^{-1}\|_2^2 = \text{(smallest eigenvalue of } L_{11}^{-1} L_{11}^{-1} )
\end{equation}

we are going to estimate this eigenvalue. The definition of \( L_{11} \) in (3.6) and (3.9)
leads to

\begin{equation}
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\end{equation}
We use the well-known theorem of Gerschgorin [18] to find

\[
\|R^{-1}\|_2 \leq \min \left\{ \left| i + \frac{\left| i_{21} \right|}{1 + \left| i_{v-1} \right|} \right|, \left| i + \frac{\left| i_{21} \right|}{1 + \left| i_{v-1} \right|} \right|, \left| i + \frac{\left| i_{21} \right|}{1 + \left| i_{v-1} \right|} \right| \right\} \cdot h^2
\]

with \( c_1 \in \mathbb{R}^+ \). We find, with \( 'x - x \leq \frac{h}{\sqrt{\alpha}}, \alpha''(h) \leq 0 \) and \( \varepsilon _{v+1} = 0 \cdot \varepsilon (h) \)

\[
(1 + \left| \delta_{21} \right|) \geq \frac{h^2}{4 \alpha_1} (2k - (ap + u)' \n, \text{ for } x \leq \hat{h},
\]

\[
(1 + \left| \delta_{21} \right|) \geq \frac{h^2}{4 \alpha_1} (2k - (ap + u)' \n, \text{ for } x \geq \hat{h},
\]

\[
(1 + \left| \delta_{21} \right|) \geq \frac{h^2}{4 \alpha_1} (2k - (ap + u)' \n, \text{ for } x \geq \hat{h}.
\]

Ignoring, for a moment, the \( \varepsilon O(h^3) \)-terms in (3.22) we find

\[
\begin{align*}
1 + \left| \delta_{vv-1} \right| - \left| \delta_{v+1} \right| = (1 + \left| \delta_{vv-1} \right|)^2 \cdot \varepsilon_{v+1} - \varepsilon_{vv-1} \\
\geq \frac{h^2}{2} \left\{ 2q - \frac{a^{\prime \prime}}{a} - \frac{(a_{u})'}{a} \right\} \varepsilon_{v} \\
+ \frac{h^3}{2} \frac{a_{u-1} v - 2}{a_{u-1} u} (2k - (ap + u)' \n + \frac{a^{\prime \prime} (a_{u-1} v - 2)}{a} - 4a_{u} + \varepsilon_{v+1} - \varepsilon_{vv-1} \end{align*}
\]

Since \( v \) might be \( \left| \frac{1}{h} \right| \) we cannot neglect the \( h^3 \cdot \varepsilon \)-term. Combining (3.20) and (3.5) we find (3.19) satisfied. We have ignored the \( \varepsilon O(h^3) \)-terms in \( \varepsilon_{v+1} \) resp. \( (v - 1)O(h^3) \) in \( \varepsilon_{vv-1} \). That we may do so is shown by an elementary straightforward, but very lengthy computation, essentially by showing that for these \( \varepsilon O(h^3) \)-terms

\[
2(v - 1)O(h^3) - \varepsilon O(h^3) = (v - 1)O(h^3) = 0(h^3).
\]
As a consequence of (3.13), (3.11) we have proved (3.17) and therefore with (3.13), (3.18) Lemma 3.5. 

Remark 3.1: The conditions in (3.9) are only one possibility to ensure (3.1). The only purpose for $a_i < 0$ and $(a_i - (a_i)) > \frac{1}{3}$ is to ensure that the $\nu_i^{(1)}$-term in (3.11) does not dominate the $\nu_i^{(2)}$-term in (3.10). The right choice of $\nu_i^{(1)}$, i.e., limiting properties, we get then, with

$$q_{\nu_i} := \frac{a_i}{a_i} - \frac{(a_i)^2}{a_i} + \frac{1}{2} \frac{(a_i)^2}{a_i} + \frac{1}{8} \times \int_{x_0}^{x_i} \left( a_i^2 - 4a_i \right) dx ,$$

conditions of the form

\begin{align*}
\left( 2q - \frac{(a_i)^2}{a_i} \right) &- \frac{(a_i)^2}{a_i} + \frac{1}{2} \frac{(a_i)^2}{a_i} + \frac{1}{8} \times q_{\nu_i} \geq c_i \text{ or} \\
\left( 2q - \frac{(a_i)^2}{a_i} \right) &- \frac{(a_i)^2}{a_i} + \frac{1}{2} \frac{(a_i)^2}{a_i} + \frac{1}{8} \times q_{\nu_i} \geq c_i ,
\end{align*}

where $1/\nu_i \leq h$ or ($1/\nu_i \geq h$)

(3.22)

Remark 3.2: In the case of these conditions, the final limit of the partial differential equation is even more complicated to check in concrete problems than (3.2).

We mention our further discussion to (3.16). If in a special case (3.16) should not be satisfied, one still can try to verify the corresponding conditions based on the inequalities given in (3.2). 

Remark 3.7: We have confined our discussion to $a_i' (\cdot) > 0$ in $[x_i', x_i]$ and $a_i' (\cdot) < 0$ in $[x_i', x_i']$. If the distribution of signs changes, we have to impose
There exists \( x \in [k^+ + (k+1-s^+)h, x^*_1 - (k+1-s^+)h] \) with
\[
\begin{align*}
\text{sgn}(x) & = 0, a'(x) > 0 \text{ in } [k^+_1, x^*_1], a'(-x) < 0 \text{ in } [x^*_1, k^+_1], \\
(3.23) \quad & \{2aq - (ap')(-x) + \frac{a'^2}{a} \}(-x) \leq C < 0 \text{ in } [k^+_1, x^*_1], \\
& \{2aq - (ap')(x) - \frac{a'^2}{a}(x)\} \leq 0 \text{ in } [x^*_1, k^+_1], \\
& \text{with } \text{sgn}(x) = \begin{cases} 1 \text{ in } (k^+_1, x^*_1), \\ -1 \text{ in } [x^*_1, k^+_1]. \end{cases}
\end{align*}
\]

Then we find \( S < \delta I, \delta > 0 \) and Lemmas 3.1-3.4 remain valid, if \( \delta, \geq \) is replaced by \(-\delta, \leq \) and the main result \( \|A^{-1}\| \leq \delta^{-1} \) stays unchanged. So we find again the stability result \( \|A^{-1}\| \leq Ch^{-2}, C > 0. \square \)

Remark 3.8: If we want to prove the result corresponding to Lemma 2.5 for \( x \) the order of the indices in (3.2)ff has to be inverted. That may be simulated by the transformation of \( x \) into \(-x\), and in (3.20), (3.21) \( a' \) and \((ap') \) change into \(-a' \) and \(-1 \) respectively, the rest stays unchanged. So conditions (3.5) imply Lemma 3.5 for \( S \) defined by \( B_1 \) and by \( B_2 \). \square

Finally we want to point out a very important special case:

Remark 3.9: If \( a = \text{const.} \) Lemma 3.5 remains valid, if (3.5) is replaced by

\[
\begin{align*}
(3.24) \quad & \{2q - |p'|(-x)\} \geq \epsilon > 0 \text{ in } [k^+_1, x^*_1].
\end{align*}
\]

In (3.24) one may replace \( 2q - |p'| \) by one of the conditions
\[
2q + p' \text{ for } x \geq \xi \text{ and } 2q - p' \text{ for } x \leq \xi
\]
respectively
\[
2q - p' \text{ for } x \geq \xi \text{ and } 2q + p' \text{ for } x \leq \xi
\]
where \( \xi \) is an arbitrary point in \([k^+_1 + (k+1-s^+)h, x^*_1 - (k+1-s^+)h] \). \square

Combining Lemmas 3.1-3.5 we obtain...
Theorem 3.10: Let \( a, p, q \) introduced in (2.15) satisfy one of the conditions (3.5), (3.24), (3.23) or (3.22), let \( k < 6 \) and \( h \) be small enough, and let \( A \) be the matrix defined in (2.12) - (2.15). Then there exist constants \( C_k > 0 \), independent of \( h \), such that

\[
\| A^{-1} \|_2 \leq C_k (\operatorname{dim} \Omega)^2 \cdot h^2.
\]

If we apply Theorem 3.10 to a linear elliptic equation of the form (2.9) we obtain a stability result in the sense that the inverse operator to \( F^h \) defined in (2.11) is uniformly bounded for \( h > 0 \). For the nonlinear discretization (2.4)-(2.7) the stability is understood in the above sense for the operator \( F'(y) \), where \( y \) is close to the exact solution \( z \) of (2.2) (see Stetter [26]). So this "nonlinear" stability property strongly depends on small enough \( \| y - z \| \). We only formulate a stability result in this nonlinear setting for problem (2.2). We will treat the more complicated problem (2.16) with the much less restrictive conditions in §4.

Theorem 3.11: Let \( k < 6 \), \( h \) be small enough, and for small \( \| y - z \| \) and \( \| z \| \) we have

\[
\sum_{i=1}^{n} \left( a_{i1}(x_i) + (\text{sgn} q_{i1})(a_{i2}(x_i)) \right) > c > 0
\]

in an interval of length \( h \) with midpoint \( x_i \).

Further, let for each maximal intersecting interval \([x_i^*, x_i^+] \in \bar{\Omega} \cap G_h, n(\text{that is } x_i^*, x_i^* \in \bar{\Omega})\) in the direction of the coordinate vector \( e_i \) exist \( \tilde{x}_i \in [x_i^* + (k+1-s^2)h, x_i^* - (k+1-s)h] \) such that

\[
\frac{a_{i1}(x_i^*)}{a_{i2}(x_i^*)} > 0 \quad \text{in } [x_i^*, x_i^*],
\]

(3.27) \[
\begin{align*}
(2a_{i1}q - (a_{i2}p_{i1})')(\cdot) &> c > 0 \text{ in an interval of length } h \text{ with midpoint } x_i^* - \frac{s^2}{2a_i}, \\
(2a_{i1}q + (\text{sgn} q_{i1})(a_{i2}p_{i1})') - \frac{s^2}{2a_i} &> c > 0 \text{ in } [x_i^*, x_i^*].
\end{align*}
\]

Then the discretization, defined in (2.4)-(2.7), is stable in the sense discussed...
above. Instead of (3.27) we could state the corresponding conditions based on (3.22).

or more complicated conditions based on (3.22).

We want to formulate the corresponding result for constant $a_i$.

Theorem 3.11: Let $k \leq d$, $i$ be small enough, $a_i$ be constant and for small enough $y = \xi$ an smooth enough $v$

\[ p_2(\cdot) := f^{(0,1,0,\ldots,0)}(\cdot, y(\cdot), \zeta y(\cdot)) \in C^{2+\nu}(\cdot), \]

\[ q(\cdot) := f^{(0,1,0,\ldots,0)}(\cdot, y(\cdot), \zeta y(\cdot)) \in C^{2+\nu}(\cdot), \quad n - 1 < 1, \]

\[ 2q(\cdot) = \sum_{i=1}^{n} p_2(\cdot) \leq c_s \cdot 0 \in \Omega. \]

Then the discretization, defined in (2.4)-(2.7) is stable.

Proof: Theorem 3.11 is an immediate consequence of Theorem 3.10. Theorem 3.12 is derived from condition (3.24). By

\[ q_k(\cdot) := p_2(\cdot)/2 + c_s/n, \quad i = 1, \ldots, n, \]

\[ r(\cdot) := q(\cdot) - \sum_{i=1}^{n} q_k(\cdot) \geq 0, \]

\[ q = q_k + r, \quad q_i := q, \quad i = 2, \ldots, n \]

we have found $p_2$, $q_i$, $i = 1, \ldots, n$, satisfying (3.24). 

For the special case of the Poisson equation

\[ p_2(\cdot) := 0, \quad i = 1, \ldots, n, \quad q_k(\cdot) = 0, \quad \text{that is} \]

\[ (3.29) \]

the stability result corresponding to Theorem 3.2 has been proved in Pereyra-Prokowowski-Widlund (24). We cannot include this special case in our general Theorem 3.8, since (3.27) would correspond to $c_s = 0$ in (3.24). The proof given above breaks down for $c_s = 0$. 
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4. Stability for \( k \leq 4 \) under less stringent conditions.

For \( k \leq 4 \) a much easier stability proof may be given. If \( P \) is a permutation matrix, then \( P^T B P \) and \( B \) contain the same diagonal elements only in a changed order. Further, the elements found in the same row and column with \( b_{jj} \) will be found in that row and column which are closest to \( b_{jj} \) in the permutation. Thus, it is enough to prove in Lemma 4.1:

Lemma 4.1: Let \( P \) be a permutation matrix. Then \( B = (b_{ij}) \) is diagonal dominant if and only if \( P^T B P = (b'_{ij}) \) is diagonal dominant and

\[
\min_{i=1}^{n} |b_{ii} - \frac{1}{n} \sum_{j=1}^{n} |b_{ij}|| = \min_{i=1}^{n} \left( \frac{1}{n} \sum_{j=1}^{n} |b_{ij}| \right) \min_{i=1}^{n} \left( \frac{1}{n} \sum_{j=1}^{n} |b'_{ij}| \right) .
\]

Further, we need the elementary Lemma 4.2:

Lemma 4.2: Let \( A = \sum_{j=1}^{n} B_j = (a_{ij}) \), let each nontrivial row in \( B_j = (b_{ij}) \) be diagonal dominant with positive diagonal elements. Further, let for each row of \( A \) exist a nontrivial row with the same index in at least one of the \( B_j \). Then \( A \) is diagonal dominant and

\[
\min_{i=1}^{n} \left( \sum_{j=1}^{n} |a_{ij}| \right) = \min_{i=1}^{n} \left( \sum_{j=1}^{n} |b_{ij}| \right) .
\]

Now if we want to prove stability, it is enough to show that the matrices defined in (2.14) are diagonal dominant. For that purpose we need less stringent conditions as in §1 (see (3.5)).

Lemma 4.3: Let in (2.9) \( a_i, b_i, c \) satisfy

\begin{equation}
\begin{aligned}
& a_i, b_i, c \in C(0), \quad 0 < a_i \leq a_i(-) \\
& 0 < a_i(-) \leq a_i(+) \quad c(+) = c(-) / \sum_{i=1}^{n} a_i(-) \leq 0 \\
& b_i(-) \geq P_i^* , \quad i = 1, \ldots, n .
\end{aligned}
\end{equation}

Then for \( h < \min \{ \frac{2}{P_i^*} \} \) and \( k = 1, 2, 3, 4 \) the matrix \( B = (b_{ij}) \) in (2.14) is diagonal dominant with

\[
\min_{i=0}^{4} \left( \sum_{j=1}^{n} |b_{ij}| \right) = \min_{i=0}^{4} \left( \sum_{j=1}^{n} |b'_{ij}| \right) .
\]
Proof: Under the assumption (4.1) and for \( h \cdot \min \left\{ \frac{2}{P_i} \right\} \), we have with \( i = 1 \) to \( n \)
\[
\frac{c(\cdot)}{\int_{1}^{2}} \quad a_i(\cdot) \quad \text{and} \quad p(\cdot) = \frac{b_i(\cdot)}{a_i(\cdot)} \quad (\text{see (2.13)})
\]
\[
2 + h^2 q_s \cdot (\frac{1}{2} - h p_s + \frac{1}{2} h p_s^2) = h^2 q_s \geq h^2 2s.
\]
Further, the \( \frac{a_i^*}{a_0} \) and \( \frac{1}{a_0} \), \( s = 1, \ldots, k \), have alternating sign for \( \frac{1}{a_0} \); \( a_0 > 0 \). So we find that, under the assumption \( \frac{1}{a_0} \) and \( a_0 > 0 \),
\[
g_k(s) := 1 + \frac{a_1^* + a_2^* - a_3^* + \ldots + (-1)^k a_k^*}{a_0^*} \geq 0 \quad \text{for all } h \in [0, 1].
\]
Now one verifies either by straightforward discussion or by using computers that
\[
\min_{1 \leq s \leq 1} g_k(s) > 0 \quad \text{for } k = 1, 2, 3, 4.
\]
\[
0 \leq s < 1 \quad \text{for } k = 5, 6.
\]
So (4.2) holds just for \( k = 1, 2, 3, 4 \) and the Lemma is proved.

Combining Lemmas 4.1 to 4.3 we obtain by Gerschgorin's Theorem [21]:

**Theorem 4.4:** Let (4.1) be satisfied and \( h < \min \left\{ \frac{2}{P_i} \right\} \). Then the matrix \( A \) is regular and there are positive constants \( D_k \) such that
\[
\|A^{-1}\| \leq D_k \cdot h^{-2}.
\]
In contrast to Theorem 3.7 we have an estimation for \( A^{-1} \) instead of \( A \).

Since in the proofs of our Lemmas 4.1-4.3 the coefficients \( a_i \) in (2.1) only had to satisfy (4.1) and since we obtain stability for the nonlinear problem simply by proving stability for the linear problem we can generalize our Theorem immediately to the more general case given in (2.16), (2.17):
Theorem 4.5: Let \( z \) be the unique solution of (2.16), \( \alpha < \frac{1}{n} \), and let
$$
0 < \alpha_i \leq a_i (\cdot, z(\cdot), z_i (\cdot)) \text{ in } \Omega, \quad i = 1, 2, \ldots, n,
$$
$$
0 < Q_x \leq \left( f(0, 1, 0, \ldots, 0)(\cdot, z(\cdot), z(\cdot)) - \sum_{i=1}^{n} a_i (0, 1, 0, \ldots, 0)(\cdot, z(\cdot), z_i (\cdot)) \right) \text{ in } \Omega,
$$
and, with \( P_i \) in (4.1), let
$$
(4.3) \quad f_{1 \times 2} \left( \frac{f(0, \ldots, 1, 0, \ldots, 0)(\cdot, z(\cdot), z(\cdot))}{P_i} \right) - \left( \frac{a_i (0, 1, 0, \ldots, 0)(\cdot, z(\cdot), z_i (\cdot))}{P_i} \right) \text{ in } \Omega,
$$
with continuous functions \( a_i, f(0, 1, 0, \ldots, 0)(\cdot, z(\cdot), z(\cdot)) \) and
$$
\left( f_{1 \times 2} \left( \frac{f(0, \ldots, 1, 0, \ldots, 0)(\cdot, z(\cdot), z(\cdot))}{P_i} \right) \right) \text{ in } \Omega.
$$

Then the discretization of \( F \) in (2.16) is stable in a neighbourhood of the exact solution \( z \).
5. Convergence and asymptotic expansion.

With the stability, proved in 3.3 and 4, we obtain convergence and asymptotic expansions by studying the local discretization error. Before we do so we need some formal notations. With the spaces $E := C^2(\Omega) \times C(\Omega)$ and $E^0 := C(\Omega) \times C(\Omega)$ and the grid and related notations, we define

$$
E_h := E^0_h := (\Omega_h, \Omega_h) \times (\Omega_{h,n}, \Omega_{h,n}) \times \mathbb{R}^N
$$

with one of the norms

$$
\| n_{h,n} := \max_{x \in \Omega_{h,n}} |n_h(x)|
$$

and

$$
\| n_{h,n} := \left( \sum_{x \in \Omega_{h,n}} |n_h(x)|^2 \right)^{1/2}
$$

(5.1)

and the restriction operators

$$
\mathcal{R}_h := \left\{ E \rightarrow E_h \right\}, \mathcal{R}_0 := \left\{ E^0 \rightarrow E^0_h \right\}
$$

$$
\Lambda_h := \left\{ \begin{array}{c}
E \rightarrow E_h \\
\mathcal{V} \rightarrow \mathcal{V}_{h,n}
\end{array} \right\}
$$

Now we have (for B see (2.2))

**Lemma 5.1:** Let in (2.2) the solution $z \in C^2(\tilde{\Omega} \times B)$, $\partial^V_{\tilde{\Omega}} f : f : (\Omega, \mathcal{V}, \mathcal{V}_1, \ldots, \mathcal{V}_N)$

and

$$
\frac{\partial^V}{\partial \mathcal{V}_1, \ldots, \partial \mathcal{V}_n}
$$

the usual formal differential operator in the multivariate Taylor expansion be given as

$$
\left( \sum_{i=1}^{n} \delta_i \frac{\partial}{\partial \mathcal{V}_i} \right)^V.
$$

Then the local discretization error $(\phi_2) : (\lambda_2, x)$ in given in regular points $x$ as

$$
\begin{aligned}
\phi_2^V &:= \phi_2^V \Rightarrow \begin{cases}
\tilde{\Omega}(\mathcal{V}_1, \ldots, \mathcal{V}_n) \sum_{i=1}^{n} \frac{\partial^V}{\partial \mathcal{V}_i} f(x, z(x), \mathcal{V}(x)) \\
\tilde{\Omega}(\mathcal{V}_1, \ldots, \mathcal{V}_n) \frac{\partial^V}{\partial \mathcal{V}_i} f(x, z(x), \mathcal{V}(x))
\end{cases}
\end{aligned}
$$

(5.2)

In irregular mesh points $x$, summing the derivatives of $z$, have to be changed in the following way:

Let $z^* \in C^2(\tilde{\Omega} \times B)$ be a smooth extension of $z$, where $\mathcal{V}_n > 0$ is large enough to contain all grid neighbours for irregular points. Then use
\[
\begin{align*}
\frac{q+1}{2} z(x) &= \sum_{j=2}^{q+1} \frac{2^j}{j!} \left( x \cdot (k-1) h e_i \cdot x \right) + \frac{z_i}{h} k^{+1} z^*(i) + \frac{z_{i+1}}{h} k^{+1} z^*(i) \quad \text{resp.} \\
\frac{q}{2} z_{k+1} + 2 z_{k+1}^* &= \sum_{j=1}^{q} \frac{2^j}{(2j+1)!} \left( x \cdot (k+1) h e_i \cdot x \right) + \frac{z_i}{h} h^{+2} z^*(i) + \frac{z_{i+1}}{h} h^{+2} z^*(i) \\
&\quad \text{with } \xi_i, \xi_i^* \text{ on the gridline through the point } x \\
&\quad \text{in } e_i \text{ direction and } i-th \text{ co-ordinate in } (x \cdot (k-1) h e_i, x \cdot h e_i) \\
&\quad \text{for the corresponding } \frac{q+1}{2} \quad \text{resp. } \frac{q}{2} \text{ in (5.2).}
\end{align*}
\]

**Proof:** Immediately we find: \( u(\cdot + h) - u(\cdot - h) = u'(\cdot) 2h^2 + \frac{u''(\cdot)}{h} 2h^2 + O(h^2) \).

\[
\begin{align*}
\frac{u(x+h) - u(x-h)}{2h} &= u'(x) + \sum_{j=1}^{n} \frac{h^{2j}}{(2j)!} u(2j+1)(x) + O(h^{2j+1}) \\
\frac{u(x+h) - u(x-h)}{h^2} &= u''(x) + \sum_{j=2}^{\infty} \frac{2h^{2j+1}}{(2j-1)!} u(2j)(x) + O(h^{2j+2})
\end{align*}
\]

for any \( u \in C^{2j+1}(x-h, x+h) \).

Now \( z \in C^{2(q+1)}(\cdot) \) may be extended to a \( z^* \in C^{2(q+1)}(\cdot) \). Such extensions exist, but they usually do not satisfy an extended differential equation \((\cdot)\).

Further, since we can split (5.2) into terms, each one only involving derivatives with respect to one variable, we may continue the discussion now to the variables.

Since we need the local truncation error, we have to replace \( y_i \) in (1.3) by \( z_i \), obtained as \( z_i = P_i(x \cdot h e_i) \), where \( z_i \) is defined as \( P_i(x \cdot (1-v \cdot h e_i)) = z_{i-1} \), \( v \in \mathbb{N} \), \( i=0, \ldots q \), \( P_i(x \cdot h e_i) = g(x_i) \). So we have, by the well known error formulas for polynomial interpolation,

\[
\begin{align*}
z(x \cdot h e_i) - z_i &= \frac{(x \cdot h e_i - x \cdot h e_i - \cdots - x \cdot h e_i - x \cdot (k-1) h e_i)}{(k+1)!} z_{k+1}(i) \\
&= \frac{s_{k+1}}{h^{k+1}} z_{k+1}(i)
\end{align*}
\]

By inserting (5.5) into (5.4) we evidently obtain (5.2), (5.3).
Combining formulas (5.2) and (5.3) and observing that there are only $O(h^{-(n-1)})$
irregular points one obtains

**Lemma 5.2.** The local discretization error $(\phi_h^k) (\Delta_h z)$ admits an asymptotic expansion:

\[ \| (\phi_h^k) (\Delta_h z) - A_h \sum_{i=1}^{q} h^{2i} g_{2i} h_0 \| = O(h^{k-1+1/\sigma}) \]

(5.6)

for $2q < k-1 + 1/\sigma$, and $\sigma = 0$, $k \leq q$ or $\sigma = \infty$, $k \geq \infty$.

where the $g_{2i}$ are defined in (5.2), (5.3), and $q \leq q$ as in Lemma 5.1.

Again, since (5.1) can be split into the terms mentioned in (2.11), we may use the arguments in [7] to prove Theorem 5.3. In this theorem we only give conditions for $a_1$, $f$ and $g, \alpha_0$ to ensure $z \in C^{2q+2+\alpha}(\Omega)$. The more or less "geometric" type conditions, given e.g., in Agmon-Douglis-Nirenberg [1], §7 are only referred to. If they are valid, the smoothness results for the $e_{2i}$ are ensured.

**Theorem 5.3.** Let, for $k \leq q$ and $k \leq 6$, the $\| \cdot \|$-norm, $\alpha = 0$ and $\sigma = 2$, the condition (4.3) and (3.26)-(3.27) or (3.28) be valid respectively. Let further $\alpha \in C^{1}(\Omega)$, $\alpha \in C^{2q+2+\alpha}(\Omega)$, $f(\cdot, \cdot, \cdot) \in C^{2q+2+\alpha}(\Omega \times \Omega)$, $\Omega \in C^{2q+2+\alpha}(\Omega \times \Omega)$, $g \in C^{2q+2+\alpha}(\Omega)$ for $0 < \alpha < 1$ and $k - 1 + 1/\sigma \leq 2q+\alpha$, and "geometric" conditions (see [1], §7) be satisfied.

Then $z \in C^{2q+2+\alpha}(\Omega)$ and we have for the approximate solution $z_h$

\[ z_h = A_h \sum_{i=1}^{q} h^{2i} e_{2i} \]

(5.7)

\[ \| (\phi_h^k) (\Delta_h z) - A_h \sum_{i=1}^{q} h^{2i} e_{2i} z_h \| = O(h^{k-1+1/\sigma}) \]

where $O(h^{k-1+1/\sigma})$ refers to the difference with respect to $\| \cdot \|_{0, \Omega^{2q+3, m}}$. Further, we have

\[ e_{2i} (\cdot) \in C^{2q+2+\alpha}(\Omega), e_{2i} (\cdot) = 0 \text{ on } \partial \Omega, \ i = 1, 2, \ldots, q \]

(5.7) corresponds for (3.29) to the result of Pereyra-Proskurowski-Widlund [24].

A result, given in Agmon-Douglis-Nirenberg [1], §7, may sometimes help to avoid difficulties arising from the violation of $\partial \Omega \in C^{2q+2+\alpha}$ in isolated points. Since in all our proofs we only need differentiability properties along grid lines, one only has to choose the grid such that its lines avoid non-smooth boundary points. Then the results in [1], §7 may be used to obtain results for the case $h_0 \geq h \geq h_1 \geq 0$, which might sometimes be useful.
6. Two special cases.

The breakdown of the asymptotic expansion in Theorem 5.4 is, for a sufficiently smooth situation, caused by the interpolation error, given in (5.5). This error will be less disturbing in one of the two following cases:

(6.1) Let \( s_1 = 0, \ i = u_1, \ldots, u_m \) (see (2.6)), in (5.5) for all \( x \in D_{h,1} \).

(6.2) We admit only \( h_i \), such that

\[ s_i = \text{const. (independent of } h) \], \( i = u_1, \ldots, u_m \), in (5.5) for all \( x \in D_{h,1} \).

The second case is, admittedly, somewhat artificial, but if it is satisfied we have instead of (5.7) the relation

\[
\begin{aligned}
\zeta_h - \Delta_h z &= \Delta_h \sum_{i=1}^{\varphi} h^{2i} e_2 + O(h^{k+1/c}) \\
&\text{if (6.2) is satisfied, with } k+1/c \geq 2q+a \\
\end{aligned}
\]

(6.3) \( q' = \max(m \in \mathbb{N} | 2m + k+1/c, m < q \).

In some cases, when (6.2) is satisfied we may, by a proper choice of (different) stepsizes in the directions of different co-ordinate axes, even obtain \( s_i = 0 \), that is (6.1). This case has been treated in Pereyra [23] for uniformly elliptic operators of the following (causal linear) type

(6.4) \( F:C^{\infty}\Omega \rightarrow C^{\infty}\Omega \; \text{with} \; \frac{\partial}{\partial x} \in \mathbb{R}^n \; \text{and for any real vector} \; \zeta \in C^{2q+2+a}_1(\Omega) \; \text{and "geometric" conditions for} \; \zeta \),

\[
\begin{aligned}
\begin{pmatrix}
\frac{\partial}{\partial x} \end{pmatrix} a_{ij}(\tau) x_i x_j + \frac{\partial}{\partial y} f(\tau, y(\tau), V_y(\tau)) &\text{in } \Omega \\
y(\tau) - g(\tau) &\text{on } \partial \Omega \\
\end{pmatrix}
\end{aligned}
\]

with \( \sum_{i,j=1}^{n} a_{ij}(\tau) \xi_i \xi_j \geq \alpha \|\xi\|^2 \; \text{in } \Omega \) with \( \alpha > 0 \) and for any real vector \( \xi = (\xi_1, \ldots, \xi_n) \). The discretization of (6.4) under the condition (6.1) is obtained by using (2.4) in regular and irregular mesh points and by replacing in irregular mesh points the \( \eta_h(x \pm e_1) \) with \( x \pm h e_1 \in \partial \Omega \) by the boundary values \( g(x \pm h e_1) \). Then Pereyra [23] has proved (the smoothness properties of the \( e_{21} \) in (6.5) may be checked by some additional computations).

Theorem 6.1: Let (6.1) be satisfied and the operator \( F_c \) in (6.4) be discretized as described above. Further let \( a_{ij} \in C^{2q+2}(\Omega) \), \( f(\tau, y(\tau), V_y(\tau)) \in C^{2q+2}(\Omega \times \mathbb{R}) \) and \( g \in C^{2q+2}(\Omega) \). Then \( \zeta \in C^{2q+2}(\Omega) \) and

(6.5) \[
\begin{aligned}
\zeta_h - \Delta_h z &= \Delta_h \sum_{i=1}^{q} h^{2i} e_{2i} + O(h^{2q+a}), e_{2i}(\tau) \in C^{(q-1)+2+a}(\Omega).
\end{aligned}
\]
Discrete Newton and deferred corrections

As an immediate consequence of the results in 5.9 we can use extrapolation and interpolation techniques to get higher order results. The general approach is given in Bulirsch-Stoer [13] and applied to the Dirichlet problem for the Poisson equation in Pereyra-Proskurowski-Widlund [24]. So we only give the result here.

Theorem 7.1: By applying Richardson extrapolation once resp. twice to the methods given in Theorem 5.3 for \( k = 4 \) resp. \( k = 6 \) we get approximations of order 3.5 resp. 5.5 in \( L_2 \)-norm. If (6.2) is valid orders 4.5 resp. 6.5 are obtainable by three extrapolation steps. Even higher orders (up to 2q+1, see Theorem 6.1) are obtainable, if (6.1) is satisfied.

Using Richardson extrapolation requires the solution of the nonlinear system

\[ (\mathbf{h}_n F)_h = 0 \]

for decreasing \( h \). That implies, for higher dimensions \( n \), the system of nonlinear equations to be solved, we are able to apply the

disadvantage by either applying Pereyra’s [22] iterated deferred corrections or iterated defect corrections or discrete Newton methods [6,8].

The first two methods require for every correction step the solution of a nonlinear equation (of the same size) where the original right hand side 0 has to be changed. In discrete Newton methods only the original nonlinear equation has to be solved. The corrections are obtained by solving linear systems (of the same size) with a fixed matrix and different right hand sides and therefore need much less computational time.

Most of the conditions for the applicability of iterated defect corrections are easily verified, whereas for discrete Newton methods we need a lot of technical formalism. So we prove the results for iterated defect corrections and present discrete Newton methods and sketch deferred corrections without proof. For deferred corrections we have to approximate (only near \( b = 6 \) is discussed here) the local discretization error \( (\mathbf{h}_n F)_h \) given in (5.2) as

\[ (\mathbf{h}_n F)(\Delta h z)(x) h^2 b_4(x) + h^4 b_2(x) + \ldots \]

Now we have from (5.2), with

\[ \frac{\partial^4}{\partial z_1 v_1 \ldots \partial z_n v_n} \mathbf{f} = \mathbf{f}(0,0,0,\ldots)^T v_1 \ldots v_n \]

\[ h^2 b_4(x) = \frac{h^2}{6} \sum_{i=1}^{n} \left( \frac{a_i(x)}{2} \frac{\partial^2 z(x)}{\partial x_i^2} + \frac{d^3 z(x)}{\partial x_i^3} \frac{\partial f(x,z(x),v_z(x))}{\partial x_i} \right) \]

and

\[ -30- \]
\[ h^4 b_2(x) = \frac{h^4}{120} \left[ \sum_{i=1}^{n} \left( \frac{a_i(x)}{3} \frac{\partial^2 z(x)}{\partial x_i^2} + \frac{b_i(x)}{3} \frac{\partial z(x)}{\partial x_i} + \frac{c_i(x)}{3} f(x, z(x), v z(x)) \right) \right] \]

and so we need approximations for \( h^2 b_1(x) \) and \( h^2 b_1(x) + h^4 b_2(x) \) of the order 4 and 6 respectively. Now the same remark is appropriate for irregular points with respect to \( s + 1 \) for the behaviour of the \( \alpha / \alpha \) as given in Ferreyra-Proskurowski-Widlund [24], p. 9.

In iterated defect corrections and in discrete Newton methods we have to discretize equations of the form

\[ (7.1) \quad F y = F y + d, \quad \text{with} \quad d = \left( e \in Q \right). \]

For defect corrections \( F_0 \) is given as \( F \) in (2.1), whereas \( F \in L(C(\Omega) \cap C(\Omega)) \) for discrete Newton methods. With the discretization, defined in 2., we obtain

\[ (7.2) \quad \begin{cases} \left( \Omega_n, F_0 \right)_{n, h} = (\Omega, F_0)_{n, h} + \Omega_h d, \\ \text{where} \quad \Omega, F_0 \text{ is described in 2 and} \\ \Omega_h \in L(C(\Omega) \cap C(\Omega), (C_{n, h}(\Omega)) \times (C_{n, h}(\Omega))). \end{cases} \]

For the considerations below we have

\[ (7.3) \quad d = \left( e \in Q \right) \quad \text{and therefore} \quad \Omega_h d = \left( e \right|_{\Omega_h \cap \Omega}). \]

whereas for \( e \in \Omega \) in (7.1) the component of \( \Omega_h d \) in \( \Omega_h \cap \Omega \) is more complicated since the boundary values enter the difference equations for irregular points in (2.6). However, in either case \( \Omega_h d \) is independent of \( \eta_h \).

Discretizations, for which (7.1) implies (7.2), are called strongly linear, see Böhmer [8]. In [8] we have proved that, if \( F y + d = 0 \) is uniquely solvable for small enough \( \| d \| \) and if the strongly additive discretization method generates \( \Omega_h d \) independent of \( \eta_h \), a stable \( \Omega \), and an error asymptotic, where the coefficients \( e_{21} \) in (5.7) are elements of linear spaces with certain properties, see
Assumption 2.4 in [8] part II, the iterative defect correction provides us with the results given below. All conditions mentioned above, except Assumption 2.4, have been shown to be satisfied. Assumption 2.4 is a consequence of the smoothness requirements in Theorem 5.1, which we are not able to formulate explicitly and of the structure of \( F \) in (2.12) of [4], part IV.

For discrete Newton methods and iterative defect corrections we have to compute defects in the form

\[
(7.4) \quad d = s \varepsilon_{z_{i-1}}, \quad i = 1, \ldots, .
\]

That means, we need extension operators which extend discrete approximations, as \( h \) and \( \zeta_h \), defined on \( (T_h, \Omega) \times (C_h, \Omega_h) \), to continuous functions \( v_h \in C^1 \), such that \( F_v \) or at least \( \nabla_h \cdot F_v \) is defined. This may be done in different ways, all based on the observation that it is enough to use univariate interpolation or approximation operators \( T \). For a point \( x \in D_h \) we then find along a grid line in the \( i \)-th coordinate direction the situations in Figure 3:
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In \( x_1, \ldots, x_r \) we know the corresponding \( n_1, \ldots, n_r \) (as the approximate values given by the difference equations (2.4)-(2.8)). Here \( r \) depends on \( x \) and the direction \( e_1 \).

Further we know in \( x^*_1 \) and \( x^*_r \) the \( n^*_1 \) and \( n^*_r \) from the boundary condition. Finally we may compute \( n_0 \) and \( n_{r+1} \) by the appropriate formulas (2.5). Let

\[
n^*_h = (n_0, n^*_1, \ldots, n^*_r, n_{r+1}).
\]
Method 1: Continuous piecewise polynomials:

With a λ ≥ k, k as in (2.5), define T as (Πλ are the polynomials of degree λ and \([s]\) = entire part of s)

\[
\begin{align*}
P_\lambda^i : &= T(n, (x_{\lambda k} x_{(\lambda + 1)k})^u, u = \max(0, 1, \ldots, s^i); = \frac{s^i}{\lambda}), \\
P_u(x^i) &= n^i, v = u^i, \ldots, (u+1)^i, \\
P_u^{i+1}(x^i) &= T(n, (x_{(u+1)k} x_{(u+2)k})^u, u = \max(0, 1, \ldots, s^i); = \frac{s^i}{\lambda}), \\
P_u^{i+1}(x^i) &= n^i, v = r+1, \ldots, r+1.
\end{align*}
\]

Method 2: Spline-functions:

Define T as a spline-function of degree λ ≥ k as discussed in [6, 6, 3].

Method 3: Overlapping polynomials (discrete splines):

Let λ=λ*2 < k, k = 1, 2, 3, 4 and define T as

\[
\begin{align*}
P_o^i : &= T(n, (x_{\lambda k} x_{(\lambda + 1)k})^u, u = \max(0, 1, \ldots, s^i); = \frac{s^i}{\lambda}), \\
P_o(x^i) &= n^i, v = 0, \ldots, s^i, \\
P_o^{i+1}(x^i) &= T(n, (x_{(u+1)k} x_{(u+2)k})^u, u = \max(0, 1, \ldots, s^i); = \frac{s^i}{\lambda}), \\
P_o^{i+1}(x^i) &= n^i, v = r+1, \ldots, r+1.
\end{align*}
\]

The last polynomial is defined analogously to (7.5).

Method 4: Symmetric formulas and polynomial extrapolation [8, 24]:

Interpolate the points \((x_v, y_v)\) for \(v = 0, 1, \ldots, k, v = r-k+1, \ldots, r+1, v = 1, \ldots, s + 1, \) and \(v = r-k, \ldots, r\) by polynomials \(P_{k,v}, P_{k,v}^e, P_{s,v} \) and \(P_{s,v}^e\), respectively, and compute extrapolated provisional values

\[
\begin{align*}
\eta_v &= P_{k,v}(x_v), v = -1, -2, \ldots \text{ and } \eta_v = P_{k,v}(x_v), v = r+2, r+3, \ldots, \\
\eta_v &= P_{s,v}(x_v), v = 0, -1, -2, \ldots \text{ and } \eta_v = P_{s,v}(x_v), v = r+1, r+2, \ldots,
\end{align*}
\]
respectively. Then use for \( i = 1, 2, \ldots \) to compute the defect \( F_{z_{i-1}} \) in (7.4). For points \( s \in \mathcal{S} \) the boundary values are obtained as provisional values from polynomial extrapolation and have to be updated after every iteration, as far as necessary.

To formulate iterated defect corrections we have to replace \( F \) in (2.1) by \( F_{z_{i-1}} \) defined as

\[
F_{z_{i-1}} y = F y - F_{z_{i-1}} y = 0, 1, 2, \ldots
\]

In the discretization we need \( F_{z_{i-1}} \) only in \( (\mathcal{T}_F \cap \mathcal{S}) \cup (\mathcal{S} \cup \partial \mathcal{S}) \). Since the \( \tilde{c}_i \)'s satisfy the boundary condition in the grid points \( \mathcal{C}_h \cup \partial \mathcal{S} \), up to rounding errors, we are in the situation (7.3) and obtain

\[
\begin{align*}
& (\phi_F F_{z_{i-1}}) \tilde{c}_i(x) = (\phi_F) \tilde{c}_i(x) - F_{z_{i-1}}(x) \quad \text{for} \quad x \in \mathcal{C}_h \cup \partial \mathcal{S} \\
& (\phi_F F_{z_{i-1}}) \tilde{c}_i(x) = \tilde{c}_i(x) \quad \text{for} \quad x \in \mathcal{C}_h \cup \partial \mathcal{S}.
\end{align*}
\]

Now the iterated defect corrections are defined as follows

\[
\begin{align*}
\text{(i)} & \quad \text{given the starting value} \quad \tilde{c}_0 = \tilde{c}_0 \quad \text{such that} \quad (\phi_F \tilde{c}_0 = 0) \\
& \quad \text{compute} \quad \tilde{c}_{i-1} = \mathcal{T} \tilde{c}_{i-1} \quad \text{and} \quad \tilde{c}_{i, i-1} \quad \text{from} \\
\text{(ii)} & \quad (\phi_F F_{z_{i-1}}) \tilde{c}_i = 0 \quad \text{with} \quad \phi_F F_{z_{i-1}} \quad \text{in} \ (7.3),
\end{align*}
\]

\[
\text{(iii)} \quad \text{finally, define} \quad \tilde{c}_i = \mathcal{T} \tilde{c}_{i-1} - \tilde{c}_{i-1}, i = 1, 2, \ldots
\]

In discrete Newton methods we have to discretize linear equations of the form

\[
F'(z_0)(z - z_0) = -F_{z_{i-1}}.
\]

So we need, see (2.4) and (2.10),

\[
\begin{align*}
\left( \phi_F F'(z_0) \right) \tilde{c}_i(x) = & \sum_{i=1}^{n} a_1(x) \mathcal{T}_{h} (x+he_i) - 2 \mathcal{T}_{h} (x) + \mathcal{T}_{h} (x-he_i) \\
& + \sum_{i=1}^{n} f(0, 1, 0 \ldots 0) (x, z_0(x), v z_0(x)) \mathcal{T}_{h} (x+he_i) - \mathcal{T}_{h} (x-he_i) \\
& + f(0, 1, 0 \ldots 0) (x, z_0(x), v z_0(x)) \mathcal{T}_{h} (x) \quad \text{for} \quad x \in \partial \mathcal{S}.
\end{align*}
\]

-34-
For irregular points $x \in \mathbb{R}^n$, the changes corresponding to (1.1) have to be made. In (7.11) the $z_0(x)$ = $z_0(x)$ are known, the $z_0(x)$ may be computed by one of the methods defined above. In [I,4] we have shown that, under conditions satisfied here, we do not need in (7.11) $F'(z_0)$ exactly, but that we may pass over to an $F'(z_0)$ which is obtained from $F'(z_0)$ by replacing $W_2(x)$ by $\frac{z(x+h, e_1) - z(x, e_1)}{h}$,

\[ z(x+h, e_1) - z(x, e_1) \]

(7.11)

Now we are ready to formulate our discrete Newton method for the problem (...) Let $\varphi^h_i$, as defined in (1.2)-(1.3), $F_0^h : = F^h(z_0)$ and $F_0^h(z_0) : = F^h(z_0)$, by replacing in $F^h(z_0)$ $T_{k,1} = \cdot \cdot \cdot = T_{k,h}$ by $1$. (7.11), $\varphi^h_0(z_0)$ as in (7.11) and use one of the operators I in Method 1-4,

\[
\begin{cases}
(1) & \text{given the starting value } z_{h,0} = z_0 \text{ such that } \\
& (\varphi^h_0)_{z_{h,0}} = 0, \text{ define } z_{k+1} = T_{h,k} + z_{k+1} \text{ and } \\
& \text{compute } z_{h,1} = 1, \ldots, h \\
(2) & \text{compute } z_{h,1} \text{ by the relation } (\varphi^h_0)_{z_{h,1}} = 0 \text{ on } C_{h,0} \cap C_0 \\
& \text{This method is called discrete Newton method. As indicated already in Pereyra-Proskurowski-Widlund [24] the order results for deferred corrections, as well as for discrete Newton methods and iterated defect corrections, are rather poor due to the fact that in (5.7) we have only } O(h^{k-1+\frac{1}{2}}), \\
& \text{instead of an } O(h^{k+1}) \text{ which would correspond to the well known order results for } k = 0 \text{ and } k = 1. \\
& \text{Theorem 7.2: Let } k = 6, \lambda \leq 6 \text{ in Method } 1-4, \text{ and let the conditions in } \\
& \text{Theorem 5.3 be satisfied with } q = 3 \text{ and } \alpha < 0.5, \text{ so } z \in C^{44}((\bar{\Omega})). \text{ Further, } \\
& \text{let } z_{h,1} \text{ be defined either as the first deferred correction or by (7.10) or } \\
& \text{(7.14). Then } \\
& (7.15) \quad z_{h,1} = T_{h}z + O(h^{3.5}). \\
& \text{Further, if (6.1) is satisfied we have instead of } (7.15) \\
& (7.16) \quad z_{h,1} = T_{h}z + O(h^{4.5}) \\
\end{cases}

If we compare the different types of defect and deferred corrections with the Richardson extrapolation, the main advantage of the extrapolation lies in its ability to work up to order 5.5 compared to order 3.5 for the other methods. This provides us with asymptotic upper and lower bounds for the exact solution (see Bulirsch-Stoer [13]). However, one has to pay for these advantages by much higher computational time than for discrete Newton methods or one of its equivalents. Especially, for nonlinear problems (2.2) the discrete Newton methods yield the corrections in a relatively small amount of additional computations, by solving linear equations with a known matrix twice (see 8.). For those problems the discrete Newton methods are even superior to iterated defect and deferred corrections which furnish the corrections by solving nonlinear systems of the initial size with very good known starting values, whereas Richardson extrapolation needs the solution of nonlinear systems, with numbers of equations proportional to $1/h^n$.

8. Computational remarks:

In equation (2.6) the fraction $\alpha_i / \alpha_{0,i}$ will become very large if $s_i$ is close to 1, that is, if the irregular point $x \in \Omega_h$ is close to the boundary. Therefore we will scale the equations in (2.6) always so, that the coefficient in the linear part of $n_h(x)$ becomes 2$n$.

If (2.2) is linear we may use any good method to solve the linear system (2.4)-(2.6). The choice of the method very much depends on the properties of $f$, see e.g. Rosser [25]. In many cases it will be possible to get the corrections in the discrete Newton method (we choose $\nu = 2$ in (7.10) for such a case) by considerably less computational effort. That is, for example, true if the differential equation in (2.2) is the Poisson equation (treated in Pereyra-Proskurowski-Widlung [24] or the Helmholtz equation $\Delta z + cz = 0, c = \text{constant}$). For both equations one can very well use the fast Laplace solvers as described in [24] and then gets the corrections pretty cheaply.
If (2.2) is nonlinear, the system (2.4)-(2.8) will be nonlinear, too. In most cases one will then use the Newton method:

\[(8.1) \quad (\varphi_h F)'(\eta_{i-1})(\eta_i - \eta_{i-1}) = -(\varphi_h F)\eta_{i-1}, \quad i = 1, 2, \ldots\]

to obtain the solution \[\zeta_h = \lim_{i \to \infty} \eta_i\] of (2.4)-(2.8). If an appropriate stopping criterion has been chosen, so \[\zeta_h := \eta_\infty\], one may often use the already known matrix \[(\varphi_h F)'(\eta_{i-1})\] for \[\varphi_h (\psi(z_0))\] in (7.10). So, again, the corrections by the discrete Newton method are obtained relatively cheap.

Finally, we have pointed out already in 7. that for a proper choice of \(h\), the discrete Newton method may be executed on a fixed grid \(h, n\) and (6.2) will usually be satisfied. So the chances are pretty good that a second correction improves the approximation. In that case it is worth-while to use \(\lambda = k+1\) in Methods 1-4.

If (6.1) is satisfied, and the situation is smooth enough, it is advisable to take pretty big \((\lambda \geq 10)\). Because of the loss of asymptotic terms in the methods discussed in Theorem 7.1 Richardson extrapolation might still be interesting for less smooth situations.
Numerical examples

As demonstrating examples we use boundary value problems, all on the same domain \( \Omega \), defined by the differential equations \( F_z = 0 \), \( i = 1, \ldots, 4 \), and by the boundary values, which are the restrictions of the exact solutions \( z_i \), \( i = 1, \ldots, 4 \), to the boundary \( \partial \Omega \). So we have

\[
\begin{align*}
\Omega: & \quad \{ (x,y) \mid (x-0.5)^2 + (y-1)^2 \leq (0.5)^2 \} \\
F_1 z: & \quad z_{xx} + 2z = 0, \quad z(x,y) = \sin(xy) \\
F_2 z: & \quad z_{xx} + 3z = 0, \quad z(x,y) = \sin(x+y) \\
F_3 z: & \quad z_{xx} + 3e^{-1}z = 0, \quad z(x,y) = \sin(x-y) \\
F_4 z: & \quad z_{xx} - \ln(x^2 + y^2) z = 0, \quad z(x,y) = (x+y)^2.
\end{align*}
\]

With the discretization in \( \Omega \) we obtain \( \Phi_{F_1} \) and \( \Phi_{F_2} \) as systems of linear, \( \Phi_{F_3} \) and \( \Phi_{F_4} \) as systems of nonlinear equations respectively. The first step in (7.10) and (7.14) is to solve \( (\Phi_{F_i}) \lambda_h = 0 \). The nonlinear systems, for \( i = 3, 4 \), are solved via the usual Newton method, see (7.6), which is not to be mixed up with the discrete Newton method below. The matrices of all the problems above are positive definite and, for the special case of \( \Omega \) in (9.1), symmetric. So we solve the linear equations by using SOR methods combined with techniques to estimate the optimal relaxation parameters. For the linear problems \( F_1 \) and \( F_2 \) these relaxation parameters have to be estimated only once, since the discretization \( \Phi_{F_1} \), \( i = 1, 2 \), and the discrete Newton method are based on the same matrix. For the nonlinear problems the matrix in the discrete Newton method is often replaced by the last matrix in Newton's method to solve the nonlinear system \( (\Phi_{F_i}) \lambda_h = 0 \), \( i = 3, 4 \). So the estimation for the optimal relaxation parameter in the last Newton step again may be used in the discrete Newton method. Therefore the iterations in the discrete Newton method are rather cheaply available.

In the following Table we give the errors \( \| z_{h,v} - z_{h,v} \|_2 \) for \( v = 0, 1, 2 \) and for \( k = 3, \ldots, 6 \), where \( k \) is given in (2.5). The defects in the discrete
Newton methods are computed with methods 3 and 4, see \( y \). In method 3 we use overlapping polynomials with \( k = 1 \) and in method 4 we only document those results, where we have used polynomials of degree \( k \) in (7.1) to compute provisional values for the outer points which we need for the symmetric divided differences. Because of (7.13) we have

\[
\varepsilon_{h,v-1} - \varepsilon_{h,v} = \varepsilon_{h,v-1} - \varepsilon_{h,v}
\]

Therefore the correction \( \varepsilon_{h,v-1} - \varepsilon_{h,v} \) may be used as an estimation for the error \( \varepsilon_{h,v-1} - \Delta_{h,v} \), especially \( \varepsilon_{h,2} - \varepsilon_{h,3} \) has been used to estimate \( \varepsilon_{h,2} - \Delta_{h,2} \).

The numbers \( q \) are defined as quotients between these estimated errors and the real errors.

The following numbers are computed on a UNIVAC 1108 with double precision (about 18 digits). I want to thank cand. math. H. Offermann, who did the computations.
<table>
<thead>
<tr>
<th>Example 1</th>
<th>Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 3</td>
<td>Method 4</td>
</tr>
<tr>
<td>$k$</td>
<td>$v$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1.8e-09</td>
</tr>
<tr>
<td>2</td>
<td>1.7e-10</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>8.5e-12</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.2e-12</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>9.5e-13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Example 3</th>
<th>Example 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 3</td>
<td>Method 4</td>
</tr>
<tr>
<td>$k$</td>
<td>$v$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>5.5e-09</td>
</tr>
<tr>
<td>2</td>
<td>1.1e-09</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.2e-10</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.4e-11</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5.2e-12</td>
</tr>
</tbody>
</table>

Table

From this table we see that, even for $k = 3$, the first correction is worthwhile and for larger values of $k$, especially $k = 6$, two corrections considerably improve the approximation and that, especially in method 3, the third correction still gives an excellent estimation for the error.
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