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Techniques of program modification are formulated, and an experimental software system implemented, whereby a given program that achieves one goal can be transformed into a new program to achieve a different goal. The essence of the approach is to find an analogy between the specifications of the given program and of the desired program, and then to transform the given program accordingly.

Program debugging is considered as a special case of modification: if a program computes wrong results, it must be modified to achieve the intended results.
Item 20 (Cont'd)

The abstraction of a set of concrete programs to obtain a program schema and
the instantiation of abstract schemata to solve concrete problems are also
viewed from the perspective of modification techniques.

Two tools are developed as aids in the above tasks: We describe trans-
formation rules for synthesizing code from specifications in a top-down
manner. They may be used when - in the course of modifying a program - the
need arises to completely rewrite a program segment. For the purpose of
determining what an incorrect program actually does - before attempting to de-
bug it - we develop techniques of program annotation. These techniques are
expressed as inference rules and derive invariant assertions from the program
text.

These notes were prepared jointly by N. Dershowitz and Z. Manna. They are
based on the papers by Dershowitz and Manna (1977, 1978) and Dershowitz’s PH.D.
This research effort forms part of a broad integrated project under RADC TPO No. 5 (C³ System Availability), Thrust A (Software Cost Reduction), to attack the problem of spiraling Air Force software lifecycle costs. Complemented within the RADC project both technologically and temporally, this medium long range, high payoff effort focuses on automated software synthesis and modification. It develops theoretical techniques utilizing program annotation, abstraction, instantiation and transformation. These techniques, and the emerging theory that unifies them, form the basic substructure of future undertakings that will eventually result in automated production line aids for efficient software production and maintenance.
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CHAPTER I

INTRODUCTION
Programming begins with the specification of what the desired program should do; the programmer’s job is to develop an executable program satisfying those specifications. The goal of automatic-programming research is to formalize the methods and strategies used by programmers so that they may be incorporated in an automatic, or interactive, programming environment.

While most automatic-programming research has focused on the creation of programs ex nihilo, very little of this work concentrates on applying past experience to new problems. Typically, a programmer directs more of his effort at the modification of programs that have already been written than at the development of original programs. The evolutionary cycle of a program includes debugging, changes to meet amended specifications, and extensions for expanded capabilities. Even when nominally engaged in the construction of a new program, the programmer is constantly recycling "used" programs and adapting basic principles that have already been incorporated into other programs. Ideas of general applicability are abstracted into subroutines or programming techniques and then applied to specific problems at hand.

In this research, we have attempted to emulate the evolutionary aspects of programming in the context of an automatic program-development system. We have formulated techniques of program modification, whereby a given program that achieves one goal can be transformed into a new program to achieve a different goal. The essence of the approach is to find an analogy between two sets of specifications, those of a program that has already been constructed and those of the program that we desire to construct. This analogy is then used as the basis for transforming the existing program to meet the new specifications. Program debugging is considered as a special case of modification: if a program computes wrong results, it must be modified to achieve the intended results.

Program modification is not the only manner in which a programmer utilizes previously acquired knowledge. The human programmer improves with experience by assimilating various programming methods that he encounters, and judiciously applying the learned ideas to new problems. After coming up with several modifications of his first "wheel", he is likely to formulate for himself (and perhaps for others) an abstract notion of the underlying principle and reuse it in new, but related, applications. Program schemata are a convenient form for remembering such programming knowledge. A schema may embody basic programming techniques and strategies (e.g. the generate-and-test paradigm or the binary-search technique) and contains abstract predicate, function, and constant symbols, in terms of which its specification is stated.
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The abstraction of a set of concrete programs to obtain a program schema and the instantiation of abstract schemata to solve concrete problems may be viewed from the perspective of modification techniques. This perspective provides a methodology for applying old knowledge to new problems. Beginning with a set of programs sharing some basic strategy and their correctness proofs, a program schema that represents the embedded technique is sought. Preconditions for the schema's applicability are also derived from the correctness proofs. The schema's abstract specification may then be compared with a given concrete specification and an instantiation found that, when applied to the schema, yields a concrete program. If the instantiation satisfies the preconditions, then the correctness of the new program is guaranteed.

Extending a program to satisfy additional specifications is another form of program modification. Techniques are required to construct code that extends the incomplete program to achieve the remaining specifications, while ensuring that the original specifications continue to be satisfied. Modification based on analogy and extension can be combined to solve a given problem. The analogy between a new problem and a given program may only indicate how to achieve part of the specified goal; the transformed program is then extended to achieve the remainder.

Sometimes, in the course of modifying a program or instantiating a schema, it may turn out that a program segment, e.g. a loop initialization, must be constructed from scratch. Top-down synthesis techniques are useful for this purpose. Beginning with the specifications of the desired segment, the goal is to develop the program step by step until executable code is obtained. Each step consists of rewriting a segment of the program in increased detail. Since every step is transparent enough to ensure correctness, each partial program in the series is equivalent to its predecessor. In particular, the final program is guaranteed to satisfy the initial specifications.

A prerequisite for debugging an incorrect program is knowledge about what the program actually does, as opposed to what it was intended to do. Moreover, various facts about a program are frequently needed for the purposes of modification, though they were not supplied by the programmer. For these purposes, we devote attention to the development of annotation techniques for documenting a program with assertions. Assertions are a useful means of documenting facts about the internal workings of a program; they relate to specific points in the program and assert that some relation holds for the current values of the program variables whenever control passes through that point. Given a program along with its input-output specification, the task is to annotate the program incrementally with assertions that explain the actual workings of the program regardless of
whether the program is correct. These annotations can be used as aids in the debugging of an incorrect program. They can also be used for verifying the correctness of programs or for analyzing program efficiency. Our annotation techniques are formulated as inference rules.

The techniques of program manipulation that we have investigated are for the most part amenable to automation, and we have implemented them in an experimental system, written in QLISP. Our implementation consists of three parts: modifier, annotator, and synthesizer. The implementation was meant to serve as a proving ground for ideas; many of the examples presented in this report have run successfully. The modifier has, for example, modified an integer square-root program to compute quotients and has debugged an incorrect real-division program. Our annotator can generate the necessary invariants for these programs, and for more complex programs, e.g., selection sort. The synthesizer has successfully constructed several complete programs, such as one for finding the minimal element of an array, or for finding its value.

The next chapter presents a general overview of the various aspects of program modification; their individual roles and their close interaction are illustrated in an account of the evolution of an example program. The remainder of this report is composed of chapters on techniques for

- modification and debugging,
- abstraction and instantiation,
- synthesis, and
- annotation.

Each of these chapters is largely self-contained, though a common set of examples is threaded through them. Bibliographic remarks are included in the individual sections.
CHAPTER II

GENERAL OVERVIEW
In this overview we shall trace the life-cycle of a single example program, in an attempt to impart the overall flavor of our approach to program modification, and to illustrate how the various aspects are interrelated. More formal treatments of our techniques may be found in the individual chapters. This example is outlined in Figure 1; it owes its motivation to Wensley [1969] and Dijkstra [1976].

![Diagram of program evolution]

**Figure 1. Evolution of a division program**

We begin with an imperfect program to compute the quotient of two real numbers. We then debug the program, after determining enough about what the program actually does. Once the division program is corrected, it is modified to compute the square-root of a real number. Underlying both the division and square-root program is the binary-search technique; by abstracting these two programs, a binary-search schema is obtained. This schema is then instantiated to obtain a third program, one to compute the square-root of an integer. Part of that program is synthesized from scratch.
I. The Problem

Consider the problem of computing the quotient $z$ of two nonnegative real numbers $c$ and $d$ within a specified (positive) tolerance $e$. These specifications are conveniently expressed in a high-level assertion language in terms of an output specification and an input specification. The output specification states the desired relationship among the program variables upon termination. In our case, the output specification

$$|c/d-z|<e$$

indicates that the (absolute value of the) difference between the exact value of $c/d$ and the result $z$ should be less than $e$. The input specification defines the set of inputs on which the program is intended to operate. Assuming that we only wish to solve this problem for the case where the numerator $c$ is smaller than the denominator $d$, the appropriate input specification for the program is

$$0 \leq c < d \land e > 0$$

We can express our goal in the form of the following skeleton program:

```
P; begin comment real-division program
   assert 0\leq c < d, e>0
   achieve |c/d-z|<e varying z
end .
```

The `achieve` statement,

```
achieve |c/d-z|<e varying z
```

specifies the relation between the variables $z$, $c$, $d$, and $e$ that we wish to attain at the end of program execution. The clause

```
varying z
```

indicates that only the variable $z$ may be set by the program; the variables $c$, $d$, and $e$ contain input values that may not be modified. The `assert` statement,

```
assert 0\leq c < d, e>0
```

attached to the beginning of the program, specifies what relation between the input variables may be assumed to always hold at the beginning of program execution.

An `achieve` statement may be considered as a "very high-level" programming construct that "somehow" achieves the specified relation at that point in the program. It is not directly executable; the task of the programmer — be he human or machine — is to
systematically transform the achieve statement into an executable program by replacing it with more concrete code. If the replacement itself contains achieve statements, then the process iterates, step by step, until a machine-executable program is obtained that contains only primitive statements and operators. This final program will be of the form

| P; begin comment real-division program          |
| assert 0 < d, c > 0                              |
| purpose k / d - z | c                     |
| code                                                |
| suggest k / d - z | c                     |
| end                                                 |

The purpose statement,

    purpose k / d - z | c ,

is a comment describing what the intent of the code following it is. The statement

    suggest k / d - z | c

contains the programmer's contention that the preceding code actually achieves the desired relation, i.e. the relation k / d - z | c holds for the value of z when control reaches the end of the program.

When an assertion, such as k / d - z | c, has been proved to hold each time control passes through some point, then it is said to be an invariant assertion at that point. As long as it has not been proved to hold, it is called a candidate. In particular, an output candidate, associated with the point of termination, is a local invariant at that point, if the final values of the variables satisfy the asserted relation when the program terminates. The assertion is termed an output invariant once this has been proved to be the case. A program, then, may be considered correct if there exist output invariants that imply the output specification.

For the problem at hand, we must assume that no general real-division operator / is available, though division by an integer is permissible. Otherwise, the problem could be solved with a trivial assignment statement

    z := c / d .

The reader may also note that, were it not for the restriction that only the variable z may be set by the program, the problem could be solved, for example, by setting both z and c to 0. This would satisfy the specification k / d - z | c, but is not the intended solution.

Now let us assume that a programmer went ahead and constructed the following program:
The comment

\texttt{purpose zSc/d, c/d<z+y, ySe}

indicates that the programmer's intention is to achieve the desired relation \( k/d-z|e \) by achieving the three subgoals \( zSc/d, c/d<z+y, \) and \( ySe \). Achieving these relations is sufficient for \( k/d-z|e \) to hold. To achieve them, the programmer constructed an iterative loop intended to keep the first two relations invariably true while making progress towards the third. The intended loop invariants are given in the statement

\texttt{suggest zSc/d, c/d<z+y}

at the label \( L_i \); they are first initialized by the multiple assignment

\( (z, y) := (0, 1) \)

since both \( 0S<\) and \( c/d<0+1 \) are implied by the assumption that \( 0S<\). The two loop-body statements

\begin{align*}
&\text{if } d-(z+y)S\text{ then } z := z+y \\
&\text{y := y/2}
\end{align*}

are then repeated until the test

\( ySe \)
becomes true, at which point the loop is left."

For the candidates

\texttt{suggest }z<_c/d, \ c/d<_z+y

to be loop invariants, they must hold when the loop is first entered and must remain true each subsequent time control returns to the beginning of the loop. Though we have seen that they do hold initially, it has not yet been verified that they remain true. Consequently, it is also not known if the output candidate \( k/d-z<_e \) is invariant. In fact, by running the program with \( c=1, \ d=3, \) and \( e=1/3 \), for instance, the programmer may discover that the result \( z=0 \) does not satisfy \( k/d-z<_e \). Since these values for the variables satisfy the input specification, but do not satisfy the output specification, the program is incorrect. The bug presumably occurred when the programmer "inadvertently" interchanged the two statements within the loop.

2. Annotation

We know what this program was intended to do. However, before we can debug it, we must know more about what it actually does. This will be accomplished by examining the code, trying to extract as many relations between the variables as we can, and annotating the program with the discovered relations.

Our techniques for program annotation are discussed in more detail in the chapter on annotation. There they are expressed as inference rules: the antecedents of each rule are usually annotated program segments and the consequent is either an invariant or a candidate. These rules have been implemented; the automatic annotation of a similar program is shown in the appendix on implementation.

As a first step, we note that the input variables \( c, \ d, \) and \( e \) are not changed by the program. Therefore the input assertion

\texttt{assert }0<_c/d, \ e>0

holds throughout execution of the program. Such an assertion is termed a global invariant of the program; we write

\texttt{assert }0<_c/d, \ e>0 \text{ in } P.

\texttt{The loop-until-repeat construct we use is based on the suggestion of J. Ole-Dahl in Knuth [1974]; achieve statements were used by Sussman [1975].}
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We now try to determine the range of the two program variables $y$ and $z$. The assignments to $y$ in the program $P$, are

$$y := 1 \quad y := y/2.$$

The variable $y$ is initialized to 1 before the loop and is repeatedly divided by 2 within the loop. It follows that $y=1/2^n$, where $n$ is some nonnegative integer indicating the number of times that $y$ has been halved.

In dealing with sets, we find the following notation convenient: Let $f(s_1, s_2, \ldots, s_m)$ be any expression containing occurrences of $m$ distinct subexpressions $s_1, s_2, \ldots, s_m$. The set of elements

$$\{ f(s_1, s_2, \ldots, s_m) : s_1 \in S_1, s_2 \in S_2, \ldots, s_m \in S_m \}$$

is denoted by

$$f(S_1, S_2, \ldots, S_m).$$

Using this notation, we say that $y$ belongs to the set $1/2^N$, where $N$ is the set of nonnegative integers. Since this relation holds throughout the program $P$, from the point when the assignment $y:=1$ is first executed, we may assert the global invariant

assert $y \in 1/2^N$ in $P$.

From this invariant one can derive both an upper and lower bound on $y$. At one extreme $y=1/2^0=1$, and at the other extreme — as the exponent increases — the value of $y$ approaches 0. Thus, we

assert $0 < y \leq 1$ in $P$.

The program contains two assignments to the variable $z$,

$$z := 0 \quad z := z + y.$$ 

Since we have already determined that $y$ is always of the form $1/2^n$, it follows that $z$ must be a sum of some finite number (possibly zero) of elements of that form. This does not tell too much about $z$; it does, though, give the lower bound

assert $z \geq 0$ in $P$.

since $y$ is always positive.
The loop terminates when the exit test $y \leq e$ becomes true. Thus, whenever control reaches the label $E$, the relation $y \leq e$ must hold. This is expressed by the local invariant

$$E; \text{assert } y \leq e$$

Similarly, if the exit test is not taken and the loop body is executed, then the exit test must have been false, i.e. $y > e$.

Neither branch of the conditional statement affects $y$, and therefore the relation $y > e$ holds after the conditional statement as well. At that point $y$ is divided by 2. If before the division we had $y > e$, then at the end of the loop body we have $2 \cdot y > e$. So, whenever the loop body is executed control returns to the head of the loop with the relation $2 \cdot y > e$ holding. Since that relation does not necessarily hold when the loop is first entered with $y = 1$, it is not a loop invariant. Nevertheless, the disjunction of the relations $y = 1$ and $2 \cdot y > e$ is a loop invariant, since one relation holds when the loop is first entered and the other holds every time the loop is repeated, i.e. we have

$$L; \text{assert } y = 1 \lor 2 \cdot y > e$$

Consider the conditional statement

$$\text{if } d \cdot (z+y) \leq c \text{ then } z := z+y \text{ fi}$$

It is an abbreviation of the statement

$$\text{if } d \cdot (z+y) \leq c \text{ then } z := z+y \text{ else fi}$$

which has an empty else-branch. The then-path of the conditional statement is taken when $d \cdot (z+y) \leq c$; therefore, after resetting $z$ to $z+y$ we have $d \cdot z \leq c$. Since the programmer introduced the conditional statement to achieve some specific relation in different cases, it is plausible that the relation $d \cdot z \leq c$ — achieved by the then-path of the conditional — is the intended relation and holds for the else-path as well. This suggests the candidate

$$L; \text{suggest } d \cdot z \leq c$$

Indeed, since $d \cdot z \leq c$ is true initially, when $z = 0$ and $c \geq 0$, and is unaffected when the conditional test is false (since the value of $z$ is not changed), it invariantly holds when control reaches the head of the loop. We have derived the loop invariant:

$$L; \text{assert } d \cdot z \leq c$$

The then-path is not taken when $c < d \cdot (z+y)$, in that case $y$ is divided in half and $z$
is left unchanged, yielding $c(d'(z+2\cdot y))$ at the end of the current iteration. It turns out that the then-path preserves this relation and that it also holds upon initialization. Thus we have the additional invariant:

$$L_i: \text{assert } c(d'(z+2\cdot y))$$

The loop invariants $d\cdot z \leq c$ and $c(d'(z+2\cdot y))$ remain true when the loop exited is taken; along with the exit test $y \leq e$, they imply that upon termination of the program the output invariant

$$E_j: \text{assert } k/d-z < 2\cdot e$$

holds. Note that the desired relation $k/d-z \leq e$ is not implied.

The annotated program — with invariants that correctly express what the program does — is:

```plaintext
assert 0 \leq c(d, e) > 0, y \leq 1/2^N, z \geq 0 in
P; begin comment annotated bad division program
B; assert 0 \leq c(d, e) > 0
(z, y) := (0, 1)
loop L; assert d\cdot z \leq c, c(d'(z+2\cdot y)), y \leq 1/2\cdot y\cdot e
    suggest d\cdot z \leq c, c(d'(z+y))
    until y \leq e
    if d'(z+y) \leq c then z := z+y fi
    y := y/2
repeat
E; assert k/d-z < 2\cdot e
suggest k/d-z \leq e
end.
```

We have omitted the purpose statements to avoid clutter.
3. Debugging

Now that we know something about what the program does, we can try to debug it. Our task is to find a correction that transforms the actual output invariant

\[ \text{assert } k/d-z<2\cdot e \]

into the desired output candidate

\[ \text{suggest } k/d-z<e . \]

We shall then apply that transformation to the program in an attempt to derive a correct program.

Accordingly, we would like to modify the program in such a manner as to transform the insufficient \[ k/d-z<2\cdot e \] into the desired \[ k/d-z<e ; \] we write

\[ k/d-z<2\cdot e \Rightarrow k/d-z<e . \]

The obvious difference between the two expressions, is that where the first has \( 2\cdot e \), the second has just \( e \). So, to transform \( k/d-z<2\cdot e \) into \( k/d-z<e \), we need only transform

\[ 2\cdot e \Rightarrow e , \]

leaving the other symbols unchanged. This may be accomplished by replacing \( e \) with \( e/2 \), i.e. by applying the transformation \( e \Rightarrow e/2 \). In this manner, we get

\[ k/d-z<2\cdot e \Rightarrow k/d-z<2\cdot e/2 \Rightarrow k/d-z<e . \]

We see that the transformation \( e \Rightarrow e/2 \), applied to the output invariant \( k/d-z<2\cdot e \), yields the desired output specification \( k/d-z<e \). That same transformation is now applied to the whole annotated program (excluding the programmer's suggestions). The symbol \( e \) appears once in the program text: the exit clause

until \( y\le e \)

accordingly becomes

until \( y\le e/2 \).

The symbol also appears four times in the invariants; for example, the input assertion \( e>0 \) transforms into \( e/2>0 \) which is equivalent to \( e>0 \).

The transformed program is
assert 0 < c < d, e > 0, y ∈ 2^M, z ≥ 0 in

\[ P_1: \begin{align*}
& \text{assert } 0 < c < d, e > 0 \\
& (x, y) := (0, 1) \\
& \text{loop } L_1: \text{assert } d > z > c, c(d-(z+2y)), y = 1 \forall y \leq e \\
& \quad \text{suggest } d > z > c, c(d-(z+y)) \\
& \quad \text{until } y < e/2 \\
& \quad \text{if } d-(z+y)② \text{ then } x := x+y \text{ fi} \\
& \quad y := y/2 \\
& \text{repeat} \\
& E_1: \text{assert } k/d-z < e \\
& \quad \text{suggest } k/d-z < e \\
& \end{align*} \]

In an appendix, it is proved a transformation such as \( e = e/2 \) preserves the relation between the program text and invariants, i.e. the transformed assertions are invariants of the transformed program.

In this manner, we have modified the program to achieve the intended result \( k/d-z < e \). But note that the loop invariant still differs from that suggested by the programmer. The difference between the two is that the programmer intended for \( c(d-(z+y)) \) to be true, while in fact \( c(d-(z+2y)) \) holds. This can be remedied by applying the transformation \( y = y/2 \).

The variable \( y \) appears five times in the program code: The exit clause becomes

\[ \text{until } y/2 < e/2, \]

or equivalently

\[ \text{until } y < e. \]

The conditional statement becomes

\[ \text{if } d-(z+y/2) < e \text{ then } x := x+y/2 \text{ fi}. \]

The assignment statement

\[ y := 1 \]

translates into

\[ y/2 := 1. \]
which, however, is not a legal assignment, since an expression appears on the left-hand side. The intent of this illegal statement is to

\[ \text{achieve } y/2 = 1 \text{ varying } y. \]

By multiplying the two sides of the equality by 2, it is seen to be equivalent to

\[ \text{achieve } y = 2 \text{ varying } y, \]

which may be accomplished by the assignment

\[ y := 2. \]

Similarly, the original assignment

\[ y := y/2 \]

gives rise to the goal

\[ \text{achieve } y/2 = (y'/2)/2 \text{ varying } y, \]

where \( y' \) represents the prior value of the variable \( y \). Again, by multiplying both sides by 2, we derive the assignment

\[ y := y/2. \]

Thus, we have obtained the program:

\[
\text{assert } 0 < c, e > 0, y \in 1/2 \mathbb{N}, z \geq 0 \text{ in } P_i: \begin{align*}
B_i & : \text{assert } 0 < c, e > 0 \\
\text{(x, y)} & := (0, 2) \\
\text{loop L: assert } & d \times c, c < d(x+y), y = 2V2y > e \\
& \text{suggest } d \times c, c < d(x+y) \\
& \text{until } y \geq e \\
& \text{if } d(x+y/2) \leq e \text{ then } x := x+y/2 \text{ fi} \\
& y := y/2 \\
& \text{repeat} \\
E_i & : \text{assert } k/d-x \geq e \\
& \text{suggest } k/d-x \geq e \\
& \text{end.}
\]

\]
Since the expression $y/2$ appears thrice in the loop body, this program may be slightly improved by evaluating the subexpression $y/2$ before the conditional statement. We obtain:

```
assert 0 ≤ c, e > 0, ye1/2N, xe0 in 
P_1": begin comment good division program 
  B_1: assert 0 ≤ c, e > 0
  (x, y) := (0, 2)
  loop L_1: assert d ≤ c, c < d*(2+y), ye2V2-γN
           until ye 
           y := y/2
           if d*(x+y) ≤ c then x := x+y fi
         repeat 
  E_1: assert k/d-x<e 
end .
```

Note that this program is almost the same as the original bad program. It differs in two ways: the two loop-body assignments are interchanged (this presumably was the error), and $y$ is initialized to 2 rather than 1 (either initialization works).

4. Modification

Consider the following specifications:

```
P_1: begin comment square-root program
  assert e ≥ 1, e > 0
  achieve |√z-x|<e varying x
end .
```

We would like to use the corrected real-division program as a basis for the construction of the specified program for computing square-roots. We assume that the $\sqrt{}$ operator is not primitive.

To this end, we first compare the specifications of the two programs. The output specification of the division program is

```
assert k/d-x<e
```

while the output specification of the desired program is

```
achieve |√z-x|<e varying z .
```
The obvious analogy between the two is

\[ \frac{c}{d} \leftrightarrow \sqrt{a} \]

i.e., where one has \( \frac{c}{d} \), the other has \( \sqrt{a} \). Thus, to obtain a square-root program from the division program, we need to transform \( \frac{c}{d} \) into \( \sqrt{a} \). One way to do this would be via the transformations

\[ (d \Rightarrow 1, c \Rightarrow \sqrt{a}) \]

which take \( \frac{c}{d} \) into \( \frac{1}{\sqrt{a}} \). Here \( d \) is transformed into the identity element of the division operator, leaving \( c \) to become \( \sqrt{a} \). Alternatively, we could apply the transformation

\[ (u/v \Rightarrow \sqrt{u}, c \Rightarrow a) \]

where by \( u/v \Rightarrow \sqrt{u} \) we mean that every occurrence of the division operator is replaced by the square-root operator applied to what was the numerator.

We apply the first set of transformations to the division program \( P \), annotated with only those invariants essential for proving correctness. Replacing all occurrences of \( d \) with 1 and all occurrences of \( c \) with \( \sqrt{a} \) and simplifying, yields

```plaintext
assert 0 ≤ \( \sqrt{a} \) < 1, e > 0 in
P; begin comment square-root program
  B; assert 0 ≤ \( \sqrt{a} \) < 1, e > 0
  (x, y) := (0, 2)
  loop L; assert z ≤ \( \sqrt{a} \), \( \sqrt{a} \) ≤ z + y
    until y ≤ e
      y := y / 2
    if z + y ≤ \( \sqrt{a} \) then z := z + y fi
    repeat
  E; assert |\( \sqrt{a} - z \)| ≤ e
end .
```

The transformed program is guaranteed to satisfy the output specification \( |\sqrt{a} - z| \leq e \); unfortunately, it is inexecutable inasmuch as it contains the nonprimitive function \( \sqrt{ } \) in the conditional test.

It is assumed that knowledge about the subject domain is available. For example, we need the following fact about the square-root function:

\[ \text{fact } u \sqrt{v} = u^2 \sqrt{v} \text{ when } u \geq 0 , \]
where $u$ and $v$ are universally quantified, i.e.

$$(\forall u, v) (u \geq 0 \Rightarrow u \leq \sqrt{u} \leq u^2 \leq v) .$$

This fact allows us to replace the test $x+y \leq \sqrt{a}$ with the equivalent $(x+y)^2 \leq a$. That $x+y$ is indeed nonnegative, as required for the two tests to be equivalent, follows from the loop invariant

$L_i$: assert $\sqrt{a} \leq z+y$

and the

fact $0 \leq \sqrt{a}$.

There remains an additional problem: a transformed program is only guaranteed to satisfy the output specification for those inputs that satisfy the transformed input specification. Unfortunately, the transformed input specification of our program,

assert $0 \leq \sqrt{a}$, $e \geq 0$.

is contrary to the given input specification $a \geq 1$. To solve this, we can replace the code preceding the loop with the goal

assert $a \geq 1$, $e \geq 0$,

achieve $z \leq \sqrt{a}$, $\sqrt{a} \leq z+y$ varying $z, y$.

to initialize the loop invariants $z \leq \sqrt{a}$ and $\sqrt{a} \leq z+y$ prior to entering the loop. Achieving $z \leq \sqrt{a}$ is equivalent to achieving $z \leq \sqrt{a}$. And since it is given that $a \leq a$, we need only achieve $z^2 \leq a^2$. To achieve the second conjunct $\sqrt{a} \leq z+y$, given the

fact $\sqrt{a} \leq z+y$ when $u \geq 1$,
we need only achieve $x+y+1 = a$. Thus we have reduced the goal to

achieve $x \geq 1$, $1+y=a$ varying $x, y$,

giving rise to the assignment

$(x, y) := (1, a-1)$.

The square-root program that we have obtained is:
assert \( a \geq 1, e > 0 \) in

\[ P_i: \begin{align*}
\text{begin comment square-root program} \\
B_i: & \text{ assert } a \geq 1, e > 0 \\
(x, y) & := (1, a-1) \\
\text{loop } L_i: & \text{ assert } z \leq \sqrt{u}, \sqrt{u} < z + y \\
& \quad \text{until } y \leq e \\
& \quad y := y/2 \\
& \quad \text{if } (z+y)^2 \leq a \text{ then } z := z+y \text{ fi} \\
\text{repeat} \\
E_i: & \text{ assert } |\sqrt{u} - z| < e \\
\text{end .}
\end{align*} \]

Note that the global invariant \( 0 \leq \sqrt{u} \leq 1 \) no longer holds.

The alternative set of transformations for transforming the division program into a square-root program was

\[ (u/v \Rightarrow \sqrt{u}, c \Rightarrow a) \]

Transformations that involve specific functions such as \( u/v \), are not, however, guaranteed to yield a correct program, since the program may be based on some property that holds for \( u/v \) but not for \( \sqrt{u} \). These transformations are heuristic in nature; they only suggest a possibly incomplete analogy between the two programs. Indeed, when applied to the division program, the transformations yield

\[ \text{suggest } 0 \leq a < d, e > 0 \text{ in} \]

\[ \begin{align*}
P_i': & \text{ begin comment transformed division program} \\
B_i': & \text{ suggest } 0 \leq a < d, e > 0 \\
(x, y) & := (0, 2) \\
\text{loop } L_i': & \text{ suggest } d \geq 5a, a < d - (x+y) \\
& \quad \text{until } y \leq e \\
& \quad y := \sqrt{y} \\
& \quad \text{if } d - (x+y)^2 \leq a \text{ then } z := z+y \text{ fi} \\
\text{repeat} \\
E_i': & \text{ suggest } |\sqrt{u} - z| < e \\
\text{end .}
\end{align*} \]
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which clearly does not compute \( \sqrt{a} \). Since this set of transformations is not correctness-preserving, the asserted invariants have been replaced by suggested candidates.

What must be done is to review the derivation of the program, expressed in the purpose statements and see where the analogy breaks down. The purpose of the division program is \( k/d-z<e \) which transforms into \( \sqrt{a-z}<e \) as desired. The programmer achieved \( k/d-z<e \) by breaking it into the conjunction of three subgoals, given in the statement

\[
\text{purpose } c/dz, \ c/dz+y, \ yse
\]

that appeared in the original program. The last conjunct became the exit test, and the other two became loop invariants. These subgoals transform into

\[
\text{purpose } \sqrt{az}, \ \sqrt{a+z+y}, \ yse
\]

which indeed imply the transformed goal \( \sqrt{a-z}<e \).

The purpose of the loop body of the division program (though it was left out of \( P_1 \)) was

\[
\text{purpose } c/dz, \ c/dz+y, \ 0<y<y_L
\]

where \( y_L \) represents the value of the variable \( y \) when last at the head of the loop, at label \( L \). In other words, the loop body re-achieves the invariants while making progress towards the exit test by decreasing \( y \) (to guarantee termination, that decrease cannot be arbitrarily small). The loop-body subgoal of the transformed program, then, is

\[
\text{purpose } \sqrt{az}, \ \sqrt{a+z+y}, \ 0<y<y_L
\]

The division program first decreases \( y \) and then introduces a conditional with the purpose \( c/dz, \ c/dz+y \).

It is here that the analogy breaks down. The loop body of the division program achieves this purpose in two cases, by testing if \( d \cdot (z+y) \leq c \) or not. For example, if \( d \cdot (z+y) \leq c \) does not hold, then \( c/dz+y \), as desired. On the other hand, the fact that \( d \cdot (z+y) \leq c \) does not hold in the square-root program tells nothing about \( \sqrt{a+z+y} \). We look, therefore, for a transformation that will allow the implication

\[
d \cdot (z+y)+c \geq \sqrt{a+z+y}
\]

to hold. As for the previous alternative, since \( z+y \) is nonnegative, the right hand side of the implication is equivalent to \( a \cdot (z+y)^2 \). Matching the left-hand side of the implication
with this inequality, tells us that the implication would hold if we could transform \( d(z+y) \Rightarrow (z+y)^2 \). Thus, where the division program has the function \( u/v \), the square-root program requires \( v^2 \). We complete the analogy by adding the transformation \( u/v \Rightarrow v^2 \), to obtain

\[
(u/v \Rightarrow \sqrt{u} \cdot c \Rightarrow a, \ u\cdot v \Rightarrow v^2) .
\]

Finally, as with the first set of transformations, the initialization subgoal does not hold, and must be replaced by the assignment

\[(z, y) := (1, a-1) .\]

The same program

![Code snippet]

is obtained.

5. Abstraction

We now have two programs, \( P \) for finding the quotient and \( P \) for finding the square-root. Both programs utilize the binary-search technique. We would like to extract an abstract version of the two programs that captures the essence of the technique, but that is not specific to either problem. The resultant abstract program schema can then be used as a model of binary search for the solution of future problems.

Consider the second analogy that we found between \( P \) and \( P \): \n
\[
(u/v \Rightarrow \sqrt{u} \cdot c \Rightarrow a, \ u\cdot v \Rightarrow v^2) .
\]
Both $u/v$ and $\sqrt{u}$ are functions; they may be generalized to some abstract function $f(u, v)$. Similarly the generalization of $u \cdot v$ and $v^2$ is $g(u, v)$. Since both $c$ and $a$ are variables, we can leave them as is. This gives us the following set of transformations to generalize the division program:

$$(u/v \Rightarrow f(u, v), u \cdot v \Rightarrow g(u, v))$$

Applying these transformations to the specifications

achieve $k/d-z|e$ varying $z$

of the division program yields

achieve $f(c, d)-z|e$ varying $z$.

This, then, shall be the abstract output specification of the schema. The division program was

```
P: begin comment transformed division program
  B: assert 0s<d, e>0
  (z, y) := (0, 2)
  loop L: assert g(d, z)s, c<g(d, z+y)
    until yse
    y := y/2
    if g(d, z+y)s then z := z+y fi
    repeat
  E: assert k/d-z|e
end.
```

Substituting the abstract predicates $f$ and $g$ into their respective positions in the annotated program, we derive the schema:

```
P: begin comment transformed division program
  B: assert 0s<d, e>0
  (z, y) := (0, 2)
  loop L: assert g(d, z)s, c<g(d, z+y)
    until yse
    y := y/2
    if g(d, z+y)s then z := z+y fi
    repeat
  E: assert k/d-z|e
end.
```
This schema is not necessarily correct for all instantiations of \( f \) and \( g \), as the original program relied upon facts specific to \( f \) and \( g \). Indeed, there is nothing in this abstract program to relate the function \( f \) that appears in the output specification with the function \( g \) that appears in the loop invariant. In general, transformations (abstractions) of specific function or predicates are not correctness-preserving. We would like then to determine under what conditions this abstract schema does achieve its specifications.

As in the modification step, the initialization assignment does not necessarily achieve the desired loop invariants. We therefore replace the initialization assignment with the subgoal

\[
\text{achieve } g(d, z) \leq c, \quad c \leq g(d, z+y) \quad \text{varying } z, y,
\]

leaving unspecified how to initialize the two loop invariants.

For the loop-body path to be correct, the truth of the invariant must imply that the invariant will hold the next time around; this can easily be shown to be the case for any function \( g \). For the loop-exit path to be correct, we must have that the loop invariants \( g(d, z) \leq c \) and \( c \leq g(d, z+y) \) plus the exit test \( y \leq c \) imply that the output invariant \( y(c, d) - z < e \) holds. For this to be the case, it suffices to establish the condition

\[
\text{assert } g(w, u) \leq v \iff u \leq f(v, w).
\]

This assertion holds if \( g \) is the inverse of a monotonic function \( f \), i.e. \( f(g(w, u), w) = u \) and \( (u \leq v) = (f(u, w) \leq f(v, w)) \), as, for example, \( \cdot \) is the inverse of \( / \) and \( u^2 \) is the inverse of \( \sqrt{u} \).

In this manner, we have derived a general program schema for a binary search for the value of \( f(c, d) \) within a tolerance \( e \):

```plaintext
P : begin comment binary-search schema
D : assert g(w, u) \leq v = u \leq f(v, w)
achieve g(z, d) \leq c, c \leq g(z+y, d) \quad \text{varying } z, y
loop L : assert g(d, z) \leq c, c \leq g(d, z+y)
until y \leq c
y := y/2
if g(d, z+y) \leq c then z := z+y fi
repeat
E : assert y(c, d) - z \leq e
end.
```

Its output specification is
assert \( \forall (c, d) \rightarrow s \subseteq c \),

and its precondition for guaranteed correctness is

assert \( g(w, u) \preceq v \equiv u \leq f(v, w) \).

Clearly, the function \( g \) which appears in the schema must be primitive; otherwise, it must be replaced by something equivalent for the schema to yield an executable program. The unachieved subgoal

achieve \( g(x, d) \preceq c, c \leq g(z+y, d) \) varying \( x, y \)

must also be reduced to primitives.

6. Instantiation

We illustrate how the binary-search schema just derived may be applied to the computation of integer square-roots. Our goal is to construct a program that finds the integer square-root \( z \) of a nonnegative integer \( a \):

\[
\begin{align*}
P; & \text{ begin comment integer square-root program} \\
B; & \text{ assert } a \in \mathbb{N} \\
& \text{ achieve } z = \lfloor \sqrt{a} \rfloor \text{ varying } z \\
& \text{ end,}
\end{align*}
\]

where the function \( \lfloor u \rfloor \) yields the greatest integer less than or equal to \( u \).

We cannot directly match this goal with the output specification of the schema

assert \( \forall (c, d) \rightarrow s \subseteq c \) varying \( x \),

or with any of the other invariants known to hold upon termination of the schema. However, if we expand the goal \( z = \lfloor \sqrt{a} \rfloor \), using the definition of \( \lfloor u \rfloor \),

\[\text{fact } u \uparrow w \equiv w \leq u \land (w+1 \notin \mathbb{Z})\]

(where \( \mathbb{Z} \) is the set of all integers), we get the equivalent goal

achieve \( z \leq \sqrt{a}, \sqrt{a} < z+1, z \in \mathbb{Z} \) varying \( z \),

i.e. \( z \) should be the largest integer not greater than \( \sqrt{a} \). Since we know that the schema achieves the two output invariants

assert \( z \leq f(c, d), f(c, d) \preceq c \),
we compare these invariants with the above goal. This suggests the transformation

\[(f(u, v) \Rightarrow \sqrt{u}, \epsilon \Rightarrow a, \epsilon \Rightarrow 1)\]

to achieve the two conjuncts \(z \leq \sqrt{a}\) and \(\sqrt{a} \leq z + 1\); in addition, we will have to extend the program to ensure that the final value of \(z\) is a nonnegative integer. For this purpose, we append the subgoal

\[\text{achieve } z \in \mathbb{Z} \text{ protecting } z \leq \sqrt{a}, \sqrt{a} \leq z + 1 \text{ varying } z\]

to the end of the instantiated schema. The protecting clause means that the relations \(z \leq \sqrt{a}\) and \(\sqrt{a} \leq z + 1\), achieved by the loop, may not be clobbered when achieving the additional goal \(z \in \mathbb{Z}\).

The precondition for the schema's correctness is

\[\text{assert } g(w, u) \leq v = u \mathcal{S} f(v, w)\;\]

Instantiating it yields

\[\text{assert } g(w, u) \leq v = u \leq \sqrt{u}\;\]

Recalling that

\[\text{fact } u \leq \sqrt{u} = u^2 \leq v \quad \text{when } u \geq 0\;\]

this condition may be satisfied by taking \(g(w, u)\) to be \(u^2\), provided that the argument \(u\) is never negative. This completes the analogy, obtaining the transformations

\[(f(u, v) \Rightarrow \sqrt{u}, \epsilon \Rightarrow a, \epsilon \Rightarrow 1, g(w, u) \Rightarrow u^2)\;\]

Applying this instantiation to the schema, we obtain the partially written program:

```
begin comment integer square-root program
B; assert a \in \mathbb{N}
achieve  z \leq \sqrt{a}, \sqrt{a} \leq z + 1 \text{ varying } z, y
loop L.; assert z \leq \sqrt{a}, \sqrt{a} \leq z + y
    until \(\gamma \leq 1\)
    \(y := y/2\)
    if \((z+y)^2 \leq a\) then \(z := z+y\) fi
repeat
assert z \leq \sqrt{a}, \sqrt{a} \leq z + 1
achieve z \in \mathbb{Z} \text{ protecting } z \leq \sqrt{a}, \sqrt{a} \leq z + 1 \text{ varying } z
end .
```

That the argument \(z+y\) is nonnegative follows from the invariant \(\sqrt{a} \leq z + y\).
7. Synthesis

This program still contains two unachieved subgoals:

achieve $z\leq \sqrt{a}$, $\sqrt{a} \leq x+y$ varying $x,y$

and

achieve $x \in \mathbb{Z}$ protecting $z \leq \sqrt{a}$, $\sqrt{a} < x+1$ varying $x$ .

We show now how these subgoals may be achieved.

The first subgoal is a conjunction of two relations, $z \leq \sqrt{a}$ and $\sqrt{a} < x+1$, which are to be achieved simultaneously. It may be split into the two consecutive subgoals

purpose $z \leq \sqrt{a}$, $\sqrt{a} \leq x+y$

achieve $z \leq \sqrt{a}$ varying $x$

achieve $\sqrt{a} \leq x+y$ varying $y$

assert $z \leq \sqrt{a}$, $\sqrt{a} < x+y$ .

The first sets the variable $x$ to some value satisfying $z \leq \sqrt{a}$; the second leaves $x$ constant so that $z \leq \sqrt{a}$ remains true, and sets $y$ to some value satisfying $\sqrt{a} < x+y$. We can solve the first by setting

$z := 0$ ;
since $z$ remains 0 while achieving the next subgoal $\sqrt{a}z + y$, that subgoal becomes

\[
\text{achieve } \sqrt{a}y \text{ varying } y
\]

We shall return to this subgoal later. Of course, there is no assurance, as yet, that this split will lead to a satisfactory solution; were it not to work out in the end, then we would have to retrace our steps to this point and try something else.

There are two ways in which we might achieve the other remaining subgoal

\[
\text{achieve } z \in \mathbb{Z} \text{ protecting } z \leq \sqrt{a}, \sqrt{a}z + 1 \text{ varying } z
\]

One is to take the current value of $z$ which satisfies the two conditions $z \leq \sqrt{a}$ and $\sqrt{a}z + 1$ and perturb it just enough to make it an integer while preserving those two protected relations. This can be done by assigning

\[
z := \lfloor z \rfloor
\]

Alternatively, we note that the above subgoal is equivalent to

\[
\text{achieve } z \in \mathbb{N} \text{ protecting } z \leq \sqrt{a}, \sqrt{a}z + 1 \text{ varying } z
\]

since $z \in \mathbb{Z}$ and $\sqrt{a}z + 1$ imply that $z$ is nonnegative. To achieve this, we set up the new goal

\[
\text{achieve } z \in \mathbb{N} \text{ in } P,
\]

by which we mean that $z \in \mathbb{N}$ is to be a global invariant of $P$. Accordingly, we must establish $z \in \mathbb{N}$ initially and then preserve it throughout the loop computation. Initially $z = 0 \in \mathbb{N}$, as is desired. Since $z$ is sometimes incremented by $y$, the latter should also be a nonnegative integer. That gives us a new goal

\[
\text{achieve } y \in \mathbb{N} \text{ in } P,
\]

Finally, in order to preserve the invariant $y \in \mathbb{N}$, while it is repeatedly halved until it is no longer greater than 1, it is necessary and sufficient that $y \in \mathbb{N}$ be invariant. Thus, we have the stronger goal

\[
\text{achieve } y \in \mathbb{N} \text{ in } P
\]

For $y \in \mathbb{N}$ to hold throughout, we need to ensure that it holds upon entering the loop. Accordingly, we add the conjunct $y \in \mathbb{N}$ to the initialization subgoal $\sqrt{a}y$.

We are left with the unachieved subgoal

\[
\text{achieve } \sqrt{a}y, y \in \mathbb{N} \text{ varying } y
\]
The first conjunct might be achieved by letting \( y = a + 1 \), while the second could easily be achieved by letting \( y = 1 \). However, though each conjunct is achievable by itself in this manner, achieving both together is more difficult, since in general these two solutions conflict with each other. So, instead, we transform this conjunctive goal into an iterative loop, choosing first to achieve \( ye^{2N} \), and then to keep it true while executing the loop until the remaining conjunct, \( \sqrt{a} < y \), is also satisfied. Since \( \sqrt{a} \) is not a primitive function, we must test for the equivalent \( a < y^2 \):

\[
\begin{align*}
\text{purpose} & \quad \sqrt{a} < y, \ ye^{2N} \\
\text{achieve} & \quad ye^{2N} \text{ varying } y \\
\text{loop } L_1: & \quad \text{assert } ye^{2N} \\
& \quad \text{until } a < y^2 \\
& \quad \text{approach } a < y^2 \text{ protecting } ye^{2N} \\
& \quad \text{repeat} \\
& \quad \text{assert } \sqrt{a} < y, \ ye^{2N}.
\end{align*}
\]

To initialize \( ye^{2N} \), we let \( y = 2^0 \) and assign

\( y := 1 \).

Within the loop, we have the subgoal

\[
\text{approach } a < y^2 \text{ protecting } ye^{2N},
\]

i.e. we wish to preserve the invariant \( ye^{2N} \) while making progress towards the exit test \( a < y^2 \). Since we know that initially \( y = 1 \), and ultimately we want \( 0 < \sqrt{a} < y \), it follows that \( y \) is increasing. Assuming that \( y \) is to increase monotonically, we get the loop-body subgoal

\[
\text{achieve } y > y_{L_1} \text{ protecting } ye^{2N}.
\]

where \( y_{L_1} \) is the value of \( y \) when control was last at \( L_1 \). It follows that \( y \) must be multiplied by some positive power of \( 2 \), e.g.

\( y := 2y \).
We have obtained the following program:

```plaintext
assert a\in\mathbb{N}, \, z\in\mathbb{N}, \, y\in\mathbb{N} \text{ in}

\begin{align*}
P_1: & \text{ begin comment integer square-root program} \\
\ & \text{ assert } a\in\mathbb{N} \text{ purpose } z\leq\sqrt{a}, \, \sqrt{a}\leq z+y \\
\ & \quad \ z := 0 \\
\ & \quad \ y := 1 \\
\ & \text{ loop } L_1: \text{ assert } y\in\mathbb{N} \\
\ & \quad \text{ until } a<y^2 \\
\ & \quad \ y := 2\cdot y \\
\ & \text{ repeat } \\
\ & \text{ loop } L_2: \text{ assert } z\leq\sqrt{a}, \, \sqrt{a}\leq z+y \\
\ & \quad \text{ until } y\leq 1 \\
\ & \quad \ y := y/2 \\
\ & \text{ if } (z+y)^2\leq a \text{ then } z := z+y \text{ fl} \\
\ & \text{ repeat } \\
E_1: & \text{ assert } z\leq\sqrt{a}, \, \sqrt{a}\leq z+1, \, z\in\mathbb{N} \\
\ & \text{ end .}
\end{align*}
```

This program can be improved as will be illustrated in the chapter on synthesis.
CHAPTER III

PROGRAM MODIFICATION AND DEBUGGING
1. INTRODUCTION

Program modification has as its goal the transformation of a given program into a new program to achieve a different goal. We have already seen how a program that divides is modified to compute square-roots. The essence of our approach is to find an analogy between the specifications of the given program and those of the program that we desire to construct. This analogy is then used as the basis for transforming the existing program to meet the new specifications. Invariant assertions play an important role in this process. Program debugging is considered as a special case of modification: if a program computes wrong results, it must be modified to achieve the intended results.

The use of analogy in problem solving in general, and theorem proving in particular, is discussed by Kling [1971]. Other works employing analogy are Brown [1976] and Chen and Findler [1976]. The modification of an already existing program to solve a somewhat different task was suggested by Manna and Waldinger [1975] as part of a program-synthesis system. Also, the STRIPS (Fikes, Hart and Nilsson [1972]) and HACKER (Sussman [1976]) systems were to some extent capable of generalizing and reusing the robot plans they generated. Recently, Ulrich and Moll [1977] have been investigating the role of analogy in program synthesis. Katz and Manna [Apr. 1975] and Sagiv [1976] discuss debugging techniques based on invariant assertions; Boyer, Elispas, and Levitt [1976] and King [1976] describe debugging aids based on the symbolic execution of a program.

The next section elucidates the basic aspects of our approach to program modification with the aid of several relatively straightforward examples. More subtle facets of the techniques are illustrated in the examples of Section 3. The correctness of the technique is discussed in an appendix.

2. OVERVIEW

For program modification, one is given a known correct program with its input-output specification and the specification for a desired new program; comparison of the two specifications suggests a transformation that is then applied to the given program. Even if the transformed program does not exactly fulfill the specifications, it can serve as the basis for constructing the desired new program.
1. Basic Technique: Global Transformation

We distinguish between two types of objects, constants and variables: a constant is any symbol appearing in a program with assumed properties, e.g. 0, true, +, and ≥; a variable is any symbol appearing in the program with no assumed properties other than those mentioned in the input specification. A variable that changes value during program execution is termed a program variable; any other variable is considered to be an input variable. A program variable appearing in the output specification is called an output variable.

In the examples of program modification presented here, we stress transformations in which all occurrences of a particular symbol throughout a program are affected. Such transformations are termed "global", in contrast with "local" transformations that are applied only to a particular segment of a program.

As a simple example, consider the following annotated program (due to R.W. Floyd):

```plaintext
P_1: begin comment array-minimum program
assert n≥0
y := n
loop assert min(A[y:2-y])=min(A[n:2-n]) , 0≤y≤n
    until y=0
    fi
    y := y-1
repeat
assert A[0]=min(A[n:2-n])
end .
```

The symbol n appearing in the program is an input variable, A is an output variable, and y is a program variable; the symbols 0, min, ≤, etc. are constants.

Given an array segment A[n:2-n] that is nonempty (i.e. n is nonnegative), when this program terminates, A[0] will contain the minimum of the values of the n+1 array elements A[n], A[n+1], ..., A[2-n]. This output specification is formally expressed in the final statement

```plaintext
```

That the program satisfies this specification may be proved using the loop invariant

```plaintext
assert min(A[y:2-y])=min(A[n:2-n]) , 0≤y≤n .
```
(This invariant holds initially when \( y=n \), is maintained true by the loop body, and, together with the exit test \( y=0 \), implies the output specification, since \( \text{min}(A[0:2·0])=A[0] \).

To modify this program to compute the maximum of the array, rather than the minimum, we compare the specification of the given program \( P \),

\[
\text{assert } A[0]=\text{min}(A[n:2·n])
\]

with the output specification of the desired program \( P' \),

\[
\text{achieve } A[0]=\text{max}(A[n:2·n]) \text{ varying } A[0:n-1]
\]

We say that we are looking for an analogy

\[
A[0]=\text{min}(A[n:2·n]) \iff A[0]=\text{max}(A[n:2·n])
\]

The obvious analogy between the two specifications is that one has the function \( \text{min} \) where the other has \( \text{max} \), i.e.

\[
\text{min} \iff \text{max}
\]

This analogy suggests that by replacing all occurrences of \( \text{min} \) in the first program, we may obtain the desired \( \text{max} \) program. But the transformation \( \text{min} \Rightarrow \text{max} \) alone will not work. The reason is that certain properties of the constant \( \text{min} \) were used in the construction of the program, and those properties do not hold for the new function \( \text{max} \). Later on, we shall see how this problem is dealt with.

In the meantime, there is another way to effect the transformation

\[
A[0]=\text{min}(A[n:2·n]) \Rightarrow A[0]=\text{max}(A[n:2·n])
\]

We first eliminate the function \( \text{max}(A) \) by replacing it with the equivalent \( \text{min}(-A) \), where \( -A \) is equal to the array \( A \) with each element negated. It remains to transform

\[
A[0]=\text{min}(A[n:2·n]) \Rightarrow A[0]=\text{min}(-A[n:2·n])
\]

Since we do not want to transform the constant \( \text{min} \), we would like the right-hand sides of both equalities to begin with \( \text{min} \). Multiplying both sides of \( A[0]=\text{min}(-A[n:2·n]) \) by \(-1\), we are left with

\[
A[0]=\text{min}(A[n:2·n]) \Rightarrow -A[0]=\text{min}(-A[n:2·n])
\]

Now the transformation

\[
A \Rightarrow -A
\]

applied to the output specification of the given program, yields
assert \(-A[0]=\min(-A[2:n])\)

which is equivalent to the desired

achieve \(A[0]=\max(A[2:n])\) varying \(A[0:n-1]\).

Since \(A \mapsto -A\) is a transformation of the array variable \(A\), and variables have no assumed properties, we can obtain a program guaranteed to satisfy the transformed specifications by applying this transformation to the program. (By applying the same transformation to all occurrences of \(A\) in the verification proof of the original program, a correctness proof for the transformed program is obtained.)

The variable \(A\) appears within the program text only in the conditional statement

\[
\begin{align*}
\text{if } A[2\cdot \gamma-1] & \leq A[2\cdot \gamma] \text{ then } A[\gamma-1] & := A[2\cdot \gamma-1] \\
\text{else } A[\gamma-1] & := A[2\cdot \gamma] \\
\text{fi.}
\end{align*}
\]

Applying the transformation \(A \mapsto -A\) to this statement yields

\[
\begin{align*}
\text{if } -A[2\cdot \gamma-1] & \leq -A[2\cdot \gamma] \text{ then } -A[\gamma-1] & := -A[2\cdot \gamma-1] \\
\text{else } -A[\gamma-1] & := -A[2\cdot \gamma] \\
\text{fi.}
\end{align*}
\]

The test \(-A[2\cdot \gamma-1] \leq -A[2\cdot \gamma]\) is equivalent to \(A[2\cdot \gamma-1] \geq A[2\cdot \gamma]\). But the transformed assignment statements are "illegal", since a function, in this case \(-A\), may not appear on the left-hand side of an assignment. The intent of the illegal statement,

\[-A[\gamma-1] := -A[2\cdot \gamma-1],\]

however, is for the new value of the expression \(-A[\gamma-1]\) to be made equal to the old value of \(-A[2\cdot \gamma-1]\) by changing the value of the array \(A\). In other words, we wish to achieve the relation given by the goal

achieve \(-A[\gamma-1]=-A'[2\cdot \gamma-1]\) varying \(A[0:n-1]\),

where \(A'\) denotes the value of the array \(A\) before this achieve statement. To obtain an assignment to \(A\), we must isolate the variable \(A\) on one side of the equality. We therefore multiply both sides of the equality by \(-1\), obtaining the goal

achieve \(A[\gamma-1]=A'[2\cdot \gamma-1]\) varying \(A[0:n-1]\).

Since the variable \(A\) appears on only one side of the equality, and \(0 \leq \gamma \leq n\) by virtue of
the invariant $0 \leq y \leq n$ and the exit test $y = 0$, we may achieve the desired relation between the new value of $A$ and the old by assigning to $A$ the value of the expression on the other side of the equality:


Similarly, the transformed assignment

ecomes


Global transformations are applied to the invariants annotating the program as well as to the code. Thus the loop invariant

$$\text{assert } \min(A[y:2y]) = \min(A[n:2n]), \ 0 \leq y \leq n$$

becomes

$$\text{assert } \min(-A[y:2y]) = \min(-A[n:2n]), \ 0 \leq y \leq n,$$

or equivalently

$$\text{assert } \max(A[y:2y]) = \max(A[n:2n]), \ 0 \leq y \leq n.$$

We have derived the following program to compute the maximum:

```plaintext
P; begin comment array-maximum program
  y := n
  loop assert max(A[y:2y]) = max(A[n:2n]) , \ 0 \leq y \leq n
    until y = 0
      fi
  y := y-1
  repeat
  assert A[0] = max(A[n:2n])
end .
```

Note that the array $-A$ no longer appears in the program; only the original $A$ is actually used.

As we have seen, global transformations are applied to all the invariants as well as to the code. In particular, a transformation that affects an input or output variable changes
the output invariant correspondingly. Thus, for program modification, one looks for a transformation of input and/or output variables appearing in the output invariants that will produce invariants implying the desired output specification.

2. Special Case: Program Debugging

We consider the debugging process as an important special case of program modification: a program that computes wrong results must be modified to compute the desired (correct) results. If we know what the "bad" program actually does, then we may compare that with the specifications of what it should do, and modify (debug) the incorrect program accordingly.

As an example, consider a program intended to compute the integer square-root $z$ of the nonnegative integer $c$; that is, $c$ should lie between the squares of the integers $z$ and $z+1$. The goal, then, is to achieve the relation

\[
\text{achieve } z^2 \leq c, c(z+1)^2, \quad z \in \mathbb{N},
\]

where $\mathbb{N}$ is the set of nonnegative integers, and the given program is

```plaintext
P_1; begin comment integer square-root program
(z, s, t) := (1, 0, 3)
loop until c <= s
(z, s, t) := (z+1, s+1, t+2)
repeat
end .
```

Using the methods described in the chapter on annotation, invariants may be generated that express what relations this program achieves. It turns out that the global invariants

\[
\text{assert } 1 \leq z+1, s \leq z^2 - 1, \quad z \in \mathbb{N}+1 ,
\]

where $\mathbb{N}+1$ is the set of positive integers, hold throughout the program. Furthermore the loop invariant

\[
\text{assert } c \leq s - t
\]

holds whenever control is at the head of the loop. Upon termination, the global invariants, the loop invariant, and the exit test all hold:

\[
\text{assert } 1 \leq z+1, s \leq z^2 - 1, \quad z \in \mathbb{N}+1, \quad c \leq s - t.
\]
It follows that the given program halts with the relations
\[ \text{assert } (z-1)^2 \leq c+1, \quad c+1 \leq z^2, \quad z \in \mathbb{N}+1 \]
holding between the variables, rather than with the desired goal
\[ \text{achieve } z^2 \leq c, \quad c < (z+1)^2, \quad z \in \mathbb{N}. \]
The cause of the bug was the inadvertent exchange of the initial values of \( z \) and \( s \).

Comparing the desired goal with the actual invariants, we note that the former may be obtained from the latter by replacing \( z \) with \( z+1 \) and \( c \) with \( c-1 \). Applying the transformation \( c \rightarrow c-1 \) to the program statements affects only the exit test \( c<s \), which becomes \( c-1<s \), or equivalently \( c \leq s \). The transformation \( z \rightarrow z+1 \) affects two other statements: the initialization \( z:=1 \) becomes \( z+1:=1 \) and the loop-body assignment \( z:=z+1 \) becomes \( z+1:=z+2 \). These resultant assignments, however, are "illegal", inasmuch as an expression such as \( z+1 \) may not appear on the left-hand side of an assignment. Instead, the expression \( z+1 \) is given the initial value 1 by assigning \( z:=0 \), and the value of the expression \( z+1 \) is incremented to \( z+2 \) by the "legal" assignment \( z:=z+1 \).

We have thus obtained the corrected program:

```
P: begin comment debugged integer square-root program
(z, s, t) := (0, 0, 3)
loop assert c \geq z-t
  until c \leq s
  (z, s, t) := (z+1, s+1, t+2)
repeat
assert z^2 \leq c, \quad c < (z+1)^2, \quad z \in \mathbb{N}
end.
```

Katz and Manna [1976] suggest that when there is insufficient information to prove either the correctness or incorrectness of a program, it may nevertheless be desirable to "debug" the program. The possibly incorrect program may be transformed, using known invariants, into a new program which is unquestionably correct. Even when invariants are found for an incorrect program — it is often more difficult to discover invariants for an incorrect program since it may in fact not compute anything meaningful — there may be no way to transform them into the desired specification. It then becomes necessary to consider the sources in the code of different invariants separately.
3. Correctness Considerations

In the above examples, the transformed programs were correct; i.e. by the nature of the transformations, the transformed programs do in fact satisfy the transformed specifications. As we noted, this is not necessarily the case with any transformation.

Suppose, for example, that we are given the program:

```
P: begin
   comment array-minimum program
   (y, z) := (0, A[0])
   loop assert z = min(A[0:y])
       until y = n
       y := y + 1
       z := min(z, A[y])
   repeat
   assert z = min(A[0:n])
end
```

for finding the minimum of the array A[0:n], and we wish to construct a program to find the maximum of the nonempty array A[1:n]. The given program achieves the output relation

```
assert z = min(A[0:n])
```

while the output specification of the desired program is

```
achieve z = max(A[1:n])
```

Thus, the transformations min -> max and 0 -> 1 suggest themselves. Though in this case applying these transformations happens to yield a correct program, such transformations of constant symbols do not necessarily preserve correctness. Were the function min not explicitly used in the program, e.g. in the program

```
P': begin
   comment alternative array-minimum program
   (y, z) := (0, A[0])
   loop assert z = min(A[0:y])
       until y = n
       y := y + 1
       if A[y] < z then z := A[y] fi
   repeat
   assert z = min(A[0:n])
end
```

then the proposed transformation min -> max would clearly not work.
Global transformations, where an input variable is systematically replaced by a function of only input variables, or an output variable by a function of output variables or of both input and output variables (as in the previous examples), always yield a program satisfying the transformed specifications. However, transformations of constant symbols (as in this last example) are not guaranteed to result in a program satisfying the specifications. Details regarding correctness-preserving transformations may be found in an appendix.

Hence, for some transformations, correctness must be verified. For this purpose, invariant assertions are utilized. As we saw above, invariants are essential in our approach to debugging too, as it is necessary to have some idea of what the program actually does before it can be corrected.

Global transformations are applied to all invariants, as well as to the code. Using these transformed invariants, verification conditions for the new program may be generated; if they hold, then the new program is correct. Alternatively, applying the transformations to the (unsimplified) verification conditions of the original program yields verification conditions for the transformed program. It is best if the conditions are given in the form of a subgoal tree, reflecting the logical steps taken in constructing the program. This subgoal structure may be expressed in purpose statements.

Returning to the above example, we wish to modify the first version of the \textit{min} program $P_i$, to obtain a program that achieves $z = \max(A[1:n])$. Applying the transformations $\textit{min} \Rightarrow \textit{max}$ and $0 \Rightarrow 1$ yields

\begin{verbatim}
$P_i$: begin comment array-maximum program
  (y, z) := (1, A[1])
  loop assert z = max(A[1:y])
      until y = n
      y := y + 1
      z := max(z, A[y])
    repeat
    assert z = max(A[1:n])
  end.
\end{verbatim}

Using the new invariants, the correctness of this \textit{max} program may straightforwardly be shown.

On the other hand, applying these transformations to the alternative \textit{min} program $P_i'$ would yield
We have replaced the assertions with suggestions, since correctness is not guaranteed by transformations that involve constants (in our case \( \min \)). Indeed this program is incorrect, since the loop body does not preserve the candidate loop invariant

\[
\text{suggest } z = \max(A[0:y])
\]

In the next subsection, we discuss what can be done in such cases.

**4. Completing an Analogy**

As discussed above, the verification conditions will not always hold for a given set of transformations. There could, for example, be unrelated occurrences of 0 in the \( \min \) program \( P'_4 \) (in which case the global transformation 0 \( \Rightarrow \) 1 would be inappropriate) or the function symbol \( \min \) might not appear explicitly in the program at all (and therefore the transformation \( \min \Rightarrow \max \) would be ineffectual).

The program

\[
P'_4: \begin{align*}
(y, z) &:= (0, A[0]) \\
\text{loop } &\text{ suggest } z = \max(A[0:y]) \\
\text{ until } &y = n \\
y &:= y + 1 \\
&\text{ if } A[y] < z \text{ then } z := A[y] \text{ fi} \\
&\text{ repeat} \\
&\text{ suggest } z = \max(A[0:n]) \\
&\text{ end }
\end{align*}
\]
has several verification conditions. One of them corresponds to the loop-body path when the conditional test is true; it may be represented as

\[
\begin{align*}
\text{assert } & y = n \\
y & := y + 1 \\
\text{assert } & A[y] < z \\
z & := A[y].
\end{align*}
\]

Since the program is correct, we know that the loop invariant holds each time control is at the head of the path, and that if that path is taken, then the invariant holds at the end of the path as well. So, assuming that the invariant \( z = \min(A[0:y]) \) holds and that the exit test \( y = n \) is false, then after incrementing \( y \) and setting \( z \) to \( A[y] \) when the conditional test \( A[y] < z \) is true, the invariant \( z = \min(A[0:y]) \) again holds, for the new values of \( y \) and \( z \). In other words, we have

\[
z = \min(A[0:y]) \land y = n \land A[y + 1] < z \implies A[y + 1] = \min(A[0:y + 1]).
\]

Applying the two transformations, \( 0 \Rightarrow 1 \) and \( \min \Rightarrow \max \), to this condition we obtain

\[
z = \max(A[1:y]) \land y = n \land A[y + 1] < z \implies A[y + 1] = \max(A[1:y + 1]).
\]

However, the condition no longer holds, and we must try to find a way to correct that. The condition is equivalent to

\[
z = \max(A[1:y]) \land y = n \land A[y + 1] < z \implies A[y + 1] = \max(\max(A[1:y]), A[y + 1])
\]

which, in turn, simplifies to

\[
A[y + 1] < z \implies A[y + 1] = \max(z, A[y + 1])
\]
or

\[
\]

Now, matching the two sides of this implication, suggests completing the analogy with the additional transformation \( z \Leftrightarrow z \).

This transformation in fact makes all the verification conditions valid and yields a correct program for finding the maximum:
PROGRAM MODIFICATION AND DEBUGGING

\[ P' : \text{begin comment alternative array-maximum program} \]
\[ (y,z) := (1,A[1]) \]
\[ \text{loop assert } z = \max(A[i:y]) \]
\[ \text{until } y=n \]
\[ y := y+1 \]
\[ \text{if } A[y] \geq z \text{ then } z := A[y] \text{ fl} \]
\[ \text{repeat} \]
\[ \text{assert } z = \max(A[1:n]) \]
\[ \text{end} \].

Note that the additional transformation could be localized to the conditional statement, since its verification conditions are the only ones that fail.

Were 0 not to appear explicitly in the initialization, say if we had instead

\[ y := 1-1 \]
\[ z := A[y] \]

then the verification condition for this path — after applying the transformation (0 \(\Rightarrow\) 1, \(\min\) \(\Rightarrow\) \(\max\)) — would be

\[ A[1-1] = \max(A[1-1]) \]

which does not hold. It may then be necessary to write a new program segment that would initialize the loop invariant \(z = \max(A[i:y])\) by setting \(y\) and \(z\) to appropriate values. The goal

\text{achieve } z = \max(A[i:y]) \text{ varying } y, z

\text{can be satisfied by the assignment}

\[ (y,z) := (1,A[1]) \].

Were 0 to appear in unrelated parts of the program — say for the purpose of illustration that we had an additional loop-body assignment \(y := y+0\) — then the transformation \(0 \Rightarrow 1\) would result in an incorrect program. In such cases, analysis of the (loop-body) verification conditions would suggest not applying that transformation to that occurrence of 0.

Another problem that sometimes arises in program modification is that the transformations only achieve part of the output specification. In such cases, it may be possible to extend the program to achieve all the desired parts by achieving the missing parts at the onset and maintaining them invariantly true until program termination.
Alternatively, we could append new code to the end of the program that will achieve the additional parts — without "clobbering" what has already been achieved by the program.

For example, consider the case where it is desired that $P_s$ also find the position $x$, in the array, of the minimum element $z$. We can extend the program to achieve $z = A[x]$ in $P_s$ varying $x$

by maintaining that relation as an invariant throughout the execution of the program.

Synthesis and extension are treated in a separate chapter.

3. EXAMPLES

In this section, we present two examples of program modification. We begin with an incorrect real-division program and show how to correct it. This is the same program as appeared in the overview chapter; here we go into greater detail. Then we modify a square-root program to search a sorted array for a particular element.

Example 1: Bad Real Division to Good Real Division.

Consider the problem of computing the quotient $z$ of two nonnegative real numbers $c$ and $d$, where $c/d$, within a specified tolerance $e$, $0 < e$. The given program is:

```
P_s: begin comment bad real-division program
  assert 0 < c < d, 0 < e
  (z, y) := (0, 1)
  loop suggest z = c/d, c/d < z + y
    until y < e
    if d*(z + y) < e then z := z + y fi
    y := y/2
  repeat
  suggest z = c/d, c/d < z + e
end .
```
The initial assertion

assert 0s<d, 0c<

contains the input specification that the input variables c, d and e are assumed to satisfy. The statement

suggest zsc/d, c/dz+e

at the end of the program expresses the output specification of the program which the program is believed to achieve. But, for example, c=1, d=3, and e=1/3, which satisfy the input specification, yield z=0 which does not satisfy the second conjunct c/dz+e of the output specification.

Before we can debug this program, we must know more about what it actually does. For this purpose, we first annotate the program with loop and output invariants. The annotated program — with invariants that correctly express what the program does — is:

assert 0s<d, 0c<
(x,y) := (0,1)
loop assert d>zsc, c(d-(z+2-y))
    until yse
    if d>(z+y)sc then z := z+y fi
    y := y/2
repeat
assert d>zsc, c(d-(z+2+y))

The desired relation c/dz+e is not implied by the output invariants.

We now have the task of finding a transformation (correction) that transforms the actual output invariant

assert d>zsc, c(d-(z+2+y))

into the desired goal

suggest zsc/d, c/dz+e

or equivalently,

suggest d>zsc, c[d-(z+y)]
The transformation will then be applied to the program. Accordingly, we would like to modify the program in such a manner as to transform the insufficiently strong $c < d \cdot (z + 2 \cdot e)$ into the desired $c < d \cdot (z + e)$ and at the same time preserve the correctness of the other conjunct of the specification:

$$(c < d \cdot (z + 2 \cdot e) \Rightarrow c < d \cdot (z + e), d \cdot z \leq c \Rightarrow d \cdot z \leq c).$$

The expressions $c < d \cdot (z + 2 \cdot e)$ and $c < d \cdot (z + e)$ differ in that the former has $2 \cdot e$ where the latter has just $e$. So if we can transform $2 \cdot e \Rightarrow e$, then we will have transformed the specifications as desired. In order to transform the expression $2 \cdot e$ into $e$, we can transform the input variable $e$ into $e/2$. We, therefore, apply the transformation

$$e \Rightarrow e/2$$

to all occurrences of $e$ in the program; all other symbols in the program are left unchanged. Only one executable statement — the exit clause — is affected, giving

**Correction 1:** Replace the exit clause with

until $y \leq e/2$.

The resulting program is:

```plaintext
P': begin comment corrected real-division program
  assert 0 < c < d, 0 < e/2
  (z, y) := (0, 1)
  loop assert d \cdot z \leq c, c < d \cdot (z + 2 \cdot y)
      until y \leq e/2
      if d \cdot (z + y) \leq c then z := z + y fi
      y := y/2
  repeat
  assert d \cdot z \leq c, c < d \cdot (z + 2 \cdot e/2).
```

Had we matched the output invariants

\[ \text{assert } d \cdot z \leq c, \ c \cdot (z + 2 \cdot e) \]

with the original output specification

\[ \text{suggest } z \leq d, \ c \cdot d < z + e \]

then the transformations

\[ (d \mapsto 1, c \mapsto c/d, e \mapsto e/2) \]

would suggest themselves. Here \( d \) is transformed into the identity element of multiplication, so that \( d \cdot z \Rightarrow z \). This set of transformations leads to the same program, except for the fact that the conditional test is transformed into \( z + y < c/d \) which contains the nonprimitive division operator. Since \( d \) is positive, this nonprimitive test is equivalent to the primitive test \( d \cdot (z + y) < c \), which may be substituted for it.

Two additional debugging transformations may be obtained. Again we begin by comparing \( c \cdot (d \cdot (z + 2 \cdot e)) \) with \( c \cdot (d \cdot (z + e)) \), but this time we try to leave \( e \) unchanged. We therefore try to isolate \( e \) on the right of both inequalities. Accordingly, we wish to transform

\[ (c/d - z)/2 \leq e \Rightarrow c/d - z \leq e \]

Matching the two sides of the inequalities leaves us with \( (c/d - z)/2 \Rightarrow c/d - z \). Multiplying both by 2, we get

\[ c/d - z \Rightarrow 2 \cdot (c/d - z) = 2 \cdot c/d - 2 \cdot z = c/(d/2) - 2 \cdot z \]

This leads to the transformations

\[ (c \Rightarrow 2 \cdot c, z \Rightarrow 2 \cdot z) \]

or

\[ (d \Rightarrow d/2, z \Rightarrow 2 \cdot z) \]

Applying these transformations to the second conjunct \( d \cdot z \leq c \) gives either \( d \cdot 2 \cdot z \leq 2 \cdot c \) or \( d/2 \cdot 2 \cdot z \leq c \), both of which simplify to \( d \cdot z \leq c \). This is exactly what was wanted and no further transformations are necessary.

Doubling \( z \) and either doubling \( c \) or halving \( d \) in the conditional test \( d \cdot (z + y) \leq c \) yields a test equivalent to \( d \cdot (z + y/2) \leq c \). Transforming \( z \) into \( 2 \cdot z \) affects two additional statements: the initialization \( z := 0 \) becomes the "illegal" assignment \( 2 \cdot z := 0 \), which is equivalent to the "legal"

\[ z := 0 \]

Similarly, the assignment \( z := z + y \) of the then-branch becomes \( 2 \cdot z := 2 \cdot z + y \); in order to
achieve $2z=2z'+y$ varying $z$.

we can assign

$$z := z+y/2.$$ 

No other statements are affected by either of the two modifications; thus they both yield:

**Correction 2:** Replace the conditional statement with

```plaintext
if d*(z+y/2)<c then z := z+y/2 fi.
```

In general: In order to transform $f(u) = v$, for any expressions $u$ and $v$ and function $f$, we may transform $u \Rightarrow f'(u)$, where $f'$ is the inverse of $f$. When applying a transformation $y \Rightarrow f(y)$ to an assignment $y := g(y)$, we get an illegal assignment

$$f(y) := g(f(y)).$$

To achieve $f(y)=g(f(y'))$ varying $y$,

we can apply the inverse function $f^{-1}$ to both sides, suggesting the assignment

$$y := f^{-1}(g(f(y))).$$

Each of these possible sets of transformations involved one of the input variables $e$, $c$, or $d$. One must, however, be careful when transforming input variables, since the transformation should be applied to the input assertion as well, possibly changing the range of legal inputs thereby. In our case, the transformations we have performed pose no problem: Applying $e \Rightarrow e/2$ to the input assertion

```plaintext
assert 0<=d, 0<=e
```

yields the equivalent assertion

```plaintext
assert 0<=d, 0<=e/2.
```

Therefore, halving $e$ has no effect on the input range, and the transformed program is correct for any inputs satisfying the given specification. Moreover, since in fact the condition $c<2d$, rather than $c<d$, is strong enough to imply that the loop invariants $d-z<=c$ and $c<=d*(z+2-y)$ hold after the initialization assignment $(z,y):=(0,1)$, (this is easily seen by substituting 0 and 1 for $z$ and $y$, respectively, in the invariants), we can relax the input assertion of $P_e$ to

```plaintext
assert 0<=2d, 0<=e.
```
Then, replacing the $c$ in $c<2d$ by $2c$ (or the $d$ by $d/2$) still yields a program correct for inputs satisfying $c<d$, as is desired.

Our program after Correction 2, annotated with appropriately modified invariants is (all $c$ have been replaced by $2c$ and all $z$ by $2z$ and the resultant expressions have been simplified):

$P_4$': begin comment good real-division program
   assert $0c<d$, $0e$
   $(z,y) := (0,1)$
   loop assert $d-z<2c$, $c(d+(z+y))$
      until $y<e$
      if $d(y+y/2)<c$ then $z := y+y/2$ fi
      $y := y/2$
   repeat
   assert $d-z<2c$, $c(d+(z+y))$
end.

Example 2: Real Square-root to Array Search.

In this example, we show how the square-root program

$P_4$: begin comment square-root program
   assert $a>=1$, $e>0$
   $(z,y) := (1,a-1)$
   loop assert $z<=\sqrt{a}$, $\sqrt{a}(z+y)$
      until $y<=e$
      $y := y/2$
      if $(z+y)^2 <= a$ then $z := z+y$ fi
   repeat
   assert $z<=\sqrt{a}$, $\sqrt{a}(z+y)$
end


may be modified to obtain a program that searches for the position \( z \) of an element \( b \) known to occur in an array segment \( A[1:n] \). The array is assumed to contain nonnegative integers sorted in nondescending order. This example will illustrate a number of difficulties that may be encountered.

Our goal is

\[
\begin{align*}
P; &\colon \text{begin comment array-search program} \\
&\text{assert } u,v \vdash A[u] \leq A[v], A[u] \in \mathbb{N}, \text{ bag}(A[1:n]) \\
&\text{achieve } A[z] = b \text{ varying } z \\
&\text{end,}
\end{align*}
\]

where \( \mathbb{N} \) is the set of nonnegative integers and \( \text{bag}(A[1:n]) \) denotes the multiset (bag) of elements in the array segment \( A[1:n] \). We shall allow indexing of an array by any real number, and adopt the convention that the intended element may be found by truncating the index, i.e.

\[
\text{fact } A[u] = A[\lfloor u \rfloor].
\]

(In a similar manner, we could develop a program following the Algol-60 convention of rounding-off the index.)

The desired goal

\[
\text{achieve } A[z] = b \text{ varying } z
\]

is not directly comparable with the output invariants of the given program

\[
\text{assert } z \leq \sqrt{a}, \sqrt{a} \leq z + e.
\]

So we first develop the goal somewhat.

As a first try, we replace the desired goal with the equivalent conjunctive goal

\[
\text{achieve } A[z] \leq b, b < A[z] \text{ varying } z,
\]

guided by the fact that we wish to achieve an equality, while the given program achieves an inequality. Since we are dealing with integers, this is the same as

\[
\text{achieve } A[z] \leq b, b < A[z] + 1 \text{ varying } z.
\]

Accordingly, we are looking for a transformation

\[
z \leq \sqrt{a} \land \sqrt{a} \leq z + e \Rightarrow A[z] \leq b, b < A[z] + 1.
\]

and try to compare the conjunct \( z \leq \sqrt{a} \) with \( A[z] \leq b \). (Since \( \land \) is commutative, we could
just as well begin by trying to compare \( z \leq \sqrt{a} \) with \( b < A(z) + 1 \). Matching the two sides of
the inequality, we get \((z \Rightarrow A[z], \sqrt{a} \Rightarrow b)\); in order to obtain \( \sqrt{a} \Rightarrow b \), we can let \( a \Rightarrow b^2 \). Applying these transformations to the remaining conjunct
\( \sqrt{a} (z + e) \) leaves us with
\( b < A[z] + e \Rightarrow b < A[z] + 1 \); this suggests the additional transformation \( e \Rightarrow 1 \).

Applying the three transformations
\( (z \Rightarrow A[z], a \Rightarrow b^2, e \Rightarrow 1) \)
to the given square-root program yields

\[
\text{Program } P_5: \begin{align*}
&\text{begin comment proposed array-search program} \\
&\text{assert } b^2 \geq 1, \quad 1 > 0 \\
&(A[z], y) := (1, b^2 - 1) \\
&\text{loop assert } A[z] \leq b, \quad b < A[z] + y \\
&\quad \text{until } y \leq 1 \\
&\quad y := y/2 \\
&\quad \text{if } (A[z] + y)^2 \leq b^2 \text{ then } A[z] := A[z] + y \text{ fi} \\
&\quad \text{repeat} \\
&\quad \text{assert } A[z] \leq b, \quad b < A[z] + 1 \\
&\text{end}.
\end{align*}
\]

There are, however, a number of problems with this program, the insurmountable one lying
in the conditional-branch assignment \( A[z] := A[z] + y \). The problem is that the original goal
stated that only \( z \) is an output variable, while the array \( A \) Is an input variable which may
not be modified by an assignment. Furthermore, there is no way to
achieve \( A[z] = A[z] + y \) varying \( z \),
since the value \( A[z'] + y \) is not known to appear in \( A \) at all.

So we must look for another alternative. Since \( A[u] = A[[u]] \), it is sufficient to
achieve \( A[[z]] = b \) varying \( z \)
in order to achieve our goal
achieve \( A[z] = b \) varying \( z \).

At this point, we would like to extract \( z \) from within the expression \( A[[z]] \), as it appears
by itself in the output invariants of the given program. To this end, we use the function \( \text{pos}(A, u) \) which gives the position of the (rightmost) occurrence of the element \( u \) in the array \( A \); it is an inverse of the array indexing function \( A[u] \), i.e.

\[
\text{fact } \text{pos}(A, u) \in \mathbb{Z} \text{ when } u \in A
\]

( \( \mathbb{Z} \) is the set of all integers),

\[
\text{fact } A[\text{pos}(A, u)] = u \text{ when } u \in A
\]

and

\[
\text{fact } \text{pos}(A, u) > v - 1 \text{ when } A[v] = u
\]

Instantiating the second fact with \( b \) for \( u \) yields \( A[\text{pos}(A, b)] = b \), since it is given that \( b \in A \); thus, in order to

achieve \( A[[z]] = b \) varying \( z \),

it suffices to

achieve \( \text{pos}(A, b) \in [z] \) varying \( z \).

Applying now the definition of \([u]\),

\[
\text{fact } u = [u] = \forall s \leq u < s + 1 \land s \in \mathbb{Z}
\]

we obtain the conjunctive goal

achieve \( \text{pos}(A, b) \in [z], \ z < \text{pos}(A, b) + 1, \ \text{pos}(A, b) \in \mathbb{Z} \) varying \( z \).

Since the third conjunct \( \text{pos}(A, b) \in \mathbb{Z} \) is always true, we are left with the goal

achieve \( \text{pos}(A, b) \in [z], \ z < \text{pos}(A, b) + 1 \) varying \( z \).

The current goal is still not readily comparable with the output specification of the real square-root program,

assert \( z \leq \sqrt{a}, \ \sqrt{a} < z + e \):

while for the array-search program the output variable \( z \) appears on the right-hand side of the \( \leq \) relation and on the left-hand side of the \( < \) relation, for the square-root program the sides are reversed.

One possible solution is to transform the predicates \( \leq \) and \( < \). To get

\( z \leq \sqrt{a} \Rightarrow z \geq \text{pos}(A, b) \),

we may apply the transformations

\( (\leq \Rightarrow z, \sqrt{a} \Rightarrow \text{pos}(A, b)) \).
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To obtain the second transformation $\sqrt{a} \Rightarrow \text{pos}(A, b)$, we let $a \Rightarrow \text{pos}(A, b)^2$. Applying these transformations to the conjunct $\sqrt{a} < e$ leaves

$$\text{pos}(A, b) < z + e \Rightarrow \text{pos}(A, b) < z + 1.$$ Transposing to get just $\text{pos}(A, b)$ on the left of the inequalities, gives

$$\text{pos}(A, b) < z + e \Rightarrow \text{pos}(A, b) < z - 1,$$

so we add the transformations $< \Rightarrow >, e \Rightarrow -1$. All together we have

$$(z \Rightarrow z, a \Rightarrow \text{pos}(A, b)^2, < \Rightarrow >, e \Rightarrow -1).$$

Applying these transformations to the given square-root program yields

$$(z, y) := (1, \text{pos}(A, b)^2 - 1)$$

loop suggest $z \geq \text{pos}(A, b), \text{pos}(A, b) > z + y$

until $y \leq 1$

$y := y/2$

if $(z + y)^2 \geq \text{pos}(A, b)^2$ then $z := z + y$ fi

repeat

suggest $z \geq \text{pos}(A, b), \text{pos}(A, b) > z - 1.$

Simplifying the expressions in the program, we get

$$(z, y) := (1, \text{pos}(A, b)^2 - 1)$$

loop suggest $z \geq \text{pos}(A, b), \text{pos}(A, b) > z + y$

until $y \leq 1$

$y := y/2$

if $(z + y)^2 \geq \text{pos}(A, b)^2$ then $z := z + y$ fi

repeat

suggest $z \geq \text{pos}(A, b), \text{pos}(A, b) > z - 1.$

Before we try to eliminate the nonprimitive function $\text{pos}$ from the transformed program, we attempt to verify the correctness of the program as is. The loop invariants

assert $z \geq \text{pos}(A, b), \text{pos}(A, b) > z + y$

along with the exit condition

until $y \leq 1$

clearly imply the desired output invariant

assert $\text{pos}(A, b) \leq z, z < \text{pos}(A, b) + 1.$
Furthermore, the loop-body path preserves the loop invariants for both cases of the conditional.

The problem is with the verification condition for the initialization path: the assignment 
\[(z, y) := (1, pos(A, b)^2 - 1)\] does not initialize the loop invariants. So we replace the initialization with the new subgoal

\[
\text{assert } u \subseteq A[u] \subseteq A[v], \ A[u] \in \mathbb{N}, \ b \in bag(A[1:n])
\]

\[
\text{achieve } z \geq pos(A, b), \ pos(A, b) \times y \text{ varying } z, y.
\]

Since we are given that \(b\) appears within the segment \(A[1:n]\), we can achieve the relation \(z \geq pos(A, b)\) by letting \(z = n\). Now we can achieve \(pos(A, b) \times y\) by insisting that \(z + y = 0\), for which we initialize \(y\) to \(-n\).

The verification condition for termination is \((\exists k \in \mathbb{N})(-n/2^k \geq -1)\), i.e. by repeatedly halving \(y\), which has the initial value \(-n\), the exit test \(y \geq -1\) must at some point become true. This is indeed the case. Thus, all the verification conditions hold and the transformed program is correct.

Finally, the conditional test \(z + y \geq pos(A, b)\), that contains the nonprimitive function \(pos\), may be replaced by \(A[z+y+1] > b\). That the two tests are equivalent, may be deduced from the input specification

\[
\text{assert } u \subseteq A[u] \subseteq A[v]
\]

and the definition of \(pos\).

Our program now looks like this:

\[
(z, y) := (n, -n)
\]

loop assert \(z \geq pos(A, b), \ pos(A, b) \times y\)

until \(y \geq -1\)

\[y := y/2\]

if \(A[z+y+1] > b\) then \(z := z+y\)

repeat

assert \(z \geq pos(A, b), \ pos(A, b) \times y \geq -1\).

If we transform the program variable \(y\) by \(y \mapsto -y\) and simplify, we get
Note that transforming a variable that does not appear in the program specifications, such as \( y \), cannot affect what the program does, only how it does it.

Having found one satisfactory solution, let us return to the point where we compared the desired goal

\[
\text{achieve } z \geq \text{pos}(A, b), \text{ pos}(A, b) + 1 \mid z \text{ varying } z
\]

with the output invariants

\[
\text{assert } z \leq \sqrt{a}, \sqrt{a} \leq z + e.
\]

An alternative way to transform the relation \( \leq \) in the desired goal, into \( \geq \) and \( < \) into \( > \), without transforming the predicates themselves, would be to multiply both sides of the inequalities by \(-1\). We would thereby obtain the equivalent goal

\[
\text{achieve } -z \geq -\text{pos}(A, b), -\text{pos}(A, b) - 1 < -z \text{ varying } z.
\]

Comparing the output invariant \( z \leq \sqrt{a} \) with the first conjunct of this goal, suggests the transformations

\[
(z \Rightarrow -z, \sqrt{a} \Rightarrow -\text{pos}(A, b)).
\]

To obtain \( \sqrt{a} \Rightarrow -\text{pos}(A, b) \), we would like to use \( a \Rightarrow (-\text{pos}(A, b))^2 \), but since \( \text{pos}(A, b) \) is positive, that would give \( \sqrt{a} \Rightarrow \text{pos}(A, b) \), rather than \(-\text{pos}(A, b)\) as desired. As there is no easy way out of this problem, we drop this possibility.

There is another way: Just as \( u \leq v \) is equivalent to \( u < v + 1 \) for integers \( u \) and \( v \), for real numbers we can transform an expression of the form \( u \leq v \) into one of form \( u < v + \varepsilon \), where \( \varepsilon \) is an arbitrarily small real number. Similarly \( u < v \) is equivalent to \( u + \varepsilon \leq v \). The \( \varepsilon \)'s may then be eliminated from the resulting program. Thus, we may compare

\[
\text{assert } z < \sqrt{a} + \varepsilon, \sqrt{a} < z + e.
\]
with

\[ x < \text{pos}(A, b) + 1, \text{pos}(A, b) < z + \epsilon, \]

which suggests the set of transformations

\[ (a \rightarrow \text{pos}(A, b)^2, z \rightarrow z-1+\epsilon, a \rightarrow 1) \]
Applying these transformations to the square-root program yields

```
assert \text{pos}(A,b)^2 \leq 1, 1>0
(z-1+\epsilon, y) := (1, \text{pos}(A,b)^2-1)
loop assert z-1+\epsilon \leq \text{pos}(A,b), \text{pos}(A,b) < z-1+\epsilon + y
until y \leq 1
y := y/2
if \text{(z-1+\epsilon+y)^2} \leq \text{pos}(A,b)^2 \text{ then } z-1+\epsilon := z-1+\epsilon + y fi
repeat
assert z-1+\epsilon \leq \text{pos}(A,b), \text{pos}(A,b) < z-1+\epsilon + 1.
```

The transformed conditional test \((z-1+\epsilon+y)^2 \leq \text{pos}(A,b)^2\), may be simplified to \(z-1+\epsilon+y \leq \text{pos}(A,b)\), i.e. \(z-1+y < \text{pos}(A,b)\). To remove the nonprimitive function \text{pos}, we replace the test with \([z+y] \leq b\). Replacing the initialization and the illegal assignments, we obtain the transformed program:

```
P': begin comment array-search program
assert \text{us}\geq\text{A[A[u]]}, A[u] \in \text{N}, \text{be}\text{bag}(A[1:n])
(z, y) := (1, n)
loop assert z < \text{pos}(A,b)+1, \text{pos}(A,b)+1 \leq z+y
until y \leq 1
y := y/2
if A[z+y] \leq b \text{ then } z := z+y fi
repeat
assert A[z] = b
end.
```

Replacing the initialization in general requires rechecking the verification condition for termination; in this case, \((3' \geq \text{N})(n/2 \leq 1)\) must hold for the program to terminate, as indeed it does.

This array-search program may be given a more conventional appearance if we can replace \(z+y\) (the right bound of the search), which appears twice in the program, with just \(y\). To effect \(z+y \Rightarrow y\), we use the global transformation

\[
y \Rightarrow y-z,
\]

since \(z+y-z = y\). Since the right-hand side of this transformation contains a variable other than the transformed variable \(y\), the application of the transformation is a bit trickier:
wherever there is an assignment to \( z \), even if \( y \) is not changed, we must consider what happens to the transformed value of \( y \). Thus, the conditional branch assignment \( z:=z+y \) must be considered as though it were \( (z',y):=(z+y,y) \), which is transformed into \( (z,y-z):=(z+(y-z),y-z) \).

Replacing all occurrences of \( y \) in the program with \( y-z \), and using the appropriate achieve statements in place of the transformed assignments, we get:

\[
\begin{align*}
\text{achieve } & z=1, \ y-z=n \ 
\text{varying } \ z,y \\
\text{loop assert } & z<\text{pos}(A,b)+1, \ \text{pos}(A,b)+1 \leq y \\
\text{until } & y\leq l \\
\text{achieve } & y-z=(y'-z)/2 \ 
\text{varying } \ y \\
\text{if } & A[y]=b \text{ then achieve } z=z'+(y'-z'), \ y-z=y'-z' \ 
\text{varying } \ z,y \ 
\text{fi} \\
\text{repeat} \\
\text{assert } & A[z]=b \\
\end{align*}
\]

The initialization subgoal

\[
\begin{align*}
\text{achieve } & z=1, \ y-z=n \ 
\text{varying } \ z,y \\
\text{yields the assignment } \\
(z,y) & := (1,n+1) \\
\end{align*}
\]

isolating \( y \) on one side of the equality in the subgoal

\[
\begin{align*}
\text{achieve } & y-z=(y'-z)/2 \ 
\text{varying } \ y \\
\text{yields } \\
y & := (z+y)/2 \\
\end{align*}
\]

The conditional-branch subgoal

\[
\begin{align*}
\text{achieve } & z=z'+(y'-z'), \ y-z=y'-z' \ 
\text{varying } \ z,y \\
\text{yields the assignment } \\
(z,y) & := (y,2y-z) \\
\end{align*}
\]

The program, so far, is:
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\[ (x, y) := (1, n+1) \]
\[ \text{loop assert } z < \text{pos}(A, b) + 1, \text{ pos}(A, b) + 1 \leq y \]
\[ \text{until } y = z \leq 1 \]
\[ y := (z + y)/2 \]
\[ \text{if } A[y] \leq b \text{ then } (x, y) := (y, 2y - z) \text{ fi } \]
\[ \text{repeat} \]
\[ \text{assert } A[x] = b . \]

There are still a few more changes that may be made: By pushing the loop-body assignment to \( y \) into the conditional statement, we get

\[ \text{if } A[(z+y)/2] \leq b \text{ then } (x, y) := ((z+y)/2, y) \text{ else } y := (z+y)/2 \text{ fi} . \]

Now, by eliminating the superfluous assignment \( y := y \) and introducing a temporary variable \( t \) to contain the value \( (z+y)/2 \), we get

\[ t := (z+y)/2 \]
\[ \text{if } A[z] \leq b \text{ then } z := t \text{ else } y := t \text{ fi} . \]

Our final version of the array-search program is:

\[
\begin{aligned}
P_s': \text{ begin comment conventional array-search program} \\
&\text{assert } u \leq v \Rightarrow A[u] \leq A[v], A[u] \in N, \text{ beg}(A[1:n]) \\
&(z, y) := (1, n+1) \\
&\text{loop assert } z < \text{pos}(A, b) + 1, \text{ pos}(A, b) + 1 \leq y \\
&\text{until } y = z \leq 1 \\
&t := (z+y)/2 \\
&\text{if } A[t] \leq b \text{ then } z := t \text{ else } y := t \text{ fi} \\
&\text{repeat} \\
&\text{assert } A[x] = b \\
&\text{end .}
\end{aligned}
\]

This chapter has illustrated the use of analogy to modify and debug programs. The next chapter shows how similar techniques may be used to abstract and instantiate programs.
CHAPTER IV

PROGRAM ABSTRACTION AND INSTANTIATION
1. INTRODUCTION

When confronted with a new task, a person will often notice a resemblance between it and some previous accomplished task. To conserve effort, he is likely to adapt the knowledge he learned on those occasions to the new problem at hand. After solving a number of similar problems, he might form a general paradigm for solving such problems by suppressing the inconsequential particulars of the individual instances. We term the process of forming a general scheme from instances of the problem abstraction, and that of applying a general scheme to a particular problem instantiation.

In the programming case, we are given a set of concrete programs, presumably related in some way, and would like to derive an abstract program schema. The programs are assumed to be annotated with their input-output specifications and with sufficient invariant assertions to demonstrate their correctness. The first step is to find an abstraction of the set of specifications of all the programs. This yields an abstract specification that may be instantiated to any of the given concrete specifications. For each of the given specifications there corresponds an abstraction mapping that when applied to the concrete specification will yield the abstract specification. That same mapping, applied to the given program, yields an abstract program schema. Conversely, the instantiation mapping that yields the concrete specifications of a program when applied to the abstract specifications, will yield the corresponding concrete program when applied to the abstract schema.

A schema, however, may not be applicable to all possible instantiations of its specifications. In that case, the schema is accompanied by an input specification containing conditions that must be satisfied by the instantiation to guarantee correctness. These preconditions may be derived from the verification conditions which serve to bridge the gap between the assertion language in which the specifications are stated and the programming language in which the program is coded. In cases where the preconditions are not satisfied by a particular instantiation, analysis of the unsatisfied conditions may suggest modifications that will help satisfy the conditions.

To date, little research has been done on program abstraction. The STRIPS system (Fikes, Hart and Nilsson [1972]) generalized the loop-free robot plans it generated; the HACKER system (Sussman [1975]) "subroutinized" and generalized the "blocks-world" plans it generated, but was limited in this respect by its use of executions, rather than verification proofs, to determine what program constants could be generalized. Recently, Gerhart [Apr. 1975] and Gerhart and Yelowitz [1976] have also advocated the use of program schemata as a powerful programming tool and have recommended the hand-compilation of a handbook of such program schemata to aid human programmers.
(See Yelowitz and Duncan [1977] for a detailed example of the use of schemata as an aid in program verification and Misra [1978] for an approach to the specification of schemata.)

In this chapter, we apply program-modification techniques to abstraction. To generalize the common aspects of two programs $P$ and $Q$ and form a program schema, we first find the set of transformations for modifying $P$ into $Q$. Recall that to modify a program $P$ so as to obtain a program $Q$, we look for an analogy $P \leftrightarrow Q$ between the specifications of $P$ and $Q$. The analogy suggests a set of transformations that when applied to the program $P$ will yield a program satisfying the specifications of $Q$. Each transformation is of the form $e \Rightarrow f$; all occurrences of $e$ in the program $P$ are transformed into $f$. For each such transformation, the corresponding abstraction transformation for $P$ is $e \Rightarrow v$ and for $Q$ is $f \Rightarrow v$, where $v$ is a new variable symbol.

We are tacitly assuming that the specifications of our programs are expressed formally and that this specification does express the desired behavior of the program. This is not a trivial point; it is not uncommon for errors or omissions to be made in the original specification of a program. Balzer, Goldman, and Wile [1977] have been investigating the possibility of constructing a formal specification from informal and incomplete specifications.

Another problem inherent in our use of analogy for program modification and abstraction, is that the two specifications that are to be compared may have little syntactically in common. When the specifications are not syntactically similar, it is necessary to rephrase the given specifications in some equivalent manner that brings their similarity to the fore. This is clearly a difficult problem. In our examples, we indicate what may be done in some such cases; in general, some form of means-end analysis seems appropriate.

In the next section, we present several examples of abstraction and instantiation.

2. EXAMPLES

Three examples follow: in the first, we derive a schema for linear search; the second is an iterative implementation of a recursive definition; the third is a more general binary search than the one we saw in Chapter II.
Example 1: Minimum/Maximum Schema.

Consider the following two programs:

```plaintext
P: begin comment minimum-value program
    assert n ∈ N
    (z, y) := (A[0], 0)
    loop assert z ≤ A[0:y], y ∈ N
        until y = n
        y := y + 1
        if A[y] < z then z := A[y] fi
    repeat
    assert z ≤ A[0:n]
end
```

and

```plaintext
Q: begin comment maximum-position program
    assert m, n ∈ Z, m ≤ n
    (z, y) := (n, n)
    loop assert A[z] ≥ A[y:n], y ∈ Z
        until y = m
        y := y - 1
        if A[y] > A[z] then z := y fi
    repeat
    assert A[z] ≥ A[m:n]
end
```

where the construct p[u:v] is shorthand for (∀f)(u ≤ f ≤ v)p(f), for any predicate p, i.e., p holds for all values f in the range [u:v]. The output specification of the first program P, is

```
assert z ≤ A[0:n];
```

it finds a value z smaller than any appearing in the array segment A[0:n]. The second program Q, finds the position z of a maximum element in the array segment A[m:n]; its output specification is

```
```

(For simplicity we have not included the output specifications z ∈ A[0:n] and m ≤ z ≤ n of
In the previous chapter we saw how one may derive such programs one from the other. The obvious analogy between the specifications of the two programs is that where the specifications of $P$, have $\leq$, $z$, and $0$, the specifications of $Q$, have $\geq$, $A[z]$, and $m$, respectively:

$$(\leq \leftrightarrow \geq, z \leftrightarrow A[z], 0 \leftrightarrow m).$$
Applying the transformations

\((\leq \Rightarrow z, z = A[z], 0 = m)\)

to the output specification of \(P_1\) transforms it into that of \(Q_1\). However, applying these transformations to the program \(P_1\) does not yield a program satisfying the specifications of \(Q_1\). This is because the program \(P_1\) makes use of properties of the constant \(\leq\) that do not apply to \(\geq\). Similarly, applying the transformations

\((z \Rightarrow \leq, z = pos(A, x), m = 0)\)

(where \(pos(A, x)\) is the position of the element \(x\) in the array \(A\)) transforms the specification of \(Q_1\) into that of \(P_1\), but does not yield a correct program. As we saw in the last chapter, to obtain a correct program we must examine the verification conditions.

Consider the path initializing the loop in \(P_1\):

\[
\text{assert } \pi \in \mathbb{N}
\]
\[
(z, y) := (A[0], 0)
\]
\[
\text{suggest } z \leq A[0], y \in \mathbb{N}
\]

We are given that \(\pi \in \mathbb{N}\), and must show that the loop invariants \(z \leq A[0:y]\) and \(y \in \mathbb{N}\) hold after initializing \(z\) to \(A[0]\) and \(y\) to \(0\). That is, to verify this path, we must have

\[
\pi \in \mathbb{N} \land A[0] \leq A[0:0] \land 0 \in \mathbb{N}
\]

Applying the transformations

\(\leq \Rightarrow \geq, z \geq A[z],\) and \(0 \geq m\)

to this condition yields

\[
\pi \in \mathbb{N} \land A[m] \geq A[m:m] \land m \in \mathbb{N}
\]

The first consequent \(A[m] \geq A[m:m]\) is equivalent to \(A[m] \geq A[m]\) and clearly holds; we are left with the consequent \(m \in \mathbb{N}\). This path, then, will be correct if the condition \(m \in \mathbb{N}\) is satisfied.

Next, we consider the loop-exit path

\[
\text{assert } z \leq A[0:y], y \in \mathbb{N}
\]
\[
\text{assert } y = n
\]
\[
\text{suggest } z \leq A[0:n]
\]

i.e. the loop invariants plus the exit test \(y = n\) must imply the output specification \(z \leq A[0:y]\). The transformed condition is

\[
A[z] \geq A[m:y] \land y \in \mathbb{N} \land y = n \geq A[z] \geq A[m:n]
\]
which clearly holds.

Finally, we consider the loop-body path

```plaintext
assert z <= \text{A}[0:y], \ y \in \mathbb{N}
assert y \neq n
y := y + 1
if A[y] < z then z := A[y] fi
suggest z <= \text{A}[0:y], \ y \in \mathbb{N}
```

To verify this path, we must show that the loop invariant continues to hold if the exit test is false and the loop body is executed, for both cases of the conditional statement. If \( A[y+1] \leq z \) before executing the path, then the then-branch of the loop,

```plaintext
assert z <= \text{A}[0:y], \ y \in \mathbb{N}
assert y \neq n
y := y + 1
assert A[y] < z
z := A[y]
suggest z <= \text{A}[0:y], \ y \in \mathbb{N}
```

is taken. In that case, we must have

\[
z <= \text{A}[0:y] \land y \neq n \land y + 1 \leq z \supset A[y+1] \leq \text{A}[0:y+1] \land y+1 \in \mathbb{N}.
\]

Similarly, for the alternative path, we need

\[
z <= \text{A}[0:y] \land y \neq n \land -(A[y+1] \leq z) \supset z \leq \text{A}[0:y+1] \land y+1 \in \mathbb{N}.
\]

Applying the transformations to these two conditions gives

\[
\text{A}[z] \geq \text{A}[m:y] \land y \neq n \land y + 1 \leq \text{A}[y+1] \geq \text{A}[m:y+1] \land y+1 \in \mathbb{N}
\]

and

\[
\text{A}[z] \geq \text{A}[m:y] \land y \neq n \land -(A[y+1] \leq \text{A}[z]) \supset \text{A}[z] \geq \text{A}[m:y+1] \land y+1 \in \mathbb{N}.
\]

Consider the second of these two verification conditions. The consequent \( y+1 \in \mathbb{N} \)
clearly holds at the end of the loop body, since \( y \in \mathbb{N} \) held before the path. The consequent \( A[z] \geq A[m:y+1] \) is partially implied by the conjunct \( A[z] \geq A[m:y] \) appearing on the left-hand side of the implication; only \( A[z] \geq A[y+1] \) is not implied. So we look for additional relations with which to complete the analogy. On the left-hand side we have the conjunct \( -(A[y+1] \leq \text{A}[z]) \) while the desired \( A[z] \geq A[y+1] \) is equivalent to \( -(A[y+1] > \text{A}[z]) \). This suggests the additional transformation
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With this transformation the first verification condition holds as well.

Thus the four transformations

\[(\leq \Rightarrow \leq, z \Rightarrow A[z], 0 \Rightarrow m, \leq \Rightarrow \geq)\]

will yield a correct program for finding the position of the maximum provided that the condition \(m \in \mathbb{N}\) is satisfied. In the same manner, it may be shown that the transformations

\[(\geq \Rightarrow \leq, z \Rightarrow \rho_0(A, z), m \Rightarrow 0, \geq \Rightarrow \leq)\]

when applied to \(Q\), will yield a correct program for finding the minimum.

Now that we have a complete analogy between the two tasks \(P\) and \(Q\), viz.

\[(\leq \Rightarrow \leq, z \Rightarrow A[z], 0 \Rightarrow m, \leq \Rightarrow \geq)\]

we attempt to generalize it to obtain an abstract program schema embodying the underlying technique of the program. The generalization of the two predicates \(\leq\) and \(\geq\) is a new predicate variable \(\alpha\); similarly, the generalization of \(\leq\) and \(\geq\) is \(\beta\). The generalization of \(z\) and \(A[z]\) is \(z\), since \(z\) may easily be transformed into \(A[z]\) (but not vice versa); similarly, the generalization of the constant 0 and variable \(m\) is \(m\). In this manner, we obtain the abstraction mappings

\[(\leq \Rightarrow \alpha \leq, z \Rightarrow z \Rightarrow A[z], 0 \Rightarrow m \equiv m, \leq \Rightarrow \beta \equiv \geq)\]

i.e.

\[(\leq \Rightarrow \alpha, 0 \equiv m, \leq \equiv \beta)\]

will generalize \(P\), and

\[(\geq \Rightarrow \alpha, z \Rightarrow \rho_0(A, z), \geq \equiv \beta)\]

will generalize \(Q\).

Applying the first set of transformations,

\[(\leq \Rightarrow \alpha, 0 \equiv m, \leq \equiv \beta)\]

to the output specification of \(P\), (or the second set to \(Q\)) yields the abstract specification

\[
\text{assert } \alpha(x, A[m:n])
\]

This, then, will be the output specification of the schema. To obtain the desired scheme, we apply the transformations to \(P\), yielding
Since the abstraction transformations involve constants, we must examine the schema's verification conditions. Those conditions that cannot be proved will remain as preconditions for applicability of the schema.

The verification condition for the initialization path is
\[ \alpha(A[m], A[(m)]) \land m \in N ; \]
thus, if \( m \in N \)
and \( \alpha(u, u) \)
for all \( u \), then that path is correct. The condition for the exit path is
\[ \alpha(z, A[m:y]) \land y \in N \land y = n \Rightarrow \alpha(z, A[m:n]) , \]
which is clearly the case. The remaining two conditions for the two loop-body paths are
\[ \alpha(z, A[m:y]) \land y \in N \land \beta(A[y+1], z) \Rightarrow \alpha(A[y+1], A[m:y+1]) \land y+1 \in N \]
and
\[ \alpha(z, A[m:y]) \land y \in N \land \neg \beta(A[y+1], z) \Rightarrow \alpha(z, A[m:y+1]) \land y+1 \in N . \]
The conjunct \( y+1 \in N \) clearly holds in both, and since we are already requiring \( \alpha(A[y+1], A[y+1]) \), that leaves
\[ \alpha(z, A[m:y]) \land y \in N \land \beta(A[y+1], z) \Rightarrow \alpha(A[y+1], A[m:y]) \]
and
\[ \alpha(z, A[m:y]) \land y \in N \land \neg \beta(A[y+1], z) \Rightarrow \alpha(A[y+1], z) . \]
These conditions may be generalized (cf. Boyer and Moore [1976]) by replacing the expressions \( A[m:y] \) and \( A[y+1] \) that appear on both sides of the implications with universally quantified variables \( u \) and \( v \), respectively. The generalized conditions are
\[ \alpha(z, u) \land \beta(v, z) \Rightarrow \alpha(v, u) \]
and
\[ a(z, u) \land \neg \beta(v, z) \supset a(z, v) \]
(the conjuncts \( y \in \mathbb{N} \) have been dropped as \( y \) does not at all appear in the consequents).

Finally, there is a termination condition
\[ (\exists \varepsilon \in \mathbb{N}) \ 0 + \varepsilon = n \]
transforming it gives
\[ (\exists \varepsilon \in \mathbb{N}) \ m + \varepsilon = n \]
or equivalently, since \( m \in \mathbb{N} \),
\[ n \in \mathbb{N} \land m \leq n \]

The schema, with its preconditions listed in its input assertion, is

```plaintext
S_f: begin comment minimum/maximum schema
  assert a(u, u), a(u, z) \land \beta(v, z) \supset a(u, u), a(z, u) \land \neg \beta(v, z) \supset a(z, v), m, n \in \mathbb{N}, m \leq n
  (z, y) := (A[m], m)
  loop assert a(z, A[m:y]), y \in \mathbb{N}
    until y = n
    y := y + 1
    if \beta(A[y], z) then z := A[y] fi
    repeat
  assert a(z, A[m:n])
end.
```

Any instantiation that satisfies the preconditions is guaranteed to yield a correct program. Clearly, the predicates \( \alpha \) and \( \beta \) that appear in the schema should be instantiated to primitives available in the target language, otherwise they must be replaced by equivalent predicates for the schema to yield an executable program.

In a similar manner, we could use \( Q_i \) as the basis for the abstraction; we would obtain a somewhat different schema with the same output specification.

Note that \( A \) may be considered to be a function as any other. Thus, this schema can be instantiated to find the position or value \( z \) of the minimum or maximum of any function over the domain of integers in the range \([m:n]\). For example, to find the position \( z \) of the minimum of the function \( f \) in the interval \([0:m]\), i.e.
we compare this goal with the abstract specification of the schema

```
assert a(x, A[m:n])
```

The following instantiation is obvious:

```
(α ⇒ \leq, z ⇒ f(z), A ⇒ f, m ⇒ 0, n ⇒ m)
```

Applying this instantiating to the preconditions

```
assert a(u, u), a(z, u)∧β(v, z)∨α(v, u), a(x, u)∧¬β(v, z)∨α(z, v), m, n\in\mathbb{N}, m\leq n
```

yields

```
assert u\leq u, z\leq u\rightarrow β(v, z)\lor α(v, u), z\leq u\rightarrow ¬β(v, z)\lor α(z, v), m, n\in\mathbb{N}, 0\leq m
```

The first condition holds since \(\leq\) is reflexive; the last two follow from the input specification \(m\in\mathbb{N}\). That leaves \(z\leq u\rightarrow β(v, z)\lor α(v, u)\) and \(z\leq u\rightarrow ¬β(v, z)\lor α(z, v)\). The latter suggests completing the analogy by letting \(β(v, z)\Rightarrow v\geq x\); then the other condition \(z\leq u\rightarrow β(v, z)\lor α(z, v)\) holds as well.

Applying the complete instantiation mapping,

```
(α ⇒ \leq, z ⇒ f(z), A ⇒ f, m ⇒ 0, n ⇒ m, β ⇒ \leq)
```

to the schema yields

```
(f(z), y) := (f(0), 0)
loop assert f(z)\leq f(0:y), y\in\mathbb{N}
  until y=m
  y := y+1
  if f(y)\leq f(z) then f(z) := f(y) fi
repeat
assert f(z)\leq f(0:m)
```

Replacing the illegal assignments, we get the concrete, correct program.
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\[ R_i : \text{begin comment function minimum program} \]
\[ \text{assert } m \in \mathbb{N} \]
\[ (x, y) := (0, 0) \]
\[ \text{loop assert } f(z) \leq f(0:y), \ y \in \mathbb{N} \]
\[ \text{until } y = m \]
\[ y := y + 1 \]
\[ \text{if } f(y) < f(z) \text{ then } z := y \text{ fi} \]
\[ \text{repeat} \]
\[ \text{assert } f(z) \leq f(0:m) \]
\[ \text{end} . \]

The same abstraction process would work were we given the two recursive programs

\[ P_i'(z, A[0:n]): \]
\[ \text{begin comment recursive minimum-value program} \]
\[ \text{assert } n \in \mathbb{N} \]
\[ \text{if } n = 0 \text{ then } z := A[0] \]
\[ \text{else } P_i'(z, A[0:n-1]) \]
\[ \text{if } A[n] < z \text{ then } z := A[n] \text{ fi} \]
\[ \text{fi} \]
\[ \text{assert } z \leq A[0:n], \ n \in \mathbb{N} \]
\[ \text{end} . \]

and

\[ Q_i'(z, A[m:n]): \]
\[ \text{begin comment recursive maximum-position program} \]
\[ \text{assert } m, n \in \mathbb{Z}, \ m \leq n \]
\[ \text{if } m = n \text{ then } z := n \]
\[ \text{else } Q_i'(z, A[m+1:n]) \]
\[ \text{if } A[m] > A[z] \text{ then } z := m \text{ fi} \]
\[ \text{fi} \]
\[ \text{assert } A[z] \geq A[m:n], \ m \in \mathbb{N} \]
\[ \text{end} . \]

Abstracting these two programs, we would obtain the schema

Consider the two programs:

\[ S_n(x, A[m:n]): \]
\begin{verbatim}
begin comment recursive minimum/maximum schema
assert \( a(u, u) \), \( a(z, u) \land \beta(v, z) \equiv \alpha(v, u) \), \( a(x, u) \land \neg \beta(v, z) \equiv \alpha(x, v) \), \( m, n \in \mathbb{Z}, m \leq n \)
if \( n = m \) then \( z := A[m] \)
else \( S_n(x, A[m:n-1]) \)
if \( \beta(A[n], z) \) then \( z := A[n] \) fi
fi
assert \( a(z, A[m:n]) \), \( n \in \mathbb{N} \)
end.
\end{verbatim}

\[ P_r: \begin{verbatim}
begin comment factorial program
assert \( a \in \mathbb{N} \)
\( (x, y) := (1, a) \)
loop assert \( y! : y = a! \)
until \( y = 0 \)
\( (x, y) := (y \times y, y - 1) \)
repeat
assert \( x = a! \)
end
\end{verbatim}

and
\[ \text{begin comment array-summation program} \]
\[
\text{assert } n \in \mathbb{N} \]
\[
(z, y) := (0, m) \]
\[
\text{loop assert } \sum_{i=1}^{n} A[i] = \sum_{i=m}^{n} A[i] \]
\[
\text{until } y = n + 1 \]
\[
(z, y) := (A[y] + z, y + 1) \]
\[
\text{repeat} \]
\[
\text{assert } z = \sum_{i=m}^{n} A[i] \]
\[
\text{end} . \]

Matching the two output specifications
\[
\text{assert } z = a! \]

and
\[
\text{assert } z = \sum_{i=m}^{n} A[i] \]
suggests, as one possible analogy,
\[
(u! \leftrightarrow \sum_{i=1}^{n} A[i], a \leftrightarrow m) . \]

The two functions \( u! \) and \( \sum_{i=1}^{n} A[i] \) generalize to a function variable \( f(u) \); the input variables \( a \) and \( m \) generalize to, say, \( a \):
\[
(u! \leftrightarrow f(u) \leftrightarrow \sum_{i=1}^{n} A[i], a \leftrightarrow a \leftrightarrow m) . \]

Thus, we get the abstract output specification
\[
\text{assert } z = f(a) . \]

Both programs consist of a single loop; their respective loop invariants are
\[
\text{assert } y! \cdot z = a! \]

and
\[
\text{assert } \sum_{i=y}^{n} A[i] + z = \sum_{i=m}^{n} A[i] . \]

Matching the invariants, after applying the transformations already found, gives
\[
f(y)! \cdot z = f(a) \leftrightarrow f(y) \cdot z = f(a) . \]
and we derive the additional aspect of the analogy

\[ \star \Rightarrow h \leftarrow \star \]

Applying the corresponding transformations to the loop invariants we obtain the abstract invariant

\[ \text{assert } h(f(y), z) = f(a) \]

Now, we must consider the verification conditions. The initialization condition of \( P \), is

\[ a! \cdot 1 = a! \]

and applying the transformations we get

\[ h(f(a), 1) = f(a) \]

on the other hand, applying the transformations to the initialization condition of \( Q \)

\[ \Sigma_{i=m}^{n} A[i] \cdot 0 = \Sigma_{i=m}^{n} A[i] \]

gives

\[ h(f(a), 0) = f(a) \]

To unify the two, we add to the analogy

\[ 1 \Rightarrow e \leftarrow 0 \]

and obtain the abstract condition

\[ h(f(a), e) = f(a) \]

The loop-exit condition derived from \( P \) is

\[ h(f(y), z) = f(a) \land y = 0 \lor z = f(a) \]

from \( Q \), we get

\[ h(f(y), z) = f(a) \land y = n + 1 \lor z = f(a) \]

With the abstraction

\[ 0 \Rightarrow n \leftarrow n + 1 \]

we get

\[ h(f(y), z) = f(a) \land y = n \lor z = f(a) \]

or, equivalently

\[ h(f(n), z) = z \]
For the loop-body paths, we have the conditions
\[ h(f(y), z) = f(a) \land y = n \supset h(f(y-1), h(y, z)) = f(a) \]
and
\[ h(f(y), z) = f(a) \land y = n \supset h(f(y+1), h(A[y], z)) = f(a) \],
for \( P \) and \( Q \), respectively. To unify \( y - 1 \leftrightarrow y + 1 \) and \( y \leftrightarrow A[y] \), we need the additional abstractions
\[ (+ \Rightarrow g \leftarrow -, \varphi \Rightarrow i \leftarrow A) \],
where \( \varphi \) is the identity function, i.e. \( \varphi(u) = u \). This yields
\[ h(f(y), z) = f(a) \land y = n \supset h(f(g(y, 1)), h(i(y), z)) = f(a) \],
or equivalently
\[ y = n \supset h(f(g(y, 1)), h(i(y), z)) = h(f(y), z) \].

The complete abstraction is
\[ (u! \Rightarrow f(u) \leftarrow \sum_{t=1}^{n} A[t], a \Rightarrow a \leftarrow m, \ast \Rightarrow h \leftarrow +, 1 \Rightarrow e \leftarrow 0, \quad 0 \Rightarrow n \leftarrow n+1, + \Rightarrow g \leftarrow -, \varphi \Rightarrow i \leftarrow A) \].

Applying it to \( Q \), and collecting all the preconditions, we derive the schema

\[
\begin{align*}
S; & \begin{array}{l}
\text{begin comment associative recursion schema} \\
\text{assert } h(u, z) = u, h(f(n), z) = z, y = n \supset h(f(g(y, 1)), h(i(y), z)) = h(f(y), z) \\
(x, y) := (e, a) \\
\text{loop assert } h(f(y), z) = f(a) \\
\text{until } y = n \\
(x, y) := (h(i(y), z), g(y, 1)) \\
\text{repeat} \\
\text{assert } z = f(a) \\
\text{end}.
\end{array}
\end{align*}
\]

In this manner we have obtained a general schema for computing a function \( f(a) \). It applies to recursive functions \( f(x) \) such that \( f(n) = e \) is a unit of an associative and commutative function \( A \), and \( f(u) = h(f(g(u, 1)), i(u)) \) when \( y = n \). The schema is similar to one of the recursion-to-iteration transformations of Burstall and Darlington [1977].

To see how this schema may applied to another problem, consider the specifications
\[ R_2: \text{begin comment list-reversal program} \]
\[ \text{assert } r \in \mathcal{L} \]
\[ \text{achieve } z = \text{reverse}(r) \text{. varying } z \]
\[ \text{end} \]

where \( \mathcal{L} \) is the set of all lists, and \( \text{reverse}(r) \) is a list containing the elements of \( r \) in reverse order. Assume that we are also given two relevant facts about \( \text{reverse} \):

\[ \text{fact } \text{reverse}(()) = () \]

and

\[ \text{fact } \text{reverse}(u) = \text{reverse}(\text{tail}(u)) \cdot \text{head}(u) \text{ when } u \neq () \]

where \( u \cdot v \) concatenates the two lists \( u \) and \( v \), \( \text{head}(u) \) is the first element of the list \( u \), and \( \text{tail}(u) \) is a list of all but the first element, and \( () \) is the empty list.

An initial comparison of the schema's output specification \( z = f(a) \) with the new specification \( z = \text{reverse}(r) \) suggests the instantiation

\[ f \Rightarrow \text{reverse} \]

Instantiating the precondition

\[ y = n \supset h(f(g(y, 1)), h(i(y), z)) = h(f(y), z) \]

gives

\[ y = n \supset h(\text{reverse}(g(y, 1)), h(i(y), z)) = h(\text{reverse}(y), z) \]

By the second of the above two facts, we have that \( \text{reverse}(y) \) may be replaced by \( \text{reverse}(\text{tail}(y)) \cdot \text{head}(y) \), provided that \( y \) is not the empty list \((()\)). This suggests instantiating \( n \Rightarrow () \) to obtain

\[ y = () \supset h(\text{reverse}(g(y, 1)), h(i(y), z)) = h(\text{reverse}(\text{tail}(y)) \cdot \text{head}(y), z) \]

The function \( \text{reverse} \) appears on the two sides of the equality, so we try to generalize this condition by replacing both occurrences of \( \text{reverse} \) with an arbitrary list \( u \). To do that, we must first unify \( \text{reverse}(g(y, 1)) \) with \( \text{reverse}(\text{tail}(y)) \) by instantiating \( g(u, v) \Rightarrow \text{tail}(u) \). We are left with the condition

\[ h(u, h(i(y), z)) = h(u \cdot (\text{head}(y)), z) \]

Similarly, we unify \( i(u) \) with \( (\text{head}(u)) \), the list containing just the first element of \( u \), obtaining

\[ h(u, h(v, z)) = h(u \cdot v, z) \]

This matches with


fact \( u \cdot (v \cdot w) = (u \cdot v) \cdot w \),

by instantiating \( \ast \Rightarrow \ast \), i.e. \( \ast \) is associative.

The instantiations we have found are

\[
(f = \text{reverse}, n = (), g(u, v) = \text{tail}(u), i(u) = (\text{head}(u)), h = \Rightarrow \ast) \ .
\]

Applying them to the other preconditions

assert \( h(u, e) = u, h(f(n), z) = z \)

yields

assert \( u \cdot e = u, \text{reverse}(() \cdot z) = z \).

But \( \text{reverse}(() \cdot z) = () \) and \( () \cdot z = z \), since the empty list \( () \) is an identity element of the function \( \cdot \). Thus, the second condition holds; the first suggests letting \( e = () \).

The completed instantiation is

\[
(f = \text{reverse}, n = (), g(u, v) = \text{tail}(u), i(u) = (\text{head}(u)), h = \Rightarrow \ast, e = ())
\]

In all, we have derived the following program

\[
R_i:\begin{align*}
\text{begin comment list reversal program} \\
\text{assert } r \in \mathcal{L} \\
\text{z} := () \\
\text{y} := r \\
\text{loop assert reverse(y) \cdot z = reverse(r)} \\
\text{until y = ()} \\
\text{x := (head(y)) \cdot z} \\
\text{y := tail(y)} \\
\text{repeat} \\
\text{assert z = reverse(r)} \\
\text{end .}
\end{align*}
\]

Example 3: Binary-Search Schema.

In the general overview, we saw how a binary-search schema was abstracted from two programs, one for real division and the other for square roots. In this example, we shall begin with the array-search program instead of the square-root one; a more general schema will result.
Consider the following two annotated binary-search programs, \( P \) and \( Q \):

\[
P: \text{begin comment real-division program}\]
\[
\text{assert } 0 \leq a < b, 0 < e
\]
\[
(z, y) := (0, 1)
\]
\[
\text{loop assert } b \geq z a, a < b \cdot (z + y)
\]
\[
\text{until } y \leq e
\]
\[
y := y / 2
\]
\[
\text{if } b \cdot (z + y) \leq a \text{ then } z := z + y \text{ fi}
\]
\[
\text{repeat}
\]
\[
\text{assert } b \geq z a, a < b \cdot (z + e)
\]
\[
\text{end}
\]

and

\[
Q: \text{begin comment array-search program}\]
\[
\text{assert } 0 \leq u \leq A[u] \leq A[v], A[u] \in N, \text{ bebag}(A[1 : n])
\]
\[
(z, y) := (n, n)
\]
\[
\text{loop assert } z \geq \text{pos}(A, b), \text{ pos}(A, b) > z - y
\]
\[
\text{until } y \leq 1
\]
\[
y := y / 2
\]
\[
\text{if } A[z - y + 1] > b \text{ then } z := z - y \text{ fi}
\]
\[
\text{repeat}
\]
\[
\text{assert } A[z] \leq b, b < A[z + 1]
\]
\[
\text{end}
\]

Recall that when an index \( u \) of an array \( A \) is not an integer, the intended element is \( \lfloor u \rfloor \).

The analogy between the specification of \( P \),

\[
\text{assert } b \geq z a, a < b \cdot (z + e)
\]

and the specification of \( Q \),

\[
\text{assert } A[z] \leq b, b < A[z + 1]
\]

is

\[
(u \cdot y = w[v] \iff u \cdot v \cdot w = w[u], e \iff 1)
\]

The corresponding abstraction mappings are...
(u·v·w) ⇒ α(u, v, w) ⇐ w[v]Su, a ⇒ a ⋆ A,  

Applying these transformations to P, yields the schema  

(z, y) := (0, 1)  
loop assert α(b, z, a), β(a, b, z+y)  
until y≤e  
y := y/2  
if α(b, z+y, a) then z := z+y fi  
repeat  
assert α(b, z, a), β(a, b, z+e) .

In the same manner as in previous examples, we derive the precondition  

β(a, b, u) ∧ u·w ⊃ β(a, b, v)  
for the loop-exit path, and  

¬α(b, u, a) ⊃ β(a, b, u)  
for the loop-body path.

The verification condition for the loop-initialization path is  

α(b, 0, a) ∧ β(a, b, 1) .

However, if we were to abstract Q, instead, we would get an initialization condition  

α(b, n, a) ∧ β(a, b, 0) .

This suggests generalizing the constant 0 in P, and n in Q, to j and 1 and 0 to k .  
In this manner, we would obtain the initialization  

(z, y) := (j, k)  
with the unified preconditions  

α(b, j, a) ∧ β(a, b, k) .

Alternatively, we can just preface the loop with an unachieved subgoal  

achieve α(b, z, a), β(a, b, z+y) varying z, y ,

stating that the loop invariant must be achieved before entering the loop.  
Adopting the second option we get the schema
It is a general program schema for a binary search within a tolerance with the abstract output specification

\[ \text{assert } \alpha(b, z, a), \beta(a, b, z+e) \]

To illustrate how this search schema may be used, we consider a variation on the square-root program:

\( R; \) begin comment variant square-root program

\[ \begin{align*}
\text{assert } & \quad 0 < d, 1 < c \\
\text{achieve } & \quad z - d < \sqrt{c}, \sqrt{c} z \text{ varying } z \\
\text{end .}
\end{align*} \]

that is, the result \( z \) may only be greater than the square-root of \( c \) by less than the given \( d \). We would like to instantiate the binary-search schema to yield such a square-root program.

In order to match this output specification with that of our scheme:

\[ \text{assert } \alpha(b, z, a), \beta(a, b, z+e) \]

we let the constant \( e \) be the constant expression \(-d\) and obtain the transformations:

\[ (a \Rightarrow c, \alpha(b, z, u) \Rightarrow \sqrt{u} z, \beta(u, b, v) \Rightarrow v < \sqrt{u}, e \Rightarrow -d) \]

The preconditions

\[ \text{assert } \beta(a, b, u) \land u \leq \sqrt{d} \beta(a, b, v), \quad -\alpha(b, u, a) \leq \beta(a, b, u) \]

instantiate to

\[ \text{assert } u < \sqrt{\sqrt{d} u} < \sqrt{c}, \quad -u < \sqrt{d} u < \sqrt{c} . \]
The second condition holds, while the first does not. To get the first condition to hold, we need \( u \geq v \), rather than \( u \leq v \), suggesting the additional transformation \( \leq \Rightarrow \geq \).

To satisfy the initialization condition, we need to

\[
\text{achieve } a(h, z, a), \beta(a, h, z+y) \text{ varying } z, y,
\]

i.e.

\[
\text{achieve } \sqrt{z}, z+y<\sqrt{c} \text{ varying } z, y.
\]

We note that since \( 1 \leq c \), we have \( \sqrt{c} \) and \( c+(1-c)=1<\sqrt{c} \). Thus, both conjuncts hold when we let:

\[
(z, y) := (c, 1-c).
\]

(An alternative would have been to take \(-c\) for \( y \), since \( c+(c)=0<\sqrt{c} \).)

The instantiated schema is:

\[
\text{assert } 0<d, 1 \leq c \\
(z, y) := (c, 1-c) \\
\text{loop assert } \sqrt{z}, z+y<\sqrt{c} \\
\quad \text{until } y \geq d \\
\quad y := y/2 \\
\quad \text{if } \sqrt{z} < y \text{ then } z := z+y \\
\quad \text{repeat} \\
\text{assert } \sqrt{z}, z-d<\sqrt{c}.
\]

However, since \( a \) involves the square-root function itself, the conditional test is not primitive and must be replaced. It can be replaced by \( c(y+z)^2 \) since \( c \) and \( z+y \) are nonnegative ( \( 0 \leq c \) follows from the input specification; the relation \( 0 \leq z+y \) may be shown to be a global invariant). Thus, we have:
In the last two chapters, we have explored modification and abstraction techniques; in the next two chapters we develop helpful tools for synthesizing and annotating programs.
CHAPTER V

PROGRAM SYNTHESIS
1. INTRODUCTION

Recently, researchers have tried to gain insight into the haphazard art of programming. This has led to the development of "structured programming" which has been defined by Hoare as "the task of organizing one's thought in a way that leads, in a reasonable time, to an understandable expression of a computing task". One of the guidelines of structured programming is that "one should try to develop a program and its proof of correctness hand-in-hand" (Gries [1974]). Much has been written on the subject, including the works of Dijkstra [1968,1976], Dahl, Dijkstra, and Hoare [1972], Wirth [1973,1974], Conway and Gries [1973], and others.

The idea is to construct the desired program step by step, beginning with the given input and output specifications. In each step the current goal is solved, transformed into another goal, or reduced to simpler subgoals. Each stage is correct if its predecessor is, thereby guaranteeing the correctness of the final program. Our purpose in this chapter is to formalize some of the strategies of structured programming, thereby contributing to its automation. As we have seen, such methods are needed to complement the techniques of program modification and instantiation.

One of the major hurdles in automatic structured programming lies in the formation of loops. Recent synthesis systems have variously dealt with this problem. Buchanan and Luckham [1974] require the user to supply the skeleton of the loop, and the system fills in the details. Sussman [1976] described his HACKER system that creates iterative and recursive loops with no guarantee of correctness. Darlington [1975], Manna and Waldinger [1975,1977], and others have described a technique of recursion formation and the need to sometimes strengthen the original specifications for that purpose. The system described in Green [1976] assumes extensive a priori programming knowledge, such as an experienced programmer would have. Duran [1976] investigated the use of loop invariants in the synthesis of programs, along lines similar to our iterative loop strategy. For a survey of these and other approaches to automatic program synthesis, see Biermann [1976].

The next section contains an overview of the steps involved in the synthesis of a simple program. In Section 3, we introduce some programming rules; in the fourth section, the rules are employed in the syntheses of several programs. A final section deals with the problem of extending a program to achieve additional goals. When synthesizing code to extend a program, care must be taken to ensure that the original specifications continue to be satisfied.
2. OVERVIEW

In this overview, we informally describe the synthesis of a simple program; the steps in the strategies themselves are explained in the next section.

Program synthesis begins with an initial goal of the form

```
P: begin comment desired program
    assert input specification
    achieve output specification varying output variables
    end ;
```

The task is to expand the goal into a segment of code whose execution will terminate with the relation expressed in the output specification holding between the variables. By

```
varying output variables ,
```

we indicate that only those variables may be set by the program; other variables appearing in the specifications are input variables. The statement

```
assert input specification
```

specifies the set of values of the input variables for which the synthesized program is expected to work.

From these specifications, an annotated program of the form

```
assert input specification
purpose output specification
    code to achieve specifications
assert output specification
```

is constructed. When control reaches the end of the program, the variables must satisfy the output specification. The code must be primitive, in other words, it may not itself contain achieve statements or nonprimitive operators. Thus, a program synthesizer "compiles" the high-level achieve statements into lower-level "code". The purpose statement is a comment expressing what it is that the following code was intended to achieve.

It is usually not possible to generate code directly from the initial goal. Rather, at each stage of the construction, a current goal is replaced by one or more new, and hopefully more readily achievable, subgoals, that if and when achieved will imply the desired relation. Each step must preserve correctness, i.e. satisfying the new goals must
yield a correct program satisfying the current goal. Thus, the final program is guaranteed
to satisfy the original specifications.

In general, at each stage in the synthesis of a program there is more than one
unachieved subgoal, and for each subgoal there may be a number of possible
transformations that can be applied. Whenever a given choice turns out to be
unsuccessful, a different possibility must be tried. We do not, however, address here the
important issue of how to guess which may be the best choice at any particular point.
Kant [1977] describes a system that guides the choices made by a synthesis system
based upon an analysis of expected time and space requirements. Annotation techniques
facilitate such analyses and could be employed in conjunction with the synthesis.

Consider the goal

```plaintext
P_1: begin comment gcd program
    assert a \in \mathbb{N}, b \in \mathbb{N} + 1
    achieve z = \text{gcd}(a, b) varying z
end
```

(where \( \mathbb{N} + 1 \) is the set of positive integers), aimed at constructing a program that sets
the variable \( z \) to the greatest common divisor (gcd) of two nonnegative integers \( a \) and \( b \).

Were \( \text{gcd} \) a primitive function of the target language, then this goal could be
achieved by a simple assignment statement:

\[
    z := \text{gcd}(a, b)
\]

But having no primitive \( \text{gcd} \) function available, the goal must be achieved in stages
utilizing domain-specific knowledge about \( \text{gcd} \). Furthermore, we assume that the set constructor \( \{ \ldots \} \) and \( \text{max} \) function are not primitive, or else we could use the definition

\[
\text{fact } \text{gcd}(u, v) = \max\{w \in \mathbb{N} : w \mid u \land w \mid v\} \text{ when } u, v \in \mathbb{Z}
\]

(where the predicate \( w \mid u \) means that \( w \) divides \( u \) evenly) to assign

\[
    z := \max\{w \in \mathbb{N} : w \mid a \land w \mid b\}
\]

Note also, that were it not specified that only \( z \) may be varied, the goal could be
achieved by the assignments

\[
    (z, a) := (b, 0)
\]

since \( a = 0 \) and \( z = b \) imply \( z = \text{gcd}(a, b) \).
Not having any way to directly
achieve \( z = \gcd(a, b) \) varying \( z \),
the first step in the synthesis might be to introduce program variables whose values may be manipulated by the program so as to achieve the goal. To this end, the goal may be replaced by the conjunction of two subgoals

\[
\text{achieve } z = \gcd(s, t), \quad u = \gcd(s, t) \land v = \gcd(a, b) \text{ varying } x, s, t.
\]

The second subgoal \( u = \gcd(s, t) \land v = \gcd(a, b) \) requires that for any value \( u \), if \( u \) is equal to \( \gcd(s, t) \) — for some values of the new program variables \( s \) and \( t \) — then it is also equal to the desired value \( \gcd(a, b) \). In particular, if the variable \( z \) has the value \( \gcd(s, t) \) at the same time as the second subgoal holds, then the original goal \( z = \gcd(a, b) \) is satisfied. Since the implication \( u = \gcd(s, t) \land v = \gcd(a, b) \) must hold for all values of \( u \), it is equivalent to the simpler \( \gcd(s, t) = \gcd(a, b) \). Our current goal, then, is

\[
\text{achieve } z = \gcd(s, t), \quad \gcd(s, t) = \gcd(a, b) \text{ varying } x, s, t.
\]

At this point, we would like to simplify this goal, which is composed of two conjuncts, by splitting it into two consecutive nonconjunctive subgoals. Choosing to first achieve \( \gcd(s, t) = \gcd(a, b) \) and then \( z = \gcd(s, t) \), we get the two subgoals

\[
\text{achieve } \gcd(s, t) = \gcd(a, b) \text{ varying } s, t
\]
\[
\text{achieve } z = \gcd(s, t) \text{ varying } x, s, t,
\]

each of which is simpler than the conjunctive goal. However, in so doing, one must ensure that achieving the second subgoal will not "clobber" what was accomplished by the first subgoal. This point will be taken up later.

To achieve the first subgoal

\[
\text{achieve } \gcd(s, t) = \gcd(a, b) \text{ varying } s, t,
\]

it suffices to

\[
\text{achieve } (s, t) = (a, b) \text{ varying } s, t.
\]

To achieve the latter, we can assign

\[
(s, t) := (a, b).
\]

Matching \( z = \gcd(s, t) \) with the domain-specific knowledge

\[
\text{fact } \gcd(0, u) = u \text{ when } u \in \mathbb{N},
\]

stating that if \( u \) is positive, then the \( \gcd \) of \( u \) and 0 is \( u \), we get

\[
(s \Rightarrow 0, t \Rightarrow u, z \Rightarrow u), \text{ i.e. } z = \gcd(s, t) \text{ if } s = 0 \text{ and } z \in \mathbb{N}.
\]

Thus, the remaining subgoal

achieve \( z = \gcd(s, t) \) varying \( z, s, t \).
may be replaced by the sufficient

\[ \text{achieve } z=t, \ t \in \mathbb{N}+1, \ s=0 \text{ varying } z, s, t. \]

Again, we may split the conjunctive goal into two consecutive subgoals

\[ \text{achieve } s=0, \ t \in \mathbb{N}+1 \text{ varying } s, t \]
\[ \text{achieve } z=t \text{ varying } z. \]

Notice that we have allowed the first subgoal to vary \( s \) and \( t \), but not \( z \), while the second goal may vary only \( z \), leaving the values of \( s \) and \( t \) unchanged. Achieving the second goal, say by assigning

\[ z := t, \]

will therefore leave \( s=0 \) and \( t \in \mathbb{N}+1 \) once those relations have been achieved by the preceding subgoal.

It remains to

\[ \text{achieve } s=0, \ t \in \mathbb{N}+1 \text{ varying } s, t. \]

To achieve \( s=0 \), we do not want to simply assign \( s:=0 \), since this will undo the previous assignment \( s:=a \); on the other hand, we must vary the value of \( s \) since \( a \) is not necessarily 0. To resolve this dilemma, recall that we set \( (s,t)=(a,b) \) only in order to achieve the relation \( \gcd(s,t)=\gcd(a,b) \). So, if we can "protect" this latter relation while achieving \( s=0 \), rather than protect the stronger \( (s,t)=(a,b) \), then when \( s=0 \) is achieved, the desired relation \( \gcd(s,t)=\gcd(a,b) \) will still hold. The protected relation \( \gcd(s,t)=\gcd(a,b) \) is termed an invariant assertion; it is associated with a specific point in the program segment, and expresses that part of the goal that has already been computed whenever execution reaches that point. (It is the inductive assertion used in Floyd's [1967] method of proving program correctness.)

An alternative, but equivalent, way of viewing this solution is as follows: The original purpose in having introduced the variables \( s \) and \( t \) and set \( (s,t)=(a,b) \) was to enable us to compute \( z=\gcd(s,t) \) rather than \( z=\gcd(a,b) \). So, we must make sure that, though the value of \( s \) is changed, it still suffices to achieve \( z=\gcd(s,t) \), i.e., achieving \( z=\gcd(s,t) \) for the new value of \( s \) will imply \( z=\gcd(s,t) \) for the old value as well. The relation \( z=\gcd(s,t) \) is then called an invariant purpose; it expresses the ultimate goal throughout the computation. (It is the assertion used for subgoal induction, see Manna [1971] and Morris and Wegbreit [1977]).

To achieve \( s=0 \) while protecting the invariant relations, we construct a loop of the form
loop assert \( \gcd(s, t) = \gcd(a, b) \)
purpose \( z = \gcd(s, t) \)
until \( s = 0 \)
approach \( s = 0 \) varying \( s, t \)
repeat

The statement

assert \( \gcd(s, t) = \gcd(a, b) \)

contains the invariant assertion of the loop; the statement

purpose \( z = \gcd(s, t) \)

contains the invariant purpose. For a relation to be an invariant assertion of a loop, it must hold upon entering the loop, and assuming that it held before executing the loop body, then it must hold after. For a relation to be an invariant purpose of a loop, it must be the goal upon entering the loop, and assuming that it is the goal before executing the loop body, then it must be the goal after.

The loop-body statement

approach \( s = 0 \) varying \( s, t \)

expresses the desire to make definite progress towards the goal \( s = 0 \) with each loop iteration. Since \( s \) is set to the nonnegative integer \( a \) before entering the loop, it follows that the loop decreases the value of \( s \). Thus, we can ensure loop termination by monotonically decreasing the integer \( s \), while \( s \) remains nonnegative; the loop-body subgoal, then, is

achieve \( s \in \mathbb{N}, s < s' \) varying \( s, t \),

where \( s' \) denotes the value of \( s \) prior to this statement.

The other conjunct of the subgoal \( s \in \mathbb{N} + 1 \) is true upon entering the loop, when \( t = b \in \mathbb{N} + 1 \), and must be kept true by the loop. Within the loop, we also wish to protect the invariant assertion \( \gcd(s, t) = \gcd(a, b) \) and invariant purpose \( z = \gcd(s, t) \). If \( \gcd(s', t') = \gcd(a, b) \) holds for the prior values of \( s \) and \( t \), then \( \gcd(s, t) = \gcd(a, b) \) will hold for the new values, provided that \( \gcd(s, t) = \gcd(s', t') \). This relation also maintains the goal \( z = \gcd(s, t) \): If \( \gcd(s, t) = \gcd(s', t') \) and the goal \( z = \gcd(s, t) \) can be achieved, then \( z = \gcd(s', t') \) will be achieved as well. The complete loop-body subgoal is

achieve \( s \in \mathbb{N}, s < s', s \in \mathbb{N} + 1, \gcd(s, t) = \gcd(s', t') \) varying \( s, t \).

Matching the information about the domain expressed in the

fact \( \gcd(\text{rem}(u, v), v) = \gcd(v, u) \) when \( u \in \mathbb{N}, v \in \mathbb{N} + 1 \)
with the conjunct $gcd(s, t) = gcd(s', t')$ suggests letting $t = s'$ and $s = rem(t', s')$, leaving the goal

$$achieve \; s \in \mathbb{N}, \; s \leq s', \; t \in \mathbb{N} \cup \{0\}, \; t = s', \; s = rem(t', s'), \; t' \in \mathbb{N} \; varying \; s, t$$

Since $s = rem(t', s')$ and

$$fact \; rem(u, v) < v, \; rem(u, v) \in \mathbb{N} \; when \; u \in \mathbb{N}, \; v \in \mathbb{N} \cup \{0\}$$

the conjuncts $s \in \mathbb{N}$ and $s \leq s'$ hold, provided that $t' \in \mathbb{N}$ and $s' \in \mathbb{N} \cup \{0\}$. Recall that we are assuming that the invariants $t' \in \mathbb{N} \cup \{0\}$ and $s' \in \mathbb{N}$ are true. For the loop-body to be executed, the exit test $s = 0$ must have been false, i.e. $s' \neq 0$; therefore, $s' \in \mathbb{N} \cup \{0\}$. Finally, we are left with the goal

$$achieve \; t = s', \; s = rem(s', t') \; varying \; s, t$$

suggesting the multiple assignment

$$(s, t) := (rem(s, t), s)$$

Since for each step in the construction, achieving the new subgoals satisfies the previous goal, the final program,

```
P: begin comment gcd program
  assert a, b \in \mathbb{N}, \; a \neq 0 \lor b = 0
  purpose z = gcd(a, b)
    purpose \; gcd(s, t) = gcd(a, b)
      (s, t) := (a, b)
    assert \; gcd(s, t) = gcd(a, b)
    loop assert \; gcd(s, t) = gcd(a, b)
      purpose \; z = gcd(s, t)
      until \; s = 0
      (s, t) := (rem(s, t), s)
    repeat
    z := t
  assert \; z = gcd(a, b)
end
```

is guaranteed to achieve the initial specifications

$$assert \; a, b \in \mathbb{N}
achieve \; z = gcd(a, b) \; varying \; z$$

In the next section, we formalize our program-synthesis strategies.
3. STRATEGIES

In this section we present some programming strategies; each transforms a given goal into code containing simpler subgoals.

1. Strengthening Rule

The strengthening rule is used to replace a goal by another sufficient goal:

\[
\text{achieve } \alpha(\bar{u}) \text{ varying } \bar{u} \\
\text{fact } \alpha(\bar{u}) \text{ when } \beta(\bar{u}) \\
\text{purpose } \alpha(\bar{u}) \\
\quad \text{achieve } \beta(\bar{u}) \text{ varying } \bar{u} \\
\text{assert } \alpha(\bar{u}) ,
\]

This rule states that if it is known that achieving \(\beta\) will imply that the desired relation \(\alpha\) holds, then replace the goal

\[
\text{achieve } \alpha(\bar{u}) \text{ varying } \bar{u}
\]

with the "stronger", but presumably simpler, subgoal

\[
\text{achieve } \beta(\bar{u}) \text{ varying } \bar{u} .
\]

For example, the goal

\[
\text{achieve } z = \gcd(x, y) \text{ varying } x, y, z
\]

may be strengthened to

\[
\text{achieve } x=0, z=y \text{ varying } x, y, z ,
\]

since the

\[
\text{fact } \gcd(0, u)=u
\]

tells us that \(z = \gcd(x, y)\) when \(x=0\) and \(z=y\).

The goal \(\beta\) may also introduce new variables \(\bar{v}\), yielding

\[
\text{achieve } \beta(\bar{u}, \bar{v}) \text{ varying } \bar{u}, \bar{v} .
\]

The values of the new program variables are set by the code generated from this subgoal, but \(\beta\) must imply \(\alpha\) for any values of \(\bar{v}\). Note that this means that \(\beta\) need only be
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achieved for some values of \( \bar{v} \); their final values are unimportant as they are not output variables. Some generally useful transformations of this sort are expressed by the following facts:

\[
\begin{align*}
&\text{fact } \rho(\bar{u}) \text{ when } \rho(\bar{v}), \rho(\bar{v}) \supsete \rho(\bar{u}), \\
&\text{fact } \rho(\bar{u}) \text{ when } \rho(\bar{v}), \quad \bar{u} = \bar{v}, \\
&\text{fact } \rho(f(\bar{u})) \text{ when } \rho(f(\bar{v})), \quad f(\bar{u}) = f(\bar{v}),
\end{align*}
\]

and

\[
\begin{align*}
&\text{fact } \rho(f(\bar{u})) \text{ when } \rho(\bar{v}), \quad v = f(\bar{v}).
\end{align*}
\]

For example, the goal

\[
\text{achieve } z = \gcd(a, b) \text{ varying } z
\]

may be transformed into

\[
\text{achieve } z = \gcd(s, t), \quad (s, t) = (a, b) \text{ varying } z, s, t,
\]

or to

\[
\text{achieve } z = \gcd(s, t), \quad \gcd(s, t) = \gcd(a, b) \text{ varying } z, s, t.
\]

In any case, \( z = \gcd(a, b) \) is implied for any values of \( s \) and \( t \).

A special case of this rule is the replacement of a goal by a logically equivalent, but simpler, goal. For example

\[
\text{achieve } x = 0, \quad x = y \text{ varying } x, y
\]

may be replaced by the equivalent

\[
\text{achieve } x = 0, \quad y = 0 \text{ varying } x, y.
\]

2. Assignment Rule

Assignment statements are formed by the following rule

\[
\begin{align*}
\text{achieve } y_1 = f_1(\bar{x}), \quad y_2 = f_2(\bar{x}), \ldots, \quad y_n = f_n(\bar{x}) \text{ varying } y_1, y_2, \ldots, y_n, \ldots \\
\text{purpose } y_1 = f_1(\bar{x}), \quad y_2 = f_2(\bar{x}), \ldots, \quad y_n = f_n(\bar{x}) \\
(y_1, y_2, \ldots, y_n) := (f_1(\bar{x}), f_2(\bar{x}), \ldots, f_n(\bar{x})) \\
\text{assert } y_1 = f_1(\bar{x}), \quad y_2 = f_2(\bar{x}), \ldots, \quad y_n = f_n(\bar{x})
\end{align*}
\]
where the variables \( y, y_1, \ldots, y_n \) do not appear in \( x \), and \( f_1, f_2, \ldots, f_n \) are composed of only primitive operations. For example, the goal

\[
\text{achieve } x=0, y=0 \text{ varying } x, y
\]

may be achieved by

\[
(x, y) := (0, 0).
\]

This rule suggests that one first attempt to isolate variables on one side of an equality, e.g. a goal of the form

\[
\text{achieve } g(y) = f(x) \text{ varying } y
\]

should be transformed into

\[
\text{achieve } y = g^{-1}(f(x)) \text{ varying } y
\]

where \( g^{-1} \) is the inverse (assuming that it exists) of the function \( g \).

3. **Conditional Rule**

Conditional statements are formed in the following manner:

\[
\begin{align*}
\text{purpose } & a(\bar{u}) \\
\text{achieve } & \beta(\bar{u}), \gamma(\bar{u}) \text{ varying } \bar{u} \\
\text{purpose } & a(\bar{u}) \\
\text{if } & \beta(\bar{u}) \text{ then achieve } \gamma(\bar{u}) \text{ protecting } \beta(\bar{u}) \text{ varying } \bar{u} \\
\text{else assert } & \neg \beta(\bar{u}) \\
\text{achieve } & a(\bar{u}) \text{ varying } \bar{u} \\
\end{align*}
\]

provided that the relation \( \beta \) is computable, i.e. when \( \beta \) is composed of primitive functions and predicates. In other words, one way of achieving \( \beta \) is to test if it holds: when it does, protect that relation while achieving the remainder; when it does not hold, try to use that fact while achieving the original goal.

For example, to solve the conjunctive goal

\[
\begin{align*}
\text{purpose } & x = \gcd(x, y) \\
\text{achieve } & x = 0, y \text{ varying } x
\end{align*}
\]

we may test if one conjunct already holds:
purpose z=gcd(x,y)
    if x=0 then achieve x=y varying x
    else assert x=0
        achieve z=gcd(x,y) varying x

4. Splitting Strategies

Suppose we have a conjunctive goal of the form

achieve \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \) varying \( \bar{u}, \bar{v} \),

the \( \bar{u} \) variables appearing only in \( \gamma \). We would like to split this goal into two consecutive subgoals, first achieving \( \beta \) and then \( \gamma \):

purpose \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \)
achieve \( \beta(\bar{u}) \) varying \( \bar{v} \)
achieve \( \gamma(\bar{u}, \bar{v}) \) varying \( \bar{u}, \bar{v} \)
assert \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \).

Unfortunately, things are not as simple as that. As pointed out earlier, the problem is that in achieving the second goal \( \gamma \), we may unwittingly destroy the relationship \( \beta \) that has already been achieved. We must, therefore, somehow maintain \( \beta \) while achieving \( \gamma \). We consider three "protection" strategies for achieving the second subgoal, \( \gamma \), while protecting the first, \( \beta \), from being undone.

- **Disjoint Goal Rule.** If in achieving the second subgoal \( \gamma \), the value of \( \bar{v} \) need not be set, then clearly the two subgoals are independent. We have then the consecutive goals

achieve \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \) varying \( \bar{u}, \bar{v} \)

purpose \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \)
achieve \( \beta(\bar{u}) \) varying \( \bar{v} \)
achieve \( \gamma(\bar{u}, \bar{v}) \) varying \( \bar{u}, \bar{v} \)
assert \( \beta(\bar{u}), \gamma(\bar{u}, \bar{v}) \).

For example, the two conjuncts of the goal

achieve \( x=0, x=y \) varying \( x, y, z \)
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contain different variables. We can therefore split it into

\[
\begin{align*}
\text{purpose } x=0, \; z=y \\
\text{achieve } x=0 \text{ varying } x \\
\text{achieve } z=y \text{ varying } y, z \\
\text{assert } x=0, \; z=y.
\end{align*}
\]

- **Protection Rule.** Another strategy is to insist that after each stage executed in achieving \( \gamma \), \( \beta \) remains true for the current values of the variables:

\[
\begin{align*}
\text{achieve } \beta(\tilde{u}), \; \gamma(\tilde{u}, \tilde{v}) \text{ varying } \tilde{u}, \tilde{v} \\
\text{purpose } \beta(\tilde{u}), \; \gamma(\tilde{u}, \tilde{v}) \\
\text{achieve } \beta(\tilde{v}) \text{ varying } \tilde{v} \\
\text{achieve } \gamma(\tilde{u}, \tilde{v}) \text{ protecting } \beta(\tilde{v}) \text{ varying } \tilde{u}, \tilde{v} \\
\text{assert } \beta(\tilde{v}), \; \gamma(\tilde{u}, \tilde{v}).
\end{align*}
\]

One way to protect a relation is to insist that its variables do not change value, i.e. \( \tilde{u}=\tilde{u}' \), as in the disjoint goal rule above; another method is the formation of a loop, with the protected relation serving as the invariant assertion, as we shall see.

For example,

\[
\begin{align*}
\text{achieve } z=\gcd(s, t), \; \gcd(s, t)=\gcd(a, b) \text{ varying } z, s, t
\end{align*}
\]

may be broken into

\[
\begin{align*}
\text{achieve } \gcd(s, t)=\gcd(a, b) \text{ varying } s, t \\
\text{achieve } z=\gcd(s, t) \text{ protecting } \gcd(s, t)=\gcd(a, b) \text{ varying } z, s, t.
\end{align*}
\]

- **Preservation Rule.** Assume that the program variables \( \tilde{u} \) are not output variables, rather they were introduced to facilitate achieving some purpose \( \alpha(\tilde{u}) \). Then the final values of \( \tilde{u} \) are unimportant, and one need only achieve \( \beta \) and \( \gamma \) for some arbitrary values of \( \tilde{u} \). As we saw, the protection rule achieves both \( \beta \) and \( \gamma \) for the final values of \( \tilde{u} \); while in the disjoint rule, the values of \( \tilde{u} \) are the same after achieving \( \gamma \) as after achieving \( \beta \). A third possibility is that after achieving \( \beta \) for some \( \tilde{u} \), one achieve \( \gamma \) for those same values of \( \tilde{u} \) though the current value of \( \tilde{u} \) may be changed in the process. The only requirement is that achieving \( \gamma \) for the new values of \( \tilde{u} \) also implies \( \gamma \) for the previous values of \( \tilde{u} \). (Equivalently, if \( \gamma \) was the goal for the old \( \tilde{u} \), then \( \gamma \) remains the goal after this stage—for the new \( \tilde{u} \).) Thus, by achieving \( \gamma \), we end up with \( \beta \) and \( \gamma \) holding for the old values of \( \tilde{u} \).
The rule is

\[
\begin{align*}
\text{purpose } \alpha(u) \\
\text{achieve } \beta(v), \gamma(u, v) \text{ varying } u, v \\
\text{purpose } \alpha(u) \\
\text{achieve } \beta(v) \text{ varying } v \\
\text{achieve } \gamma(u, v) \text{ preserving } \gamma(u, v) \text{ for } v \text{ varying } u, v \\
\text{assert } \alpha(u).
\end{align*}
\]

The second goal \( \gamma \) may then be transformed further. In particular, this rule can lead to a loop, with the preserved relation serving as the invariant purpose of the loop. We require that \( \gamma \) remain the goal for current values of the variables throughout the achievement of \( \gamma \) itself.

For example,

\[
\text{achieve } z=\gcd(s, t), \ (s, t)=(a, b) \text{ varying } x, s, t
\]

may be broken into

\[
\begin{align*}
\text{achieve } (s, t)=(a, b) \text{ varying } s, t \\
\text{achieve } z=\gcd(s, t) \text{ preserving } z=\gcd(s, t) \text{ for } s, t \text{ varying } x, s, t.
\end{align*}
\]

The second subgoal may then be strengthened to

\[
\text{achieve } z=0, \ z=t \text{ preserving } z=\gcd(s, t) \text{ for } s, t \text{ varying } x, s, t.
\]

To summarize the difference between the last two rules, we may say that the protection rule applies to goals already achieved, while the preservation rule applies to goals to be achieved.

5. Loop Rules

The loop rules allow a given goal to be achieved step by step. We present two rules for forming iterative loops and a rule for guaranteeing their termination. We also include a recursion-formation rule.
Forward Iterative Loop Rule. Given a goal of the form

\text{achieve } \beta \text{ protecting } \alpha \text{ varying } \bar{u} \]

(preceding code has achieved \(a\) and we wish to keep \(a\) true while achieving \(\beta\)), the following rule will generate an iterative loop:

\[
\begin{align*}
\text{achieve } \beta(\bar{u}) \text{ protecting } \alpha(\bar{u}) \text{ varying } \bar{u} \\
\text{purpose } \beta(\bar{u}), \alpha(\bar{u}) \\
\text{loop assert } \alpha(\bar{u}) \\
\text{until } \beta(\bar{u}) \\
\text{approach } \beta(\bar{u}) \text{ protecting } \alpha(\bar{u}) \text{ varying } \bar{u} \\
\text{repeat} \\
\text{assert } \beta(\bar{u}), \alpha(\bar{u})
\end{align*}
\]

This is permissible provided the exit test \(\beta\) is primitive.

The statement

\[
\text{assert } \alpha(\bar{u})
\]

is the invariant assertion of the loop stating that \(\alpha\) is true whenever execution reaches the beginning of the loop. It is invariant, since it is given that \(\alpha\) is true when the loop is first entered (and only needs to be protected), and the loop-body subgoal

\[
\text{approach } \beta(\bar{u}) \text{ protecting } \alpha(\bar{u}) \text{ varying } \bar{u}
\]

will ensure that \(\alpha\) remains true after each iteration. The loop will terminate when the exit condition \(\beta\) becomes true; at that point both the invariant \(\alpha\) and the test \(\beta\) must hold. In order to guarantee that loop execution will indeed terminate, we must make definite progress towards \(\beta\); this is the meaning of "approach".

For example, the goal

\[
\text{achieve } s=0 \text{ protecting } gcd(s,t)=gcd(s,b) \text{ varying } s,t
\]

suggests the loop

\[
\begin{align*}
\text{purpose } s=0, gcd(s,t)=gcd(s,b) \\
\text{loop assert } gcd(s,t)=gcd(s,b) \\
\text{until } s=0 \\
\text{approach } s=0 \text{ protecting } gcd(s,t)=gcd(s,b) \text{ varying } s,t \\
\text{repeat} \\
\text{assert } s=0, gcd(s,t)=gcd(s,b)
\end{align*}
\]

The new goal
approach \( s=0 \)

can be achieved by decreasing the value of \( s \), provided that \( s \) was nonnegative upon loop entry. The invariant must be protected in the process.

\[ \text{Backward Iterative Loop Rule. For the case where we wish to achieve a relation } \beta \text{ while preserving an ultimate goal } \alpha \text{, we have} \]

\[
\begin{align*}
\text{achieve } & \beta(\bar{u}, \bar{v}) \text{ preserving } \alpha(\bar{u}, \bar{v}) \text{ for } \bar{v} \text{ varying } \bar{u}, \bar{v} \\
\text{purpose } & \beta(\bar{u}, \bar{v}) \\
\text{loop } & \text{purpose } \alpha(\bar{u}, \bar{v}) \\
& \text{until } \beta(\bar{u}, \bar{v}) \\
& \text{approach } \beta(\bar{u}, \bar{v}) \text{ preserving } \alpha(\bar{u}, \bar{v}) \text{ for } \bar{v} \text{ varying } \bar{u}, \bar{v} \\
& \text{repeat} \\
& \text{assert } \beta(\bar{u}, \bar{v}) 
\end{align*}
\]

As with the forward loop, this is permissible only if \( \beta \) is computable.

The purpose of the loop is to achieve the exit relation \( \beta \) while preserving the ultimate purpose \( \alpha \). The loop will terminate when the exit condition \( \beta \) becomes true; at that point, the fact that \( \beta \) holds may be used to help achieve the purpose \( \alpha \). The statement

\[
\text{purpose } \alpha(\bar{u}, \bar{v})
\]

contains the invariant purpose of the loop and states that whenever execution reaches the beginning of the loop, what remains to be computed is \( \alpha \), for the current values of the variables \( \bar{u} \) and \( \bar{v} \). Upon exiting the loop, the goal is \( \alpha \), and \( \alpha \) is the goal whenever the loop-body subgoal

\[
\text{approach } \beta(\bar{u}, \bar{v}) \text{ preserving } \alpha(\bar{u}, \bar{v}) \text{ for } \bar{v} \text{ varying } \bar{u}, \bar{v}
\]

is executed.

For example, the goal

\[
\text{achieve } s=0, \ z=t \text{ preserving } z=\gcd(s, t) \text{ for } s, t \text{ varying } z, s, t
\]

may be split into disjoint goals

\[
\begin{align*}
\text{achieve } & s=0 \text{ preserving } z=\gcd(s, t) \text{ for } s, t \text{ varying } s, t \\
& \text{assert } s=0 \\
& \text{purpose } z=t \\
& \text{achieve } z=t \text{ preserving } z=\gcd(s, t) \text{ for } s, t \text{ varying } z 
\end{align*}
\]
PROGRAM SYNTHESIS

By assigning $z=i$, the subgoal $z=i$ is achieved as is the preserved goal $z=gcd(s,t)$, since $s=0$. Letting $\alpha$ be $z=gcd(s,t)$ and $\beta$ be $s=0$, the remaining subgoal

achieve $s=0$ preserving $z=gcd(s,t)$ for $s,t$ varying $s,t$

may be transformed into the loop

```
purpose s=0
  loop purpose $z=gcd(s,t)$
    until $s=0$
      approach $s=0$ preserving $z=gcd(s,t)$ for $s,t$ varying $s,t$
    repeat
  assert $s=0$
```

Within the loop, the purpose $z=gcd(s,t)$ must be maintained while making progress towards $s=0$.

- Termination Rule. Assume that we are given a loop-body subgoal

approach $\beta(\tilde{u})$ protecting $\alpha(\tilde{u})$ varying $\tilde{u}$.

Clearly in order to make progress towards $\beta$, one of the variables $\tilde{u}$ must be changed, i.e. $\tilde{u}=\tilde{u}'$. This is not however sufficient to ensure that $\beta$ will ever be attained. What we need is the notion of well-founded set: a well-founded set $(W,\succ)$ consists of a set of elements $W$ and an ordering $\succ$ defined on the elements, such that there can be no infinite descending sequences of elements $w_1\succ w_2\succ\ldots$. So, if throughout execution of the loop we keep $\tilde{u}\in W$, for some well-founded set $(W,\succ)$, and insist that with each iteration $\tilde{u}$ is reduced in that ordering, i.e. $\tilde{u}\succ \tilde{u}'$, then termination is guaranteed. In particular, we must have $\tilde{u}_e\succ\tilde{u}_x$, where $\tilde{u}_e$ denotes the value of $\tilde{u}$ upon entering the loop and $\tilde{u}_x$ denotes the value upon exiting. (To determine this, we may use whatever facts are known about $\tilde{u}_e$ and $\tilde{u}_x$, e.g. $\alpha(\tilde{u}_e)$, $\alpha(\tilde{u}_x)$, and $\beta(\tilde{u}_x)$.)

We have, for forward loops, the termination rule

```
assert $\tilde{u}_e,\tilde{u}_x\in W$, $\tilde{u}_e\succ\tilde{u}_x$
approach $\beta(\tilde{u})$ protecting $\alpha(\tilde{u})$ varying $\tilde{u}$
assert $-\beta(\tilde{u})$
achieve $\tilde{u}\succ\tilde{u}'$ protecting $\alpha(\tilde{u})$, $\tilde{u}\in W$ varying $\tilde{u}$
```

and similarly for backward loops
assert \( \bar{u}, \bar{v} \in W, \bar{u} \triangleright \bar{v} \)

approach \( \beta(\bar{u}) \) preserving \( \alpha(\bar{u}) \) for \( \bar{v} \) varying \( \bar{u} \)

assert \( -\beta(\bar{u}) \)

achieve \( \bar{u} \triangleright \bar{v} \) preserving \( \alpha(\bar{u}), \bar{v} \in W \) for \( \bar{v} \) varying \( \bar{u} \),

where \( (W, \triangleright) \) is some well-founded set.

The well-founded set most commonly used for termination proofs is the set \( W \) of nonnegative integers under the \( \triangleright \) ordering. When dealing with more than one variable, the lexicographic ordering on n-tuples is useful. For example, to use the lexicographic ordering for two variables \( u \) and \( v \), we first look for well-founded sets \( W_1 \) and \( W_2 \) such that \( u \in W_1 \) and \( v \in W_2 \). Then we consider the pair \((u, v)\) and require

achieve \( (u', v') \triangleright (u, v) \) protecting \( \alpha(u, v), u \in W_1, v \in W_2 \) varying \( u, v \)

where \( \triangleright \) is the lexicographic ordering on pairs, i.e. we must

achieve \( u' \triangleright u \land v' \triangleright v \) protecting \( \alpha(u, v), u \in W_1, v \in W_2 \) varying \( u, v \)

Another, often useful, way of handling several variables is based on an assumption of monotonicity for each variable. Determining, for some variable \( u \), that the initial value \( u_0 \) is greater than the final value \( u_* \) suggests that \( u \) decrease monotonically, i.e. \( u' \triangleright u \). In that case, we may also

assert \( u \triangleright u \), \( u \triangleright u_* \)

within the loop (provided we can determine the values of \( u_0 \) and \( u_* \)). Given two monotonic variables \( u \) and \( v \), termination may be ensured by requiring

achieve \( u' \triangleright u, v' \triangleright v, u' \triangleright u \land v' \triangleright v \)

protecting \( \alpha(u, v), u \in W_1, v \in W_2, u \triangleright u, u \triangleright u_* \) varying \( u, v \)

In other words, each iteration reduces the value of one of the variables, without increasing any other (cf. the multiset ordering on \( \{u, v\} \) in Dershowitz and Manna [Mar. 1978]).
Recursive Loop Rule. The following rule forms a recursive loop:

\[
\text{assert } \varphi(\overline{u}), \overline{u} \in W \\
\text{purpose } a(\overline{u}) \\
\ldots \\
\text{assert } \varphi(\overline{v}), \overline{v} \in W, \overline{u} \triangleright \overline{v} \\
\text{achieve } a(\overline{u}) \text{ varying } \overline{v} \\
\ldots \\
\text{assert } a(\overline{u}) \\
\text{assert } \varphi(\overline{u}), \overline{u} \in W \\
P(\overline{u}): \begin{align*}
\text{assert } & \varphi(\overline{v}), \overline{v} \in W, \overline{u} \triangleright \overline{v} \\
\text{purpose } & a(\overline{v}) \\
P(\overline{v}) \\
\text{assert } & a(\overline{v}) \\
\ldots \\
\text{end} \\
\text{assert } & a(\overline{u}) \
\end{align*}
\]

The current goal is

\[
\text{achieve } a(\overline{v}) \text{ varying } \overline{v} 
\]

while the code that is being synthesized — call it \( P \) — has the similar

\[
\text{purpose } a(\overline{u}) 
\]

Before we can insert a recursive call \( P(\overline{v}) \), we must know that the input assertion \( \varphi \) is satisfied by the arguments \( \overline{v} \). Furthermore, to guarantee that the recursion will not continue forever, we require \( \overline{u} \triangleright \overline{v} \) in some well-founded ordering \( (W, \triangleright) \).

Conditional-formation techniques are the subject of Luckham and Buchanan [1974] and Warren [1976]. The achievement of conjunctive goals is the topic of Waldinger [1977]; protection mechanisms are used for this purpose by Sussman [1975]; Sacerdoti [1975] addresses their nonlinear nature. The use of invariants for the automatic construction of iterative loops is also discussed by Duran [1976]. Recursion-formation techniques are discussed in detail by Manna and Waldinger [1977]; similar work appears in Siklosy [1974] and Darlington [1976]. Misra [1975] gives criteria for a loop to be formed directly from the specifications.

In the next section, we apply these rules to the synthesis of several programs.
4. EXAMPLES

Our first example is a straightforward synthesis of the integer square-root function. Arrays are introduced in the second example, which is a program to find the position of a minimal element of an array. Our concluding example is Hoare's Partition algorithm [1961]; it is a nontrivial problem, requiring some degree of understanding and ingenuity to program.

Example 1: Integer Square-root.

In an earlier chapter we developed a binary integer square-root program from a schema; in this chapter our goal is to synthesize some program satisfying the specifications

```plaintext
P; begin comment integer square-root program assert a∈N achieve z=⌊√a⌋ varying z end
```

from scratch. The program should set the variable \( z \) to the largest integer not greater than the square-root of \( a \), for any nonnegative integer \( a \).

We assume that the \( \sqrt{\cdot} \) function is not primitive; otherwise we could achieve our goal using the assignment rule to obtain

\[
z := [\sqrt{a}].
\]

Therefore, as a first step, we endeavor to replace the goal with one that does not contain the \( \sqrt{\cdot} \) function.

Using the definition of \([u]\),

\[
fact \quad v = [u] = vSuAu<v+1\land v\in\mathbb{Z},
\]

the goal

\[
achieve \quad z = [\sqrt{a}] \text{ varying } z
\]

may be transformed into the equivalent goal
purpose \( z = \lfloor \sqrt{a} \rfloor \)

achieve \( z \leq \sqrt{a} \), \( \sqrt{a} < z+1 \), \( z \in \mathbb{Z} \) varying \( z \)

assert \( z = \lfloor \sqrt{a} \rfloor \).

Using the

\[ \text{fact } u \leq \sqrt{a} = u^2 < v \text{ when } u \geq 0 \]

to eliminate the \( \sqrt{\cdot} \) operator, the conjunct \( z \leq \sqrt{a} \) may be replaced by \( z^2 \leq a \) and \( \sqrt{a} < z+1 \) may be replaced by \( a < (z+1)^2 \), with the side conditions \( z \geq 0 \) and \( z+1 \geq 0 \) added:

achieve \( z^2 \leq a, \ z \geq 0, \ a < (z+1)^2, \ z+1 \geq 0, \ z \in \mathbb{Z} \) varying \( z \).

This simplifies to just

achieve \( z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \).

The above subgoal is a conjunction of three relations; the protection rule suggests splitting it into two consecutive subgoals:

purpose \( z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \)

achieve \( a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \)

achieve \( z^2 \leq a \) protecting \( a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \)

assert \( z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \).

Later, we shall see what alternative splittings might result in.

To achieve the first subgoal

achieve \( a < (z+1)^2, \ z \in \mathbb{N} \) varying \( z \)

we apply the strengthening rule to this subgoal, using the transitivity of inequality expressed in the

\[ \text{fact } u < w \text{ when } u \leq v, \ v \leq w, \]

obtaining the stronger

achieve \( a < v, \ v < (z+1)^2, \ z \in \mathbb{N} \) varying \( z, v \).

Now, the

\[ \text{fact } u \leq v^2 \text{ when } u \geq 1, v \leq 0 \]
tells us that taking \( z+1 \) for \( v \) will give \( v \leq (z+1)^2 \), provided that \( z+1 \geq 1 \) or \( z \leq 0 \). The subgoal \( z \in \mathbb{N} \) implies \( z+1 \geq 1 \), leaving

\[
\text{achieve } a \leq z+1, \ z \in \mathbb{N} \text{ varying } z.
\]

Since \( v \) is not an output variable, it has been eliminated from the goal. The goal may be strengthened further to

\[
\text{achieve } a = z \text{ varying } z,
\]

by matching it with the

\[
\text{fact } u < u + v \text{ when } v > 0.
\]

This goal, in turn, may be attained by the simple assignment

\[
\begin{align*}
\text{purpose } &a \leq (z+1)^2, \ z \in \mathbb{N} \\
&z := a \\
&\text{assert } z = a.
\end{align*}
\]

The forward loop rule suggests turning the second subgoal

\[
\text{achieve } z^2 \leq a \text{ protecting } a \leq (z+1)^2, \ z \in \mathbb{N} \text{ varying } z
\]

into a loop with the invariant

\[
\text{assert } a \leq (z+1)^2, \ z \in \mathbb{N}
\]

maintained true until the exit clause

\[
\text{until } z^2 \leq a
\]

becomes true. We have the skeleton of a loop:

\[
\begin{align*}
\text{purpose } &a \leq (z+1)^2, \ z \in \mathbb{N} \\
&z := a \\
&\text{assert } z = a \\
&\text{purpose } z^2 \leq a, \ a \leq (z+1)^2, \ z \in \mathbb{N} \\
&\quad \text{loop assert } a \leq (z+1)^2, \ z \in \mathbb{N} \\
&\quad \text{until } z^2 \leq a \\
&\quad \quad \text{approach } z^2 \leq a \text{ protecting } a \leq (z+1)^2, \ z \in \mathbb{N} \text{ varying } z \\
&\quad \quad \text{repeat} \\
&\quad \text{assert } z^2 \leq a, \ a \leq (z+1)^2, \ z \in \mathbb{N}.
\end{align*}
\]
Within the loop body, we must

\[ x^2 \leq a \text{ protecting } a((z+1)^2), \; z \in \mathbb{N} \text{ varying } z \]

in order to make progress towards the exit test, while protecting the invariants.

To ensure termination of this loop, the termination rule requires that the nonnegative integer \( z \) be reduced in some well-founded ordering. We note that upon exit \( z^2 \leq a \), while upon entering the loop \( z = a \). Therefore, \( z \leq z^2 \leq 2^2 \), and we hypothesize that \( z \) is decreasing monotonically from \( a \) to its final value. We therefore take the set of nonnegative integers \( \mathbb{N} \) under the usual \( \max \) ordering as the well-founded set. We have obtained the loop-body subgoal

\[
\text{assert } \; a < z^2
\]

\[
\text{achieve } \; x' > x \text{ protecting } a((z+1)^2), \; z \in \mathbb{N} \text{ varying } z
\]
i.e. we wish to set the nonnegative integer \( z \) to a value less than its current one, while protecting the loop invariant \( a((z+1)^2) \). The assertion indicates that the exit test \( z^2 \leq a \) does not yet hold if the loop is being continued.

With each loop iteration we wish to decrease the value of \( z \), while protecting the invariant \( a((z+1)^2) \). Using the transitivity of inequality again, suggests looking for some \( v \) such that \( a < v \) and \( v < (z+1)^2 \). But \( a < v^2 \) may be asserted for the previous value of \( z \); therefore, to achieve \( a((z+1)^2) \), we need only achieve \( z^2 \leq (z+1)^2 \), i.e. \( z' \leq z+1 \). This leaves us with the goal

\[
\text{achieve } \; x' > x, \; z' \leq z+1 \text{ protecting } z \in \mathbb{N} \text{ varying } z
\]

which is equivalent to

\[
\text{achieve } \; z = z'-1 \text{ varying } z
\]

and may be achieved by the assignment

\[
z := z-1
\]

We have derived the program
begin comment an integer square-root program
assert aεN
z := a
loop assert a<(z+1)^2, zεN
  until z^2 ≤ a
  z := z - 1
repeat
assert a=[√a] end.

With most of the subgoals left in, the program would look like:

begin comment a cluttered integer square-root program
assert aεN
purpose a=[√a]
purpose z≥√a, √a(z+1), zεZ
purpose z^2 ≤ a, a<(z+1)^2, zεN
purpose a<(z+1)^2, zεN
z := a
assert z=a
purpose z^2 ≤ a, a<(z+1)^2, zεN
loop assert a<(z+1)^2, zεN
  until z^2 ≤ a
    purpose z’>z, a<(z+1)^2, zεN
    purpose z’>z, z’≥z+1, zεN
    z := z - 1
    assert z’>z, z’≥z+1, zεN
  repeat
    assert z^2 ≤ a, a<(z+1)^2, zεN
    assert a^2 ≤ a, a<(z+1)^2, zεN
assert z≥√a, √a(z+1), zεZ
assert a=[√a] end.
What would have happened had we split the goal

\[ \text{achieve } z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \text{ varying } z \]

in a different manner? Had we chosen to first

\[ \text{achieve } z^2 \leq a, \ z \in \mathbb{N} \text{ varying } z \]

and then

\[ \text{achieve } a < (z+1)^2 \text{ protecting } z^2 \leq a, \ z \in \mathbb{N} \text{ varying } z \]

we would be led in a similar manner to the loop skeleton

\[ \text{achieve } z^2 \leq a, \ z \in \mathbb{N} \text{ varying } z \]

\[ \text{purpose } z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \]

\[ \text{loop assert } z^2 \leq a, \ z \in \mathbb{N} \]

\[ \text{until } a < (z+1)^2 \]

\[ \text{approach } a < (z+1)^2 \text{ protecting } z^2 \leq a, \ z \in \mathbb{N} \text{ varying } z \]

\[ \text{repeat } \]

\[ \text{assert } z^2 \leq a, \ a < (z+1)^2, \ z \in \mathbb{N} \]

To achieve the initialization subgoal, we note that the input assertion \( a \in \mathbb{N} \) implies \( a \geq 0 \). Therefore, to achieve \( z^2 \leq a \), it suffices for \( z^2 \leq 0 \). But the

\[ \text{fact } 0 \leq a^2 \]

implies that \( z^2 = 0 \), so we may initialize \( z = 0 \). We would then decide to approach the exit test by increasing \( z \) from \( 0 \). To guarantee termination, we could use the well-founded set of integers less than \( \sqrt{a} \); the smaller the integer, the greater it is in the well-founded ordering. Continuing in a manner paralleling the derivation of \( P_1 \), we get
In the section on extension, we shall see how this program may be improved.

Had we split the goal

\[ \text{achieve } z \leq \sqrt{a}, \sqrt{a} < (z+1), \quad z \in \mathbb{N} \text{ varying } z \]

into

\[ \text{achieve } z \in \mathbb{N} \text{ varying } z \]
\[ \text{achieve } z^2 \leq a, \quad a < (z+1)^2 \text{ protecting } z \in \mathbb{N} \text{ varying } z \]

we would be led to

\[ \text{assert } a \in \mathbb{N} \]
\[ \text{achieve } z \in \mathbb{N} \text{ varying } z \]
\[ \text{loop assert } z \in \mathbb{N} \]
\[ \text{until } z^2 \leq a \land a < (z+1)^2 \]
\[ \text{approach } z^2 \leq a \land a < (z+1)^2 \text{ protecting } z \in \mathbb{N} \text{ varying } z \]
\[ \text{repeat} \]
\[ \text{assert } z \leq [\sqrt{a}] \]

The choice of initial value for \( z \) such that \( z \in \mathbb{N} \) is completely arbitrary; to ensure termination we would have to first determine whether the chosen initial value is less or greater than the desired final value.
The resulting program would be

```
assert \( a \in \mathbb{N} \)

\( z : \in \mathbb{N} \)

loop assert \( z \in \mathbb{N} \)
  until \( z^2 \leq a \land \neg ((x+1)^2) \)
  if \( z^2 \leq a \) then \( z := z+1 \) else \( z := z-1 \) fi
repeat
assert \( z = \lfloor \sqrt{a} \rfloor \),
```

where \( z \in \mathbb{N} \) is a nondeterministic assignment of some element of the set \( \mathbb{N} \) to the variable \( z \). This solution is more complicated than either of the previous two possibilities. In general, it is advisable to maintain invariant as much of the goal as possible and keep the exit test as simple as possible.

**Example 2: Array Minimum.**

In this example, we wish to synthesize a program to search for the position of a minimal element in an array segment. Our goal is to synthesize a program for

```
\[ P_T: \text{begin comment array minimum-position program} \]
assert \( t, j \in \mathbb{N}, i \leq j \)
achieve \( A[x] \leq A[y], i \leq x \leq y \) varying \( x \)
end .
```

The conjunct \( A[x] \leq A[y] \) is short for \( \forall z \in [i,j] A[z] \leq A[z'] \); in general, for any predicate \( \rho \), \( \rho[u,v] \) is short for \( \forall z \in [i,j] \rho(z, z') \). Note that the array \( A \) is constant and only the value of the variable \( z \) may be altered by the program. In other words, we wish to set the variable \( z \) to the index of an occurrence of the smallest element in the nonempty array segment \( A[i,j] \).

Using the

```
\text{fact } \rho(\bar{u}) \text{ when } \rho(\bar{u}), \bar{u} = \bar{u} .
```

this goal may be strengthened by introducing a new program variable \( y \) and substituting it for the constant \( i \); the conjunct \( y = i \) must be added to the goal. Introducing a new variable will allow the program to manipulate its value so that the goal may be achieved in stages. We derive
purpose $A[x]SA[1;j]$, istsj

achieve $A[x]SA[y;j]$, istsj, $y=i$ varying $z,y$


Using the protection rule, we shall attempt to achieve this goal in two stages, first achieving both $A[x]SA[y;j]$ and istsj and then achieving $y=i$:

achieve $A[x]SA[y;j]$, istsj varying $z,y$

achieve $y=i$ protecting $A[x]SA[y;j]$, istsj varying $z,y$.

By matching the first goal

achieve $A[x]SA[y;j]$, istsj varying $z,y$

with the

fact $p[u:u]$ when $p(u)$,

the goal may be strengthened to

achieve $A[x]SA[j]$, $y=j$, istsj varying $z,y$.

Using reflexivity

fact $uSu$

to further strengthen this goal, we get


Now the

fact $f(u)=f(v)$ when $u=v$

for any function $f$ (the array $A$ may be considered a function), suggests

achieve $x=f$, $y=f$ varying $z,y$.

This is in turn achievable by the multiple assignment

$(z,y) := (f,f)$

We are left with the subgoal

achieve $y=i$ protecting $A[x]SA[y;j]$, istsj varying $z,y$.

which, by the forward-loop rule, suggests the iterative loop
loop assert $A[x]SA[y_j]$, $y_\infty$ 
until $y_i$
approach $y_i$ protecting $A[x]SA[y_j]$, $y_\infty$ varying $z, y$
repeat
assert $A[x]SA[y_j]$, $y_\infty$, $y_i$.

The remaining loop-body subgoal is

approach $y_i$ protecting $A[x]SA[y_j]$, $y_\infty$ varying $z, y$.

By noting that upon entering the loop $y_j$ and upon exiting the loop $y_\infty$, where it is given that $is_j$, the termination rule suggests that the variable $y$ remain an integer and decrease monotonically from $j$ to $1$. Including the range of $y$, we now have

assert $y_i$ 
achieve $y'y$ protecting $A[x]SA[y_j]$, $y_\infty$, $y\in\mathbb{Z}$, $is_j$ varying $z, y$.

In other words, assuming that the goal $y_i$ has not yet been achieved, we wish to decrease $y$ while protecting the invariants $A[x]SA[y_j]$ and $y_\infty$ along with the added invariants $y\in\mathbb{Z}$ and $is_j$ for termination.

Since we are assuming that $y'\in\mathbb{Z}$ and $is_j'$ hold, and we know that for the loop to be continued $y'\in\mathbb{Z}$, it follows that $is_j'$. So, in order to achieve $is_j'$, we need to achieve $y'-is_j$. This, together with the additional requirement that $y(y'$ and $y\in\mathbb{Z}$, forces $y=y'-1$.

After assigning 

$y := y-1$,

the remaining goal is

assert $A[x]SA[y_{i+1}]$, $y_{i+1}$s
achieve $A[x]SA[y_j]$, $y_\infty$ varying $z$.

Since the value of $y$ has changed, we have broken the protected clause into an assertion that the conjuncts held for the previous value of $y$ and $z$ and a goal to reachieve them for $y-1$. The assignment to $y$ is protected by only varying $z$ in this goal.

Part of the above goal has already been achieved and part remains to be achieved. Using the following basic fact about universal quantification:

fact $p[u:w]$ when $p[u:w]$, $p[u+1:w]$, $u\in\mathbb{Z}$,

we can break the conjunct $A[x]SA[y_j]$ into two parts:

purpose $A[x]SA[y_j]$, $y_\infty$
Since we have already asserted \( A[z'] \leq A[y+1:j] \) and \( y+1 \leq z' \leq j \), we may achieve \( A[z] \leq A[w+1:j] \), \( y \leq w \leq j \), and \( y+1 \leq z' \leq j \) by leaving \( z \) unchanged and letting \( w = y \). We are left with only

\[
\text{achieve } A[z] \leq A[y].
\]

This latest goal has an empty variable list; it can only be achieved by proving that it is true or testing that it is true. Since it cannot be proved true, we use the conditional rule to generate

\[
\text{if } A[z] \leq A[y] \quad \text{then} \quad \text{assert } A[z] \leq A[y+1:j], \quad y+1 \leq z' \leq j, \quad A[y] < A[z]
\]

\[
\text{achieve } A[z] \leq A[y:w], \quad A[z] \leq A[w+1:j], \quad y \leq w \leq j, \quad y+1 \leq z' \leq j \text{ varying } z, w.
\]

The then-clause is empty, since \( A[z] \leq A[y] \) holds at that point by virtue of the test; when the conditional test is false, we may use that fact, along with the fact that the invariants held for the prior value of \( y \) to achieve the previous goal. We know, then, that \( A[y] < A[z'] \leq A[y+1:j] \), so to achieve \( A[z] \leq A[w+1:j] \) we let \( z = y = w \). Substituting for \( z \) and \( w \), we have

\[
\text{achieve } z = y = w, \quad A[y] \leq A[y:y], \quad A[y] \leq A[y+1:j], \quad y \leq w \leq j \text{ varying } z, w.
\]

Since \( A[z] \leq A[y+1:j] \) and \( y+1 \leq j \) have already been asserted, this reduces to just

\[
\text{achieve } z = y \text{ varying } z.
\]

Achieving this via an assignment statement, we obtain the conditional

\[
\text{if } A[z] \leq A[y] \quad \text{then} \quad \text{else } z := y \quad \text{fi},
\]

or simply

\[
\text{if } A[y] < A[z] \quad \text{then} \quad z := y \quad \text{fi}.
\]

We have derived this program for minimum:
In the next section, we shall see how to extend this program to achieve the added relation $x=A[z]$.

Example 3: Partition.

In this last synthesis example, we consider the Partition problem: given an array segment $A[i:j]$, rearrange its elements so that there exists some position $g$ which partitions the segment into two ordered parts. In other words, each element of the left part $A[i:g]$ is to be less than or equal to each element of the right part $A[g+1:j]$. The goal specification may be expressed as

\[ P: \text{begin comment partition program} \]
\[ \text{assert } i,j \in \mathbb{N}, \ i < j \]
\[ \text{achieve } A[i:g] \subseteq A[g+1:j], \ i < g, \ g+1 < j, \ \text{bag}(A[i:j]) = \text{bag}(\mathcal{A}''[i:j]) \] varying $A, g$
\[ \text{end} \]

where $\mathcal{A}''$ represents the prior value of the array $A$. The function $\text{bag}(A[u:v])$ yields the multiset \{\(A[u], A[u+1], \ldots, A[v]\)}; thus, the fourth conjunct of the goal implies that the new array segment must be a permutation of the original segment. We illustrate two possible solutions.
1. First Solution

As a first try, we strengthen the goal specification using the

\[ \text{fact } p[u:x] \text{ when } p(u) \]

to eliminate the quantifier \([i:g]\). What we wish, then, is to

\[ \text{achieve } A[i]_x \leq A[i+1:y], \quad g=i, \quad \text{bag}(A[i+j])=\text{bag}(A'[i:j]) \text{ varying } A, g \]

(the subgoals \(g \leq g\) and \(g+1\leq j\) were deleted since they follow from the new goal \(g=i\) and the assertion \(i \leq j\).) The subgoal \(g=i\) can be achieved by the assignment

\[ g := i, \]

leaving only

\[ \text{achieve } A[i]_x \leq A[i+1:y], \quad \text{bag}(A[i:j])=\text{bag}(A'[i:j]) \text{ varying } A. \]

We have already seen how to synthesize a program to find the position of a minimal element of an array; so we know how to

\[ \text{achieve } A[x]_x \leq A[i+1:y], \quad i+1 \leq j \text{ varying } z. \]

This, along with the transitivity of inequality,

\[ \text{fact } u \leq v \text{ when } u \leq w, \; w \leq v, \]

suggest strengthening the above goal to

\[ \text{achieve } A[i]_x \leq A[i+1:y], \quad \text{bag}(A[i:j])=\text{bag}(A'[i:j]) \text{ varying } A, u, \; w. \]

where the new program variable \(w\) can be set to any convenient value. Comparing what we have with what we want suggests letting \(w=A[z]\) and splitting the goal into the disjoint goals

\[ \text{achieve } A[z]_x \leq A[i+1:y], \quad i+1 \leq j, \quad \text{bag}(A[i:j])=\text{bag}(A'[i:j]) \text{ varying } z \]

\[ \text{achieve } A[i]_x \leq A[z], \quad \text{protecting } A[z]_x \leq A[i+1:y], \quad i+1 \leq j, \quad \text{bag}(A[i:j])=\text{bag}(A'[i:j]) \text{ varying } A. \]

The permutation requirement in the first goal is satisfied, since that goal does not vary \(A\), i.e. \(A'=A\); the rest is achieved by the old minimum program. To achieve the second goal \(A[i]_x \leq A[z]\), one might try to assign \(A[z]=A[i]\), but that would not protect the permutation requirement. We can however test if \(A[i]_x \leq A[z]\) already holds:

\[ \text{if } A[i]_x \leq A[z] \text{ then } \]

\[ \text{else assert } A[z]\leq A[i] \]

\[ \text{achieve } A[i]_x \leq A[z] \text{ protecting } \quad \ldots \text{ varying } A \]

\[ \text{fi } \].
Knowing, for the else-branch, that $A'[x] \leq A'[i]$ suggests achieving $A[i] \leq A[x]$ by letting $A'[x] = A[i]$ and $A'[i] = A[z]$. Since $i \leq z$, this also protects the permutation requirement $bag(A[i;j]) = bag(A'[i;j])$. We have

if $A[i] \leq A[z]$ then
de (A[i], A[z]) := (A[z], A[i])
fi.

Accordingly, our first solution is

```
P_j; begin comment first partition program
assert i,j \in N, i \leq j
g := i
(z, y) := (j, j)
loop assert A[z] \leq A[y; j], y \leq j
  until y = i+1
  y := y - 1
  if A[y] < A[z] then z := y fi
repeat
assert A[i+1] \leq A[j], i \leq g, g+1 \leq j, bag(A[i;j]) = bag(A'[i;j])
end .
```

This program leaves something to be desired. Despite the fact that it satisfies the stated specifications and that it is not inefficient, the fact that for the usual applications of Partition it is desirable that $g$ be closer to the mean of $i$ and $j$ went unspecified. The above program always results in $g$ being equal to $i$.

2. Second Solution

We do not want, then, to force $g = i$. Instead, we leave $g$ variable and reconsider our original goal (temporarily leaving out the permutation requirement)

achieve $A[i; g] \leq A[g+1; j], i \leq g, g+1 \leq j$, varying $A, g$.

This time, we first strengthen the goal by introducing a new variable $h$ to replace the expression $g+1$:

achieve $A[i; g] \leq A[h; j], g+1 = h, i \leq g, h \leq j$, varying $A, g, h$. 
Then we try to eliminate the double quantifier in \( A[i:g] \leq A[h:j] \) by introducing a new variable \( w \), using the

\[
\text{fact } uSw \text{ when } uSw, wSw .
\]

This yields

\[
\text{achieve } A[i:g] \leq w, wSA[h:j], g+l=h, isg, hsj \text{ varying } A, g, h, w .
\]

There are now four variables that the program may set: \( A, g, h, \) and \( w \).

Now we can split this conjunctive goal into two:

\[
\text{achieve } A[i:g] \leq w, wSA[h:j], isg, hsj \text{ varying } A, g, h, w
\]

\[
\text{achieve } g+l=h \text{ protecting } A[i:g] \leq w, wSA[h:j], isg, hsj \text{ varying } A, g, h, w .
\]

the second will become a loop with exit test \( g+l=h \) and the first will initialize the invariants. By reducing quantifiers to single elements, the first goal may be strengthened to

\[
\text{achieve } A[i] \leq w, wSA[i], g=i, hsj \text{ varying } A, g, h, w .
\]

and the first conjunct may be further strengthened to \( A[i]=w \) :

\[
\text{achieve } A[i]=w, wSA[i], g=i, hsj \text{ varying } A, g, h, w .
\]

At this point, we would like to assign to \( w, g, \) and \( h \). Before we can do that we must substitute for the other occurrence of \( w \):

\[
\text{achieve } A[i]=w, A[i] \leq A[i], g=i, hsj \text{ varying } A, g, h, w .
\]

Splitting this into two disjoint goals and assigning we get (putting the permutation requirement back in):

\[
\text{achieve } A[i] \leq A[i], \text{ bag}(A[i;j])=\text{bag}(A'[i;j]) \text{ varying } A(g, h, w) := (i, j, A[i]) .
\]

As in the first solution, the remaining subgoal yields the conditional

\[
\text{if } A[i]>A[j] \text{ then } (A[i], A[j]) := (A[j], A[i]) \text{ fi .}
\]

The current status of the program is:
assert \( i, j \in \mathbb{N}, \ i < j \)
\((g, h, w) := (i, j, A[i])\)
assert \( w = A[i], \ A[i] \leq A[j], \ g = i, \ h = j\)
loop assert \( A[i:g] \leq w, \ w \leq A[h:j], \ i \leq g, \ h \leq j\)
until \( g + 1 = h\)
approach \( g + 1 = h\) protecting \( A[i:g] \leq w, \ w \leq A[h:j], \ i \leq g, \ h \leq j\)

repeat

We may now determine bounds for \( g \) and \( h \) and apply the termination rule. Initially \( g = i + h \), while upon termination \( i \leq g < h + 1 \leq h + j \). This suggests keeping \( g, h \in \mathbb{Z} \) and letting \( g \) increase from \( i \) to its final value \( g_* \), while \( h \) decreases from \( j \) to \( h_* \). The resulting bounds, \( i \leq g \leq g_* \) and \( h \geq h_* \), combined with \( g_* + 1 < h_* \) implies the invariant \( g \leq h \).

So to ensure termination, we require that \( g \) and \( h \) remain integers, and that progress is made by increasing \( g \) and/or decreasing \( h \), until they meet somewhere in the middle. Accordingly, the loop-body subgoal becomes

\[
\text{achieve } g' \leq g, \ h' \geq h, \ g' < g \lor h' > h, \\]
protecting \( A[i:g] \leq w, \ w \leq A[h:j], \ i \leq g, \ h \leq j \) varying \( A, g, h, w \)

Splitting the two quantifiers into the range that has already been achieved and the range that remains to be achieved, we get

\[
\text{achieve } g' \leq g, \ h' \geq h, \ g' < g \lor h' > h, \ A[g'+1:g] \leq w, \ A[h:j-1] \leq w, \ w \leq A[h:j], \ i \leq g, \ h \leq j \) varying \( A, g, h, w \)

We shall protect \( A[i:g] \leq w \) and \( w \leq A[h:j] \) by not varying \( w \) or any of the elements in the array segments \( A[i:g] \) and \( A[h:j] \). Now if we reduce the quantifier \( [g'+1:g] \) to a single element (letting \( g' = g \)) and make the quantifier \( [h:j-1] \) vacuously true (insisting that \( h > h' - 1 \)), then we get

\[
\text{achieve } g' = g, \ h' \geq h, \ g' < g \lor h' > h, \ A[g'] \leq w, \ g' \leq g, \ h' \geq h \}
\)
\text{protecting } A[i:g] \leq w, \ w \leq A[h:j], \ i \leq g, \ h \leq j \) varying \( A, g, h \)

which simplifies to

\[
\text{achieve } g' = g, \ h' = h, \ A[g'] \leq w \)
\)
\text{protecting } A[i:g] \leq w, \ w \leq A[h:j] \) varying \( A, g, h \)

The conditional rule suggests achieving the conjunct \( A[g'+1] \leq w \) by testing:
if $A[g+1] \leq w$ then $g := g+1$
else assert $w < A[g]$
    
    achieve $g' \leq g$, $h' \geq h$, $g' < g \forall h' \geq h$, $A[g'+1] \leq w$,
    $w \leq A[h:A'-1]$ protecting ... varying $g, h$.
fi

Without going into more detail, the remaining subgoal generates two more cases: if
$w \leq A[A'-1]$, then $h$ is decremented by 1; otherwise, $A[A'-1] < w < A[g'+1]$ and $A[A'-1]$ is
exchanged with $A[g'+1]$ and both $g$ is increased and $h$ decreased. The completed
program is:

\begin{verbatim}
P'_1: begin comment partition program
    assert i, j \in N, k \in
    (g, h, w) := (i, j, A[i])
    loop assert $A[i] \leq w$ $\forall A[j]$.
        g, h \in Z, i \leq g < h
    until $g+1 \leq h$
    if $A[g+1] \leq w$ then $g := g+1$
    else if $w \leq A[A-1]$
        then $h := h-1$
        else $(g, h) := (g+1, h-1)$
            $(A[g], A[h]) := (A[A], A[g])$
    fi
fi
repeat
    assert $A[i] \leq A[g+1]$, i \leq g < h
end.
\end{verbatim}
5. EXTENSION

In this section, we illustrate techniques for extending a given program to achieve an additional relation. There are two basic methods. One is to append code at the end of the program with the purpose of achieving the additional goal, while making sure that the relations already achieved by the program remain intact. The second method is to achieve the added relation at the outset and modify the program to ensure that it maintains that relation true until the end of the execution.

This second method is also used for local optimization: if a program contains an expression that is relatively difficult to compute, but must be recomputed for each loop iteration, then it may be possible to introduce a program variable that will invariantly contain the value of the complex expression, and for which there is a relatively simple way of deriving the new value of the variable from the old value. This new variable must be updated whenever the value of a variable in the expression is changed, and may be substituted for that expression wherever it occurs in the program text.

Example 1: Array Minimum.

Consider our program

\[
P_1: \begin{align*}
&\text{begin comment array minimum-position program} \\
&\text{assert } i,j \in \mathbb{N}, \ ij \\
&(x,y) := (j,j) \\
&\text{loop assert } A(x) \leq A(y) \land y \leq zj \\
&\text{until } y \leftarrow y+1 \\
&\text{if } A(y) < A(x) \text{ then } x \leftarrow y \text{ fi} \\
&\text{repeat} \\
&\text{assert } A(x) \leq A(i) \land i \leq sj \\
&\text{end.}
\end{align*}
\]

and assume that we wish instead to

achieve \( A(z) \leq A(i) \land i \leq sj, x = A(x) \) varying \( i, x \).

The above program only achieves the first two conjuncts of the new goal; we must extend the program to achieve the additional conjunct \( x = A(x) \) as well.
One simple way to accomplish this would be to split the new goal into two disjoint goals:

\[
\text{achieve } A[z] \leq A[i] j, \ i \leq z \leq j \text{ varying } z \\
\text{achieve } x = A[z] \text{ varying } x .
\]

For the first, we already have a program; for the second, we may simply append the assignment

\[
\]

A second possibility would be to begin by achieving the relation \( x = A[z] \), and then protect that relation while achieving \( A[z] \leq A[i] j \) via \( P_1 \). In other words the relation \( x = A[z] \) should be a global invariant of \( P_1 \), holding throughout execution of the program. In order to accomplish this goal, viz.

\[
\text{achieve } x = A[z] \text{ in } P_1 \text{ varying } x ,
\]

we must set \( x \) to the appropriate value whenever the variable \( z \) changes value. The assignments to \( z \) are

\[
z := j \quad z := y .
\]

When \( z \) is initialized to \( j \), we initialize \( x = A[z] \) to \( A[j] \); when \( z \) is reset to \( y \), we reset \( x \) to \( A[y] \). This yields the program

\[
(x, y, x) := (j, j, A[j]) \\
\text{loop assert } A[z] \leq A[y] j, \ y \leq z \leq j \\
\text{until } y = i \\
\quad y := y - 1 \\
\quad \text{if } A[y] < A[z] \text{ then } (x, x) := (y, A[y]) \text{ fi} \\
\text{repeat .}
\]

As it stands now, the first alternative requires less computation. But since we have established the global invariant \( x = A[z] \), the conditional test \( A[y] < A[z] \) may be simplified to \( A[y] < x \). The final version of this program is
assert $x=A[z]$ in $P_t$; begin comment extended array-minimum program
assert $i, j \in \mathbb{N}$, $i \leq j$
$(x, y, z) := (j, A[j])$
loop assert $x \leq A[y]; j \leq y$
    until $y=i$
    $y := y-1$
    if $A[y] < x$ then $(x, x) := (y, A[y])$ fi
repeat
assert $x \leq A[i]; i \leq j$
end.

In a similar manner, we could begin with the program

$P_t''$: begin comment extended array-minimum program
assert $i, j \in \mathbb{N}$, $i \leq j$
$(y, x) := (j, A[j])$
loop assert $x \leq A[y]; j \leq y$
    until $y=i$
    $y := y-1$
    if $A[y] < x$ then $x := A[y]$ fi
repeat
assert $x \leq A[i]; i \leq j$
end

that only achieves $x \leq A[i]; i \leq j$, and extend it to achieve $x=A[z]$ as well. There is no easy way to set $x$ at the end of $P_t''$ so that $x=A[z]$. But we can achieve $x=A[z]$ in $P_t''$ varying $z$


The corresponding assignments to $z$ would be $z := j$ $z := y$,
yielding the same program as $P_t'$. 
Example 2: Integer Square-root.

In our program,

```
P;: begin comment integer square-root program
    assert a \in \mathbb{N}
    x := 0
    loop assert x^2 \leq a, \forall a \in \mathbb{N}
        until a < (x+1)^2
            x := x+1
        repeat
    assert x = \lfloor \sqrt{a} \rfloor
end ,
```

the exit test \( a < (x+1)^2 \) is relatively difficult to compute as it involves squaring. It may be replaced by \( a < s \), if we can extend \( P \), to achieve the global invariant \( s = (x+1)^2 \):

```
achieve \( s = (x+1)^2 \) in \( P \), varying \( s \).
```

The variable \( x \) is set by two assignments in the program

```
z := 0  z := z+1
```

we must assign appropriate values to \( s \) to maintain the desired relation \( s = (x+1)^2 \).

One way to accomplish this is to use a collection of rules that relate assignment statements to the values of the program variables. One of them states that in order for a global assertion of the form

```
assert (y-b)^2 \leq (x-a) \cdot \left[ b \cdot (x-a) \cdot 2 \cdot a \cdot (b-a) \right] \text{ in } P
```

holds if the assignments to \( x \) and \( y \) in \( P \) are of one of the two forms

```
(x, y) := (a, b)
```

or

```
(x, y) := (x+a, y+b, x+b)
```

where \( a, b, x, y, a, b, x, b, x, b \), and \( b \) are of constant value in \( P \).

Let us try to apply this rule to the problem at hand. We match \( x \) and \( y \) in the rule with \( x \) and \( s \) in the program, respectively. The assignments to \( x \) are

```
z := 0  z := z+1
```
so we let $a_0 \rightarrow 0$ and $a_1 \rightarrow 1$. Thus, assignments of the form

$$(z, s) := (0, b_0) \quad \text{and} \quad (z, s) := (z+1, s + b_1 z + b_2)$$

achieve the relation

$$(s-b_0)z^2 = (z-0) \cdot [b_1^*(z-0-1) + 2 \cdot 1 \cdot (b_2 + b^*_1, 0)]$$

i.e.

$$(s-b_0)z^2 = z \cdot [b_1^*(z-1) + 2 \cdot b^*_2] \quad .$$

So we are looking for instantiations of $b_0$, $b_1$, and $b_2$, such that

$$(s-b_0)z^2 = z \cdot [b_1^*(z-1) + 2 \cdot b^*_2] \Rightarrow s = (z+1)^2 \quad .$$

Isolating $s$ to the left of the equality and matching, leaves

$$z \cdot [b_1^*(z-1)/2 + b^*_2] + b_0 \Rightarrow (z+1)^2 \quad .$$

Transforming $(z+1)^2$ into $z \cdot (z+2) + 1$, suggests $b_0 \rightarrow 1$ and

$$b_1^*(z-1)/2 + b_2 \Rightarrow z+2 \quad ,$$

which, in turn, suggests $b_1 \rightarrow 2$ and $b_2 \rightarrow 3$. Instantiating $b_0$, $b_1$, and $b_2$ back into the assignments, we get

$$(z, s) := (0, 1) \quad \text{and} \quad (z, s) := (z+1, z+2 \cdot z+3)$$

A further improvement would be to achieve $t = 2 \cdot z+3$ in $P'_1$.

By another rule ($<>$ in the appendix), to get

assert $a_1^*(y-b_0) = b_1^*(x-a_1)$ in $P$.

the proper assignments are

$$(x, y) := (a_0, b_0) \quad \text{and} \quad (x, y) := (x+a_1 \cdot u, y + b_1 \cdot u) \quad .$$

This suggests the instantiation

$$(x \Rightarrow z, y \Rightarrow t, a_0 \Rightarrow 0, a_1 \Rightarrow 1, u \Rightarrow 1) \quad ,$$

leaving

$$(t-b_0) = b_1^* z \Rightarrow t = 2 \cdot z+3 \quad .$$
Taking \( b_0 = 3 \) and \( b_1 = 2 \), we get the assignments

\[
(z, s, t) := (0, 1, 3) \quad (z, s, t) := (z+1, s+t, t+2)
\]

and the program

```prolog
assert \( x=(z+1)^2, t=2\cdot z+3 \) in
\( P_i'' \): begin comment famous integer square-root program
assert \( x \in \mathbb{N} \)
(\( z, s, t \) := (0, 1, 3)
loop assert \( x \leq a \), \( a \in \mathbb{N} \)
until a<s
(\( z, s, t \) := (z+1, s+t, t+2)
repeat
assert \( x = \lfloor \sqrt{a} \rfloor \)
end.
```

**Example 3: Binary Integer Square-root.**

At the conclusion of the overview chapter, we had obtained the following binary integer square-root program:

```prolog
assert \( a \in \mathbb{N}, z \in \mathbb{N}, y \in \mathbb{N} \) in
\( P_j \): begin comment binary integer square-root program
assert \( a \in \mathbb{N} \)
(\( z, y \) := (0, 1)
loop until \( a < y^2 \)
\( y := 2\cdot y \)
repeat
loop assert \( x \leq a, \sqrt{a} < x+y \)
until \( y \leq 1 \)
\( y := y/2 \)
if \( (x+y)^2 \leq a \) then \( z := x+y \) fi
repeat
assert \( x \leq \sqrt{a}, \sqrt{a} < z+1, z \in \mathbb{N} \)
end.
```
In this program, the exit test \( a \leq y^2 \) and conditional test \( (z+y)^2 \leq a \) are the most expensive expressions to compute. The latter is equivalent to \( z^2 + 2yz + y^2 \leq a \), and assuming that we can

\[
\text{achieve } u = z^2, \quad v = 2yz, \quad w = y^2 \text{ in } P, \text{ varying } u, v, w .
\]

we may replace the tests with \( a \leq w \) and \( u + v + w \leq a \), respectively.

Whenever \( z \) or \( y \) is updated, the new variables \( u \), \( v \), and \( w \) must be updated correspondingly so that their relations with \( z \) and \( y \) remain invariant. In a manner similar to the previous example, we obtain

```plaintext
assert a \in \mathbb{N}, \ z \in \mathbb{N}, \ y \in \mathbb{N}, \ u = z^2, \ v = 2yz, \ w = y^2 \text{ in } P; \ 
begin \ comment \ \text{extended binary integer square-root program} \ 
\begin{verbatim}
assert a \in \mathbb{N} 
(z, y, u, v, w) := (0, 1, 0, 0, 1) 
loop until a \leq w 
(y, w) := (2y, 4+w) 
repeat 
loop assert z \leq \sqrt{a}, \ \sqrt{a} \leq z+y 
until y \leq 1 
(y, u, w) := (y/2, v/2, w/4) 
if u + v + w \leq a \text{ then } (z, u, v) := (z+y, u+v+w, v+2+w) fi 
repeat 
assert z \leq \sqrt{a}, \ \sqrt{a} \leq z+1, \ z \in \mathbb{N} 
end .
\end{verbatim}
```

The variable \( z \) affects only the value of \( z \) itself, so it is a candidate for elimination from the program. The only problem is that it is \( z \) that contains the desired final result. Fortunately, since we have the global invariant \( v = 2yz \), we can just append the goal

\[
\text{achieve } v = 2yz \text{ varying } z 
\]

to the end of the program. We shall return to this unachieved goal later.

Once we have eliminated the assignment \( z := z+y \), the variable \( y \) only affects the the exit test \( y \leq 1 \). But we can replace the variable \( y \) with \( \sqrt{w} \), since \( w = y^2 \) and \( y \) is known to be positive. This gives us the exit clause

\[
\text{until } \sqrt{w} \leq 1 
\]

for which the primitive
may be substituted.

Squeezing the last drop of ink out of this example, we obtain yet another slight improvement: To transform the test \( u+v+w\leq a \Rightarrow u+v+w\leq 0 \), we can apply the transformation \( u \Rightarrow u+a \), yielding the initialization

\[(u, v, w) := (-a, 0, 1)\]

and conditional

\[\text{if } u+v+w\leq 0 \text{ then } (u, v) := (u+v+w, v+2w) \text{ fi .}\]

To avoid recomputing the expression \( u+v+w \) for both the conditional test \( u+v+w\leq a \) and the assignment \( u:=u+v+w \), a temporary variable could be generated, say \( t \), such that \( t:=u+v+w \). It would then be used in the test \( t\leq 0 \) and assignment \( (u, v):=(t, v+2w) \).

Incorporating the above improvements, we obtain

```prolog
assert a\in\mathbb{N}, \; z\in\mathbb{N}, \; y\in\mathbb{N}, \; u+a=x^2, \; v=2y+z, \; w=y^2 \text{ in} \; P_1^\prime.
begin \text{comment optimized integer square-root program}
assert a\in\mathbb{N}
(u, v, w) := (-a, 0, 1)
loop until a<w
\quad w := a\cdot w
repeat
loop assert z\leq\sqrt{a}, \; \sqrt{a}<z+y
\quad \text{until } w\leq 1
\quad (v, w) := (v/2, w/4)
\quad t := u+v+w
\quad \text{if } t\leq 0 \text{ then } (u, v) := (t, v+2w) \text{ fi}
repeat
achieve v=2y+z \text{ varying } z
assert z\leq\sqrt{a}, \; \sqrt{a}<z+1, \; z\in\mathbb{N}
end .
```

The variables \( z \) and \( y \) have been left in the assertions though they have been eliminated from the program text; at any point in which these "ghost" variables are undefined by the program, the intent of the assertions is that there exist values for \( z \) and \( y \) such that the assertions hold.
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Finally, another drop of computation is saved by

\textbf{achieve } s=v+w \textbf{ varying } s .

Since \( v=0 \) upon entering the second loop, we set \( s=w \) at that point. When \( v \) is halved and \( w \) is quartered, the new value of \( s \) should become \( s/2+w/4=\frac{v}{2}+\frac{w}{2}-w/4=s/2-w/4 \). So as not to compute \( w/4 \) twice, we may first assign \( w:=w/4 \) and then \( s:=s/2-w \). When \( v \) is incremented by \( 2\cdot w \), so must \( s \) be. We can now eliminate \( v \) from the program. For the second loop, we have

\begin{verbatim}
\textbf{loop assert } z\leq v, \sqrt{\sqrt{z}} \leq v \textbf{ until } \text{w} \leq 1
\textbf{ w := } w/4
\textbf{ s := } s/2-w
\textbf{ t := } u+w
\textbf{ if } t \leq 0 \textbf{ then } (u,s) := (t,s+2\cdot w) \textbf{ fi}
\textbf{ repeat}
\end{verbatim}

We still have the goal

\textbf{achieve } v=2\cdot y \cdot z \textbf{ varying } z .

Though \( y \) and \( v \) are now ghost variables, we know that \( z=v+w \), \( w=y^2 \), and \( y\in 2^N \). From these global invariants and the exit test \( w\leq 1 \), we conclude that \( w=y=1 \) upon termination of the second loop. Thus, to achieve the above goal, we need only

\textbf{achieve } s=2\cdot z \textbf{ varying } z ;

we therefore assign

\( z := (s-1)/2 \).

The transformation \( w \mapsto w/2 \) gives us our final version of this program (cf. Dijkstra [1976]):
assert \( a \in \mathbb{N} \), \( x \in \mathbb{N} \), \( y \in \mathbb{N} \), \( u + a = x^2 \), \( v = 2^y \cdot x \), \( w = 2^y \cdot 2 \), \( s = u + w/2 \) in

begin comment improved integer square-root program
assert \( a \in \mathbb{N} \)
(\( u, w \) := \( (-a, 2) \))
loop until \( 2 \cdot a < w \)
\( w := 4 \cdot w \)
repeat
\( s := w/2 \)
loop assert \( z \leq \sqrt{a} \), \( \sqrt{a} < z + y \)
until \( w \leq 2 \)
\( w := w/4 \)
\( s := (s-w)/2 \)
\( t := u+s \)
if \( t \leq 0 \) then \( (u, s) := (t, s+w) \) fi
repeat
\( z := (s-1)/2 \)
assert \( z \leq \sqrt{a} \), \( \sqrt{a} < z + 1 \), \( z \in \mathbb{N} \)
end .

We have successfully replaced the original exit test \( a < y^2 \) and conditional test \( (z+y)^2 \leq a \), both of which involve squaring, a relatively expensive operation, with the simple tests \( 2 \cdot a < w \) and \( t \leq 0 \). This, at the cost of updating the variables by addition/subtraction and multiplication/division by powers of two, relatively cheap operations on binary computers.

The real square-root program

begin comment real square-root program
assert \( 0 \leq a < 1 \), \( 0 < a \)
(\( z, y \) := \( (0, 1) \))
loop assert \( z \leq \sqrt{a} \), \( \sqrt{a} < z + y \)
until \( y \leq 0 \)
\( y := y/2 \)
if \( (z+y)^2 \leq a \) then \( z := z+y \) fi
repeat
assert \( z \leq \sqrt{a} \), \( \sqrt{a} < z + r \)
end
may be optimized in a similar manner to obtain Wensley's [1959] square-root algorithm:

```plaintext
assert \( a+4\cdot y = z^2 \) in
begin
  comment optimized real square-root program
  assert \( 0 \leq a < 1, \ 0 < e \)
  \((x, y, u) := (0, 1/2, -a/2)\)
  loop
    assert \( z \leq \sqrt{a}, \ \sqrt{a} < z + 2\cdot y \)
    until \( y \leq 2\cdot e \)
    \((y, u) := (y/2, 2\cdot u)\)
    \( t := u + z + y \)
    if \( t \leq 0 \) then \((x, u) := (x + 2\cdot y, t)\) fi
  repeat
  assert \( z \leq \sqrt{a}, \ \sqrt{a} < z + e \)
end.
```

In this chapter, we have seen how to systematically develop a program from its specifications; in the next chapter we shall see how similar ideas may be employed to generate the invariants from the code.
CHAPTER VI

PROGRAM ANNOTATION
1. INTRODUCTION

As we have seen, invariant assertions are often needed for modifications to carry through. But what if the programmer failed to supply enough of them? In particular, if the program is incorrect with respect to its specifications, then, perforce, some of the given assertions (at very least, the output specification) do not reflect what the program is actually doing. And without knowing what the program is doing, we cannot proceed to debug it.

Program annotation is the process of discovering invariant assertions from the program text itself. Our task is to generate the invariants describing the workings of the program as is, independent of its correctness or incorrectness. The process is iterative, since finding some invariants suggests others. Assertions supplied by the programmer cannot be assumed true, though they may be used to guide the search for correct invariants.

If the invariants associated with the point of termination of a program imply that the given output specification is true for any input satisfying the input specification, then the program has been proved correct. On the other hand, if there exist legal input values such that whenever the output invariants hold for those input values, the specifications do not all hold, then the program is incorrect. In this manner, invariants are used for proving correctness/incorrectness of programs.

Existing implementations of the invariant-assertion method of program verification are not fully mechanical; the user must supply most, if not all, of the invariants himself. If the original program is not supplied with sufficient invariants to prove correctness or incorrectness, they must be supplemented. These invariants then enable one to verify if what the program does is what it was intended to do. Invariants are also useful in analyzing other properties of programs, e.g. time complexity.

In the following sections, we present a unified approach to program annotation, using annotation rules — in the style of Hoare [1969] — to derive invariants. Section 2 is an overview. It is followed by two detailed examples: the first illustrates the basic techniques on a single-loop program; the second applies the techniques to a program with nested loops and arrays.

Three earlier annotation systems are:

- the system described in Elspas [1974], based mainly upon the solution of difference equations;
- VISTA (German [1974], German and Wegbreit [1975]), based upon the top-down heuristics of Wegbreit [1974]; and
Our annotation system, as described here, attempts to incorporate and expand upon those systems. Recently, Suzuki and Ishihata [1977] and German [1978] have implemented systems that generate invariants useful in checking for various runtime errors.

2. OVERVIEW

In this section, we first define some terminology and then present samples of each type of annotation rule.

1. Notation and Terminology

Given a program with its specifications, our goal is to document the program automatically with invariants. If the program is correct with respect to the specifications, we would like the invariants to provide sufficient information to demonstrate its correctness; if the program is incorrect, we would like information helpful in determining what is wrong with it.

We shall be dealing with three types of assertions:
- Global invariants are relations that hold at all places (i.e. labels) and at all times during the execution of some program segment. We write
  \[ \text{assert } a \text{ in } P \]
to indicate that the relation \( a \) is a global invariant in a program segment \( P \). (Actually, \( a \) is considered a global invariant even if it only begins to hold once the variables in \( a \) have been assigned an initial value within \( P \).)
- Local invariants are associated with specific points in the program, and hold for the current values of the variables whenever control passes through the corresponding point. Thus,
  \[ L: \text{assert } a \]
means that the relation \( a \) holds each time control is at label \( L \).
- Candidate assertions, also associated with specific points, are relations hypothesized to be local invariants, but that have not yet been verified. We write
  \[ L: \text{suggest } a \]
Consider the following simple program, meant to compute the quotient \( q \) and
remainder \( r \) of the integer input values \( c \) and \( d \):

\[
P_q: \begin{align*}
\text{begin comment integer-division program} \\
B_q: \text{assert } &c \in \mathbb{N}, \ d \in \mathbb{N}+1 \\
(q, r) := (0, c) \\
\text{loop } L_q: \text{assert ...} \quad &\text{until } r < d \\
(q, r) := (q+1, r-d) \\
\text{repeat} \\
E_q: \text{suggest } &q \leq c/d, \ c/d < q+1, \ q \in \mathbb{Z}, \ r = c-qd \\
\text{end}. 
\end{align*}
\]

where \( \mathbb{N} \) is the set of nonnegative integers, \( \mathbb{N}+1 \) is the set of positive integers, and \( \mathbb{Z} \) is the set of all integers. This program will be used only to illustrate various aspects of program annotation; complete examples of annotation are given in the next section.

The invariant

\[
\text{assert } c \in \mathbb{N}, \ d \in \mathbb{N}+1
\]

attached to the begin-label \( B_q \) is the input specification of the program defining the class of "legal" inputs. The input specification is assumed to hold, regardless of whether the program is correct or not.

The candidate

\[
\text{suggest } q \leq c/d, \ c/d < q+1, \ q \in \mathbb{Z}, \ r = c-qd
\]

attached to the end-label \( E_q \) is the output specification of the program. It states that the desired outcome of the program is that \( q \) be the largest integer not larger than \( c/d \) and \( r \) be the remainder. Since one cannot assume that the programmer has not erred, initially all programmer-supplied assertions — including the program's output specification — are only candidates for invariants.

In order to verify that a candidate is indeed a local invariant, we must show that whenever control reaches the corresponding point, the candidate holds. Suppose that we are given a candidate for a loop invariant

\[
L_q: \text{suggest } r = c-qd
\]

To prove that it is an invariant, one must show: 1) that the relation holds at \( L_q \) when the loop is first entered, and 2) that once it holds at \( L_q \), it remains true each subsequent time control returns to \( L_q \). If we succeed, then we would write
Furthermore, if \( r = c - q \cdot d \) holds whenever control is at \( L_1 \), then it will also hold whenever control leaves the loop and reaches \( E_o \). In other words, \( r = c - q \cdot d \) would also be an invariant at \( E_o \) and may be removed from the list of candidates at \( E_o \). In that case, we would write

\[
E_o; \ assert \ r = c - q \cdot d \quad \text{and suggest} \ q \leq d, c / d < q + 1, q \in \mathbb{Z}.
\]

Global invariants often express the range of variables. For example, since the variable \( q \) is first initialized to 0 and then repeatedly incremented by 1, it is obvious that the value of \( q \) is always a nonnegative integer. Thus we have the global invariant

\[
assert \ q \in \mathbb{N} \quad \text{in} \quad P_o
\]

that relates to the program as a whole and states that \( q \in \mathbb{N} \) throughout execution of the program segment \( P_o \).

In this chapter, we describe various annotation techniques. These techniques are expressed as rules: the antecedents of each rule are usually annotated program segments containing invariants or candidate invariants and the consequent is either an invariant or a candidate. This list is representative of the kinds of rules that may be used for annotation; it is not, however, meant to be a complete list. Not only are these rules useful for automatic or interactive annotation, but they help to clarify the interrelation between program text and invariants for the programmer.

We differentiate between three types of rules: assignment rules, control rules, and heuristic rules.

- **Assignment rules** yield **global invariants** based only upon the assignment statements of the program.
- **Control rules** yield **local invariants** based upon the control structure of the program.
- **Heuristic rules** have **candidates** as their consequents. These candidates, though promising, are not guaranteed to be invariants.

The assignment and control rules are **algorithmic** in the sense that they derive relations in such a manner as to **guarantee** that they are invariants. The heuristics are rules of **plausible** inference, reflecting common programming practice.
2. Assignment Rules

Many of the algorithmic rules depend only upon the assignment statements of the program and not upon its control structure. In other words, whether the assignments appear within an iterative or recursive loop or on some branch of a conditional statement is irrelevant. Since the location and order in which assignments are executed does not affect the validity of the rules, these rules yield global invariants.

The various assignment rules relate to particular operators occurring in the assignment statements of the program. Some of the rules for addition, for example, are: an addition rule that gives the range of a variable that is updated by adding (or subtracting) a constant; a set-addition rule for the case where the variable is added to another variable whose range is already known; and an addition-relation rule that relates two variables that are always incremented by similar expressions. Corresponding rules apply to other operators.

For example, the addition rule is

\[
\begin{align*}
&x := a_0, x := x + a_1, x := x + a_2, \ldots \text{ in } P \\
&\text{assert } x \in a_0 + a_1 + a_2 + \ldots \text{ in } P,
\end{align*}
\]

where \( P \) is a program segment and the expressions \( a_i \) are of constant value within \( P \). The antecedent

\[
\begin{align*}
x := a_0, x := x + a_1, x := x + a_2, \ldots \text{ in } P
\end{align*}
\]

indicates that the only assignments to the variable \( x \) in \( P \) are \( x := a_0, x := x + a_1, x := x + a_2, \ldots \), etc. The consequent

\[
\begin{align*}
&\text{assert } x \in a_0 + a_1 + a_2 + \ldots \text{ in } P
\end{align*}
\]

is a global invariant indicating that \( x \) belongs to the set \( a_0 + a_1 + a_2 + \ldots \) throughout execution of \( P \) — but only from the point when \( x \) first receives a defined value in \( P \) via the assignment \( x := a_0 \). (After any execution of \( x := a_0 \), clearly \( x \in a_0 + a_1 + a_2 + \ldots \) with \( x = a_0 + a_1 + a_2 + \ldots \), and if \( x = a_0 + a_1 + m + a_2 + \ldots \) for some \( m, n, \ldots \) before executing \( x := x + a_2 \), then \( x = a_0 + a_1 + (m+1) + a_2 + \ldots \) after executing the assignment. Thus, \( m \) represents the number of executions of \( x := x + a_1 \) since \( x := a_0 \) was executed last, \( n \) is the number of executions of \( x := x + a_2 \), etc.) From such an invariant, more specific properties may be derived. For example a bound on \( x \) may be derived using methods of
interval arithmetic (see, for example, Gibb [1961]). Note that no restrictions are placed on the order in which the assignments to $x$ are executed, except that prior to the first execution of $x := a$, the invariant may not hold.

In our simple program $P$, the assignments to the variable $q$ are

$q := 0 \quad q := q + 1$.

So we can apply the addition rule, instantiating $a$ with 0 and $a_i$ with 1, and obtain the global invariant $q \in 0 + 1 \cdot \mathbb{N}$, i.e.

assert $q \in \mathbb{N}$ in $P$.

The assignments to $r$ in $P$, are

$r := c \quad r := r - d$.

Applying the same rule to them, letting $a = c$ and $a_i = -d$, yields the invariant

assert $r \in c - d \cdot \mathbb{N}$ in $P$.

Given that $d$ is positive, we may conclude that $rs < c$.

The set-addition rule is a more general form of the above addition rule, applicable to nondeterministic assignments of the form $x := f(S)$, where an arbitrary element in the set $f(S) = \{ f(s) : s \in S \}$ is assigned to $x$. Note that an assignment $x := f(s)$, where it is only known that $s \in S$, may be viewed as the nondeterministic assignment $x := f(S)$. The set-addition rule is

\[
x \in S, \quad x \in x + S_1, \quad x \in x + S_2, \ldots \quad \text{in } P
\]

\[
\text{assert } x \in S + S_1 + S_2 + \ldots \quad \text{in } P,
\]

where $S$ denotes the set of finite sums $s_1 + s_2 + \ldots + s_m$ for (not necessarily distinct) addends $s_i$ in $S$. If $m = 0$, the sum is 0; if $S$ contains the single element $s$, then $S + s = \mathbb{N}$. (This rule applies analogously to any associative and commutative operator "@".)

These assignment rules for global invariants are related to the weak interpretation method of Sintzoff [1972] (see also Wegbreit [1975], Wegbreit and Spitzen [1976], and Harrison [1977]). That has been implemented by Scherlis [1974] and German and Wegbreit [1976].
In program $P$, the assignments to $r$ were

$$r := c \quad r := r - d.$$ 

Since we are given that $c \in \mathbb{N}$ and $d \in \mathbb{N} + 1$, we may view these as the nondeterministic assignments

$$r := c \quad r := r - (N + 1),$$

and by applying the set-addition rule we obtain the global invariant $r \in \mathbb{N} - \sum(N + 1)$. This simplifies to

assert $r \in \mathbb{Z}$ in $P$,

where $\mathbb{Z}$ is the set of all integers.

To relate different variables appearing in a program, we have an addition-relation rule:

$$\begin{align*}
(x, y) & := (a, b) \\
(x, y) & := (x + a, u, y + b, u) \\
(x, y) & := (x + a', u, y + b', u) \\
\end{align*} \quad \text{in } P$$

$$\text{assert } a_1 \cdot (y - b) = b_1 \cdot (x - a) \text{ in } P,$$

where $u, v, \ldots$, are arbitrary (not necessarily constant) expressions. The invariant begins to hold only when the multiple assignment $(x, y) := (a, b)$ has been executed for the first time. (The invariant $a_1 \cdot (y - b) = b_1 \cdot (x - a)$ clearly holds when $x = a$, and $y = b$. Assuming it holds before executing $(x, y) := (x + a, u, y + b, u)$, then after executing the assignment, both sides of the equality are increased by $a \cdot b, u$, and the invariant still holds.) The multiple assignments in the antecedent of such rules, e.g. $(x, y) := (x + a, u, y + b, u)$, may represent the cumulative effect of individual assignments lying on a path between two labels, with the understanding that whenever $x := x + a, u$ is executed, so is $y := y + b, u$ for the same value of the expression $u$. In that case, the invariant will not, in general, hold between the individual assignments.

In our example, the assignments in the initialization path give us

$$(q, r) := (0, c),$$

and for the loop-body path we have

$$(q, r) := (q + 1, r - d).$$

By a simple application of the addition-relation rule with $a_1 = 0$, $b_1 = c$, $a_1 = u = v = 1$, and $b_1 = -d$, we derive the invariant $1 \cdot (r - c) = -d \cdot (q - 0)$, which simplifies to
assert \( r=c \cdot q \cdot d \) in \( P_0 \).

Note that this addition-relation rule (as well as several other relation rules) may be derived from the following general relation-rule schema:

\[
(x, y) := (a, b) \quad (x, y) := (x \oplus (u \ominus a), y \ominus (u \ominus b)) \\
(x, y) := (x \ominus (u \ominus a), y \ominus (u \ominus b)) \quad \text{in } P
\]

where the operator \( \oplus \) is commutative and associative, operator \( \ominus \) satisfies \( (a \ominus b) \ominus c = (a \ominus c) \ominus b \) and \( (a \ominus b) \ominus c = (a \ominus c) \ominus (b \ominus c) \). The various relation rules are related to optimization and extension techniques, where the desired relation is given along with the assignments to one of the variables, and the proper assignment to the other variable is sought (as in the previous chapter). For related approaches see Caplain [1976] and German [1978].

3. Control Rules

Unlike the previous rules that completely ignore the control structure of the program, control rules derive important invariants from the program structure; they are directly related to the verification rules of Hoare [1969]. There are, for example, two rules to push invariants forward in a loop. The forward loop-exit rule,

\[
\begin{align*}
\text{loop } P' & \\
& \text{assert } a \\
& \text{until } \ell \\
L': & \\
& \text{P''} \\
\text{repeat} \\
L'': & \text{assert } a, \neg \ell \\
L': & \text{assert } a, \ell
\end{align*}
\]

reflects the fact that if execution of a loop terminates at \( L'' \), then the exit test \( \ell \) must have just held, while if the loop is continued at \( L' \), the exit test was false. Furthermore, any relation \( a \) that held just prior to the test, also holds immediately after. The forward loop-body rule,

\[
\begin{align*}
\text{loop } P' & \\
& \text{assert } a \\
& \text{until } \ell \\
L': & \\
& \text{P''} \\
\text{repeat} \\
L'': & \text{assert } a, \neg \ell \\
L': & \text{assert } a, \ell
\end{align*}
\]
assert \( \alpha \)
loop \( L \): 
\[ P \]
assert \( \beta \)
repeat 
\[ L: \text{assert } \alpha \lor \beta \]

states that for control to be at the head of a loop, at \( L \), either the loop has just been entered, or the loop body has been executed and the loop is being repeated. Therefore the disjunction \( \alpha \lor \beta \) of an invariant \( \alpha \) known to hold just before the loop and an invariant \( \beta \) known to hold at the end of the loop body must hold at \( L \).

Applying the first rule to the loop in the integer-division program \( P \), yields the invariant \( r < d \) at \( E \), and \( r \geq d \) at the head of the loop body:

\[
(q, r) := (0, c) \\
\text{loop } L: \\
\quad \text{until } r < d \\
\quad \text{assert } r \geq d \\
\quad (q, r) := (q+1, r-d) \\
\quad \text{repeat} \\
\quad E: \text{assert } r < d .
\]

To propagate invariants, such as \( r \geq d \), past assignment statements, we have a forward assignment rule,

\[
\begin{align*}
\quad \text{assert } \alpha(x, y) \\
\quad x := f(x, y) \\
\end{align*}
\]

\[
L: \text{assert } \alpha(f^{-1}(x, y), y) ,
\]

where \( f^{-1} \) is the inverse (assuming that there is an inverse) of the function \( f \) in the first argument, i.e. \( f^{-1}(f(x, y), y) = x \). By using the inverse function \( f^{-1} \), the value of \( x \) prior to the assignment may be expressed in terms of the current value of \( x \) as \( f^{-1}(x, y) \). Thus, if the relation \( \alpha(x, y) \) held before the assignment to \( x \), then after the assignment \( \alpha(f^{-1}(x, y), y) \) holds. Even if there is no inverse function, variants of this rule may often be used to glean some useful information.
In our example, since the first loop-body assignment \( q := q + 1 \) does not affect any variable appearing in the invariant \( r \geq d \), the invariant is pushed forward unchanged. To propagate \( r \geq d \) past the second assignment, \( r := r - d \), we replace \( r \) by the inverse of \( r - d \), that is \( r + d \), yielding \( r + d \geq d \), or

\[ \text{assert } r \geq 0 \]

at the end of the loop body.

We have an assignment axiom

\[ x := a \]
\[ \text{assert } x = a \]

where the expression \( a \) must remain constant during execution of the assignment; in other words, it may not contain \( x \). This axiom gives us the invariant

\[ \text{assert } r = c \]

prior to entering the loop. Thus, by the second rule for loops, the forward loop-body, we get the loop invariant

\[ L_0: \text{assert } r = c V r \geq 0 \]

Since, by the input specification \( O \subseteq c \), the first disjunct implies the second, this invariant simplifies to

\[ L_0: \text{assert } r \geq 0 \]

To generate invariants from a conditional test, we have a forward test rule:

\[ \text{assert } a \]
\[ \text{if } t \text{ then } L': \]
\[ \quad P' \]
\[ \text{else } L'': \]
\[ \quad P'' \]
\[ \text{fi} \]

\[ L': \text{assert } a, t \]
\[ L'': \text{assert } a, \neg t \]

That is, for the then-branch to be taken \( t \) must be true, while for the else-branch to be taken it must be false; furthermore, any \( a \) that held before the test, also holds after. Once invariants have been generated for the two branches, they are pushed forward by the forward branch rule:
If \( t \) then \( P' \)
\hspace{1cm} assert \( \alpha \)
else \( P'' \)
\hspace{1cm} assert \( \beta \)
fi

\( L: \)

\( L: \) assert \( \alpha \lor \beta \).

It states that for control to be at the point after the conditional statement, one of the two branches must have been traversed.

The following \textit{forall rule} is valuable for programs with universally-quantified output specification. Given a loop invariant \( \alpha(x) \) at \( L \) containing the integer variable (or expression) \( x \) and no other variables, check if \( x \) is monotonically increasing by one. If it is, then we have as a loop invariant at \( L \) that \( \alpha \) still holds for all intermediate values lying between the initial and current values. That is

\[
\text{assert } x=a, \ x\in \mathbb{Z} \\
\text{loop } L: \text{ assert } \alpha(x) \\
\hspace{1cm} P \\
\hspace{1.5cm} \text{assert } x=x_{L}+1 \\
\hspace{1.5cm} \text{repeat} \\
\text{L: } \text{assert } (\forall x \in \mathbb{Z})(a \leq x \leq b) \alpha(x),
\]

where \( a \) is an integer expression with a constant value in \( P \) and \( x_{L} \) is the value of \( x \) when last at \( L \). (This rule is similar to the universal-quantification technique for arrays in Katz and Manna [1973].) The \textit{forall rule} may be broadened to apply when \( x \) is increasing by an amount other than \( 1 \), or for a decreasing \( x \).

4. Schematic Rules

In this subsection, we shall illustrate how the control rules may be used to derive annotation rules for program schemata.

Consider, for example, the following single-loop, single-conditional, program schema:
\[ P^*: \text{begin comment single-loop schema} \]
\[
\begin{align*}
  & z := c \\
  & \text{loop } L^*: \text{assert } \ldots \\
  & \quad \text{until } \tau(z) \\
  & \quad z := f(x) \\
  & \quad \text{if } s(z) \text{ then } x := g(z) \text{ else } x := h(z) \text{ fi} \\
  & \text{repeat} \\
  & \text{end}.
\end{align*}
\]

We shall assume that the inverse functions \( f^- \), \( g^- \), and \( h^- \) are available whenever required by the rules.

The assignment axiom, applied to the initial assignment \( z := c \), yields the invariant

\[
\begin{align*}
  & \text{assert } z=c \\
\end{align*}
\]

before the loop. The forward loop-exit rule generates the invariant \( \neg \tau(z) \) at the head of the loop body, immediately after the until-clause, and then the forward assignment rule gives \( \neg \tau(f^-(z)) \) preceding the conditional:

\[
\begin{align*}
  & \text{assert } \neg \tau(f^-) \\
  & \quad \text{if } s(z) \text{ then } x := g(z) \text{ else } x := h(z) \text{ fi}.
\end{align*}
\]

The forward test rule propagates that invariant forward, adding \( s(z) \) at the head of the then-clause, and \( \neg \tau(z) \) at the head of the else-clause:

\[
\begin{align*}
  & \text{if } s(z) \text{ then assert } \neg \tau(f^-), s(z) \\
  & \quad x := g(z) \\
  & \quad \text{else assert } \neg \tau(f^-), \neg \tau(z) \\
  & \quad x := h(z) \\
  & \text{fi}.
\end{align*}
\]

By pushing \( \neg \tau(f^-) \) and \( s(z) \) through the then-branch assignment \( x := g(z) \), and \( \neg \tau(f^-) \) and \( \neg \tau(z) \) through the else-branch assignment \( x := h(z) \), we get

\[
\begin{align*}
  & \text{if } s(z) \text{ then } x := g(z) \\
  & \quad \text{assert } \neg \tau(f^-(g(z))), s(g(z)) \\
  & \quad \text{else } x := h(z) \\
  & \quad \quad \text{assert } \neg \tau(f^-(h(z))), \neg \tau(h(z)) \\
  & \quad \text{fi}.
\end{align*}
\]
Combining the invariants from the two different paths — using the forward branch rule — one gets

\[
\text{assert } \neg(f^-(g^-(z))) \land s(g^-(z))) \lor \neg(f^-(h^-(z))) \land \neg(s(h^-(z)))
\]

after the conditional, at the end of the loop body.

The forward loop-body rule expressed the fact that if control is at the head of a loop, either the loop-initialization invariant or the loop-body invariant must hold. Applying this rule to our schema

\[
\text{assert } z = c
\]

\[
\text{loop } L^*: \text{ assert } \ldots
\]

\[
\text{until } t(z)
\]

\[
\text{if } s(z) \text{ then } z := g(z) \text{ else } z := h(z) \text{ fi}
\]

\[
\text{assert } \neg(f^-(g^-(z))) \land s(g^-(z)) \lor \neg(f^-(h^-(z))) \land \neg(s(h^-(z)))
\]

\[
\text{repeat}
\]

we derive the loop invariant

\[
L^*: \text{ assert } z = c \lor \neg(f^-(g^-(z))) \land s(g^-(z)) \lor \neg(f^-(h^-(z))) \land \neg(s(h^-(z)))
\]

This loop invariant embodies two facts about the control structure of this schema:

- Whenever control is at \( L^* \), either the loop has just been entered, or the loop-exit test was false the last time around the loop. That is,

\[
L^*: \text{ assert } z = c \lor \neg(f^-(g^-(z))) \lor \neg(f^-(h^-(z)))
\]

The first disjunct is the result of the initialization path; the second states that the exit test was false for the value of \( z \) when \( L^* \) was last visited, assuming control came via the then-path of the conditional; the third disjunct says the same for the case when control came via the else-path.

- Whenever control is at \( L^* \), either the loop has just been entered, or the conditional test was true the last time around and the then-path was taken, or the test was false and the else-path was taken. That is,

\[
L^*: \text{ assert } z = c \lor s(g^-(z)) \lor \neg(h^-(z))
\]

As another simple example, consider the loop schema
z := 0
loop L:
    until t(z)
    z := z+1
    repeat
E: .

By the label axiom

L: assert x=x_L,

we get

L: assert z=z_L

Thus, we can easily derive the following invariants:

z := 0
assert z=0
loop L: assert z=z_L
    until t(z)
    z := z+1
    assert z-1=z_L, -t(z-1)
    repeat
E: assert t(z).

Now, by the forward loop-body rule we can derive the invariant

L: assert z=0 ∨ ¬t(z-1)

and by the forall rule, we get

L: assert (∀f∈Z)(0≤f≤x)z=0 ∨ ¬t(f-1)).

This simplifies to

L: assert (∀f∈N)(f<z)¬t(f).
combined with the invariant \( f(z) \) that holds at \( E \), it implies that the final value of \( z \) is the minimum nonnegative integer satisfying the predicate \( f \):

\[
E: \text{assert } z = \min \{ f \in \mathbb{N} : f \}
\]

5. **Heuristic Rules**

In contrast with the above rules that are algorithmic in the sense that they derive relations that are guaranteed to be invariants, there is another class of rules, *heuristic rules*, that can only suggest candidates for invariants. These candidates must be verified.

As an example, consider the following **conditional heuristic**

\[
\text{if } t \text{ then } P' \text{ assert } \alpha \\
\text{else } P'' \text{ assert } \beta \\
\text{fi}
\]

\[
L: \text{suggest } \alpha, \beta
\]

Since we know that \( \alpha \) holds if the then-path \( P' \) is taken, while \( \beta \) holds if the else-path \( P'' \) is taken, clearly their disjunction \( \alpha \lor \beta \) holds at \( L \) in either case (that was expressed in the *forward branch rule*). However, since in constructing a program, a conditional statement is often used to achieve the same relation in alternative cases (cf. the *conditional synthesis rule*, page 93), it is plausible that \( \alpha \) (or, by the same token, \( \beta \)) may hold true for both the then- and else-paths.

As mentioned earlier, the output specification and user-supplied assertions are the initial set of candidates. Candidates are propagated over assignment and conditional statements using the same control rules as for invariants. The *top-down heuristic*,

\[
\text{assert } \alpha \\
\text{loop } L: \\
\quad \text{until } t \\
\quad P \\
\quad \text{repeat} \\
\quad \text{suggest } \gamma
\]

\[
\text{fact } \gamma \text{ when } \alpha \\
L: \text{suggest } \gamma
\]
may be used to push a candidate (or invariant) \( \gamma \) backwards into a loop. Though \( \neg \gamma \) (i.e. \( \neg \forall \gamma \)) would be a sufficiently strong loop invariant at \( L \) to establish \( \gamma \) upon loop exit, the heuristic suggests a stronger candidate, \( \gamma \) itself, at \( L \). Since a necessary condition for \( \gamma \) to be an invariant is that it hold upon entrance to the loop, the second antecedent of the rule requires that the invariant \( \alpha \) before the loop imply that \( \gamma \) holds. The idea underlying this heuristic is that an iterative loop is constructed in order to achieve a conjunctive goal by placing one conjunct of the goal in the exit test, and maintaining the other invariantly true (cf. the forward loop synthesis rule, page 97).

Wegbreit [1974] and Katz and Manna [1976] have suggested a more general form of these two heuristics:

\[
\begin{align*}
L &: \text{assert } \alpha \lor \beta \\
L &: \text{suggest } \alpha, \beta.
\end{align*}
\]

However, as they remark, this heuristic should not be applied indiscriminately to any disjunctive invariant. We would not, for example, want to replace all occurrences of an invariant \( x \geq 0 \) with the candidates \( x > 0 \) and \( x = 0 \). Special cases, such as the above conditional and top-down heuristics are needed to indicate where the strategy is relatively likely to be profitable.

Returning to our integer-division example

```
P : begin, comment integer-division program
    B : assert c \in \mathbb{N}, d \in \mathbb{N} + 1
    (q, r) := (0, c)
    loop L : assert ...
        until r < d
            (q, r) := (q + 1, r - d)
        repeat
    E : suggest q \leq d, c/d \leq q + 1, q \in \mathbb{Z}, r = c - q \cdot d
end
```

the top-down heuristic suggests that of the candidates

```
E : suggest q \leq d, c/d \leq q + 1, q \in \mathbb{Z}, r = c - q \cdot d
```

those that hold upon entering the loop — when \( q = 0 \) and \( r = c \) — are also candidates at \( L \). They are
The remaining candidate at $E_0$, $c/d < q+1$, does not necessarily hold for $q=0$.

Each candidate must be checked for invariance: it must hold for the loop-initialization path and must be maintained true around the loop. Of the three candidates at $L_0$, the last two, $q \in \mathbb{Z}$ and $r=c-q \cdot d$, have already been shown to be global invariants. To prove that the first, $qsc/d$, is a loop invariant at $L_0$, we first try to show that it is true when the loop is entered, i.e., that

$$0sc/d$$

The truth of this condition follows from the input specifications. Then we try to show that if $qsc/d$ is true at $L_0$ and the loop is continued, then $qsc/d$ holds when control returns to $L_0$, i.e.

$$qsc/d \land rzd \implies q+1sc/d$$

This condition, however, is not provable. Nevertheless, we can show that $qsc/d$ is an invariant by making use of the global invariant $r=c-q \cdot d$. Substituting $c-q \cdot d$ for $r$ in $rzd$ yields $c-q \cdot d \geq d$; it follows that the above implication holds and $qsc/d$ is an invariant at $L_0$. Thus, while an attempt to directly verify the candidate $qsc/d$ failed, once we have established that $r=c-q \cdot d$ is an invariant, we can also show that $qsc/d$ is an invariant.

Indeed, in general there may be insufficient information to prove that a candidate is invariant when it is first suggested, and only when other invariants are subsequently discovered might it become possible to verify the candidate. Therefore, candidates should be retained until all invariants and candidates have been generated. Unproved candidates are also used by the heuristics to generate additional candidates. For example, the top-down heuristic uses the as yet unproved candidate $\gamma$ to generate the loop candidate $\gamma$ at $L$.

Another heuristic, valuable for loops with universally quantified output invariants, is the generalization heuristic rule

```
assert x=a
loop L: suggest a(x,y)
  P
  assert x=f(x_L)
  repeat
L: suggest (\forall \alpha(x,f(a),f(f(a)), \ldots, x)\cdot \alpha(f,y).
```
Given a loop candidate \( a(x, y) \), we determine the set of values that the variable \( x \) takes on. Then we have a new candidate for a loop invariant that still holds for all the intermittent values between the initial value \( a \) and the current value \( x \). For example, if \( a \in \mathbb{Z} \) and \( f(x) = x + 1 \), then we get the candidate

\[
L: \text{suggest } (\forall x \in \mathbb{Z})(a \leq x) \land (a(x, y))
\]

This is a candidate and not an invariant since the program segment \( P \) may vary the value of \( y \) in such a way as to destroy the relation \( a(x, y) \) for previous values of \( x \).

Note that a candidate invariant must sometimes be replaced by a stronger candidate in order to prove invariance. This is analogous to other forms of proof by induction, where it is often necessary to strengthen the desired theorem to carry out a proof. The reason is that by strengthening the theorem to be proved, we are at the same time strengthening the hypothesis that is used in the inductive step. We could not, for example, directly prove that the relation \((r \geq d) \lor (r = c - q \cdot d)\) is a loop invariant (that is the necessary condition for \( r = c - q \cdot d \) to hold after the loop), since this candidate is not preserved by the loop, i.e.

\[
[ r \geq d \lor r = c - q \cdot d ] \land r \geq d \supset [ r \geq d \lor r = c - (q+1) \cdot d ]
\]

is not provable. On the other hand, we can prove that the stronger relation \( r = c - q \cdot d \) is an invariant, since we have a stronger hypothesis on the left-hand side of the implication; that is,

\[
r = c - q \cdot d \land r \geq d \supset r = c - (q+1) \cdot d
\]

can be proved. Clearly, once we establish that \( r = c - q \cdot d \) is an invariant, it follows that \((r \geq d) \lor (r = c - q \cdot d)\) also is.

Various specific methods of strengthening candidates have been discussed in the literature (Wegbreit [1974], Katz and Manna [1976], Moriconi [1974] and others); they are closely associated with methods of "top-down" structured programming. Related techniques are used by Greif and Waldinger [1974] and Suzuki and Ishihata [1977]. Also the candidates that Basu and Misra [1975] and Morris and Wegbreit [1977] derive, using the subgoal-induction method of verification, fall into this class.

6. Counters

A useful technique for proving certain properties of programs is the augmentation of a program with counters of various sorts. For example, by initializing a counter to zero upon entering a loop and incrementing it by one with each iteration, the value of the counter will indicate the number of times that the loop has been executed. Then, relations between
the program variables and the counter can be found. By deriving upper/lower bounds on
the counter, the termination of the loop may be proved and time complexity analyzed.

As a simple example, reconsider our (now annotated) division program

```
assert c \in \mathbb{N}, d \in \mathbb{N}+1, q \in \mathbb{N}, r = c-qd \ in
P: begin comment integer-division program
  (q, r) := (0, c)
  loop L: assert q \leq c/d
      until r < d
      (q, r) := (q+1, r-d)
    repeat
E: assert r < d
end
```

The variable \( q \) is incremented by 1 with each loop iteration and is initialized to 0; thus,
it serves as a loop counter. Since the loop invariant \( q \leq c/d \) gives an upper bound on the
value of the counter, and the counter is incremented with each loop iteration, the loop
must terminate. Since the output invariant \( r < d \) and global invariant \( r = c-qd \) yield a lower
bounds on the value of the counter, one can determine the total number of loop iterations.

Examples of the use of counters for proving termination have appeared in Katz and
Manna [Dec. 1976] and Luckham and Suzuki [1977]. Loop counters may also be used to
discover relations between variables by solving first-order difference equations. (See, for
example, Elspas [1974] and Katz and Manna [1976]; Netzer [1976] applies this
technique to recursive programs). Related work, making use of a small collection of
"loop-plans" to decompose program loops, may be found in Waters [1977]. McCarthy and
Talcott [1978] distinguish between extensional properties of programs that depend only on
the function computed by the program and intentional properties, such as space and time
requirements, that may be made explicit in derived programs containing counters.

In the following section, we demonstrate how two nontrivial programs can be
annotated using the annotation rules. These examples are taken from the program
annotation literature in order to demonstrate the power of our approach.
3. EXAMPLES

Our first example is the annotation of a program intended to divide two real numbers. The second example is a program with nested loops designed to sort an array.

Example 1: Real Division.

Consider the following program \( P \), purporting to approximate the quotient \( c/d \) of two nonnegative real numbers \( c \) and \( d \), where \( c < d \). Upon termination, the variable \( q \) should be no greater than the exact quotient, and the difference between \( q \) and the quotient must be less than a given positive tolerance \( e \). The program, with its specifications included as assertions, is:

\[
P; \begin{align*}
B; & : \text{assert } 0 < c < d, \ 0 < e \\
(q, qq, r, rr) & := (0, 0, 1, d) \\
	ext{loop } L; & : \text{assert } \ldots \\
& \quad \text{until } \neg e \\
& \quad \quad \text{if } qq + rr < e \text{ then } (q, qq) := (q + r, qq + rr) \ \\n& \quad \quad \quad (r, rr) := (r/2, rr/2) \\
& \quad \quad \text{repeat} \\
E; & : \text{suggest } q < c/d, \ c/d < q + e \\
& \text{end.}
\end{align*}
\]

Our goal is to find loop invariants at \( L \), in order to verify the output candidates at \( E \). In our presentation of the annotation of this program, we first apply the assignment rules and then the control rules combined with a heuristic rule.

1. Assignment Rules

As a first step, we attempt to derive simple invariants by ignoring the control structure of the program, and considering only the assignment statements. This will yield global invariants that hold throughout execution.

We first look for range invariants by considering all assignments to each variable. For example, since the assignments to \( r \) are
we can apply the multiplication rule
\[\begin{align*}
x &:= a, \quad x := x \cdot a, \quad x := x \cdot a, \quad \ldots \quad \text{in } P \\
\text{assert } x \in a_a N_a N_a N_a \ldots \quad \text{in } P.
\end{align*}\]
Taking 1 for \( a_a \) and 1/2 for \( a_a \), we derive the global invariant
\[\text{assert } r \in 1/2^N \quad \text{in } P. \quad (1)\]
In other words, \( r = 1/2^N \) for some nonnegative integer \( n \). From this it is possible to derive lower and upper bounds on \( r \), i.e. \( 0 < r \leq 1 \), since \( r = 1 \) when \( n = 0 \), while \( r = 1/2^N \) approaches 0 as \( n \) grows large.

Similarly, applying the multiplication rule to the assignments to \( r_r \),
\[\begin{align*}
r_r &:= d, \quad r_r := r_r/2,
\end{align*}\]
yields
\[\text{assert } r_r \in d/2^N \quad \text{in } P. \quad (2)\]
Since we are given that \( d > 0 \), it follows that \( 0 < r_r d \).

The assignments to \( q \) are
\[\begin{align*}
q &:= 0, \quad q := q + r.
\end{align*}\]
Since we know (1) \( r \in 1/2^N \), these assignments may be interpreted as the nondeterministic assignments
\[\begin{align*}
q &:= 0, \quad q := q + 1/2^N
\end{align*}\]
Using the set-addition rule \( \langle \rangle \)
\[\begin{align*}
x &\in S_0, \quad x \in x \cdot S_1, \quad x \in x \cdot S_2, \quad \ldots \quad \text{in } P \\
\text{assert } x \in S_0 \cdot S_1 \cdot S_2 \cdot \ldots \quad \text{in } P.
\end{align*}\]
we conclude
\[\text{assert } q \in S_1/2^N \quad \text{in } P.\]
This invariant states that \( q \) is a finite sum of elements of the form \( 1/2^n \), where \( n \) is some nonnegative integer. Since for any two such elements, one is a multiple of the other, it follows that the sum is of the form \( m/2^n \), where \( m, n \in \mathbb{N} \):

\[
\text{assert } q \in \mathbb{N}/2^N \text{ in } P, \tag{3}
\]

(i.e. \( q \) is a dyadic rational number).

From (2) \( r \in \mathbb{N}/2^N \) and the assignments

\[
qq := 0 \quad qq := qq+rr,
\]

we get by the same set-addition rule

\[
\text{assert } qq \in \mathbb{N}/2^N \text{ in } P,
\]
or

\[
\text{assert } qq \in \mathbb{N}/2^N \text{ in } P. \tag{4}
\]

The above four invariants give the range of each of the four program variables. Now we take up relations between pairs of variables by considering their respective assignments. Consider, first, the variables \( r \) and \( rr \). Their assignments are

\[
(r, rr) := (1, d) \quad (r, rr) := (r/2, rr/2). \tag{5}
\]

Each time one is halved, so is the other; therefore, the proportion between the initial values of \( r \) and \( rr \) is maintained throughout loop execution. This is an instance of the multiplication-relation rule

\[
(x, y) := (a, b) \quad (x, y) := (x \cdot u^a, y \cdot u^b) \quad (x, y) := (x \cdot u, y \cdot u^b) \quad \text{in } P.
\]

yielding \( r^{l} \cdot d^{l} = r^{l} \cdot rr^{l} \) which simplifies to

\[
\text{assert } rr \in \mathbb{N} \text{ in } P. \tag{5}
\]
(The rule may be matched with the assignments in the following manner: Clearly, the assignment \( (x, y) := (a, b) \) matches with \( (r, rr) := (1, d) \) by instantiating \( x, y, a, \) and \( b, \) with \( r, rr, 1, \) and \( d, \) respectively. Substituting these values in the second assignment of the rule, we are left with \( (r, rr) := (r \cdot u^d, r \cdot y^d) \) to match with \( (r, rr) := (r/2, rr/2) \). To match \( r \cdot u^d \rightarrow r/2 \), divide both sides by \( r \), leaving \( u^d \rightarrow 1/2 \). This in turn is effected by instantiating \( a \rightarrow 1 \) and \( u \rightarrow 1/2 \). It remains to match \( rr \cdot (1/2)^{b_i} \rightarrow rr/2 \), i.e. \( (1/2)^{b_i} \rightarrow 1/2 \), and \( b_i \) instantiates to 1.)

The assignments to \( q \) and \( qq \) are

\[
(q, qq) := (0, 0) \quad (q, qq) := (q+r, qq+rr)
\]

Using (6) \( rr=d \cdot r \) to substitute for \( rr \) in the assignment \( qq=qq+rr \), we have

\[
(q, qq) := (0, 0) \quad (q, qq) := (q+r, qq+d \cdot r)
\]

which is an instance of the addition-relation rule

\[
(x, y) := (a, b) \quad (x, y) := (x+a \cdot u, y+b \cdot u)
\]

\[
(x, y) := (x+a \cdot u, y+b \cdot u)
\]

\[
\text{assert } a \cdot (y-b) = b \cdot (x-a) \text{ in } P.
\]

Thus we have the global invariant \( 1 \cdot (qq-0) = d \cdot (q-0) \), i.e.

\[
\text{assert } qq=d \cdot q \text{ in } P, \quad (6)
\]

In all, we have established the following global invariants:

\[
\text{assert } rel/2^N, \text{ rred/2^N, qeN/2^N, qged+H/2^N, rr=d \cdot r, qq=d \cdot q \text{ in } P.}
\]

2. Control Rules

So far we have derived global invariants from the assignment statements, ignoring the control structure of the program. We turn now to local invariants extracted from the program structure.
By applying the assignment axiom

\[
\begin{align*}
x & := a \\
\text{assert } x = a
\end{align*}
\]
to the multiple assignment at the beginning of the program we get the local invariant

\[
\text{assert } q = 0, \ \text{qq} = 0, \ \text{r} = 1, \ \text{rr} = d
\]
just prior to the loop. The loop axiom,

\[
\text{loop } P' \\
\quad \text{until } t \\
\quad \text{assert } \neg t \\
\quad P'' \\
\quad \text{repeat} \\
\text{assert } t
\]
yields \( r > e \) at the head of the loop body and \( r \leq e \) at \( E_i \). Thus far, we have the annotated program segment

\[
\text{assert } q = 0, \ \text{qq} = 0, \ \text{r} = 1, \ \text{rr} = d \\
\text{loop } L; \text{ assert } \\
\quad \text{until } r \leq e \\
\quad \text{assert } r > e \\
\quad \text{if } \text{qq}<\text{rr} \text{ then } (q, \text{qq}) := (\text{q}+r, \text{qq}+rr) \text{ fi} \\
\quad (r, \text{rr}) := (r/2, \text{rr}/2) \\
\quad \text{repeat} \\
\text{E; assert } r \leq e .
\]

Applying the forward test rule,

\[
\begin{align*}
\text{assert } a \\
\text{if } t \text{ then } L' \\
\quad P' \\
\text{else } L'' \\
\quad P'' \\
\text{fi}
\end{align*}
\]

\[
\text{L': assert } a, t \\
\text{L'': assert } a, \neg t
\]
to the conditional statement of the loop,

\[
\text{if } \text{qq}<\text{rr} \text{ then } (q, \text{qq}) := (\text{q}+r, \text{qq}+rr) \text{ fi}
\]
yields

\[
\text{if } qq^+rrSc \text{ then assert } r\triangleright e, \; qq^+rrSc \\
(q, qq) := (q+r, qq+rr) \\
\text{else assert } r\triangleright e, \; c\langle qq+rr \\
\text{fi}
\]

Using a variant of the forward assignment rule,

\[
\text{assert } a(u, \overline{y}) \\
\overline{x} := \overline{u} \\
L: \\
L: \text{assert } a(\overline{x}, \overline{y}) \\
\]

where \( \overline{x} \) does not appear in \( a(\overline{x}, \overline{y}) \), the assignment of the then-branch transform the invariant \( qq^+rrSc \) into \( qqSc \) and leaves \( r\triangleright e \) unchanged. We obtain

\[
\text{if } qq^+rrSc \text{ then } (q, qq) := (q+r, qq+rr) \\
\text{assert } r\triangleright e, \; qqSc \\
\text{else assert } r\triangleright e, \; c\langle qq+rr \\
\text{fi}
\]

We may now apply the forward branch rule

\[
\text{if } t \text{ then } P' \\
\text{assert } a \\
\text{else } P'' \\
\text{assert } b \\
\text{fi} \\
L: \\
L: \text{assert } a \lor b \\
\]

to the two possible outcomes of the conditional. We obtain the invariant

\[
\text{assert } (r\triangleright e \land qqSc) \lor (r\triangleright e \land c\langle qq+rr) ,
\]

which simplifies to just

\[
\text{assert } r\triangleright e ,
\]

since \( r\triangleright e \) appears in both disjuncts while \( qqSc \land c\langle qq+rr \) is implied by the global invariant (2) \( rr > 0 \) ( \( qqSc \land c\langle qq \) is a tautology, and if \( rr \) is positive, then \( c\langle qq \) implies \( c\langle qq+rr \)).
By application of the forward assignment rule

\[
\text{assert } \alpha(x, y) \\
x := f(x, y) \\
L: \\
L: \text{assert } \alpha(f^*(x, y), y)
\]

to the invariant \( r \geq e \), we get

\[
\text{assert } 2 \cdot r \geq e
\]
at the end of the loop. By applying the forward loop-body rule,

\[
\text{assert } \alpha \\
\text{loop } L: \\
p \\
\text{assert } \beta \\
\text{repeat} \\
L: \text{assert } \alpha \vee \beta
\]
taking \( 2 \cdot r \geq e \) for \( \beta \), we derive the loop invariant

\[
L_i: \text{assert } (q = q_0 = 0 \land r = 1 \land r \geq d) \vee 2 \cdot r \geq e
\]

In order to simplify the presentation, we shall use instead the weaker

\[
L_i: \text{assert } r = 1 \vee 2 \cdot r \geq e \quad \text{(7)}
\]

3. Heuristic Rules

Recall that the control rules gave us

\[
\text{if } q_0 + r \leq c \text{ then } (q, q) := (q_0, q_0 + r) \\
\text{assert } r \geq e, q_0 \leq c \\
\text{else assert } r \geq e, c < q_0 + r \\
f1
\]

but that the disjunction of \( q_0 \leq c \) and \( c < q_0 + r \) turned out to be a tautology. The conditional heuristic
If $t$ then $P'$
   assert $\alpha$
else $P''$
   assert $\beta$
fi

$L$: suggest $\alpha$, $\beta$

suggests that each of the two invariants, $qq \leq c$ and $c < qq + rr$, that hold at the end of one of the conditional paths, may be an invariant for both paths. So we have the candidate

suggest $qq \leq c$, $c < qq + rr$

following the conditional and preceding the assignment

$(r, rr) := (r/2, rr/2)$.

By application of the forward assignment rule

suggest $\gamma(x, y)$
$x := f(x, y)$
$L$: suggest $\gamma(f(x, y), y)$

to the two candidates, we get

suggest $qq \leq c$, $c < qq + 2 \cdot rr$

at the end of the loop.

Finally, by applying the forward loop-body rule,

assert $\alpha$
loop $L$: $P$
   suggest $\gamma$
repeat
$L$: suggest $\alpha \land \gamma$

we get the candidates

$L_1$: suggest $(q = qq \land r = 1 \land rr = d) \lor qq \leq c$, $(q = qq \land r = 1 \land rr = d) \lor c < qq + 2 \cdot rr$.

Both candidates may be simplified, since their first disjunct implies their second, leaving
These two candidates can indeed be proved to be invariants: The first candidate, $qq \leq c$, derived from the initialization and then-paths, is unaffected by the else-path which leaves the value of $qq$ unchanged. Similarly, the other candidate, $c < qq + 2 \times rr$, derived from the initialization and else-paths, is maintained true by the then-path. So we have the loop invariants

$$L_i: \text{assert } qq \leq c, c < qq + 2 \times rr.$$  

Note that we have not yet made any use of the candidates

$$E_i: \text{suggest } qscld, cld < q + e,$$

suggested by the output specification. For completeness, we shall apply a heuristic to these candidates, though no new invariants will be derived. The top-down heuristic rule

assert $\alpha$
loop $L$:
    until $t$
    $P$
    repeat
suggest $\gamma$

fact $\gamma$ when $\alpha$

$L: \text{suggest } \gamma$

suggests that the output candidate $qsc/d$ may itself be a loop invariant, since it is true upon entering the loop. Indeed it is an invariant (it is implied by the loop invariant $qq \leq c$ and the global invariant $qq - q.d$). On the other hand, the second output candidate, $c/d < q + e$, does not even hold for the initialization path, when $q = 0$.

Since there are no assignments between the loop and the end of the program, all the loop invariants may be pushed forward unchanged, and hold upon termination. The output invariants include

$$E_i: \text{assert } (r = 1 \iff q \geq e), qq \leq c, c < qq + 6 \times rr, r s e.$$  

These invariants, along with the global invariants

$$\text{assert } r s = d, q q = b q \text{ in } P_i,$$

imply $qsc/d$ as specified. However, they do not imply $c/d < q + e$, only $c/d < q + 2 \times e$. In fact, our program as given is incorrect. In another chapter, we have already seen how such invariants may be used to guide the debugging of the program.
4. Loop Counters

By introducing an imaginary loop counter \( n \) — initialized to 0 upon entering the loop and incremented by 1 with each iteration — one may derive relation between the program variables and the number of iterations.

The extended program, annotated with some of the invariants we have already found, is:

```plaintext
assert \( \tau = d \cdot r, \, q = d \cdot q, \, r \in \mathbb{N}, \, \tau \in \mathbb{N} \) in \( P \);
begin comment extended real-division program
  \( B \); assert \( 0 < c, \, 0 < e \)
  \( (q, qq, r, \tau) := (0, 0, 1, d) \)
  \( n := 0 \)
  loop \( L \); assert (\( r = 1 \wedge 2 \cdot r > e \)), \( q \leq c, \, c < qq + 2 \cdot \tau \)
    until \( r = e \)
      if \( qq + \tau \leq c \) then \( (q, qq) := (q + r, qq + \tau) \) fi
      \( (r, \tau) := (r/2, \tau/2) \)
      \( n := n + 1 \)
    repeat
  \( E \); assert (\( r = 1 \wedge 2 \cdot r > e \)), \( q \leq c, \, c < qq + 2 \cdot \tau, \, r \geq e \)
end .
```

Obviously, we may

```plaintext
assert \( n \in \mathbb{N} \) in \( P \). \hspace{1cm} (10)
```

For the variables \( r \) and \( n \), we have the assignments

```plaintext
(r, n) := (1, 0) \hspace{1cm} (r, n) := (r/2, n + 1)
```

and we can apply the linear rule

```plaintext
(x, y) := (a, b) \hspace{1cm} (x, y) := (a \cdot x + a \cdot y + b) \hspace{1cm} in \ P
assert [x \cdot (a_1 - 1) + a \cdot y + b \cdot (a - 1) + a \cdot y + b] \hspace{1cm} in \ P .
```

With this rule we get the global invariant

```plaintext
assert [r \cdot (1/2 - 1) \cdot 0 + (1/2) \cdot 0 \cdot [1 \cdot (1/2 - 1) \cdot 0] \cdot (1/2)] \hspace{1cm} in \ P .
```
which simplifies to
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assert \( r = 1/2^n \) in \( P_i \).  

(11)

Applying the same rule to the assignments

\((rr, n) := (d, 0)\)  \(\quad (rr, n) := (rr/2, n+1)\)

we deduce

assert \( rr = d/2^n \) in \( P_i \).  

(12)

With these loop-counter invariants, the total number of loop iterations as a function of the input values may be determined. Using (11), we can substitute \( 1/2^n \) for \( r \) in the loop invariant (7) \( r = 1V2r > e \) and in the output invariant (9) \( r \leq e \), and get \( 1/2^n = 1V2/2^n > e \) at \( L_i \) and \( 1/2^n \leq e \) at \( E_i \). Taking the logarithm \( (e \) is positive), we have the upper bound

\[ n = 0 \lor n < -\log_e + 1 \]

and lower bound

\[-\log_e \leq n\]

on the number of loop iterations \( n \). Note that by finding a loop invariant giving an upper bound on the number of iterations, we have actually proved that the loop terminates.

Combining both bounds at \( E_i \) gives (assuming \( n \neq 0 \))

\[-\log_e \leq n < -\log_e + 1 \]

or, since \( n \) is an integer (10), it is equal to the one integer lying between its lower and upper bound \(-[\log_e]\). Thus we have the output invariant

\( E_i: \) assert \( n = 0 \lor n = -[\log_e] \).

(13)

Since \( n \) is the number of times the loop was executed before termination, we have derived the desired expression for the time complexity of the loop.

Example 2: Selection Sort.

The previous example contained only one loop and dealt with simple variables. As a more challenging example, we annotate an array-manipulation program containing nested loops. The program is intended to sort the array \( A[0:n] \) of \( n+1 \) elements \( A[0], A[1], \ldots, A[n] \) in ascending sequence. The output specification can therefore be expressed as
where \( \text{bag}(A[0:n]) = \text{bag}(A_0[0:n]) \) means that the multiset (bag) of elements in the array segment \( A[0:n] \) is equal to the multiset of elements in the initial value of the array \( A_0 \), i.e. \( A[0:n] \) is a permutation of \( A_0[0:n] \). The program is:

\[
P_i: \begin{align*}
P_i: & \text{ begin comment selection-sort program} \\
B_i: & \text{ assert } n \in \mathbb{N} \\
i & := 0 \\
\text{ loop } L_i: & \text{ assert } \ldots \\
& \text{ until } i \geq n \\
P_i: & \text{ begin} \\
& (j, m, k) := (i+1, A[i], i) \\
\text{ loop } L_i: & \text{ assert } \ldots \\
& \text{ until } j > n \\
& \text{ if } A[j] < m \text{ then } (m, k) := (A[j], j) \text{ fi} \\
& j := j + 1 \\
& \text{ repeat} \\
& (A[k], A[i], i) := (A[i], m, i+1) \\
& \text{ end} \\
& \text{ repeat} \\
E_i: & \text{ suggest } (\forall i)(0 \leq i < n)(A[i] \leq A[i+1]), \text{ bag}(A[0:n]) = \text{bag}(A_0[0:n]). \\
\end{align*}
\]

1. Assignment Rules

We first try to determine the range of the program variables. The variables in the program \( P_i \) are \( i, j, k, m, \) and \( A \); the inner loop (the program segment \( P_i \)) sets the variables \( j, k, m, \) and leaves \( i \) and \( A \) unchanged.

The assignments to \( i \) are

\[ i := 0 \quad i := i+1, \]

which by the addition rule gives the global invariant

\[ \text{assert } i \in \mathbb{N} \text{ in } P_i. \]
The assignments to \( j \) are
\[
j := i + 1 \quad j := j + 1.
\]
Since we know \( i \in \mathbb{N} \), we may substitute \( i \) for \( N \) to obtain the nondeterministic assignments
\[
j := N + 1 \quad j := j + 1,
\]
and by the set-addition rule we get \( j \in N + 1 + \Sigma 1 \), which simplifies to
\[
\text{assert } j \in N, \ 1 \leq j \text{ in } P,
\]
(Recall that these global invariants only hold after \( j := i + 1 \) is executed for the first time.) Since within \( P \), the value of \( i \) is unchanged, it may be regarded as constant. We can therefore apply the addition rule to the assignments to \( j \), \( j := i + 1 \) and \( j := j + 1 \), obtaining
\[
\text{assert } j \in i + 1 + N \text{ in } P,
\]
and consequently
\[
\text{assert } i \leq j \text{ in } P.
\]

The assignments to \( k \) are
\[
k := i \quad k := j.
\]
Using (1) and (2) to substitute \( N \) for \( i \) and \( j \), we have
\[
k := N \quad k := N
\]
and from the simple set-union rule
\[
x \in S, \ x \in S, \text{ in } P
\]
\[
\text{assert } x \in S \cup S, \text{ in } P
\]
it follows that
\[
\text{assert } k \in N \text{ in } P
\]
and consequently
\[
\text{assert } k \in N \text{ in } P.
\]

In \( P \), as we have seen, \( i \) is constant and \( j \in i + 1 + N \), so we substitute \( i + 1 + N \) for \( j \) in the assignments to \( k \) to obtain
\[
k := i \quad k := i + 1 + N
\]
By the same set-union rule, we have that \( k \) belongs to the union of \( i \) and \( i + 1 + N \). Therefore \( k \in i + N \), and
assert \( i \leq k \) in \( P \). \( (5) \)

Finally, for \( m \) we have the assignments
\[
\begin{align*}
m & := \text{Hi} \\
m & := \text{Hi}
\end{align*}
\]
Using (1) \( i \in \mathbb{N} \) and (2) \( j \in \mathbb{N} \) to substitute \( \mathbb{N} \) for \( i \) and \( j \), we get
\[
\begin{align*}
m & \in \text{Hi} \\
m & \in \text{Hi}
\end{align*}
\]
Thus, by the set-union rule, we obtain
\[
\text{assert } m \in \text{Hi} \text{ in } P. \quad (6)
\]

In the following subsections, we shall apply the control rules and heuristics first to the inner loop and then to the outer loop.

2. Control Rules - Inner Loop

The inner loop of the program is
\[
(j, m, k) := (i+1, \text{Hi}, i)
\]
loop \( L \) : assert . . .
\[
\begin{align*}
& \text{until } j > n \\
& \text{if } \text{Hi}[j] < m \text{ then } (m, k) := (\text{Hi}[j], j) \text{ fi} \\
& j := j + 1
\end{align*}
\]
repeat .

At any point in a program, the disjunction of what is known from the paths leading to that point is an invariant. We shall use the control rules to obtain loop invariants at label \( L \) , by considering the three paths leading to \( L \) : the initialization path from \( L \) to \( L \), the loop-body path from \( L \) to \( L \) via the then-branch of the conditional, and the loop-body path via the else-branch of the conditional.

From the initialization path, we have upon entering the inner loop
\[
i < n \land j = i + 1 \land m = \text{Hi}[i] \land k = i
\]
\( (7) \)
The conjunct \( i < n \) derives from the negation of the outer-loop exit test, using the loop axiom.
loop $P'$
  until $t$
  assert $\neg t$
  $P''$
  repeat
  assert $t$

By applying the assignment axiom

$$x := a$$
assert $x = a$

to the assignment of the initialization path

$$(j, m, k) := (i+1, A[i], i),$$

we obtain the three invariants $j = i+1$, $m = A[i]$ and $k = i$.

At the head of the inner-loop body, we have the invariant

$$j \leq n \land i = i_L \land A = A_L \land j = j_L \land k = k_L \land m = m_L.$$

where $x_L$, for some variable $x$ and label $L$, denotes the value of $x$ when control was last at $L$. The first conjunct is the negation of the exit test and the other conjuncts, which are generated at $L$, using the label axiom,

$L$: assert $x = x_L$,

have been pushed passed the exit test unchanged. This is an application of the forward loop-exit rule

loop $P'$
  assert $a$
  until $t$
  $L'$:
  $P''$
  repeat
  $L''$: assert $a$
  $L':$ assert $a$, $\neg t$
  $L'':$ assert $a$, $t$

to the inner loop. After executing the assignment in the then-branch of the conditional, we know
The second and third conjuncts derive from the assignments (by the assignment axiom); all the other conjuncts have been propagated forward by the forward test rule:

\[
\begin{align*}
\text{assert } \alpha & \\
\text{if } t \text{ then } L': & \\
& P' \\
\text{else } L'': & \\
& P'' \\
\text{fi}
\end{align*}
\]

\[
L': \text{ assert } \alpha, t \\
L'': \text{ assert } \alpha, \neg t
\]

and forward assignment rule:

\[
\begin{align*}
\text{assert } \alpha(x, y) & \\
x := f(x, y) & \\
L: & \\
L: \text{ assert } \alpha(f^{-1}(x, y), y)
\end{align*}
\]

After the (empty) else-branch of the conditional, we have:

\[
\begin{align*}
\text{assert } & \\
\text{if } t \text{ then } & \\
& \text{assert } t \\
\text{else } & \\
& \text{assert } \neg t \\
\text{fi}
\end{align*}
\]

Since we must have traversed either the then- or else-branch, we know by the forward branch rule:

\[
\begin{align*}
\text{if } t \text{ then } P' & \\
& \text{assert } \alpha \\
\text{else } P'' & \\
& \text{assert } \beta \\
\text{fi}
\end{align*}
\]

\[
L: \text{ assert } \alpha \lor \beta
\]
that after the conditional
\[(j\leq n \land m = A[j] \land k = j \land i = i_L, \land A = A_L, \land j = j_L) \lor (j > n \land m > A[j] \land i = i_L, \land A = A_L, \land j = j_L, \land k = k_L, \land m = m_L)\].

Thus, at the end of the loop body, after incrementing \(j\) by 1, we have (by the forward assignment rule)
\[(j > n \land m = A[j-1] \land k = j-1 \land i = i_L, \land A = A_L, \land j = j_L) \lor (j < n \land m < A[j-1] \land i = i_L, \land A = A_L, \land j = j_L, \land k = k_L, \land m = m_L)\].

Furthermore, if a relation \(\alpha\) holds upon entering a loop, and we know that the loop body either does not change the values of the variables in \(\alpha\), or reaches new \(\alpha\) for the new values of the variables, then \(\alpha\) is a loop invariant. This is the protected-invariant rule

\[
\text{assert } \alpha(x) \\
\text{loop } L:\ \\
\quad \text{assert } \alpha(x) \land x \in X \\
\quad \text{repeat} \\
\quad L:\ \text{assert } \alpha(x).
\]

By substituting \(k\) for \(j-1\) in the first disjunct of (8), we may derive \(k \leq n\) and \(m = A[k]\). Thus, at the end of the loop body we know \((k \leq n \land m = A[k]) \lor (A = A_L, \land k = k_L, \land m = m_L)\). This invariant is of the form \(\alpha(x) \land x \in X\), taking \(\alpha(x)\) to be \(k \leq n \land m = A[k]\) and \(x\) to be the variables \(A, k\) and \(m\). The first disjunct indicates that the then-path achieves \(\alpha(x)\); the second disjunct states that the else-path leaves \(A, k\) and \(m\) unchanged. From invariant (7) preceding the loop, we can derive that initially \(k \leq n\) and \(m = A[k]\). So we have

\[
L_i:\ \text{assert } k \leq n, \ m = A[k].
\]

Similarly, by (8) we have \(i = i_L\) for both loop-body paths, and by (7) we have \(i < n\) upon entering the loop. Taking \(\alpha(i)\) to be \(i < n\), we get

\[
L_i:\ \text{assert } i < n.
\]

Disjoining invariant (7) of the initialization path and (8) from the loop-body path, we get the following inner-loop invariant (by the forward loop-body rule):

\[
L_i:\ \text{assert } (i < n \land j = i + 1 \land m = A[i] \land k = i) \lor (j > n \land m > A[j - 1] \land k = j - 1) \lor (j > n \land m > A[j - 1])
\]

\[(11)\]
(The conjuncts refering to the previous value of a variable at $L$, have been removed.)

Now we extract the "common denominator" of the disjuncts in (11) arising from the different paths. The relation $j\leq i\leq n$ appears in the second two disjuncts and is implied by the two conjuncts $i\leq n$ and $j=1+i$ of the first disjunct, so we get the invariant

$$L_i; \text{assert } j\leq i\leq n \quad (12)$$

In the first disjunct of (11) we have $j=i+1\land m=A[i]$, in the second we have $m=A[j-1]$, while in the third we have $m\leq A[j-1]$, thus for all paths

$$L_i; \text{assert } m\leq A[j-1] \quad (13)$$

Alternatively, we could have used the conditional heuristic rule, rather than the protected-invariant rule, to generate these assertions. The heuristic, however, would have yielded candidates requiring further verification.
The *generalization heuristic* rule is particularly valuable for loops involving arrays:

```plaintext
assert x=a
loop L: assert α(x,y)
    assert x=x_{L}+1
repeat
L: suggest (∀j)(a≤j≤x)α(j,y).
```

To apply this heuristic, reconsider the inner-loop invariant (13) \( α(j,m) : m ≤ A[j-1] \) at \( L_1 \). Initially \( j \) is \( i+1 \), and at the end of the loop body \( j=j_{L}+1 \), so, as an invariant candidate, we try

```plaintext
L_1: suggest (∀j)(i+1≤j≤i)(m ≤ A[j-1]) .
```

which we shall abbreviate as \( m ≤ A[i-j] \). Checking the candidate for the then- and else-paths determines that it is in fact an invariant; thus, we have for the inner loop

```plaintext
L_1: assert m ≤ A[i-j] .
```

So far we have derived the following inner-loop invariants

```plaintext
L_1: assert k ≤ n, m = A[k], i ≤ n, j-1 ≤ n, m ≤ A[i-j-1] .
```

We turn now to consider the outer loop.

### 4. Control Rules - Outer Loop

Using the *forward loop-exit rule*, the invariants at \( L_1 \) may be propagated past the exit test \( j > n \), obtaining

```plaintext
assert k ≤ n, m = A[k], i ≤ n, j-1 ≤ n, m ≤ A[i-j-1], j > n
```

just prior to the assignment

```plaintext
(A[k], A[i], i) := (A[i], m, i+1) .
```

Propagating these invariants past the assignment, we get the following invariants at the end of the outer-loop body:

```plaintext
assert k ≤ n, i ≤ n, m ≤ A[i-j-1], m = A[i-1], j-1 ≤ n .
```

(15)
The invariant $k \leq n$ is propagated unchanged. The invariant $i \leq n$ becomes $i-1 \leq n$ after executing $i := i+1$ (by the forward assignment rule), which is equivalent to $i \leq n$ (since both $i$ and $n$ are integers). The invariant $m \leq A[i]$, which holds before and after assigning $A[i]$ to $A[k]$, holds now as well; however, after the assignment to $A[i]$, it becomes $m \leq A[i+1]$. To propagate invariants over an array assignment, there is a forward array-assignment rule:

$$\text{assert } a(A, z)$$
$$A[y] := f(A[y], z)$$
$$L: \quad \text{assert } a(\text{assign}(A, y, f^{-1}(A[y], z)), z)$$

where the array function $\text{assign}(A, y, z)$ yields $A$ with $z$ replacing $A[y]$, and $f^{-1}(f(A[y], z), z) = A[y]$. This rule states that after the assignment the invariant still holds for all the elements of $A$, save $A[y]$; it also holds for old value of $A[y]$, $f^{-1}(A[y], z)$. In our case, the old value of $A[i]$ cannot be reconstructed, so the index $i$ is removed from the range $[i+1]$. After incrementing $i$, $m \leq A[i+1]$ becomes $m \leq A[i+1]$. The assignment $A[i] := m$ generates the invariant $m = A[i]$ (by the assignment axiom), which becomes $m = A[i]$. Finally, the invariants $j \leq n$ and $j \geq n$ simplify to $j = n$ (since (2) $j \in N$).

Clearly upon entering the outer loop (by the assignment axiom)

$$i = 0$$

Thus, by the forward loop-body rule, we have the outer-loop invariant

$$L: \quad \text{assert } i = 0 \lor (k \leq n \land m \leq A[i] \land m = A[i] \land j = n)$$

with the following two corollaries:

$$L: \quad \text{assert } i = 0 \lor A[i-1] \leq A[n]$$

(16) (the second disjunct follows from $m \leq A[i-1]$, $m = A[i-1]$ and $j = n$), and

$$L: \quad \text{assert } i \leq n$$

(17) (since $i = 0$ implies $i \leq n$ for $n \in N$). If we use the forward loop-exit rule to push $i \leq n$ past the exit test $i \geq n$ and out of the loop, we get the output invariant $i \leq n \land n$ at $E_x$, or,

$$E_x: \quad \text{assert } i = n$$

(18)
5. Heuristics - Outer Loop

We use the generalization heuristic rule to generalize (16) for the counter \( i \), where \( \alpha(i, A) = i \cdot 0 V A[i-1] \leq A[i:n] \). Since \( i \) is initially 0, this yields the candidate

\[
L_i: \text{suggest } (\forall r)(0 \leq r < i) (r \cdot 0 V A[r-1] \leq A[r:i:n])
\]

This is equivalent to

\[
L_i: \text{suggest } (\forall r)(0 \leq r < i) (A[r] \leq A[r+1:n])
\]

and states, in effect, that the array elements \( A[0:i-1] \) are sorted and that they are all smaller than the array elements \( A[i:n] \). Though the array \( A \) is modified along the inner-loop exit path by the assignments

\[
(A[k], A[i]) := (A[i], m)
\]

using \( i \leq k \leq n \) and \( m = A[k] \) (from (5) and (9)), invariance along that path can be shown.

Since \( i \leq k \), the assignment to \( A[k] \) cannot destroy the order of \( A[0:i-1] \), and clearly an assignment to \( A[i] \) has no effect. Since both \( i \) and \( k \) are in the range \([i:n]\), the candidate implies that \( A[0:i-1] \leq A[i] \) and \( A[0:i-1] \leq A[k] \). So assigning \( A[i] \) to \( A[k] \) does not affect the relation. Lastly, since \( m \) is equal to the previous value of \( A[k] \), assigning that value to \( A[i] \) also preserves the invariant. The effect is to exchange the values of \( A[k] \) and \( A[i] \).

So we have the outer-loop invariant

\[
L_i: \text{assert } (\forall r)(0 \leq r < i) (A[r] \leq A[r+1:n])
\]

This may be pushed out of the loop to \( E_i \), and with (18), i.e. \( i = n \) at \( E_i \), implies the first conjunct of the output specification,

\[
(\forall r)(0 \leq r < n) (A[r] \leq A[r+1])
\]

The top-down heuristic rule
assert \( \alpha \)
loop \( L \):
  until \( t \)
  \( P \)
  repeat
  suggest \( \gamma \)

\[ \text{fact } \gamma \text{ when } \alpha \]
\( L \): suggest \( \gamma \)

suggests that the output specification \( \text{bag}(A[0:n])=\text{bag}(A_k[0:n]) \), which is obviously true initially, is itself a candidate at \( L_4 \). Since the assignments to \( A \) have the effect of exchanging the values of \( A[k] \) and \( A[i] \), we have the invariant

\[ L_4: \text{assert } \text{bag}(A[0:n])=\text{bag}(A_k[0:n]) \] \[(20)\]

6. Loop Counters

To determine the time complexity of this program, we add three counters: one for the outer loop (the variable \( i \) is effectively an outer-loop counter), one for the inner loop (call \( i \) \( n_1 \)), and a third to sum the total number of inner-loop executions (call \( i \) \( n^* \)).

The extended program, annotated with some of the more important loop and output assertions, is:
assert \( i \in \mathbb{N} \) in

\[ P_i : \text{begin comment extended selection-sort program} \]

\[ B_i : \text{assert } n \in \mathbb{N} \]

\[ i := 0 \]

\[ n^* := 0 \]

\[ \text{loop } L_i : \text{assert } i \leq n, (\forall i \leq n)(A[j] \leq A[i]), \text{ bag}(A[0:n]) = \text{bag}(A_k[0:n]) \]

\[ \text{until } i \geq n \]

\[ \text{assert } j, k \in \mathbb{N} \text{ in } \]

\[ P_i : \text{begin} \]

\[ (j, m, k) := (i + 1, A[i], i) \]

\[ n, := 0 \]

\[ \text{loop } L_i : \text{assert } i \leq n, i \leq j + 1, i \leq k \leq n, m = A[k], m = A[i] \leq j - 1 \]

\[ \text{until } j \geq n \]

\[ \text{if } A[j] \leq m \text{ then (m, k) := (A[j], j) fi} \]

\[ j := j + 1 \]

\[ n, := n, + 1 \]

\[ \text{repeat} \]

\[ (A[k], A[i], i) := (A[i], m, i + 1) \]

\[ n^* := n^* + n \]

\[ \text{end} \]

\[ \text{repeat} \]

\[ E_i : \text{assert } i = n, (\forall i \leq n)(A[i] \leq A[i + 1:n]), \text{ bag}(A[0:n]) = \text{bag}(A_k[0:n]) \]

\[ \text{end} \]

By the addition-relation rule, we can easily determine that \( n \) is equal to \( j - i - 1 \), since \( j \) is initialized to \( i + 1 \) and is incremented by 1. We know from (15) that \( j = n + 1 \) when the inner loop is left, and it follows that the inner loop is executed \( n - i \) times for each outer-loop iteration. With each outer-loop iteration, i.e., each time \( i \) is incremented by 1, the total number of inner-loop iterations increases by \( n - i \). Using the following quadratic rule

\[
(x, y) := (a, b) \quad (x, y) := (x + a, y + b, x + b) \quad \text{in } P
\]

\[
\text{assert } (y - b) + 2a^2 = (x + a, y + b, x + b) \quad \text{in } P
\]

and taking \( x \) to be \( i \) (initially 0 and incremented by 1) and \( y \) to be the total number of inner-loop executions (incremented by \( n - i \)), it may be determined that
\( y \cdot 2 = i \cdot [-1 \cdot (i-1) + 2 \cdot n] \) is an invariant. (Recall the use in the previous chapter, page 122, of the inverse of this rule.) We have already seen that upon termination \( i = n \), i.e. the outer loop is iterated a total of \( n \) times. Therefore, when the outer loop is left, \( n^2 = n \cdot (n+1)/2 \), i.e. the total number of inner-loop executions is \( n \cdot (n+1)/2 \).

In a sense, annotating programs is "putting the cart before the horse" as the whole tenor of "structured programming" stresses developing invariants hand in hand with the code, and not ex post facto, as annotation implies. Nevertheless, the development of automatic annotation systems is important for a number of reasons:

- The real world contains many undocumented, underdocumented, and misdocumented programs. Even annotated programs appearing in structured-programming textbooks have fallen prey to error. A system that could help in documenting such programs would clearly be of utility.

- Ultimately, it is the responsibility of the programmer to guarantee the correctness of his product. Even if he uses one of the current automatic verification systems, he is required to supply most, if not all, of the necessary invariant assertions. The goal of automatic program annotation is to relieve the programmer of this burden. Agreed, no present or foreseeable system is likely discover very subtle invariants, or those based on deep mathematical theorems, but such invariants are likely to be uppermost in the programmer's mind anyway. It is the "obvious" invariants that he finds annoying to have to formulate, and indeed often forgets, causing the system to fail in its proof. For example, the invariant \( k \cdot n \) is crucial for the correctness of the selection sort program; if the programmer omits it, the verification system will not be able to prove correctness. Fortunately, it is just these invariants that an automatic annotation system would find easy to derive. Similarly, invariants needed to demonstrate the absence of runtime errors are usually quite simple, and there has already been some success in providing current verification systems with the capability of generating them.

- Annotation research attempts to formalize the intuitions that lie behind well-designed programs; thus, it has important implications for automatic program synthesis. In fact, the same rules that we used to generate invariants from programs may be inverted to generate programs from invariants.

- Annotation techniques may be used to discover important properties of programs other than correctness. For example, one may wish to analyze the complexity of an algorithm or compare the efficiency of two correct programs. This is not usually the programmer's responsibility. Indeed, even simple programs are sometimes very difficult to analyze (cf. Ammann and Knuth [1978]).
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