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PREFACE

Decision theory is a uniquely interdisciplinary field of study with contributions from economics, statistics, mathematics, philosophy, operations research, and psychology. Recent years have seen important changes in research on behavioral decision theory in terms of a shift from a reliance on economic and statistical models to an emphasis on concepts drawn from cognitive psychology. In order to explore the reasons why these changes have come about, and to discuss the future directions to which they point, a conference was held June 24-26, 1970, at Quail Roost, the idyllic conference center run primarily for the University of North Carolina at Chapel Hill. This volume contains the proceedings of that conference, and should be of interest to cognitive psychologists, decision theorists, decision analysts, and related scientists.

The schism which until recently has existed between behavioral decision theory and the rest of cognitive psychology has been unfortunate, although understandable. Pitts (1977) is probably correct in his analysis that this separation occurred because the roots of decision theory lie squarely in economics and statistics, whereas those of cognitive psychology can be found in the early schools of association and rationalism. Even this volume presents a similar perspective. It is useful to consider certain aspects of decision oriented and cognitive research to see how each can benefit from the other and to understand why the two fields may be growing closer together.

Research in behavioral decision theory has been concerned primarily with developing, testing, and reformulating relatively sophisticated formal models, most of which are normative in character. This work has focused both on global evaluations of the models and on testing various axioms from which the models flow, on measuring subjective probability and utility, and on developing probabilistic models to pit against the normative algebraic ones. (Reviews of much of this earlier literature can be found in Edwards, 1954, 1961; Becker & McClintock, 1967; and Rapoport & Wallsten, 1972.)

Although individual models have been successful in the sense that a particular model can account for a good deal of the variance in a particular situation, there is a feeling among many researchers that the overall approach has not been fruitful. For one thing, it has not been possible to apply the results from one paradigm or with respect to one model to other paradigms or other models in any satisfying way. Perhaps more important than the lack of generalizability have been the findings that various axioms are systematically violated under a variety of conditions, utility is frequently not risk invariant, and people often do not make decisions so as to optimize some well-specified objective function. This apparent lack of progress in psychological decision theory was made starkly evident in the preface to the volume Contemporary Developments in Mathematical Psychology (Krantz,
Atkinson, Luce & Suppe, 1974) in which the editors wrote:

"Perhaps the most striking omission (in the set of topics covered) is the entire area of preferential choice. There is no lack whatever of technically excellent papers in this area, but they give no sense of any real cumulative knowledge. What are the established laws of preferential choice behavior?..."

(Francis et al., 1974 p. [3]).

It is decidedly not the case that researchers have simply catalogued descriptive successes or failures of normative models. Rather, in the search for more complete or useful descriptive models investigators have been led to concepts and findings in various areas of cognitive psychology (see Bogotch, 1973, or Clovis, Fishhoff & Lichtenstein, 1977). The alternative theories being suggested derive from the acknowledgment that decision making is a complex cognitive task, frequently situation dependent, which humans perform in a manner determined by their limited memory, retention, and information processing capabilities. In certain respects recent developments are similar to those advocated by Simon (1957) and, as Lockhead (this volume) points out, also by Bruner, Goodnow and Austin (1956). Discussions of how cognitive limitations affect decision processes appear repeatedly throughout this book, but can be found explicitly in the chapters by Fishhorn; Fisz; Feys; Fishhoff, Slovic and Lichtenstein; Lockhead; Martinson, Staton, and Neuring; Vallatone; and Ester.

It is clear that decision researchers have come to realize the importance of cognitive concepts and cognitively oriented theories in understanding choice behavior. However, it is less obvious that cognitive psychologists yet acknowledge the importance of choice behavior in understanding intellectual processes such as memory, problem solving, letter recognition, or the like. This point is developed by both Ester and Lockhead in this volume. Indeed, since the majority of tasks studied by cognitive psychologists have people making choices of one sort or another, Lockhead goes so far as to suggest that perhaps we should study "choice and decision behavior in cognitive processing" rather than the reverse.

Both Ester and Eonley (this volume) and Ester (this volume) remind us that signal detection theory is a normative choice model employed in a wide range of cognitive theories. Furthermore, the distinction between amount of information and criterion for a choice implied by this theory is also implicitly accepted by many cognitive theorists. However, in general this decision aspect of a cognitive theory is relegated to a black box insensitive to the context within which it is placed, and rarely in the area of behavioral decision theory called upon to supply helpful concepts or findings for the purpose of improving the cognitive theory. It is to be hoped that these proceedings might stimulate cognitive psychologists to attend more carefully to the decision aspects of their subjects' tasks.
Both Ldeckhead and Estes point out that, generally, decision theorists have been concerned with formal descriptions of the task environment and with optimal strategies for performing such tasks, and consequently, have studied behavior within a narrowly defined range of situations. Alternatively, cognitive theorists have been concerned primarily with processes that cut across tasks and consequently have studied behavior in a wider range of richer but less well-understood environments. The chapters in this book represent clear attempts to merge these two approaches.

In organizing this conference, some of the participants were invited to describe the present structure of their theoretical framework, indicating the roots from which it grew, how it ties in with other areas of psychology or decision theory, and future projects stemming from it. It was anticipated that these papers would fall relatively neatly into certain classifications which would form a basis for partitioning this book. Other participants (Carroll, Estes, Ldeckhead, and Luce) were invited to discuss and provide commentary on a specific set of papers from the perspective of his particular specialization in psychology. The papers that were assigned to the discussants, naturally enough, are those which immediately precede their chapters in the book. All the authors responded to their invitations in such a comprehensive fashion that, happily, it has become impossible to classify the papers. There are numerous interrelated messages in each paper, and furthermore, the discussion chapters for the most part extend so far beyond the specific papers assigned to them that they stand as useful and important contributions in their own right.

Broadly speaking, three themes are woven throughout all the chapters. One is that we must enlarge the range of paradigms studied. Another is that we must broaden the scope of the underlying psychological theories employed. The third is that we must utilize mathematical models in less simplistic fashions. Truthfully and trivially, charges of this sort can be leveled against all research in all areas. The contributions of the chapters lie not in the charges, but in the directions of the solutions they propose.

If one wishes to read chapters that focus on a substantial degree of fruitful ways we can enlarge the range of paradigms, then one would turn to Ehbeussen and Konczal; Corbin; Payne; Carroll; Fischhoff; Slovic & Lichtenstein; Ldeckhead; Schum; and Estes. Ehbeussen and Konczal discuss their recent research relating laboratory and field studies of legal decision making. They find systematic differences in behavior between college students and legal professionals in the laboratory, and also between the behavior of the professionals in the laboratory and in the real world. They go on to suggest that although one might use laboratory experiments to study specific cognitive limitations, or processes, it would be a mistake to imagine that there exist a small number of laws of decision behavior which can be uncovered in the laboratory and then applied in a straightforward way to real world decisions. Thus, laboratory and observational studies should proceed hand-in-hand.
Corbin, in her chapter, suggests that we will learn much more about decision processes by studying the determinants that inhibit or allow choices to be made than by studying the choices themselves. Thus, we should focus on a considerably larger extent than we have on prechoice environments and behaviors. By providing a conceptual organization to the range of barriers that must be overcome prior to the making of a choice, Corbin suggests a framework for future empirical and theoretical research.

Payne, too, provides ways to usefully study the decision process from the subject's first introduction to the task, through his or her understanding of it, to the final act of choice. Payne suggests that a range of measures, such as verbal protocols, order of information search, eye movements, etc., be collected to provide a fuller understanding of the process.

Carrell suggests that our models have dictated to too large an extent the paradigms in which we have collected data. If we consider decision makers as adaptive and at the same time bound with certain cognitive limitations, we will realize that they are adapting to the task as they view it, and consequently that we must expand the range of situations studied.

Fishchoff, Slovic and Lichtenstein are concerned primarily with the elicitation of value judgments from decision makers. They point out that often these values are poorly defined or formulated by the subject, and that as a result, the particular judgment elicited will depend to a large degree on the method of questioning. Slovic, et al., demonstrate that we may achieve greater insight into the nature of people's values by posing diverse questions and studying the nature of the apparently inconsistent responses.

Lockhead shows the close theoretical correspondence among paradigms studied in decision research, problem solving, and certain aspects of psychophysics. The specific questions asked in each of these areas are relevant to the other areas, and Lockhead demonstrates ways in which it would be beneficial to look across the paradigms.

Slovic is interested in the inductive use of equivocal information, when that information is nonindependent and hierarchically related to the hypotheses in question. In itself, this is an important advance over the usual paradigms involving simple probabilistic linkages between hypotheses and data. However, Slovic goes on to show that formal models and behavioral theories of the process can be aided by studying the law concerning use, interpretation, and admissibility of courtroom evidence.

Slovic's chapter relates contemporary behavioral decision research to certain long term trends in psychology, and in so doing suggests a variety of ways that our paradigms might be broadened. We should, for example, devote more attention to experimental situations in which the choice alternatives are not well defined, in which memory for information can be assessed, and in which individual differences can be systematically explored.

If one wishes to read chapters emphasizing ways in which
psychological aspects of decision theories can be enriched, then
one would look at those by Einhorn; Pits; Lockhead; McCrimmon,
Stanbury, and Wehrung; Wallsten; Kebby and Healy; and Eates.

Einhorn demonstrates that theories of learning must be
included in our understanding of the decision process. People
learn action-outcome linkages, and frequently they see causal
linkages where none exist. The question is, how do people’s
experiences give rise to the range of normative and heuristic
rules that they bring to bear in various situations? Einhorn
suggests that we must particularly study the nature of outcome
feedback, review his research on that topic, and develop a
theory concerning how subjects learn in a choice situation based
on their misinterpretation of feedback.

Pits relies heavily on Newell and Simon’s (1972) “production
systems” to develop a class of theories of how people encode and
process the distributional properties of outcomes. Within this
context he demonstrates how subjects’ internal representations of
the task depend on certain cognitive limitations, and how
heuristic rules can be derived.

Payne also relies heavily on the information processing
teory of Newell and Simon to suggest that we develop models
which include the subject’s internal representation of the
environment, or his or her problem space, as well as descriptions
of the environment itself. Payne reviews his research showing
that the subject’s problem space, and therefore his or her
decision strategy, depends on the task and on how it is presented.

As already indicated above, Lockhead argues that decision
processes, problem solving, and psychophysics can profitably
be studied jointly in a manner that will enhance the commonalities
among the theories involved.

McCrimmon, Stanbury, and Wehrung employ a very simple
mathematical model of risk to analyze the data obtained from their
business executive subjects, and as a consequence demonstrate the
importance of context on people’s choices. They interpret these
data by developing a theory incorporating selective perception and
simple decision making.

Wallsten’s chapter presents a general theory relating selective
attention and simple task specific decision rules to a wide range
of choice situations. The theory is developed in a manner intended
to be consistent with the findings on bounded rationality and
heuristics, but formulated so as to allow specific predictions and
the relation of behavior in one situation to that in another.
The approach is illustrated by applying it to the study of probabil-
istic inference.

Within the framework of signal detection theory, Kebby
and Healy present and study classes of psychological theories
concerning probabilistic inferences, or categorization, as they
call it. They are concerned in particular with how subjects learn,
form their choice rules and decision criteria, and evaluate the
probabilistic nature of information. Kebby and Healy discuss some
of their research which rules out, or makes less likely certain classes
of theories, each of which encompasses various specific models.
Finally, Eutes suggests ways in which decision theorists might focus less strongly on particular tasks and devote more attention to developing theories about basic processes that cut across tasks. He proposes that the distinction currently made in many areas of cognitive psychology between structural and control processes will be useful in understanding decision behavior, and in relating decision processes to other areas of psychology.

The chapters that provide explicit examples of how mathematical models can be applied to behavioral decision research in less simplified ways include those by MacCrimmon, et al., Schum; Wallsten; and Kubovy and Healy.

As already mentioned, MacCrimmon, et al.'s analyses are guided by relatively elementary mathematical models of risk. However, the relationship between model successes or failures and features of the choice alternatives is traced in such a fashion that our knowledge of the determinants of subjective risk is enhanced considerably.

Schum specifies classes of Bayesian models that tease out and formalize the logical connections between evidence and hypotheses when the evidence is indirect, nonindependent, and hierarchical. Such a situation occurs, for example, when multiple unreliable witnesses report an event. This allows Schum to develop a scheme for classifying evidence in terms of its source and the nature of its relationship to the facts at issue. Schum's approach provides a framework for systematically studying complex inferences and relating it to other cognitive processes. In his discussion of Schum's paper, Luce uses concepts from signal detection theory to demonstrate some of the problems involved in combining multiple reports of an event.

Wallsten's chapter makes use of algebraic composition rules to a manner that explicitly interprets the parameters in terms of psychological constructs. This provides a means for relating predictive failures of models to substantive theory and for generalizing results from one paradigm to another. The focus of research then shifts from whether a model is right or wrong to the development of a general descriptive theory of the decision process, which, however, is modeled differentially, depending on the task.

Kubovy and Healy superimpose on signal detection theory formal representations of learning processes and of various psychological considerations which could lead to suboptimal performance. This approach provides a taxonomy of theories for the probabilistic categorization task and a systematic means for evaluating the theories.

It is clear that research in behavioral decision theory is changing dramatically. I believe that the chapters in this book represent a good assessment of the reasons the changes are coming about and some of the merits and problems of the directions in which we are moving. In that sense, the chapters are speculative, and as such there is more than occasional disagreement between them. I hope the result is thought-provoking to the reader.
I express my sincere appreciation to the authors for their thorough, thoughtful, and timely responses to my editorial comments. Their cooperation made my job as an editor far easier and more enjoyable than I was led to believe it would be. Special thanks are due Michael Kubovy for assistance in organizing the conference, Curtis Barton for handling many of the details, and Elizabeth Schopier for secretarial assistance above and beyond the call of duty. The Conference was made possible by support from the Office of Naval Research through contract N-00014-78-C-0170.

Thomas S. Wallsten
Chapel Hill, NC
October, 1979
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Learning from Experience and Suboptimal Rules in Decision Making

Current work in decision making research has clearly shifted from representing choice processes via normative models (and modifications thereof) to an emphasis on heuristic processes developed within the general framework of cognitive psychology and theories of information processing (Tversky & Kahneman, 1974; Tversky & Kahneman, in press; Slovic et al., 1977; Russo, 1977: Simon, 1978; Payne, in press). The shift in emphasis from questions about how well people perform to how they perform is certainly important (e.g., Kiparten, 1975). However, the usefulness of studying both questions together is nowhere more evident than in the study of heuristic rules and strategies. The reason for this is that the comparison of heuristic and normative rules allows one to examine discrepancies between actual and optimal behavior which then raise questions regarding why such discrepancies exist. The approach taken here is to focus on how one learns both types of rules from experience. The concern with learning from experience raises a number of issues that have not been adequately addressed; e.g., under what conditions are heuristics learned? How are they tested and maintained in the face of experience? Under what conditions do we fail to learn about the biases and mistakes that can result from their use?

The importance of learning for understanding heuristics and choice behavior can be seen by considering the following:

1) The ability to predict when a particular rule will be employed is currently inadequate (Wallsten, in press). However, concern for how, and under what conditions a rule is learned should
increase one's ability to predict when it is likely to be used. For example, if a rule is learned in situations where there is little time to make a choice, prediction of the use of such a rule is enhanced by knowing the time pressure involved in the task.

(2) A concomitant of (1) is that it should be possible to influence how people judge and decide by designing situations in which tasks incorporate or mimic initial learning conditions. The implications of this for both helping and manipulating people are enormous (Fischhoff, Lichtenstein, & Slovic, 1978; in press).

(3) Consideration of learning focuses attention on environmental variables and task structure. Therefore, variables such as amount of reinforcement, schedules of reinforcement, number of trials ( = amount of experience), etc., should be considered in understanding judgment and decision behavior (cf. Estea, 1976). Although the importance of the task for understanding behavior has been continually stressed (Brunswik, 1951; Simon & Newell, 1971; Edwards, 1971; Cronbach, 1975; Dawes, 1976; Castellanis, 1977; Einhorn & Hogarth, 1978), psychologists seem as prone to what Ross (1977) calls the "fundamental attribution error," (underweighting environmental factors in attributing causes), as anyone else.

(4) A major variable in understanding heuristics is outcome feedback. Since outcome feedback is the main source of information for evaluating the quality of our decision/judgment rules, knowledge of how task variables both affect outcomes and influence the way outcomes are coded and stored in memory becomes critical in explaining how heuristics are learned and used.

(5) The area of learning is the focal point for considering the relative merits of psychological vs. economic explanations of choice behavior. Some economists have argued that although one does not act "rationally" all the time, one will learn the optimal rule through interaction with the environment. Vague assertions about equilibrium, efficiency, and evolutionary concepts are advanced to bolster this argument. Therefore, study of how (and how well) people learn from experience is important in casting light on the relative merits of psychological and economic theories of choice.

Learning from Experience: How?

It is obvious that decision making is action oriented; one has to choose what action to take in order to satisfy basic needs and wants. Therefore, it is important for any organism to learn the degree to which actions will lead to desirable or undesirable outcomes. This means that a great deal of learning from experience must involve the learning of action-outcome linkages. Furthermore, since actions and outcomes are contingent, people are prone to see the links between them as representing cause and effect relationships (Nichette, 1965). Therefore, the strong tendency to see causal relations can be seen as an outgrowth of the need to take action to satisfy basic needs. Moreover, as pointed out by Kahneman and Tversky (in press), the learning of causal relationships and the organizing of events into causal "schemas" allows people to achieve a coherent interpretation of their experience. Finally, the learning of action-outcome links is important for understanding how
people learn their own tastes or utilities. For example, consider a child who chooses a particular vegetable to eat, experiences an unpleasant taste, and thereby learns to associate a negative utility with that food. Note that it is typically by choosing that consequences can be experienced and utility learned. Therefore, the learning of action-outcome links and the learning of utility are closely tied together.

Although we learn from experience by taking action, how does one initially learn which alternative to choose? Undoubtedly, much initial learning occurs by trial-and-error; i.e., people randomly choose an option and observe the outcome (cf. Campbell, 1960). The process by which trial-and-error learning gives way to the development of strategies or rules is not well known (cf. Siegel, in press). However, one can speculate that both reinforcement from trial-and-error learning and generalization (both stimulus and response) play an important role (Stedman & Simmelshag, 1971). In any event, the rules we develop seem directly tied to learning that outcomes will follow from particular actions. As described above, learning from experience is basically inductive in nature; i.e., people experience specific instances of successes and failures and develop a rule general for dealing with them. The inductive nature of learning from experience has several implications regarding heuristics:

(1) Specificity of rules. If learning occurs inductively via specific cases, then heuristic rules should be extremely context dependent. Much evidence now suggests that this is indeed the case (Gruenewald & Platt, in press; Lichtenstein & Slovic, 1971; Simon & Klay, 1976; Tversky & Kahneman, in press). The way in which a problem is worded or displayed, or a particular response is asked for, all seem to make an important difference in the way information is processed and responses generated. A dramatic example of this specificity can be seen in the work of Simon and Klay (1976) on "problem & abnormals." They have shown that different surface readings of structurally identical problems (i.e., problems that can be solved using identical principles) greatly change how people represent the problem in memory and consequently solve it. An important implication of this result is that in order to make heuristic models more predictive, one must contend with the task-as-represented and not necessarily with the task structure as seen by an experimenter. A particularly timely example of the importance of this phenomenon in predicting behavior is provided by observing that behavior depends on whether a tax cut is represented as a gain or a smaller loss (Kahneman & Tversky, in press).

(2) Generality of rules. If heuristics are rules learned through induction, it is necessary to group tasks by similarity or else there would be as many rules as situations. Since this latter possibility is unacceptable, heuristics must have some generality over tasks. However, this conclusion contradicts what was said above about context dependence and specificity of rules. This paradox can be resolved if one considers the range of tasks to which a rule can be applied. For example, consider the rule: "never order fish in a meat restaurant." While such a rule is general with respect to a certain type of restaurant, it is certainly more specific than the rule: "Judge the probability with which event X comes from process A"
by their degree of similarity" (Tversky & Kahneman, 1974). The latter heuristic is clearly at a much higher level of generality. In fact, it may be that heuristics like representativeness, availability, anchoring and adjusting, are "meta-heuristics," i.e., they are rules on how to generate rules. Therefore, when confronted by problems that one has not encountered before (like judging probabilities of events), or problems whose specificity makes them seem novel, meta-heuristics direct the way in which specific rules can be formed to solve the problem. The idea of a meta-heuristic allows one to retain the generality that any rule necessarily implies, yet at the same time allows for the important effects of context, wording, response mode, and so on. In order to illustrate, consider the study by Elovic, et al (1976) in which people were asked to judge the relative probabilities of death from unusual causes. For example, which has a higher probability, being killed by lightning or dying of emphysema? When confronted with such a question, there are many ways to attempt an answer. One rule that could be used would be: "think of all the people I know that have died from the two causes and pick the event which caused more deaths." In my own case, I would choose emphysema which does have a higher probability, although most people pick being killed by lightning. However, I could have just as easily developed a rule that would lead to the opposite answer, e.g., "think of all of the cases of being killed by lightning and of death from emphysema that I have ever heard about (newspapers, television, etc.)." If this were my rule, I would choose being killed by lightning as being more probable. Note that in both cases I have used an availability heuristic. Clearly, the way in which a question is phrased could induce specific rules that lead to different results, yet these specific rules could be classified under a single more general strategy, or meta-heuristic.

3) Strength of heuristics. If heuristics are learned inductively, then learning occurs over many trials with many reinforcements. As will be discussed below, because of the way feedback occurs and the methods that we use to test rules vis-a-vis experience, positive reinforcement can occur even for incorrect rules (Wason, 1960). Moreover, in addition to the large number of reinforcements that we experience, the size or intensity of reinforcement can be large. For example, gaining a sizable amount of money following the use of one rule for picking stocks should have a considerable reinforcement effect. Therefore, unlike laboratory studies of human learning, where a trial consideration prevents large positive and negative reinforcements, our own experience poses no such constraints.

Learning from Experience: How Well?

The question of how well we learn from experience focuses attention on comparing heuristic rules to optimal rules. Therefore, it must be asked how the latter are learned and what the implications are for applying them in our own experience? Optimal rules, such as Bayes' theorem, optimisation, etc., are learned deductively. In fact, much of what can be called formal learning is of a deductive character, i.e., we are taught scientific laws, logical principles, mathematical and statistical rules, etc. Such rules are by their very nature abstract
and context independent. Furthermore, when context can influence the form of a rule one is frequently told that the rule holds, "other things being equal." Of course, in our own experience other things are rarely equal, which makes the learning of optimal rules via induction so difficult. (Two original discoveries or inventions of optimal rules overcome these difficulties, however, this distinguishes them from the rest of us.)

The abstract nature of deductive rules has important implications regarding the difficulty people have of applying optimal methods in specific situations. This difficulty centers around the ability to discern the structure of tasks that are embedded in a rich variety of details. Therefore, when one is faced with a specific problem that is rich in detail, and in which details may be irrelevant or redundant, one's attention to specifics is likely to divert attention from the general structure of the problem. In fact, the very abstractness of deductively learned optimal rules may prevent them from being retrieved from memory (cf. Nisbett, et al., 1976). Therefore, abstract rules may not be very "available" in specific cases. However, this begs the question since it is important to know why these rules are not available.

Consider the way action-outcome combinations are likely to be organized and stored in memory. In particular, consider whether such information is more likely to be organized and stored by content or task structure. It would seem easier and more "natural" to organize action-outcome combinations by subject matter rather than by structure; e.g., experiences with schools, parents, members of the opposite sex, etc., rather than everyday problems, selected situations, optimization problems and so on. The fact that content can differ while structure remains the same is quite difficult to see (Steen & Branch, 1975; Eysenck & Turvey, in press). Therefore, I think it unlikely that most people organize their experiences by task structure. This is not to say that one could not be trained to do so. In fact, much of professional training is exactly this; e.g., one is taught to recognize problems as belonging to a class of problems having a given structure and (sometimes) known solution. Therefore, optimal rules can be "available" through extensive training. Of course, there is the danger of such rules being too readily available; i.e., problems are forced into a structure that is not appropriate because a solution within that structure exists. It is a truism that when presented with a problem, professionals view the problem within the structures they have been trained to see. Therefore, although professional training does involve a concern for structure, such training is generally within a narrowly defined content area.

Further evidence illustrating the need to group problems by content rather than structure is provided by considering the way public knowledge about the world is organized and taught. For example, departmentalized education, professional training, cataloging of information in libraries and encyclopedias, and so on, illustrate the organizing of information by content rather than structure. While
there are great advantages in organizing knowledge in this way, there are also costs. The difficulty of applying optimal rules developed in one context area to structurally similar problems in other context areas may be one such cost. However, at the level of the individual learner other difficulties are now considered which may be even more costly.

Although task structure is difficult to discern, outcomes are not; they are highly visible, available, and often unambiguous. Therefore, consideration of reinforcement via outcome feedback is essential in understanding how heuristics are maintained in the face of experience. Furthermore, if outcomes are a function of task structure to a considerable degree and the decision maker's knowledge of such structure is lacking, then rules that are irrelevant or even poor may still be reinforced by positive outcome feedback. (E.g., "superstitious" behavior in animal learning, see Staddon & Simmons, 1971.)

Two examples are now presented where normatively poor heuristics can lead to good outcomes and where awareness of the poor quality of the rule may be lacking. Consider shopping in the supermarket and picking one of three with the following prices and overall quality (adapted from Erev, 1984):

<table>
<thead>
<tr>
<th>Brand</th>
<th>Price</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>$2.49</td>
<td>High</td>
</tr>
<tr>
<td>Y</td>
<td>$2.49</td>
<td>Medium</td>
</tr>
<tr>
<td>Z</td>
<td>$2.69</td>
<td>Low</td>
</tr>
</tbody>
</table>

Assume that I use the following rule to choose amongst the three brands:

If the price difference is $0 or less, choose the brand with the higher quality; if the price difference is greater than $0, choose according to price. Such a simple rule (which is a lexico-graphics heuristic) leads to:

\[
X > Y \\
Y > Z, \text{ but} \\
Z > X
\]

Therefore, this rule leads to introspective choices, which are clearly irrational. However, note that after I choose X over Y, I may then eliminate Y from the remaining set and compare X with Z. Therefore, I end up with Z, which may be quite acceptable after I taste it. I then congratulate myself on what a good shopper I am—I saved money and I got a reasonable product. The important point to note here is that by not making an X vs. Y comparison, I remain unaware that my rule leads to an introspective choice. All I am aware of is that I made a choice with minimal fuss and strain and the outcome was satisfactory. Therefore, positive outcome feedback reinforces a normatively poor rule, and awareness that something is wrong is missing.

The second example is a probabilistic one (cf. Schum, in press). Imagine that you are a military general in a politically tense area and you are concerned that your enemies will invade your country. Furthermore, from past experience it is known that when enemy troops mass at the border, the probability of invasion is .75. However, you don't have direct access to information about enemy troops but must rely on a report of such activity by your intelligence sources.

As it turns out, everytime your intelligence sources report that
troops are missing, they are really there. Consider that you now receive a report from your sources that enemy troops are at the border. What is the probability of invasion? More formally, let:

- \( H \) = hypothesis of being invaded
- \( D \) = troops missing at the border
- \( D^\circ \) = report of troops missing at the border

The problem states that, \( p(H|D) = .75 \) and \( p(D|D^\circ) = .6 \) and asks you for, \( p(H|D^\circ) \). If you are like most people, you probably answered .75. However, the information given is not sufficient to answer the question in the normatively correct way. In fact, it is possible that in the above problem, \( p(H|D^\circ) = 0 \). Since most people find this very difficult to believe, consider Figure 1, which illustrates the problem by means of a Venn diagram.

This example illustrates the difficulty of applying optimal rules (in this case the rules of formal logic) to a specific task. While very few people would make the logical error when it is presented in a recognizable form, the importance of the example lies in showing how the specifics of the problem hides its real structure so that optimal rules are easily violated (cf. Tversky & Kahneman, in press). A second point can be made with respect to this example. Consider that the general makes the logical error and estimates the chance of war at .75. So then sends his troops to the border thereby causing an invasion by the enemy. Therefore, the faulty reasoning of the general is reinforced by outcome feedback—"after all," he might say, "those RE's did invade us, which is what we thought they'd do."

The two examples discussed above illustrate the basic point of this paper, viz., without knowledge of task structure, outcome feedback can be irrelevant or even harmful for correcting poor heuristics. Moreover, positive outcome feedback without task knowledge tends to keep us unaware that our rules are poor, since there is very little motivation to question how successes were achieved. The conditions under which outcome feedback does not play a correcting role vis-à-vis heuristics and strategies are denoted outcome irrelevant learning structures (OILS). Such structures may be much more common than we think. Before examining one such structure in detail, consider probabilistic judgments within the framework of OILS, since much of the work on heuristics is directly concerned with this type of judgment. Consider that you judge the
probability of some event to be .70. Let us say that the event doesn’t happen. What does this outcome tell you about the quality of the rules used to generate the judgment? One might argue that any single outcome is irrelevant in assessing the “goodness” (i.e., degree of calibration) of probabilistic judgments. Therefore, in an important sense, immediate outcome information is irrelevant for correcting poor heuristics. It is only if one keeps a “home score” of the relative frequency of outcomes when one judges events with a given probability that one can get useful feedback from outcomes. However, this is likely to be a necessary but not sufficient condition for making well-calibrated judgments. First, over what time period does one keep the home score before deciding that the judgment is or is not calibrated? Furthermore, how close is “close enough” in order to say that the judgment is accurate (in the sense of being well calibrated)? Note that this whole mode of evaluating outcomes involves reinforcement that is delayed for long time periods. Therefore, it is not clear that such feedback will have much of a self-correcting effect. Second, in order to learn about the “goodness” of rules for estimating probability, one’s home score must include not only one’s estimates and the resulting outcomes, but also one’s rules for deriving those estimates. For example, if I kept a record of outcomes that reflect my “25 cases in which I gave estimates of .7, what would the (e.g., over 50 of those times the event happened, tell me about the quality of the rules I used? Since it is likely that many different rules could have been used to estimate probabilities in the 100 different situations, the outcome information is irrelevant and outcome feedback is not useful unless one is both aware of one’s rules and a record is kept of their use (cf. Elsbett & Wilson, 1977 on whether we are aware of our own cognitive processes).

The above does not imply that it is impossible to learn to make well-calibrated probability judgments. If one makes many probability judgments in the same situation, such as weather forecasters and horse racing handicappers do, and outcome feedback is quickly received, such conditions may not be outcome irrelevant, and feedback can be self-correcting. However, such conditions would seem to be the exception rather than the rule for most of us.

Although probabilistic judgments typically occur in OILS, what about non-probabilistic judgments? Surely, if one makes a prediction about something one can check to see if the prediction is correct or not. Therefore, it would seem that outcomes should be relevant for providing self-correcting feedback. The reminder of this paper discusses this issue within the context of one general and prevalent task structure, although the specific content of such tasks may be quite different.

Selection Task

A very general task involving non-probabilistic judgments is now examined since outcome information seems both available and relevant for providing self-correcting feedback. The task to be
considered is one in which judgments are made for the purpose of choosing between alternative actions. For example, consider a situation with two possible actions, A and B. Denote by \( x \) an overall, evaluative judgment, which may itself be a function of various types and values of information. Furthermore, let \( x_c \) be a cutoff point such that

\[
\begin{align*}
& \text{if } x \geq x_c \quad \text{take action A}, \\
& \text{if } x < x_c \quad \text{take action B} \\
\end{align*}
\]

(1)

Although simplistic, Equation (1) applies to many judgment/decision situations, for example: job hiring, promotion, admission to school, loan and credit granting, assignment to remedial programs, admission to social programs, journal article acceptance, grant awarding, etc.. In these cases, a judgment of the degree of "deservedness" typically determines which action is to be taken since the preferred action cannot be given to all.

In order to compare judgment to a standard, the existence of a criterion, denoted \( y \), is assumed to serve as the basis for evaluating the accuracy of judgment. While the practical difficulties of finding and developing adequate criteria are enormous, the focus here is theoretical. It is the concept of a criterion which is necessary for this analysis. To be consistent with the formulation of judgment, it is further assumed that the criterion has a cutoff point \( y_c \) such that \( y \geq y_c \) and \( y < y_c \) serve as the basis for evaluating the outcomes of judgment. Thus, as far as learning about judgment is concerned, representation of outcomes in memory is often of categorical form, i.e., successes and failures (cf. Estes, 1976).

It is very important to note that the structure of the task is one in which judgments (predictions) lead to differential outcomes, and that outcomes are then used as feedback for determining the accuracy of the predictions. The formal structure can be seen by considering the regression of \( y \) on \( x \) and the four quadrants that result from the intersection of \( x_c \) and \( y_c \) as illustrated in Figure 2. Denote the correct predictions positive and negative hits, and the two types of errors, false positives \( (y < y_c | x > x_c) \) and false negatives

Figure 2 about here

(\( y \geq y_c | x < x_c \)). To estimate the relationship between \( x \) and \( y \) (i.e., the correlation between \( x \) and \( y \), \( \rho_{xy} \)) it is necessary to have information on each judgment - outcome combination. Assume first that such information becomes available over time (i.e., sequentially) and consider the experimental evidence concerned with learning the relationship between \( x \) and \( y \) in such circumstances. Research on the ability to judge the contingency between \( x \) and \( y \) from information in 2 x 2 tables (Jenkins & Ward, 1965; Smelser, 1963; 1966; Ward & Jenkins, 1965), indicates that people judge the strength of relationship by the frequency of positive hits (in the terminology of Figure 2), while generally ignoring information in the three other cells. These results are extremely important since they say that even
when all of the relevant outcome information is available, people don't use it. This means that in laboratory studies which have outcome relevant learning structures, people have transformed these into outcome irrelevant learning structures. How can this be explained?

The explanation advanced here is that our experience in real world tasks is such that we develop rules and methods that seem to "work" reasonably well. However, these rules may be quite poor and our awareness of their inadequacy is profound. This lack of awareness exists because positive outcome feedback can occur in spite of, rather than because of, our predictive ability. In order to illustrate, consider the study by Vason (1960) in which he presented subjects with a three number sequence, for example: 2, 4, 6. Subjects were required to discover the rule to which the three numbers conformed (the rule being three ascending numbers). To discover the rule, they were permitted to generate sets of three numbers which the experimenter classified as conforming or not conforming to the rule. At any point, subjects could stop when they thought they had discovered the rule.

The correct solution to this task should involve a search for disconfirming evidence rather than the accumulation of confirming evidence. For example, if someone believed that the rule had something to do with even numbers, this could only be tested by trying a sequence involving an odd number (i.e., accumulating vast amounts of confirming instances of even number sequences would not lead to the rule). The fact that only 6 of 29 subjects found the correct rule the first time they thought they did, illustrates the dangers of induction by simple enumeration. As Vason (1960) points out, the solution to this task must involve "...a willingness to attempt to falsify hypotheses, and thus to test those intuitive ideas which so often carry the feeling of certitude" (p. 139 my emphasis).

It is important to emphasize that in Vason's experiment, where actions were not involved, a search for disconfirming evidence is possible. However, when actions are based on judgment, learning based on disconfirming evidence becomes more difficult to achieve. For example, consider how one might erroneously learn an incorrect rule for making judgments and form on the hypothetical case of a manager learning about his predictive ability concerning the "potential" of job candidates. The crucial factor here is that actions (e.g., accept/do not accept) are contingent on judgment. Therefore, at a subsequent date the manager can only examine accepted candidates to see how many are "successful." If there are many successes (which, as will be shown below, is likely), these instances all confirm the rule. Indeed, the important point here is that it would be difficult to disconfirm the rule, even thought it might be erroneous. One way in which the rule could be tested would be for the manager to accept a subset of those he judged to have "low potential" and then to observe their success rate. If their rate was as high as those judged to be of "high potential," the rule would be disconfirmed. However, a systematic search for disconfirming evidence is rare and could be objected to on utilitarian and/or even ethical grounds, i.e., one would have to withhold the preferred action from some of those judged most "deserving" and give it to some judged least deserving.
Therefore, utilitarian and/or ethical considerations may prevent one from even considering the collection of possible disconfirming information. Note that the tendency not to test hypotheses by disconfirming instances is a direct consequence of the task structure in which actions are taken on the basis of judgment. Furthermore, as Baron (1960) points out, "In real life there is no authority to pronounce judgment on inferences: the inferences can only be checked against the evidence" (p. 139). Therefore, large amounts of positive feedback can lead to reinforcement of a non-valid rule.

Although outcomes contingent on the action-not-taken may not be sought, it is still the case that one can examine the number of positive hits and false positives as a way to check on the accuracy of one's predictions. Therefore, while such information is incomplete for accurately assessing the relationship between predictions and outcomes, such information is what most people have available. It is therefore important to consider the factors that affect these variables.

**Factors Affecting Positive Hits and False Positives**

In order to examine the number of positive hits and false positives that will result from making predictions in selection tasks, some notation is necessary. Let,

- $N$ = number of total decisions to be made, i.e.,
  total number of "applicants."
- $p(x > x_e) = \phi$ = selection ratio; i.e., the unconditional probability of receiving action A.

\[
p(y > y_c) = br = base\ rate, \text{ i.e., the unconditional probability of exceeding the criterion.}
\]

\[
p(y > y_c | x > x_e) = ph = \text{positive hit rate}
\]

\[
p(y < y_c | x > x_e) = fp = \text{false positive rate}
\]

$\rho_{xy}$ = correlation between predictions and outcomes.

Let us denote the number of positive hits as $N_p$ and the number of false negatives as $N_r$. These can now be defined as,

\[
N_p = \mathbb{E}[p(y > y_c | x > x_e)]
\]

\[
N_r = \mathbb{E}[p(y < y_c | x > x_e)]
\]

(2)

However, the joint probabilities can be replaced by conditional probabilities multiplied by their respective marginal probabilities; i.e.,

\[
N_p = \mathbb{E}[p(y > y_c | x > x_e) p(x > x_e)] = \mathbb{E}[ph \phi]
\]

(3)

\[
N_r = \mathbb{E}[p(y < y_c | x > x_e) p(x > x_e)] = \mathbb{E}[fp \phi]
\]

(4)

Since, $ph = 1 - fp$,

\[
N_p = \mathbb{E}[ph \phi]
\]

\[
N_r = \mathbb{E}[1 - ph \phi]
\]

(5)

If people evaluate the total feedback effect of outcomes by the ratio, $N_p/N_r$, then the positive hit rate determines whether feedback is positive or negative. When $ph > .5$, $N_p > N_r$. On the other hand, if people evaluate the total feedback effect by the difference, $N_p - N_r$, it is easily shown that,

\[
N_p - N_r = \mathbb{E}[ph(2ph - 1)],
\]

(5)
in which case, if \( ph > 0.5 \), \( p_x > 0 \). Therefore, regardless of whether people evaluate \( a_x - b_x \) or \( a_y / b_y \), the issue comes down to whether \( ph > 0.5 \). This is now examined in detail.

Consider Figure 2 again, where it can be seen that three factors affect the positive hit rate:

1. Predictive ability as measured by \( \rho_{xy} \), the correlation between \( x \) and \( y \);
2. The unconditional probability of being judged above the cutoff; the selection ratio \( (0) \); and
3. The base rate or unconditional probability of exceeding the criterion (br). The effects of these three factors on the positive hit rate are well known. Taylor & Russell (1939), for example, have shown that one can increase the positive hit rate, for any given \( \rho_{xy} \) and base rate, by reducing the selection ratio \( (0) \), i.e., by giving the preferred action to a smaller percentage (assuming \( \rho_{xy} \neq 0 \)). Therefore, even if \( \rho_{xy} \) is low, it is possible to have a high positive hit rate depending on the values of \( \phi \) and \( br \). Taylor & Russell (1939) provide tables of positive hit rates for a wide range of values of \( \rho_{xy} \), \( \phi \) and \( br \).

Examination of these tables shows that low correlations between judgments and criteria are not incompatible with large positive hit rates.

In addition to the three factors already mentioned, a fourth factor must be considered. This can be illustrated by imagining the following experiment. Assume that a series of judgments is made about some persons. Of those judged to be above \( x_c \), randomly assign half to action \( A \) and half to action \( B \). Similarly, do the same for those judged below \( x_e \). At some later point in time, measure performance and calculate the proportions of persons with \( y > y_e \) in each cell (each person is assigned \( 0 \) or \( 1 \) to indicate whether he or she is below or above the cutoff on \( y \) — the proportion above \( y_e \) being simply the mean of that cell). This is a \( 2 \times 2 \) factorial design with one factor being "judgment" and the other "type of action." Note that because the criterion cannot be measured immediately before the decision (indeed, if it could, there would be no need for judgment), people receiving actions \( A \) and \( B \) have also received different experimental treatments. If this experiment were done, one could test for the main effect of judgment (which measures its accuracy); the main effect for the action, i.e., whether receiving \( A \) or \( B \) in itself causes differences in performance; and the interaction between judgment and action. Observe that the advantage of the experiment is that it allows one to untangle the accuracy of judgment from the treatment effects of the action. However, such an experiment is rarely done, even conceptually, and especially not by people without extensive training in experimental design. Therefore, judgmental accuracy will almost always be confounded with possible treatment effects due to actions. Furthermore, and with reference to the earlier discussion, this experiment allows one to examine disconfirming information. Therefore, in contrast to most real judgmental tasks, it would permit one to disconfirm the hypothesis of judgmental accuracy as well as to estimate any treatment effects due to the action.
Learning from Experience

To illustrate how treatment effects can influence outcomes, consider the decision to award or not to award grants to researchers. Assume that grant applications are judged on some basis of "potential," where those judged above \( x_c \) receive awards and those judged below \( x_c \) are denied. Assume also that the granting agency wishes to determine whether its judging procedures produce satisfactory results. To this end it develops a criterion that reflects both quantity and quality of completed research. It then examines funded projects and calculates the proportion considered "successes." (If the agency were wise, it might also try to discover the proportion of successful projects it had refused to fund. The difficulty of doing this, however, illustrates the earlier point about the rarity of having complete information to evaluate judgment.) If the proportion of successes for those given grants is high, the agency might feel that its judgmental procedures are quite accurate. However, note that the treatment effect of receiving a grant is completely confounded with judgmental accuracy; e.g., obtaining a grant can give a researcher time and resources to do more and better work. If there were a main effect for the action (in the direction assumed here), one might still experience a high positive hit rate, even if the accuracy of the judgment were low (or perhaps more). Note that the true experiment would be difficult to do since it would imply withholding grants from some "deserving" cases while awarding grants to some who do not "deserve" them. Consequently, the apparent validity of judgment can be continually reinforced by experience.

A Model for Determining Positive Hit Rates

A model is now developed in which the positive hit rate is shown to be a function of four factors: (a) \( \rho_{xy} \), the correlation between judgments and outcomes (in the absence of treatment effects); (b) the selection ratio, \( \phi \); (c) the base rate, \( br \); (d) treatment effects due to actions, \( t \). The assumptions of the model are that in the absence of any treatment effects, both \( x \) and \( y \) are standardized and that they are distributed as bivariate normal. Furthermore, attention will be limited to a possible additive treatment effect for those judged to exceed \( x_c \). Under these assumptions, the relationship between \( x \) and \( y \) can be expressed as

\[
y = \rho_{xy} x + st + \epsilon
\]  

(6)

where \( \epsilon \) = dummy variable with the specification

\[
s = \begin{cases} 
1 & \text{if } x \geq x_c \\
0 & \text{if } x < x_c 
\end{cases}
\]

\( t \) = treatment effect in units of the standard deviation of performance \( (y) \). For example, \( t = .5 \) means that for those judged above \( x_c \), the treatment increases \( y \) by .5.

\( \epsilon \) = random disturbance term with mean of 0.

Note that the model could also incorporate a negative treatment effect (i.e., people below \( x_c \) receive an action that reduces their \( y \) scores) by changing the specification of the dummy variable when \( x < x_c \) from 0 to -1. It follows from (6) that the conditional expectation of \( y \) is
Learning from Experience

\( \text{Eq} \)  

\[ E(y|x, \beta_{xy}, s, t) = \beta_{xy}x + st \]  

(1)  

Therefore, the conditional probability of observing a success, i.e., an outcome above \( y_c \), for any \( x \in \mathbb{R} \), can be found by making use of the conditional distribution of \( y \) given \( x \); i.e.,  

\[ P(y \geq y_c|x, \beta_{xy}, s, t) = \int_{y_c}^{\infty} f_{y|x}(y|\beta_{xy})dy \]  

(2)  

From (2), it can be seen that the probability of observing a successful outcome is dependent on:  

(i) \( y_c \), and thus the base rate, \( br \);  
(ii) \( x_c \), and thus the selection ratio, \( s \) — since \( x \) is a function of \( x_c \);  
(iii) \( \beta_{xy} \), true judgmental ability;  
(iv) \( t \), the size of the treatment effect.  

Treatments effects are illustrated in Figure 3. The dotted ellipse is that shown in Figure 2 and represents the "true" relationship between judgments and outcomes. The shaded portion indicates those outcomes that can be observed; hence only values for which \( x \geq x_c \) are shown. The treatment effect occurs in that the outcomes (i.e., performances) of all those given action A are increased by a constant amount so that the number of positive hits is greater than would have been observed in the absence of treatment effects. From a psychological viewpoint, the key aspect of Figure 3 is that the nature of feedback to the judge is contaminated; the number of positive hits is inflated, and the number of false positives is reduced.

In order to quantify the effects of the factors discussed above on the positive hit rate, Eichhorn & Marsh (1978) performed a simulation experiment in which various levels of treatment effects, selection ratios, base rates, and predictive abilities were varied in a factorial design. The dependent variable was the positive hit rate. The results of that simulation can be summarized as follows: (a) In general, the positive hit rate is greater than .50. When treatment effects exist, the positive hit rate can be high even when \( \beta_{xy} = 0 \); (b) then \( s < br \), positive hit rates are particularly high. Furthermore, the positive hit rate is sensitive to treatment effects at low values of \( \beta_{xy} \). This means that in highly selective situations, poor predictive ability is most likely to be reinforced by positive outcome feedback (a) when \( s < br \), positive hit rates are lowest. However, small treatment effects have a substantial impact on raising positive hit rates in those situations.

The simulation results demonstrate that positive feedback can exist when predictive ability is poor. Moreover, awareness of this is usually very low because of the failure to adequately understand the task structure. Therefore, although one might suppose that non-probabilistic judgments are made in an outcome-relevant-learning-structure, when judgments are made for the purpose of deciding between actions, outcome information may be irrelevant for providing self-correcting feedback.
Conclusion

The basic theme of this paper has been that outcome information, without knowledge of task structure, can be irrelevant for providing self-corrective feedback about poor heuristics. Furthermore, it has been argued that knowledge of task structure is difficult to achieve because of the inductive way in which we learn from experience (cf. Hammond, 1978, on Galilean vs. Aristotelian modes of thought). These conclusions raise two issues that will be briefly discussed.

It may be the case that even with knowledge of task structure, one chooses to act in a way so that learning is precluded. For example, consider a waiter in a busy restaurant. Because he doesn’t have time to give good service to all the customers at his station, a prediction is made about which customers are likely to leave good or poor tips. Good or bad service is then given depending on the prediction. If the quality of service has a treatment effect on the size of the tip, the outcomes “confirm” the original predictions. Note that the waiter could perform an experiment to disentangle the treatment effects of quality of service from his predictions if he was aware of the task structure; i.e., he could give poor service to some of those he judged to leave good tips and good service to some of those judged to leave poor tips. However, note that the waiter must be willing to risk the possible loss of income if his judgment is accurate, against learning that his judgment is poor. The latter information may have long run benefits in that it could motivate the person to try and make better predictions or, if this is not possible, to use a strategy of giving good or poor service randomly, thus saving much mental effort. In the case of organizational decisions, the long run benefits from knowing about the accuracy of one’s predictions could be substantial. For example, if selection interviews don’t predict performance (independent of treatment effects), why spend money and time using them? Therefore, the costs and benefits of short-run strategies for action versus long-run strategies for learning needs to be more fully investigated.

The second issue can be raised by stating the following question: if people learn and continue to use poor rules, doesn’t this contradict the evolutionary concept of survival of the fittest? I take this question to mean that those who use bad rules should be less likely to survive than those who use better rules (they are more fit). However, the use of better rules can still be quite removed from the use of optimal rules. The concept of most “fit” involves a relative ordering while optimality implies some absolute level. Therefore, the fact that suboptimal rules are maintained in the face of experience is not contradicted by Darwinian theory. Perhaps the most succinct way of putting this is to quote Erasmus, “In the land of the blind, the one-eyed man is king.”
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The intent of this quotation is to point out that relative advantages vis-a-vis one's environment are important. No slur is meant or intended toward blind people. Tom Wallsten makes the following comment, "In the land of the blind, the one-eyed man could only survive by closing his eye, since the environment would be arranged to rely on other sensors." While this is a fascinating comment, I disagree because the one-eyed man would still have all of his other senses in addition to the seeing advantage.
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On the External Validity of Decision-Making Research: What Do We Know About Decisions in the Real World?

The Issue

Many current models of decision-making are based on evidence obtained from laboratory experiments in which a relatively limited set of "simulated" decision problems have been used. For example, in the area of probabilistic inference subjects are often presented with gambles differing in the amounts of money that can be won or lost and in the probabilities associated with such outcomes (e.g., Anderson & Shanteau, 1970; Kahneman & Tversky, 1978; Lichtenstein & Slovic, 1975; Payne, 1975; Slovic & Lichtenstein, 1968). Even when the choice alternatives do not involve monetary gain or loss, the decision problems are usually decomposed in such a way that probabilistic information is presented numerically rather than experientially (e.g., Kahneman & Tversky, 1973). In fact, the majority of what are considered to be important results in the decision-making area has been obtained with procedures in which the decision task was, at least to some extent, already decomposed into the dimensions which were of primary interest to the researcher (cf. Slovic & Lichtenstein, 1971, and Slovic, Fishhoff & Lichtenstein, 1977). For example, when the interest is in comparing the role that certain key variables play in normative models with the actual effects of these variables on decisions, relevant decision tasks are not found in the real world but rather are constructed in such a way that these key variables are presented in a decomposed form.

Even when decision-making models are applied to specific real-world decisions, much of the decision-analyst's time is spent redefining the decision
task facing the client so that its format conforms to the structure of laboratory simulations (Keeney, 1973a, 1977). For example, in applying decision theory to the problem of the distribution of fire engines in a city, Keeney (1973) first had to "discover" the attributes of fire fighting that the decision-maker thought were relevant, then "elicit" the utility functions associated with these attributes. Probabilities were also "elicited" but from experts rather than the decision-maker. In short, the decision problem was decomposed such that the choice alternatives made available to the client were presented as lists of attributes, each with an associated value and probability. This was done even though the original decision problem was described in a completely different manner.

In research that has been guided by linear rather than additive models, the decision tasks are somewhat less constrained to fit a prescriptive theoretical mold. Nevertheless, the data being fit by the linear model have generally been obtained from people making decisions in what are obviously simulations of the relevant decision problems. Thus, it is typical that only some of the predictors which might be relevant in similar real-world decision tasks are included in the simulated task and, more importantly, the ones that are presented are usually in decomposed form (although there are exceptions, e.g., Einhorn, 1974; Phelps & Shanteau, Exp. 2, 1978). That is, the decision-maker is usually given a list of the levels of the relevant factors (not some holistic representation of the predecision situation) and told to reach a decision (e.g., Anderson, 1974; Hoyer & Werry, 1966; Phelps & Shanteau, Exp. 1, 1978; Slovic, 1969). For example, in response to a request for greater face validity of the decision tasks used to study stockbrokers' investment decisions (Slovic, Fleissner & Boxman, 1972), Ebert and Kruse (1976) asked professional securities analysts to consider a large number of cues that had been constructed from the actual performance data of relevant securities. Thus, while the range of levels of the cues probably matched those usually seen by the analyst, the cues were still presented, one at a time, in the standard list format. Furthermore, although a major purpose of the study was to improve the realism of past research, the subjects were clearly told that their decisions were hypothetical and therefore had no monetary consequences. Finally, the authors did not report whether the intercorrelations of the cues (Hammond, Stewart, Brumner, & Steinmann, 1975) used in the experimental task matched those in the real world.

Even in several instances in which the decision task has involved stimuli presented in a holistic format, the subjects are told that their decisions are hypothetical and are also typically fully aware that their decisions are being evaluated (e.g., Phelps & Shanteau, 1978). Thus, the consequences of the decisions are rarely the same as those naturally occurring in the real-world task being simulated.2

One explanation for the overrepresentation of laboratory simulations in past research on decision-making is that researchers have been primarily concerned with discovering what are thought to be basic psychological rules or processes. If one begins with the assumptions that (a) such rules exist, that (b) their number is probably small, and that (c) the different rules do not interact in any important way, then the major consideration in selecting a decision task should be that it will allow the researcher to clearly demonstrate the operation of one or more of these rules or processes. Since real-world decision-making is bound to be clouded by a host of irrelevant and potentially confounding factors, constructing a decision task provides the
opportunity to conduct more controlled and cheaper research. In fact, since the results from such research are likely to reflect the operation of a "pure" process or rule, unconfounded by other factors, the conclusions that are reached about decision-making in the basis of laboratory simulations should have great generality.

The Evidence

What evidence do we have to support such a view of laboratory simulations? We would argue, little or none. In fact, what evidence there is suggests that this view might be incorrect.

Task Specificity

Consider first the picture that is emerging from the laboratory simulations currently being used in decision-making research. Humans are portrayed as intellectual cripples, limited in their capacity to think, and biased by cognitive processes that interfere with rational decision-making (e.g., Dawes, 1976; Slovic, Fischoff, & Lichtenstein, 1976). They are over-sensitive to variables that are not included in normative theories (e.g., Kahneman & Tversky, 1972) and under-sensitive to variables that are (e.g., Kahneman & Tversky, 1972). They become more variable when given more information (e.g., Einhorn, 1975; Hayes, 1964) and increase their confidence in the accuracy of their judgments when they should not (e.g., Kahneman & Tversky, 1972; Slovic & Lichtenstein, 1971).

If we eliminate the derogatory tone of these criticisms, what is left is a simple descriptive statement suggesting that decision-makers are sometimes responsive to task characteristics which are not specified by prior normative or theoretical conceptions (Olson, 1976) and that researchers do not know when such over-sensitivities will emerge. In some tasks certain variables have smaller effects than expected; in other tasks the effects are larger than expected. Put differently, there are no theories to tell us when people will be Bayesian, when they will average, when they will add, when they will be subjective expected-utility maximizers, when they will be sufficiently sensitive to characteristics of data samples, when they will show appropriate hindsight, when they will retrieve information from memory that is not typical but is actually representative, when they will know what they don't know, and so on. What features of tasks control when and which of these many different processes will have causal effects on decisions? How and when might these different processes interact?

If features of simulated decision tasks which are not included in the existing models of basic processes are controlling the subjects' decisions, even to some extent, then one has at least two options. The first is to broaden current models to include these features of the task and thus manage to retain the assumption that simulated decision tasks tap basic processes. This seems to be the popular response. Invoking heuristics (cf. Tversky & Kahneman, 1971), biases, transformation of variables previously thought not to require them (cf. Tversky & Kahneman, 1974), and postulating several decision strategies where before there was only one (cf. Wallsten, 1978), are the frequently used strategies for explaining results that do not fit an expected outcome.

A more radical alternative is to change one's view of decision-making. Rather than think of decision-making as controlled by a few basic processes which can be discovered by studying a limited and arbitrarily selected set of decision tasks, one could assume that decision rules and processes are created to fit the specifics of each particular decision task. In this view,
features of a decision task and of measurement procedures (cf. Fischhoff, Lichtenstein, & Slovic, chap. ) which have little or no theoretical relevance to the researcher might be expected to determine, at least in part, the results one observes. After adopting this view, one would not be surprised to find that features of tasks, such as the context, the order in which information is presented, the salience of different cues, the number of times a decision is made, the response scales used, the way in which the task is described, the abstractness of the information, the amount of time given to decide, and so on, might affect the decisions of subjects. Rather than "explain" these effects by assuming the existence of all sorts of cognitive limitations and biases, one might think of people as continually shifting their strategies to meet the demands placed on them by contrived decision tasks.

Comparison of Laboratory Simulations With Real-World Tasks

Several studies which have compared the results from simulated decision tasks to results obtained from unobtrusive (Webb, Campbell, Schwartz, & Sechrest, 1966) observations of the decision situations being simulated have recently emerged. These provide a different and more direct source of evidence against the utility of the view that most decision tasks tap basic decision processes.

Bell-Setting. In a study of bell-setting (Ebbeson & Končar, 1975, 1978), we presented San Diego County judges, who had had first-hand experience with bell-setting, with simulated cases and asked them to set bail, in dollars, exactly as they would if the case were a real one. The cues that the judges were to use in reaching their decisions were presented in decomposed form on a sheet of paper. Following a brief description of background information (which included the same charge for all cases), the following information was presented: (a) prior record, (b) the extent to which the accused was tied to the local area (e.g., owned a home, was employed, and was married), (c) a dollar amount recommended by the district attorney, and (d) a recommendation by the defense attorney, also in dollars. Prior observation of actual
bail hearings showed that these cues were typically presented to the judge prior to his decision and that little other information was presented or otherwise available to the judge. Interviews with the judges and official bail-setting guidelines both suggested that local ties would be the most important factor in the decision. The levels of the various cues were organized so that they formed a complete factorial design. Analysis of variance of the bail amounts indicated that all but the defense attorney's recommendation had significant effects, and in obvious directions. There were no interactions. The local ties variable did indeed account for the most variance, by far.

Taking an untypical next step, we also trained observers to code, unobtrusively, the levels of the same variables, as well as record the final amount of bail set, in actual bail hearings presided over by the same judges used in the simulations. The judges were completely unaware that these observations were being made. The reliability of the coding was virtually perfect. Multiple regression analyses of these naturalistic data indicated that it was possible to account for almost all of the variance in the bail decisions (95%) with the same four factors manipulated in the simulation (plus the severity of the crime). More importantly, a quite different pattern of results emerged. The district attorney's recommendation accounted for the most variance; the defense attorney's recommendation was significant; local ties accounted for a nonsignificant portion of the variance; several interactions emerged. Two related interpretations for the differences in the results between the simulated and the actual bail decisions are (a) that the range of values of the various cues was different in the two studies, and (b) that the interval scale spacing of the levels of the cues used in the multiple regression did not match the judges' subjective spacings of the cue levels in the simulation. To test both of these possibilities, a dummy variable multiple regression which utilized only those cases in which the cues took on values very close to those used in the simulation was performed. The results indicated that the district attorney's recommendation was able to account for almost all of the predictable variance in this data set. 

In short, the picture of the judges' bail-setting strategies that emerged from the simulation was quite consistent with the bail-setting guidelines; local ties seemed to be the most important factor in the decision. In contrast, analysis of the decisions in the actual bail hearings suggested that judges were primarily influenced by the district attorney's recommendation and that local ties played only a minor role and even then in a direction largely opposite to that found in the simulation. It is of interest to note that the district attorney's recommendation was predicted primarily by the severity of the crime and not by local ties.

Sentencing of Adult Felons. As part of the same extensive project on legal decision-making in which the above bail-setting results were obtained (Ebbesen & Kouno, 1976; in press; Kouno & Ebbesen, 1976; in press; Kouno, Mulcahy & Ebbesen, in press), we have examined the factors that control the sentencing of adults convicted of felonies (a crime punishable by a year or more in state prison). In two simulation experiments volunteer college students were used as subjects. They were asked to sentence people convicted of a felony on a scale from 0 to 25 years in prison. Cases were presented in decomposed form but embedded in a longer "case description." Four cues were manipulated in a complete factorial design: severity of the crime (forgery vs. burglary vs. armed robbery), prior record (none vs. two
previous felony convictions), social history (broken home and bad family life vs. solid middle-class life), and feelings of remorse about the criminal activity (none vs. a lot). All aspects of the two experiments were identical except that one employed a between-subjects design and the other a complete within-subjects design. No interactions were found in either design. All four main effects were highly significant in the within-subjects design. All but the social history factor were significant in the between-subjects design. Severity of crime and prior record accounted for the most variance in both designs, but crime accounted for slightly more in the within-subjects design, whereas prior record did so in the between-subjects design. In short, slightly different conclusions might have been reached had only one of the other simulation study been conducted.

We repeated similar simulation studies with superior court judges and probation officers as subjects. The latter write extensive reports detailing the criminal activity, prior record, social background, and previous legal history of the offender. These reports are given to the presiding judge the day before he is to sentence the offender. The reports conclude with a detailed sentence recommendation. A major purpose of these reports is to provide the judge with background information about the felon and about the crime since the sentencing hearing often provides the judge with his first encounter with the defendant. During the actual sentencing hearing the district attorney and defense attorney briefly argue for more and less (respectively) severe sentences. The probation officer is usually present but rarely speaks.

Five factors were varied in both experiments. For the judges they were: severity of crime, prior record, method of guilt determination (plea vs. trial), social history, and the probation officer's recommendation. For the probation officers, degree of remorse replaced the probation officer recommendation factor. Both experiments employed within-subjects factorial designs. Unlike the college student studies, however, a time-in-prison scale was not used as the dependent variable. Instead, the judges were asked to write down the exact sentence, in all of its detail, that they would give this offender were the description a real case. The sentencing options available to superior court judges are to send the offender to state prison (where he/she remains until released on parole), to confine the offender in county jail (sheriff's custody) for not more than one year and then to follow the jail term with a period of probation (a period of time during which the offender's behavior is restricted and supervised in lieu of confinement), or to merely impose a period of probationary supervision (not more than 5 years per conviction) with no confinement. Other options are available but are rarely used and generally only in special circumstances (Konečni, Milczahy, & Eboksen, in press). The probation officer has the identical array of recommendation options available. The results of an analysis of variance of the number of prison sentences given and recommended are presented in Table 1. As can be seen, somewhat different patterns of results emerged for the two types of sentencing experts. Although crime and prior record produced the largest F values in both cases, the order of the effect sizes was different. In addition, social history had a significant effect on the probation officer's recommendation but not the judge's decision, whereas method of guilt determination had a significant effect on the judge's sentencing decision but not on the probation officer's recommendation. There was also a
marginally significant crime by prior record interaction for the probation officers.

Comparing these results to the data for college students from the within-subjects design, we find that the students behaved in a manner similar, but not identical, to the judges. Both responded slightly more to the crime than to prior record; however, social history was a significant factor for students and not for the judges. While the differences between students, probation officers and judges might be due to any number of factors, sentencing decisions do not appear to be driven by identical rules with identical parameter values in the three instances. Nevertheless, it is possible that in the case of sentencing the data for the experts are representative of their decision-making strategies in the real world.

The number of factors that can potentially be considered by a judge in actual sentencing hearings is enormous. An attempt was made to code most of these by content-analysis all of the written documents available to the judge prior to the sentencing decision and by recording the stream of verbal interchanges in the hearing (using a time-sampling system in which the identity of the person speaking and the content of the speech were recorded every ten seconds). Nonverbal factors, such as the appearance and demeanor of the offender, were also recorded. Data for over 5000 cases have been collected. The present results are based upon the 800 or so cases that have been analyzed thus far. A complete description of the methods and coding systems are available in Ebbersen and Konečni (1978) and Konečni and Ebbersen (in press).

Of all of the many factors coded, only a very small number accounted for a substantial portion of the variation in the sentencing decisions of judges. By far the best predictor of the sentence was the probation officer's recommendation. Table 2 presents a contingency table showing the number of cases in which the probation officer recommended prison, probation plus some time in the sheriff's custody, or probation with no period of confinement, and in which the judge gave one of these three major categories of sentence. As can be seen, the recommendation and the final sentence were in the same category in over 85% of the cases. It is of some interest to note that when there was a discrepancy, judges were slightly more likely to disagree on the lenient (15%) than the severe (6%) side.

When considered separately, we also found that the likelihood of more severe sentences (those involving incarceration) increased as the severity of the crime that the offender had been convicted of increased, and as the prior record of the offender increased. Tables 3 and 4 show these relationships for broad crime categories and for the number of previous felony convictions.

Another factor which, to our surprise, was also highly associated with the sentence was the manner in which the accused spent the time between arrest and conviction: in legal jargon, the status of the offender. Was the defendant released on his own recognizance, released on bail, or not released (i.e., remained in jail)? Table 5 presents the relationship between status and
the final sentence. As can be seen, being in jail is associated with a greater percentage of severe sentences than being released on one’s own recognizance.

Although a few other factors accounted for a small but significant portion of the variance in sentencing, the four factors described above were, by far, the best predictors of the sentence. Little is lost, therefore, by ignoring these other factors in the current description.

A number of causal explanations can, of course, be generated for the results presented thus far. All four predictors might be differentially correlated with some unmeasured factor which is the single real causal variable. Alternatively, the four factors might be correlated with several different causal factors, each to a varying degree. While these explanations cannot be discounted, it is difficult to imagine what these other causal factors might be, given the number of variables examined in our work. Still another view, consistent with the simulation work, is that these four factors are cues in the judge’s decision and are therefore all causally important.

A somewhat different view of the process is to assume that the variables are related to each other in a causal chain (Heise, 1975). Thus, it might be that only one or two of the four factors are direct causes of the sentence and that other factors are causes of these causes. Several temporal features of the system make certain chains less likely than others. For example, it is always the case that prior record, status, and severity of the charge at conviction are determined earlier in time than the probation officer’s recommendation and the judge’s sentence. While it is not impossible to imagine a view of the system in which the final sentence caused prior record (say, via selective reporting or alteration of rap sheets on the part of probation officers), the occurrence of activities such as these was very unlikely in the studied circumstances. Accepting the temporal order, for the moment at least, as useful causal evidence, it is possible to construct several reasonable causal models relating the five variables to one another.

Figure 1 presents a diagrammatic representation of three such models. In the top model, prior record, severity of crime, and status are assumed to be direct causes of the probation officer’s recommendation. But these variables are assumed to have no direct causal link to the sentence decision. Only the probation officer’s recommendation is given this distinction.

---

The second model proposes that the three early factors have direct effects on the probation officer’s recommendation and on the judge’s decision, but the latter are not causally related. In this view, the high agreement shown in Table 2 between the probation officer and judge is assumed to be a spurious consequence of the fact that both variables are being caused in the same manner by the same set of prior variables.

The third model actually reverses the temporal order of events and argues that the probation officer’s recommendation is directly caused by the judge’s sentence, which is, in turn, caused by the three prior factors. One reasonable interpretation of this temporal reversal is to assume that the judge is committed to a specific sentence agreement made between the district and defense attorneys in exchange for a plea of guilty (contrary to the popular opinion represented by Perry Mason television shows, over 85% of all felony convictions are obtained as a result of guilty pleas, rather than as a result of jury trials) and that the probation officer writes his/her report and recommendation in correct anticipation of the judge’s decision and motivated to match and justify this sentence agreement.7
Each of the above causal models implies that observed cell frequencies in the five-way data table (crime by prior record by status by probation officer recommendation by actual sentence) should be due to a particular set of "main" and "interaction" effects. These effects can be represented as log odds ratios in a linear model. Specifically, each variable and interaction between variables adds to (or subtracts from) the odds (in logarithm) of an observation falling into a given cell. The causal relationships (arrows in Figure 1) that are assumed by a particular causal model constrain the set of odds ratios (effects) that are to be used to predict the observed frequencies. For example, the first model in Figure 1 assumes that the two-way "interaction" between the three prior variables and actual sentence are all zero (there are no arrows between these variables), while the second and third models do not impose this constraint. The predicted (by a given causal or log-linear model) cell frequencies can be estimated from appropriate marginals and then tested against the observed frequencies by an ordinary $\chi^2$ test-of-fit. Since the details of this analysis approach have been described elsewhere (Ebbesen & Konecki, 1978; Goodman, 1973), we shall simply report the major results here.

When each of the three models outlined in Figure 1 were fitted to the observed frequencies, the first model was best able to account for the data. In addition, the fit of this model to the observed pattern of frequencies was excellent, even in absolute terms ($\chi^2$ likelihood ratio ($10^9 = 136.44$, $p > .5$).

Further evidence in support of the first model was obtained by examining the relationship between the prior variables and the sentence when the variation in the probation officer's recommendation was partialled out and by examining the relationship between the prior variables and the probation officer's recommendation when the covariation in the judge's sentencing decision was partialled out. In the latter analysis, prior record was still significantly associated with the recommendation. In the former analysis, however, all relationships with the sentence were nonsignificant.

Since sentence agreements are not obtained in all cases, it was possible to examine the relationship between the probation officer's recommendation and the sentence for just those cases in which an agreement was made. If the high agreement between the two decision-makers seen in all of the data (Table 2) is due to a pre-sentence arrangement with the district attorney, then one might expect the agreement between the judge and the probation officer to be considerably less in this selected sample of cases since the probation officers would not feel constrained to match their recommendations to a
pre-existing agreement. Table 6 shows the relationship for cases in which a

Insert Table 6 about here

pre-sentence agreement was not reached. As can be seen, an equally strong
relationship between the recommendation and final sentence was found here as
was found in all of the data.

Once again the picture emerging from an unobtrusive "analysis of real-world
decisions is different from that obtained from experimental simulations. While
there are other causal interpretations of the naturalistic data presented
above, they also are quite different from the conclusions which would have been
reached had we stopped with the simulations. It appears that in the real world
the judges respond primarily to the probation officer's recommendation and
that case factors have their effects on the final outcome only indirectly by
affecting the probation officer's recommendation.

Selecting cases to match the levels used in the simulations supports the
claim that decisions in the simulations were based on different rules than
those in the real world (cf. Eberson & Konczal, 1978). Specifically, a) the
simulations yielded many more sentences involving prison and jail terms than
actually occurred in the real world, b) factors significant in the simulations
were not significant (even when considered singly) in the actual hearing (e.g.,
the method of guilt determination was not significant in actual sentences while
it was in the judge's simulated decisions and remorse was not associated with
the actual recommendations of probation officers while it did have an effect
on their simulated decisions, c) the agreement between the probation officer's
recommendations and the judge's sentencing decisions was much more in the real
world (over 65%), than in the simulations (approximately 45%), and d) the

relative importance (variation explained) of the several factors were different
(the probation officer's recommendation was the most important factor in the
actual decisions, while it was one of the lesser factors in the simulation).

Another important difference that emerged is that the simulation results implied
that the judges and the probation officers were responding to somewhat different
cases (see Table 1). However, when the real-world results were analyzed, treating
the judge and probation officer as independent decision-makers, we found
that their decisions seemed to be responsive to virtually identical cases and in
the same order of importance, not surprisingly, given the high agreement between
them. Still another difference, not yet discussed, is that several interactions
between cases were detected in the real-world data (e.g., crime by prior record,
crime by status) which did not emerge in the judges' simulation (although, in
a rather different pattern, a marginally significant crime by prior record
interaction was found for probation officers in their simulated decisions).

Finally, the best-fitting decision rules for the judges were different in the
two studies: in the real world, judges seemed to decide simply on the basis
of the probation officer's recommendation, whereas in the simulation they
seemed to linearly combine crime, prior record, method of guilt determination,
and the probation officer's recommendation.

Automobile Driver Behavior. A study of driver decision-making has sug-
ggested that experimental simulations can yield different results than those
obtained from unobtrusive observations in decision situations involving risk
(Eberson, Parker, & Konczal, 1977). In this study, we found that drivers
seemed to decide whether to turn in front of an oncoming car (or let it go by
before turning) at a T-intersection on the basis of the temporal gap between
the driver's car and the oncoming car. When we attempted to construct
a "holistic" simulation of this situation in the laboratory, we found
that experienced drivers seemed to respond, separately, to the speed and the
physical distance of the oncoming car rather than to a direct perception of
the temporal gap. Had we only conducted the laboratory simulation we would
have concluded that distance and speed were being independently evaluated
and weighted, and then configuredly combined to reach a decision. Instead,
the field data suggested that the turning decision was a direct and simple
function of the temporal gap between the two cars and that the drivers were
merely applying a simple threshold rule to the temporal gap dimension in
deciding whether to turn.

Judging Swine. Phelps and Shanteau (1978) have reported that livestock
judges took many more cues into account in their judgments of swine when the
cues were presented as a fully-crossed factorial design in decomposed form
than when pictures of swine, rather than feature lists, were evaluated.

Although a major conclusion of this work was that the currently popular
collection of decision-makers as being limited in their capacity to take a
large number of factors into account in making decisions is in error, the
findings that differences in decision results and therefore in the apparent
validating process were obtained across the tasks. One among many reason-
able alternative explanations for these differences is that the factors
were correlated in one task and not in the other. As we (Ebbeesem, Parker &
Furness, 1977; and others (Branswic, 1956) have argued, whether the correla-
tions between potential cues deviate from zero may well be yet another fea-
ture of decision tasks which alters the decision strategy people use.

Arguments for and against the Task-Specificity Approach

A number of arguments might be raised against the evidence cited in the
previous section. It is conceivable that the simulations were poor representa-
tions of the decision tasks being simulated and that had they been better, the
results from the different procedures would have been more similar. While
this argument cannot be supported until the "better" simulations are conducted,
two comments about it should be noted. First, had real-world data never
been collected, no one would have known how "bad" the simulations were. When
we first began our present line of research, the real-world data were included
as an afterthought. We did not think of the simulations as simulations.
Instead, they were designed to provide the real causal evidence for what we
expected to observe (only as correlations) in the real-world settings. Of
course, it could be argued that we, and we alone, are poor at designing simula-
tions. On the other hand, pie-diagrams, brief verbal sketches, or a single
sentence describing the percentage of people who fall into a certain category
do not seem far removed from the simulations that we constructed.

Second, the argument applies equally well, in reverse, to all simulation
studies. Since data for real-world decision tasks are usually missing from
reports utilizing simulation methods, the possibility exists that many of these
simulations are also poor representations of the decision tasks they are simu-
larizing. Being cautious scientists, the reasonable view is to assume that the
results are not representative until shown otherwise.

Another argument against the view that simulations generally create task-
specific decision strategies is that the real-world decision data we have
reported are all correlational and therefore solid evidence about real causal
decision processes can never be obtained from them (Phelps & Shantou, 1975). Thus, it is possible that the discrepancies are due to our inability to tease apart real from spurious causal relationships in the real-world data. While this argument has merit in most contexts, we feel that in the present case it lacks force. It can reasonably be maintained that all decision models, whether based on data from simulations or from observations of real-world events are, in fact, only paramorphic representations (Hoffman, 1960) of the actual decision processes of the subject. Our models merely simulate, that is, are correlated with, the input-output relationships that we observe (Payne, Braunein, & Carroll, in press). Even when the claim that deep decision processes are being discovered is buttressed with reaction time, eye-movement (e.g., Russo & Rosen, 1975), and/or verbal protocol (e.g., Carroll & Payne, 1976) data, input-output relationships are still being dealt with. One simply has more types of output to consider. After all, people can think about things they are not looking at and speak about things which they would not otherwise think about.

The a-weak on correlational data is weak for another reason. True experiments do not eliminate the possibility that causal relationships other than those proposed as explanations might be producing the results. The fact that randomization generally breaks the correlation between one variable and all prior variables has absolutely no implications for the correlations between that one variable and all following variables. A given manipulation might create quite a number of mediating variables and processes each of which might play a causal role in the final decision (Costner, 1971). Because these mediating processes might well be correlated with each other, we wind up in a similar position to the researcher dealing with real-world data. The best we can hope for is that our models will describe and predict patterns in data.

Whether or not our counter-argument is accepted, a review of decision-making research suggests that the specific decision strategies used by subjects are very sensitive to a wide range of task variables. It is possible to argue from this evidence alone that decision tasks do not tap a few simple and basic processes.

It might be argued that there is actually no problem with the results from the laboratory simulations, per se. What needs to be done is change the way that simulations are thought about. Rather than naively assume that subjects in experiments characterize the decision problems that are given to them in a manner identical to the characterization that our theories and models assume, one should, instead, attempt to discover what the subjects are trying to do in the task (Simon, 1960; cf. Fritz, 1977). Having done so, it might be found that the subjects are not playing by the ground rules required by current theories. Furthermore, if tasks were constructed so that subjects perceived them in a manner consistent with theoretical assumptions, simulation results might then provide a much better match to the real-world data. On the other hand, how do we discover what the subjects are really trying to do? If the concept of trying-to-do-something is central, then why not assume that it plays an important role in real-world decisions as well? Asking the judges what they were trying to do in sentencing yielded quite an array of responses, even from the same judge. Answers focused on such topics as rehabilitation, recidivism, protection of the public, retribution, deterrence, the extent of guilt, the likelihood of future employment, mental illness, cost to taxpayers, what was best for everyone concerned, the strength of the evidence,
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taking everything that is important into account, and so on. Which of these many possibilities represent what the judges are, in fact, trying to do?

Another attack on our position is that we are preaching scientific nihilism. After all, if laboratory tasks create specific, rather than tap into basic, decision processes, then why not assume that real-world tasks also create just as task-specific decision strategies? We would disagree with the latter point, but agree that nihilism is the consequence. What we are suggesting is that in the area of decision-making, the really important truths are to be found in the real world rather than in laboratory simulations, no matter how high the face validity of the latter might be. We would prefer to base our conjectures about how people make various types of decisions on observations of those people making those decisions. We are not arguing that laboratory simulations should be abandoned altogether. There are conditions in which they might serve as useful tools in teasing apart certain questions about the real-world process. Rather than assume that the simulations are good, however, one ought to collect sufficient evidence to test whether the constructed tasks have captured the necessary detail of the real world in real simulations. One ought to be required to show that the simulations can mimic data from various aspects of the real world before claiming that one is tapping basic processes.

We are not arguing against the continued search for basic, highly generalized rules of decision-making. We are claiming, however, a) that such rules or models are going to be very hard to discover, b) that findings from a few laboratory simulations do not establish the generality of a model or process of decision-making, and c) most importantly, that it will be impossible to utilize such basic rules to predict decisions in real-world tasks unless a great deal is known about the task and the decision-maker prior to application of the rules, i.e., unless real-world data have already been collected.

The latter claim is a consequence of the conclusion that causal relationships between cues and measures of decision making are not universal but vary over tasks (not to mention subjects). The existence of interactions with task features means that any rule, heuristic, process model, etc., will necessarily have to include parameters whose values are set according to specific features of the decision task. Furthermore, the number of such parameters will almost certainly be very large.

When one is given a real-world decision task with all of its naturally occurring complexity, the theory must be made to fit the task rather than vice versa. Theoretically irrelevant features cannot be eliminated by constructing a task in which such features are held constant.

Some General Implications of Task-Specificity

Experimental and methodological procedures for assessing the external validity of causal hypotheses have been described by others (e.g., Brunswik, 1956; Campbell & Stanley, 1963; Rosenthal & Rosnow, 1969; Slovic et al., 1977; Webb et al., 1966). We are by no means the first to raise the question of external validity. Psychologists have been grappling with the issue for years. It simply seemed that the time was ripe to mention the issue once again and in the current context. In part, this is because much of decision-making research seems to have a relatively obvious applied orientation, and yet, little concern about external validity issues has been expressed in the recent literature. We also felt that an emphasis on real-world decisions might focus attention on some neglected issues.
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Appropriate Uses of Laboratory Decision Tasks

If it is agreed that laboratory simulations may not, in general, simulate what they are thought to simulate, then it is reasonable to ask whether there are uses to which laboratory decision tasks might be put other than simulation. One reasonable possibility is to use laboratory tasks not to discover what people do (in general), but rather to arrange demonstrations of what people can or might do (even if only in very restricted circumstances). Thus, it might be of interest to know that a task can be constructed in which decision-makers do not respond to base-rate information or in which they are overconfident in the accuracy of their predictions. While such research seems quite reasonable, an ever present danger is that it can be mistaken for a simulation and that its results will therefore be overgeneralized.

Another use of laboratory decision tasks might be to study the cognitive limitations of decision-makers. How many factors can a decision-maker take into account? How fast can decisions be made and still be accurate? How much better can experts be than nonexperts? At first thought, such questions seem well suited to analysis with laboratory decision tasks; however, it is quite possible that people's limitations change across tasks. For example, it is generally well known that the number of words that a person can remember from a list varies with the strategy the person uses to remember those words. Similarly, the speed with which decisions can be made depends upon the specific nature of the question being asked (Ebbesen & Allen, in press). Phelps and Shanteau (1978) found that many more factors were taken into account when the factors were uncorrelated than when they were intercorrelated. In short, cognitive limitations may be as task specific as decision strategies.

Another critique of the use of laboratory decision tasks to assess cognitive limitations is that a theory of the initial conditions necessary to ensure that people are performing at their limits is presently unavailable. Is twenty dollars a large enough incentive or would the threat of torture push people to greater limits? Should distracting noises be masked with white noise or blocked out entirely with the use of a sound proof chamber? Until agreed upon answers to questions such as these are obtained, the possibility that current limits might be exceeded with minor task modifications will always be present.

The Role of Norms

Another issue which the task-specificity argument raises concerns the use of normative models in decision-making research. As we suggested earlier, many cognitive processes (biases) have been invented recently to explain why people do not behave in accord with predictions from normative models. The evidence for these processes comes largely from studies constructed to be reasonable representations of decision problems to which the normative model might be usefully applied. It is then implied, although not directly, that decision-makers are likely to be biased by these processes whenever and wherever they make decisions.

It should be obvious that the very notion of a biasing process only makes sense in the context of a normative model. A given decision outcome cannot be biased unless there is a better one against which to compare it. Because bias is a comparative concept, the degree and type of bias that one observes necessarily depends on both the choice of norm and the choice of observed outcome. If this line of argument is accepted, it suggests the possibility that the biasing processes which have been constructed and then used to impug
the intellectual ability of people may be specific to the norm to which outcomes are being compared, as well as to the tasks in which the normative violations have been observed.

This dependence on choice of norm would not be a problem if everyone agreed as to what the normative rules should be. Unfortunately, in the real world, consensus is hard to come by. Consider, for example, the fact that the Christian Bible, the Koran, and the Talmud serve as normative devices for a large number of real-world decisions. Are we to convince a man, about to take ... life after death might be preferable to the normative view she currently accepts? Or, more realistically, consider the sentencing decision of judges. What should a normative model of their decisions look like? To apply a Bayesian model, for example, requires that we think of the sentence as a predictor of some future outcome, but what should that outcome be? As we noted earlier, interviews with judges suggest that quite a large variety of outcomes might be used: rehabilitation, recidivism; deterrence; perceptions by the offender, by the victim, or by one's colleagues of the sufficiency of punishment, protection of society, agreement with colleagues; feelings of satisfaction on the part of the judge; being appointed or elected to higher office; the response of the media, and so on. To compound the problem, judges simply do not agree on what the appropriate outcomes should be. To make matters even worse, judges typically deny the utility of normative models that do not take into account the fact (as they see it) that every case is different.

Given that all of the above outcomes are not perfectly correlated with one another, and that different features of cases are likely to predict different outcomes (e.g., prior record probably predicts recidivism but not deterrence), the extent to which judges will appear to be biased by sundry cognitive processes is likely to depend upon which outcomes the experimenter uses in the normative model.

Even in the unlikely event that an agreed upon outcome could be found, there may still be disagreement about the decision rule. Should the likelihood of that outcome be maximized, would a minimum likelihood be sufficient, should the sufficient likelihood vary with the nature of the offense or some other variable, or should the likelihood of the outcome be maximized while trying to keep the likelihood of other outcomes above (or below) specified limits? Thus, the experimenter's choice of rule (as well as, outcome) can make an otherwise "rational" decision seem "biased." Cognitive biases may be as much in the mind of the experimenter as in that of the subject.

Causal Chains in Decision-Making

When the real-world serves as a source of data, one's view of the typical decision-making process is considerably different from that which seems common in laboratory decision-tasks. In many real-world situations, decisions are actually a part of a larger social system in which the decisions of various people are interrelated in complex ways. When such is the case, it is possible to focus attention on the entire system rather than on one class of participants. The input-output relationships of the system can then be explained by the operation of underlying processes; however, in this instance the underlying processes are the observable actions of key decision-makers in the system and not the unobservable activity of retrieval processes, encoding mechanisms, or decision strategies located somewhere under the skin of the decision-maker.
Our own research on decision-making in the legal system takes this broader view. Several interesting discoveries emerged because of it. For example, one of the major predictors of the final sentence was the "extra-legal" factor: status of the defendant between the time of arrest and the final sentence hearing (see Table 4). It appeared that status had its effects by controlling the sentence recommendation of the probation officer, which in turn controlled the judge's final decision. But, recall that in our study of bail-setting, the amount of bail that a defendant had to pay was controlled by the district attorney's dollar amount recommendation. Since defendants are less likely to be able to afford the usual 10% bail-bondman fee as the amount of bail increases, and since people who cannot pay bail remain in jail, it is conceivable that the district attorney's bail recommendation, made two or three days after an arrest, is having a causal effect on the final sentence: a decision being made practically a year after the bail hearing! In short, the decisions of people embedded in a complex social system may be interrelated in ways that can only be discovered by examining the real-world system, in vivo.

Summary

There is considerable evidence to suggest that the external validity of decision-making research that relies on laboratory simulations of real-world decision problems is low. Seemingly insignificant features of the decision task and measures cause people to alter their decision strategies. The context in which the decision problem is presented, the salience of alternatives, the number of cues, the concreteness of the information, the order of presentation, the similarity of cue to alternative, the nature of the decomposition, the form of the measures, and so on, seem to affect the decisions that subjects make. In addition, comparisons of results from simulated and real-world tasks suggest that decision strategies may be task-specific rather than caused by a few basic processes. One consequence of this view is that researchers should provide external validity evidence for claims that causal models derived from laboratory data apply to decisions in real-world settings. The accumulation of such evidence can only serve to broaden our understanding of decision-making.
References


Ehoben, E. B., & Konen, V. J. Factors affecting sentancing of adult felons. To appear in B. D. Sales (Ed.), Perspectives in law and
External Validity

psychology (Vol. II): The jury, judicial, and trial processes. New York:

Ebbesen, E. B., & Konečný, V. J. Social psychology and law: Theoretical
considerations. In V. J. Konečný & E. B. Ebbesen (Eds.), Social-
psychological analysis of legal processes. San Francisco: W. H. Freeman
and Co., in press.

Ebbesen, E. B., & Konečný, V. J. Bailsetting: A social process. In
V. J. Konečný & E. B. Ebbesen (Eds.), Social-psychological analysis of

Ebbesen, E. B., Parker, S., & Konečný, V. J. Laboratory and field analyses
of decisions involving risk. Journal of Experimental Psychology: Human

Ebert, R. J., & Kruse, T. E. Bootstrapping the security analyst. Journal of

Einhorn, H. J. The use of nonlinear, noncompensatory models as a function
of task and amount of information. Organizational Behavior and Human
Performance, 1972, 5, 1-27.

Einhorn, H. J. Expert judgment: Some necessary conditions and an example.

Goodman, L. A. Casual analysis of data from panel studies and other kinds

Hoyos, J. R. Human data processing limits in decision-making. In E. Bennett
(Ed.), Information systems, science and engineering. Proceedings of the
First International Congress on the Information Systems Sciences.

Hannum, R. E., Stewart, T. R., Brehmer, B., & Steimann, D. Social judgment
theory. In N. Kaplin & S. Schwartz (Eds.), Human judgment and decision


Hoffman, P. J. The paramorphic representation of clinical judgment.

Kahneman, D., & Tversky, A. Subjective probability: A judgment of representa-


1 A major problem with applying some normative models to real-world decision problems is that some of the constructs in the models refer to subjective variables whose values cannot be observed directly. Often, the levels of these variables are obtained from ratings made by subjects. Therefore, all of the problems associated with "reactive" measurement (Webb et al., 1966) should be relevant to such applications. Unfortunately, very little attention seems to be paid to the fact that values (and other subjective states) may be constructed by the decision-maker for the first time when asked about them. It is generally known in social psychology, for example, that attitudes are consistent with action only under very special circumstances (Zimbardo, Ebbesen, & Maslach, 1977). If our measures are tapping basic and stable states, why do multiple measures of the "same" state correlate so poorly (cf. Fishbein, Lichtenstein, & Slovic, chap. )?

2 It is also true that when holistic stimuli are used (e.g., Einhorn, 1974; Phelps & Sweeney, 1978) the subjects are often asked to evaluate the levels of the relevant cues as well as to reach a final decision. Thus, the experimenter still defines the relevant cue dimensions for the subject. In addition, it is unclear in which direction the causal arrow flows in such studies. The cue evaluations might well be constructed from an anticipatory decision rather than the decision being caused by an evaluation of the cues. Furthermore, the reactivity of having to make cue evaluations of the holistic stimuli might impose a limit on the external validity of these studies.

3 Another way of speaking about the fact that decision-making processes seem to be highly task specific is to say that the causal relationships between specified cues and measures of decision-making vary with the context.
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It cannot be concluded that base-rate information is ignored because sometimes it is not (Smith & Miller, 1978; Wells & Harvey, 1977). It cannot be concluded that sample size has little or no effect on decisions because sometimes it does (Olson, 1976). In short, causal relationships may be less consistent over minor variations in the nature of decision tasks than is generally believed.

It is possible that the results of the simulation would have been more like those in the actual hearings had severity of the crime been varied as well as the other factors. On the other hand, if the results that are obtained in simulations depend so heavily on including all of the "right" factors as variables, how does one determine what all the right factors are without collecting data in the real world?

Another explanation for the differences between the simulation and the actual hearings is that the severity of the crime (or some other variable) might be correlated with the district attorney recommendation. The first possibility was assessed by examining the additional variance accounted for by the district attorney's recommendation, after crime was included as a predictor. The identical pattern of results emerged. The latter possibility could not be assessed directly; however, observation of the actual hearings suggests that such a factor would be difficult to discover. Even if one or more such factors could be discovered, it is important to note that the resulting picture of bail-setting would still be very different from that obtained from the simulation.

Contrary to the views of many college students, in most state sentencing systems, the judge does not set the number of years in prison. More often than not, the law defines a minimum and/or a maximum sentence. Furthermore, the actual length of time which a felon spends in prison is usually controlled by a parole board rather than the judge (Carroll & Payne, 1976; Maslach & Garber, in press; Wilkins, 1975; in press). The judge's decision therefore is not time in prison but whether to send the felon to state prison or not; and if not, whether the felon should be confined for a brief time (less than a year) to the sheriff's custody (the county jail facilities), be merely released on probation, or be confined to the sheriff's custody and then be released on probation. Had we tried to formulate the decision task with these options for college students, they would not have known what we were talking about. Had we asked the judges to rate years in prison, they would have laughed us out of chambers.

It should be noted that given the method used to assess the utility of these three models, the third model is isomorphic with the causal model assumed by the previously described factorial simulations, namely, that severity, prior record, status, and the probation officer's recommendation are all direct causes of the judge's final decision. One need merely reverse the direction of the arrow between sentence and probation officer in the third model in Figure 1 to see that this is so.

This test assesses whether the variation in the three prior variables can "get through" to the last factor when the intervening variable is held constant, statistically. If the first model is correct, holding the probation officer's recommendations constant should prevent crime, prior record and status from being related to the sentence. This is exactly what happened. The logic of the reverse test is similar and supported the present view.
### Table 1

<table>
<thead>
<tr>
<th>Factors</th>
<th>Probation Officers</th>
<th>Judges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crime</td>
<td>13.70</td>
<td>27.68</td>
</tr>
<tr>
<td>Prior Record</td>
<td>81.81</td>
<td>25.84</td>
</tr>
<tr>
<td>Social History</td>
<td>8.33</td>
<td>1.73</td>
</tr>
<tr>
<td>Plea/Trial</td>
<td>1.40</td>
<td>0.00</td>
</tr>
<tr>
<td>Remorse</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Probation Recommendation</td>
<td></td>
<td>6.00</td>
</tr>
<tr>
<td>Crime x Priors</td>
<td>5.84</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Probation Officer Recommendation</th>
<th>Probation and Sheriff's Custody</th>
<th>Probation Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prisons</td>
<td>103</td>
<td>23</td>
</tr>
<tr>
<td>Total Agreement</td>
<td>0.71</td>
<td>0.084</td>
</tr>
<tr>
<td>Probation and Sheriff's Custody</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>Probation Only</td>
<td>1</td>
<td>24</td>
</tr>
<tr>
<td>Total Agreement</td>
<td>0.71</td>
<td>0.084</td>
</tr>
</tbody>
</table>
Table 3
Percent of Sentences in Prison, Probation, and Sheriff's Custody, and Probation Only Categories as a function of Severity of Crime.\(^1\)

<table>
<thead>
<tr>
<th>Crime Category</th>
<th>Number of Cases</th>
<th>Sentence</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Prison</td>
<td>Probation</td>
<td>Sheriff's</td>
<td>Probation</td>
</tr>
<tr>
<td>Possession of Drugs</td>
<td>(106)</td>
<td>9</td>
<td>61</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Forgery</td>
<td>(97)</td>
<td>18</td>
<td>47</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Theft</td>
<td>(220)</td>
<td>14</td>
<td>65</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>Burglary</td>
<td>(225)</td>
<td>12</td>
<td>67</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Sale of Drugs</td>
<td>(57)</td>
<td>14</td>
<td>56</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Robbery</td>
<td>(106)</td>
<td>29</td>
<td>62</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Rape</td>
<td>(15)</td>
<td>27</td>
<td>67</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Armed Robbery</td>
<td>(26)</td>
<td>46</td>
<td>54</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Homicide</td>
<td>(21)</td>
<td>62</td>
<td>29</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)Ordering of crimes is based upon average ratings of severity by the same judges whose decisions were observed in sentencing hearings.

Table 4
Percent of Sentences in Prison, Probation, and Sheriff's Custody, and Probation Only Categories as a function of Number of Prior Felony Convictions.

<table>
<thead>
<tr>
<th>Number of Prior Felony Convictions</th>
<th>Sentence</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prison</td>
<td>Probation</td>
<td>Sheriff's</td>
<td>Probation</td>
</tr>
<tr>
<td>None</td>
<td>12</td>
<td>60</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>10</td>
<td>59</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>Two</td>
<td>13</td>
<td>62</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Three</td>
<td>19</td>
<td>62</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Four</td>
<td>73</td>
<td>57</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Five and up</td>
<td>20</td>
<td>62</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>
### Percent of Sentences in Prison, Probation and Sheriff's Custody, and Probation Only Categories as a Function of the Defendant's Status Between Arrest and Final Sentencing.

<table>
<thead>
<tr>
<th>Status of Defendant</th>
<th>Sentence</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prison</td>
<td>Probation and Sheriff's Custody</td>
<td>Probation Only</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Released on own Recognizance</td>
<td>6</td>
<td>61</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Released on Bail</td>
<td>21</td>
<td>43</td>
<td>36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In Jail</td>
<td>57</td>
<td>52</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure Caption

Figure 1. Three causal models for relationship between crime, prior record, status, probation officer recommendation, and sentence. The arrows represent the existence and direction of causal relationships between a pair of variables.
I INTRODUCTION

"What is our mental image of a decision-maker?" wrote Simon in 1959:

"Is he a brooding man on horseback who suddenly rouses himself from thought and issues an order to a subordinate? Is he a happy-go-lucky fellow, a coin posed on his thumbnail, ready to risk his action on the toss? Is he an alert, gray-haired businessman, sitting at the board of director's table with his associates, caught at the moment of saying "aye" or "nay"? Is he a bespectacled gentleman, bent over a docket of papers, his pen hovering over the line marked (X)?"

All of these images have a significant point in common. In them, the decision-maker is a man at the moment of choice, ready to plant his foot on one or another of the routes that lead from the crossroads. All of them ignore the whole process of alerting, exploring and analyzing that precede that final moment.

(Simon, 1959, p. 272).

The current emphasis on cognitive processes in choice indicates that we have come a long way from Simon, that the psychologist is no longer content to ignore the "whole process of alerting, exploring and analyzing that precede that final moment."

But it is the timing of that 'final moment' I wish to explore. In hindsight, decisions appear to occur at fixed points in time; but before they are made, their timing is not necessarily fixed or even predictable. That being the case, one is led to wonder how choice situations do come to take place and what determines when choices will get made. The decision-maker, after all, has a good deal of influence over what choice situations will be entered and what will comprise the set of alternatives. Why are some decisions

* I am grateful to Dr. Thomas Wallsten for his detailed editorial comments.
put off? How does one decide when to decide? Under what circumstances will decisions be avoided entirely? And finally, what relevance do these questions have for the choice that results?

Such questions lie outside the domain of most formal models and experimental tests of decision-making. They urge a scrutiny of the decision-maker when he or she is not busy actually choosing. Imagine yourself, for example, as a potential vacationer studying travel literature from Auckland, Chapel Hill and Paris. You might maximize your expected value, minimize the Euclidean distance to an ideal, or proceed with elimination-by-aspects. Alternatively, however, you might write to your travel agent for literature on Athens as well; or you may collect opinions and information from friends; you may get your spouse to decide; you may put off your vacation till next year. In short, you have the prerogative of not now choosing. Examples presented elsewhere (Corbin and Harley, 1974; Hansen, 1972) illustrate that this prerogative may be instrumental in determining what finally gets chosen. Consequently, a theory of choice cannot be based on choice alone.

The significance of "no-choice behaviour" has won brief recognition in a variety of published sources. In The Functions of the Executive, Chester Barnard (1938) writes:

"The fine art of executive decisions consists in not deciding questions that are not now pertinent, in not deciding prematurely, in not making decisions that cannot be made effective, and in not making decisions that others should make."

Barnard appears to be pressing for a well-defined normative treatment of not choosing.

In a more theoretic vein, Tukey (1970) proposes a consideration "... which deserves a place of its own. This is the treatment of doing nothing. In most accounts of decision theory, the decision to do nothing is either ignored (which is probably the worst thing to do in practice) or treated on a par with all the other decisions." Tukey's solution is to develop a theory of conclusions (as opposed to decisions) which can discriminate, for example, the scientist's state of being 'not yet certain' from other attitudes about a question.

The topic is also touched on briefly by Hansen (1972, p. 162) in reviewing work on consumer choice. He argues that decisions which never get made nonetheless direct future decision processes, by arousing motivations, by lending significance to particular informational stimuli in the environment. Thus, he argues, we should also be looking at "sequences that are never completed," decisions that are avoided, matters that are dropped. Hansen himself, however, appears to drop the matter, implying that uncompleted decisions are too complex and diverse a collection of behaviours from which to generalize.

The present paper illustrates that organization can be lent to available ideas. It goes further to argue that "aspects of not choosing" constitute a useful umbrella structure for encompassing and fusing much diverse research, research both theoretical and experimental.

The paper takes, as its organizational basis, a standard procedural model of decision-making. Such a model typically postulates stages of (1) problem clarification, (2) information collection, (3) deliberation, (4) moment of choice, and (5) post-choice behaviour. The exact names of the stages may vary according to the nuances which an author intends -- but the five-stage structure is quite widely found. Examples appear in Engel, Kollatt and Blackwell (1968), Howard and Sheth (1969), and Hansen (1972).
II  A BEHAVIOURAL CLASSIFICATION OF NON-DECISIONS

What kinds of "non-decisions" are there? Three categories of observable behaviour are proposed: "Refusal", "Deley", and "Inattention". A discussion of each, together with the research it encompasses, is discussed below.

1. Refusal

At the moment of choice, the decision-maker may decide to refuse all of the offered alternatives, an option not usually considered in standard models of choice. It could be argued that this refusal option is nothing more than the "choice" of the status quo, and that therefore, it does not undermine the validity of any standard model.

Yet in many experiments, surveys and discussions (e.g., Payne, 1951; Tversky, 1976) the evaluation of the status quo appears to be quite distinct in character. Some authors view it as a referent point against which other alternatives are evaluated (Tversky, 1976). In many real life instances, the uncertainty associated with the status quo is less than for other alternatives. In many cases, too, there is less responsibility associated with the effects of "doing nothing" than with some conscious choice.

Mack (1971, p. 12) supports this view of the status quo having a special significance in the choice set. Linking it with other evidence of conservatism in situations of uncertainty, she comments "A conservative bias, we find, characterises choice among pre-delineated acts and tends to place the do-nothing act in higher favour than it deserves."
At the very least it seems desirable to keep track of the refusal option in a given model of choice, by allowing for its special properties in the formal notation, or by specifying the circumstances under which the model predicts no-choice.

Two theoretical structures which include a refusal option have been proposed. One involved an extension of Tversky’s (1972a, b) elimination-by-aspects model. Tversky’s theory is built on a covert elimination process. In this theory each alternative is viewed as a set of aspects. At each stage in the hypothetical process, an aspect is selected, and all the alternatives that do not include the selected aspect are eliminated. The process continues until only one alternative remains.

Generalizing Tversky’s mathematical model, Corbin and Marley (1974) showed that allowance could be made for a refusal option. In the original model, this option would correspond to the subject’s selecting an aspect (for elimination purposes) which none of the current alternatives possessed.

A model introduced by Pruitt (1962) characterised gambles in terms of their pattern and level of risk (expected value of negative outcomes). The utility function (over risk) which the model generated was an inverted - U function, beginning at (0,0) and eventually crossing the x-axis at a point (x,0). Pruitt labelled “x” the “maximum acceptable level of risk,” adding that “the model predicts what we know from experience… that there is a limit to the amount of money a man will risk on a pattern which has at least one negative outcome, no matter how favourable the pattern may appear” (Pruitt, 1962, p. 193). In an experiment supporting the model, trials consisted of the presentation of a single gamble, which the subject could either accept or refuse.

The general notion of a criterion for refusal is easy enough to accept intuitively. As will be shown in Section III, it is also a straightforward matter to account for a general refusal criterion in formal notation. But other aspects of non-decision behaviour pose more complex problems, and it is these we turn to next.

2. Delay

The refusal option is an aspect of “no-choice” which may come into play at the final stage of the choice process. But when does that final stage come? The decision-maker controls a variety of delay options which include

a. inspecting further alternatives
b. tapping external sources of information
c. deliberation
d. waiting for a goal object to become available

These four delay options help to classify the rich content of “cognitive processes in decision-making” and will help below to organize a discussion of the research which has been done.

2. a. Inspecting further alternatives

The first delay option mentioned entails the expansion of the current context. Presented with an array of alternatives, a chooser often has the prerogative of bringing more alternatives into consideration. Consider again the vacation-seeking example. Having examined literature from three vacation spots, one is at liberty to inquire about a fourth before deciding. This kind of
liberty is seldom extended to subjects in psychological choice experiments; the obvious difficulties are sometimes identified as the inability to simulate "ill-defined sets" which occur in real life.

The theories which structure choice experiments are equally weak, argued Simon:

"The classical theory is a theory of a man choosing among fixed and known alternatives... But when perception and cognition intervene between the decision-maker and his objective environment, this model no longer proves adequate. We need a description of the choice process that recognizes that alternatives are not given but must be sought." (Simon, 1959, p. 272)

Working in the closely related area of problem-solving, Haier (1960, p. 218) expressed a similar concern. He claimed that decision-making theories were inadequate to model problem-solving behaviour because they failed to describe the complex process by which alternatives are created or the initial uncertainties of what the possible alternatives are. More than a decade later, Lee (1971, pp. 7-8) reiterated the problem, arguing that it leads one to question the very meaning of "rationality" on which most current theories are based. We cited the example of a committee of businessmen, who make a seemingly rational choice among a number of suggested sites for a new plant. But, Lee wrote:

"It is conceivable that there is a better plant site somewhere. Would it be rational to ignore such a possibility?... Deciding to search for more possible choices is very important in real life, but is usually awkward for decision theory."

In addition to descriptive leverage, Mack (1971, p.2) attaches a prescriptive note to the widening of contexts. Optional decision strategies, she advises, should avoid focussing strictly on the alternatives currently considered:

"rather the greatest opportunity for improvement may lie in bringing still other alternatives within the compass of review."

Despite these brief acknowledgements of the problem, there have been few attempts in psychology to tackle it. Those that seem to come closest are experimental tests of the so-called "secretary problem" (e.g. Gilbert and Mosteller, 1966; Chow, Moriguti, Robbins and Samuels, 1974). The secretary problem is the nickname given to a class of dynamic programming models which specify optimal search strategies when choice alternatives (monetary offers, say) are presented sequentially. At any stage in the search process, the decision-maker may stop and select one of the currently available offers, or take another observation at some cost. Although the model has a long way to go before it can be considered a suitable theory of behaviour, it provides a nice structure for designing experiments.

Experiments based on this model have uncovered various factors which determine the number of observations that decision-makers are likely to take (Corbin, 1976). For example, they are likely to take greater numbers of observations when given no cues at all about a suitable strategy for setting a goal. The inference that the mere observation of alternatives aids in the clarification of goals is supported by Ohl and Hoffman (1958), who show...
The potential of the secretary problem and its variants, as a paradigm for experimentation, is far from exhausted.

2.b. Tapping external sources of information

A second delay strategy which the decision-maker is at liberty to undertake is the acquisition of data. The Consumer Reports magazine, newspaper racing columns, automobile, the Better Business Bureau, are examples of information sources which a person might tap before exercising a choice.

Information acquisition of this sort has been the subject of an impressive scope of research. Experiments have documented search strategies over a wide range of cost, information and risk conditions (e.g., Irwin and Smith, 1957; Lanzetta and Kanareff, 1962; Siegel and Goldstein, 1959). Many studies focus on economic models, against which the optimality of subjects' search strategies can be measured (e.g., Edwards, 1965; Lanzetta and Kanareff, 1962). The Bayesian model, reviewed at length by Slovic and Lichtenstein (1971), has formed the basis of a great number of studies of information seeking in judgemental tasks. Klahr (1972) and Payne (1974) extended research to include information-seeking in forced choice experiments, i.e. where the sought-for information concerned the alternatives themselves. Klahr attempted to establish directional relationships between amount of search and various attributes of the alternatives. Search was greater, he found, when the alternatives appeared initially to be very similar. Search was also greater when partial information attested to the low quality of the alternatives. Klahr argued that amount of prior information should influence the search delay too, but he did not obtain supportive data.
Information collection appears to have a "self-reinforcing property", since it is not always clear that the information will lead to better decisions. An individual in the stock market, for example, may collect information at length, even though its relevance and appropriate application are almost impossible to judge. Evidence, in fact (Stael von Holstein, 1972), as well as an intuitive cost-benefit analysis, suggest that choosing a stock at random would be the better strategy for the individual to pursue. Yet randomness is apparently discomforting (Hogarth, 1976; Simon and Sumner, 1978, p. 220). One feels one must collect the information. There is a strong desire to understand and explain events surrounding one (Shaver, 1975). Lanzetta and Driscoll (1966) demonstrate that an individual will seek out information about an uncertain outcome, even though the outcome is unavoidable and the information useless.

The implication of most of this behavioral research is that information collection is geared to the reduction of a concept called "subjective-uncertainty" (e.g. Savage, 1954; Kogan and Wallach, 1964), and that decisions are postponed until uncertainty falls below some acceptable maximum. Studies which take this orientation directly, by relating amount of information to some measure of uncertainty, include Irwin and Smith (1957), Morlock (1967), and Lanzetta (1963).

2.c) Deliberation

Another stage of pre-decision cognitive processes entails the evaluation of all the discovered aspects of alternatives, a task which takes time. This delay is yet another source of psychological content. In examining this psychological content, two questions may be posed: Why do some choices take longer than others? What is the subject doing in these times of not choosing?

Abundant studies in reaction time have addressed themselves to the first question. Most of them concern research on perception, discrimination and attention, rather than on preference. However, the transfer of ideas may not be long in coming if, as Irwin (1958) argues, making a discrimination and exhibiting a preference are inextricably related.

The potential of reaction times in preferences tasks has recently been investigated by Petrusic and Jamieson (1975; Jamieson and Petrusic, 1977). One of their principal arguments concerns the efficiency of the technique in testing probabilistic models of preference. Demonstrating that reaction time is inversely related to probability of choice, they point out that reaction time data could substitute for the hundreds of trials necessary to get good probability data for models of choice.

A study using "real time", conducted by Lanzetta and Kanareff in 1962, pointed to a common motivational basis for information collection and deliberation time. They kept records of amount of time spent and amount of information requested. They found that subjects who collected less information did not complete decision problems any faster; they "made up the time" by re-reading the problem or by thinking. Moreover, there was no evidence that these subjects had any less confidence in their eventual decisions than did subjects who had requested more information. Thus it seemed that additional processing time was an alternate means for decreasing uncertainty and for including the readiness to decide. The complementary nature of the relationship between deliberation and information acquisition is upheld by Zajone and Burnstein (1961) and Hansen, (1972, p. 87), the latter arguing that "not only quantitative aspects of information may be applied in attempts to reduce uncertainty."
A different approach to deliberation activity is taken in the current research field of "cognitively simplifying heuristics". Researchers in the area would no doubt argue that reaction time is just a by-product of whatever heuristics the subject employs. Tackling more directly the question of what the subject is doing during the pre-decision deliberation, investigators have uncovered not only individual heuristics, but sequences of heuristics, during which subjects are apparently reducing a complex problem to a form compatible with the limitations of human processing abilities (e.g., Svenson, 1974). So according to this type of research, cognitive simplification (rather than uncertainty reduction as argued earlier) is the goal which processing delays serve. But the important and intuitive connection in Hogarth (1975), in his argument that reduction of uncertainty is a means of cognitive simplification. Such research invites a more precise elucidation of the uncertainty concept as a motivator of delay. Providing a commonality between two of the usually-depicted stages of decision-making (information collection and deliberation) it suggests the possibility of reworking the usual procedural model of decision-making by emphasizing motivations rather than behaviors. We are led moreover to ask how much reduction of uncertainty is necessary to insure that a choice will take place, and how we can explicitly account for the maximum acceptable uncertainty in a formal model. I will return to this question in Section III.

2.d. Waiting as goal-directed delay

A final occasion for delay may arise if the subject's goal object, which has already been selected, is not currently available. The subject has the option of waiting. Research on "delay of gratification" touches some aspects of the topic (Mischel 1958, 1961), with amount of waiting time a typical variable of interest.

Correspondingly, for preference tasks, we might wish to know what affects the length of time that a decision-maker will wait for an ideal alternative before either choosing among what is available, or abandoning pursuit of his goal. The fact that a decision-maker may indeed "choose" an unavailable alternative was argued by Walster and Festinger (1964) in their discussion of how typical choice experiments fall short of real-life situations. They investigated experimentally the effects of an unavailable ideal alternative on a forced choice among what they called the "imperfect alternatives".

No research known to me investigates the waiting option directly, that is, with "time" as the dependent variable. Research with the secretary problem paradigm mentioned above is relevant, if one uses "number of observations" as a crude measure of time. The only difficulty there is the confounding of motivations. As pointed out earlier, the subject may be waiting for a specific offer to come along, but he may also be drawing observations for informational purposes, for gaining familiarity with the problem, or maybe just for fun. Thus, other types of tasks may prove better suited for investigating goal-oriented delays.

In summary, the delay options identified afford an organization of much of the research on cognitive processes in decision-making, an organization according to different specific behaviors. These behaviors are presented as forces counteracting the "forward drive to a decision" which procedural models seem to assume. The basis of this assumption is no doubt the "reward potential" of...
a decision. But research in this section collectively suggests that there are other motivations besides the expectation of reward, which need to be satisfied. A natural inference is that until these motives are satisfied, a choice will not be made.

3. Inattention

A discussion of pre-decision delay options, such as the one pursued above, takes for granted the individual's awareness that an occasion for choice exists. It assumes a motivation to direct one's behaviour towards the resolution of a perceived conflict. But in the absence of such conditions, many potential decision situations obviously never take place. The situational stimuli may not be structured by the individual in a way that will induce a decision. The question of why the situation fails to take on a cognitive structure appropriate for decision-making is analogous to the question in the area of perception, regarding why some stimuli are attended to and perceived while others go unnoticed. In terms of our procedural model, we may say that the procedure never moves beyond the problem recognition stage.

The literature which bears on this category of non-decisions is characterized by two quite different lines of thought: Some authors focus on decision situations which are consciously avoided; others discuss situations which are too fuzzy for the individual to recognize as problems for choice. Published ideas on both lines of thought are reviewed below.

3. a. Avoidance

Objective evidence of decision avoidance has been reported in many forms. Roman history describes how oracles were consulted for the best course of action, rituals were undertaken to determine the guilt or innocence of an accused. John Wesley, the founder of Methodism, is reported to have cast lots (by drawing one of many written messages out of a hat) to determine whether to marry, accepting the result as the will of God (Lee, 1971, p. 66). Traditions encourage one to seek advice by pulling petals from a daisy, star-gazing, reading tea-leaves.

Our present democratic society upholds rationality and decries superstition: no oracles or daisies for us. Instead, we hire outside consultants to recruit personnel, seek stock brokers to take our risks, press waiters to tell us what to order. Of course, there is merit to expert opinions, but such opinions are typically accepted without question as personal preferences of the would-be decision-maker. In this respect, experts in different areas are 20th century oracles, sought out by an individual wishing to avoid the taxing evaluation of complex alternatives.

Kaufmann (1973) reviews evidence for decision-avoidance with far more serious concern. Drawing from such philosophers as Nietzsche and Heidegger, from writings of Dostoevsky, and from religious and social history, Kaufmann describes "the dodges most of us use to avoid life-changing decisions." (p.79). He implies that psychologists have given too little attention, in their enthusiastic theories of decision-making, to the question of whether people can manage the effort and stress which many decisions demand. Consequently, cases of decision-avoidance may hold valuable clues to the psychological components which are necessary for a decision to take place.
We might begin by asking what motivation can be proposed to explain decision avoidance. Perhaps (as Kaufmann's clinical view suggests) it is responsibility which is being avoided. A specific act on the part of a decision-maker imposes a contingency between that act and the consequences of the decision, a contingency we intuitively label "responsibility". But responsibility for consequences is not always pleasant. Recall the vacation-seeking example, where you might contemplate letting your spouse make the decision; if you choose, and the vacation is a disaster you risk blame and reproach for poor judgement.

I do not know of any research which directly supports the hypothesis that "reluctance to accept responsibility for consequences" can explain decision avoidance. But there is much research which illustrates that avoidance of responsibility is a pervasive motive. Studies on the "risky shift" phenomenon (e.g. Kogan and Wallach, 1967), group-enhanced violence (Zimbardo, 1969), bystander apathy (Darley and Latané, 1970) and obedience (Milgram, 1963, 1965) provide distinctly different support for the same idea: one's choice of action in specific situations is affected by perceived responsibility for the outcome. Whether this diagnosis can be generalized to decision avoidance is a topic for more direct research. A conclusion we can certainly draw, however, is that motivation to choose is a necessary condition for a choice to take place. It is an implied assumption in arguments supporting the validity of any decision model. And if we are to believe Kaufmann, the assumption is far from trivial.

3.b. Failure to perceive an occasion for choice

Further assumptions which models implicitly make include the existence of at least two alternatives (one may be the status quo), and the existence of a goal variable such as utility, financial gain, etc. These assumptions are illustrated in models ranging from the simplest mathematical formulations, Luce's (1959) choice model for example, to comprehensive descriptive models, such as that of Hansen (1972). Hansen implies that conflict is aroused by the recognition of alternatives to the status quo, and of a goal which the status quo does not meet. It is almost tautological that without these conditions, without the perception of an unresolved conflict, there is no impetus to act. The decision-maker may therefore fail to attend to a decision situation which others perceive to exist.

Similar arguments concerning failure to act have been advanced in studies of bystander apathy. Yakimovich and Salz (1971), in an experiment on helping behaviour, suggested that alternatives to the "status quo" may not be apparent to the subject until he receives sufficient cues. Baron, Byrne and Griffitt (1974) add the possibility that inappropriate goals for the situation may not be clear enough to incite a rational choice for action. They identify such a situation (in which alternatives are not perceived or goals unformulated) as ambiguous; and they stress the importance of ambiguity reduction in order to prompt a conscious acknowledgement that a decision situation exists.

While there are numerous papers on the characteristics of problem recognition, there is little direct research on what makes some problems recognized and others avoided or ignored (Liesfeld, 1977). Since inattention (as well as delay and refusal) may preclude any observable choice, we need to account for the elements in a choice process which allow for completion of the process. That is, we...
should attempt to identify the necessary go-ahead indicators which permit the procedure to move from stage to stage. Such an attempt is the subject of the next section.

III. MOTIVATIONS INVOLVED IN NOT (YET) DECIDING:
THEORETICAL CONCEPTS AND MEASURES

The previous section highlighted deterrents to decision-making, choices we refuse to make, decisions we put off, opportunities we miss or avoid. There is empirical evidence too, that good options for change are often refused in favour of the status quo. The conclusion that seems unavoidable is that decisions are aversive to varying degrees (Janis, 1959; Festinger, 1954), that there are barriers at different stages of the choice-making process which must be overcome. Obtaining a formal representation of those barriers is the subject of discussion in this section. I will restrict the discussion to characteristics of an individual alternative which make it unchoosable at a given instant. By implication, if all alternatives entail such characteristics, then a no-choice option will be in effect. Early "valence models" of the response strength associated with alternatives (Lewin, 1935; Miller, 1944) support our attempts to identify aversion-inducing properties of choice objects, though attempts at measuring these properties have not always found success (Milkey, 1957). Approaching the problem in this reductionist fashion will clearly result in the omission of global properties of the decision process which stand in the way of the process's completion.

In line with inferences drawn from the review of no-choice behaviours, the hypothesized barriers will be identified as "Unacceptability", "Uncertainty", and "Ambiguity". These three descriptors, it is argued here, can be linked back to the no-choice options described in the last section, and can be represented by simplistic...
theoretical cutoffs in a procedural model of decision-
making. Again, the argument will be erected by
collecting and linking diverse research.

a. Unacceptability cutoffs in the later stages

Unacceptability is straightforward enough to deal with,
and was given its first formal treatment in Simon's satis-
ficing model (Simon, 1955, 1956). Originally applied
to choice alternatives viewed sequentially, satisficing
implies that the decision-maker will choose the first
alternative whose "utility" exceeds some minimum cri-
terion of acceptability. Discussions of satisficing models
and related aspiration-level theories are found in
March and Simon (1960), Cyert and March (1963) and
Starruck (1963).

A quantitative revival of satisficing is represented
in Tversky and Rapoport's (1970) "cutoff strategy", applied
to optimal stopping decisions. According to this
strategy, a subject decides on the minimum numerical
offer which he or she is willing to accept, and stops as
soon as there appears an offer at or above that level. Thus,
according to Tversky and Rapoport, verification that a
cutoff strategy is being used requires at least that a
subject stop on a current maximum. Yet that test appears
too strict: it ignores the possibility that a subject
uses a cutoff as a part of his or her overall strategy, but
follows a cutoff rule with the use of other rules that
depend, say, on the costs and risks of searching further.
An experiment I ran to follow up on this idea (Corbin,
1976) demonstrated, for one thing, that subjects would
set cutoffs, but search a bit further than the first
acceptable offer, as long as that acceptable offer could
be guaranteed available. With an acceptable offer in
hand, they often undertook the pursuit of even better
offers. Thus, the cutoff determined what alternatives
would certainly be refused, but was not sufficient to
predict which single alternative would get chosen.

Despite this limitation as a predictor, the cutoff rule
is clearly a useful mechanism for structuring a goal-
directed delay.

Backing up one step to the deliberation stage, we
find application of a cutoff rule there too. In
tracing "think-aloud" reports of subjects in decision-
making situations, researchers often find the use of
unacceptability criteria (in the context of what they
call "conjunctive rules") in early stages of the
evaluation process. Such rules, they claim, help the
subject to "reduce the strain" of complicated decisions
(Slovic et al., 1977, p.8) by eliminating clearly unaccept-
able alternatives as soon as possible.

This pervasive evidence of a satisficing-type rule
predicting non-choice is in contrast to the rather
ambiguous evidence for its efficacy in predicting
choice (Dickins et al., 1957; Brim et al., 1962; Kerby,
1969; Olander, 1975). Identified here as an "unacceptability
cutoff", it represents a necessary condition for a choice
to take place. If no alternatives in the population are
formally "acceptable" then refusal of all options is
the outcome we would expect.

b. Uncertainty cutoffs in the middle stages

Subjective uncertainty contributes yet another aversive
element to the decision-making process. "The notion that
events are uncertain is both uncomfortable and complicating.
Indeed, even in the supposedly 'rational' world of business,
there is evidence that businessmen are averse to admitting
uncertainty." (Nagah, 1975, p. 273; see also Johnson
and Huber, 1977, p. 312). I would go further to argue
that the evidence for people's "inordinately high opinions
of their own predictive abilities" (Slovic et al., 1977, p. 6; see also Stael von Holstein, 1971; Fishhoff, 1975; Fishhoff and Beyth, 1975) is indicative not of arrogance but of adaptiveness.

Information collection and deliberation, the review of available research implies, are geared in part to reducing the subjective uncertainty which characterizes any decision. But when is the decision-maker satisfied with the amount of data on hand? What criterion is used to help one get on with the business of choosing?

From arguments in the literature, it is tempting to turn again to the cutoff idea. Cox and Rich (1964) talk of reducing uncertainty "to the point where it would be comfortable", while Taylor's (1974) model of consumer behaviour shows the consumer putting off his or her buying decision until the risk (which Taylor also refers to as uncertainty) is reduced to an acceptable level. Hansen (1972) also speaks of a level of "tolerable conflict" which the whole decision process is geared to meet. Implicit in these studies is that some level of certainty must be achieved before a decision is effected. This statement could be formalized in the postulation of an "uncertainty cutoff". Like the acceptability cutoff discussed above, it would not necessarily allow us to predict when the subject will stop and choose. Indeed, according to Festinger (1964), information collection persists even after a choice is made. The cutoff idea shifts the focus to why the subject does not yet choose, and to (at least) how long he or she will delay.

Experimental support for uncertainty cutoffs comes from at least three sources. Irwin and Smith (1957) asked subjects to guess whether a deck of numbered cards had a mean above or below zero. Subject could buy observations from the deck at a certain price, and received a prize for a correct guess. Uncertainty was varied by making the mean close or far from 0 (e.g. 0.5 or 1.5) and by using card decks with differences in variance (2.0 and 7.5). After each choice subjects gave confidence ratings about their guesses. The ratings did not differ across experimental conditions, the interpretation given in Hansen (1972, p. 86) being that "presumably, subjects continued their information lying until they had reached a certain level of certainty... and then made their choices". This interpretation is supported by findings in Morlock (1967).

A different version of the same result is reported by Lenzetta (1963). He studied information acquisition in relation to initial level of uncertainty, and to rate at which uncertainty could be reduced. Information acquisition was pursued in three different conditions until uncertainty was reduced to approximately the same level. That is, while subjects did not search until complete knowledge was gained, they waited for a particular level of uncertainty to be reached, a level independent of initial uncertainty or speed with which uncertainty could be reduced.

Related research on "risk tolerance" takes us one step further, to suggest that uncertainty cutoffs exist as functions of personality variables (Cox, 1967; Ersh and Hoff, 1957) and situational variables (Lenz, 1967).

Similar to the arguments concerning an acceptability cutoff, we find complementary ideas in the mathematical modelling literature. Suppose we represent an alternative in an empirical choice situation as a "gamble" that changes over time; as more information is collected about an alternative, the predictability of its outcome increases and its "variance" tightens up. Then the existence of uncertainty cutoffs is supported...
by studies in variance preference (Edwards, 1954; Coombs and Fruit, 1960; Van der Meer, 1963; Slovic and Linchtenstein, 1968) which suggest the presence of stable tolerances for uncertainty within individuals.

Definitions and measures of uncertainty are varied (Lanzetta, 1963; Atkinson and Feather, 1966; Driscoll et al., 1966; Cox, 1967). But there seems to be widespread belief in its aversive nature, and a consistent implication that some cutoff of tolerability exists. When uncertainty is defined as a property of individual alternatives, we can infer that no choice (outside the status quo) will be made until at least one alternative exceeds the uncertainty cutoff. Three of the delay strategies identified earlier were shown to be potential uncertainty reducers, and in this way constitute behavioural indicators of the underlying motivations suggested here.

### c. Ambiguity cutoffs at the outset

Now to this point, it has been argued that a decision-maker delays at least until one alternative is perceived as acceptable, and that prior to that, he or she collects information at least until it can be identified with some degree of certainty which alternatives are acceptable and which are not. These statements assume that alternatives can be evaluated. Indeed this assumption is the basis of published prescriptive techniques for managers (e.g. Schmoller, 1961) which urge prospective decision-makers to first "formalize their priors", that is, to assign win-loss probabilities to each alternative with respect to its likelihood of satisfying the individuals goals. But if one is unsure of what the alternatives are, or indeed of what one's goals are (a situation which, as discussed earlier, is defined by Baron, Byrne and Griffith (1974) as "ambiguous") then one would be unable to generate a set of priors for the members of the choice set. It is almost tautological to say that no decision-making process can begin until ambiguity is dispelled; if the ambiguity cannot be dispelled, the opportunity for decision will not be taken up -- a situation earlier categorized as "inattention".

Lee (1972) seized on the "absence of priors" feature to construct a more formal definition of ambiguity, one that characterizes individual alternatives. Depicting an alternative as a gamble, he defines its ambiguity as a second order variance -- the variance of the distribution of its possible representations. The greater the ambiguity, the more difficult it is for the subject to evaluate an alternative's potential worth. And indeed, Ellsberg (1961) had already shown that ambiguous alternatives are avoided.

Defined in terms of a second order variance, ambiguity is a ready candidate for a cutoff model, whereby until at least one alternative exceeds a "tolerable level of ambiguity" (Winkler and Cummings, 1972), no further action would occur. Empirically, this would correspond to an argument that cognitive processes directed towards a decision will not start until at least one or more alternatives are perceived to be unambiguous -- that is, until there is at least one alternative for which a prior "exists". An ambiguity cutoff provides for a formal boundary of the problem clarification stage, implying that an inability to dispel ambiguity will result in inattention to the decision.
IV SUMMARY AND DISCUSSION

That decision-makers pass through stages in the choice process has been noted by many authors. The bounds of those stages have not previously been elucidated. The two sections above have organized some of the available literature according to: a) behaviors which characterize the hypothetical stages and b) theoretical concepts which might be used to explain those behaviors. A sketch of the organizational framework may be given as follows: Decisions cannot be made in ambiguous circumstances. Unless some ambiguity cutoff is exceeded the potential decision is not attended to, and the cognitive processes we talk about in decision-making will not proceed. Assuming that the cutoff is exceeded, the decision will be delayed at least until uncertainty is reduced to an acceptable level, that is, until some suitably defined uncertainty cutoff is exceeded. Assuming that it is exceeded, the decision will be delayed at least until an acceptable alternative becomes available, that is, until some suitably defined unacceptability cutoff is exceeded. If it is not exceeded, all alternatives will be refused.

These ideas can be formally expressed in terms of mathematical models which offer very simplified representations of the boundaries between stages of the process.

Among the advantages to the present approach are these: It highlights the rich content of pre-decisional internal states, and reveals the rather significant assumptions implicitly taken for granted in any predictive model of choice. These assumptions provide a basis for agreement among models despite the possible conflicts among different models' predictions. Thus, we may be able to establish a framework which encompasses and corrects a broader collection of research and ideas than has been previously possible. At the very least, the approach encourages us to seek out more comprehensive theories of choice, theories which will identify the several motivations inherent to decision-making.

Another attractive feature of the approach is the compatibility of ideas with existing formal models. The relation to formal models extends to include some optimal models: "acceptability cutoffs" for example, are optimizing criteria in many variations of the secretary problem. The appeal of this observation is that it may help us to explain how decision-makers can sometimes cope so astonishingly well in so complex an environment.

One final potential advantage must be mentioned, in respect of the topic itself: the possibilities for applications to areas where non-decisions are the subject of interest. Kaufman, for example, reflects on the pathology of extreme decision avoidance, and urges the clinician to recognize "decidophobia" as a significant maladaptive force in many people's lives. A second area of applications concerns social-survey taking, where non-response is becoming a marked problem. Surveys are special kinds of decision-circumstances. They are interventions in the cognitive processes of the respondents. They may interrupt the process by which a respondent comes to a decision on the issue in question. Thus, a survey is likely to catch a respondent with his mind not yet made up. Of course, (as Fischoff, Lichtenstein and Slovic point out elsewhere in this volume) respondents often rapidly adapt to the situational demands by coming to decisions on the spot. Often, though, they cannot. They have not yet heard of the issue, or they haven't enough information about it, or they care too little to tax their overworked cognitive processing systems. So they give a "non-substantive" response, one that will be efficiently coded with the whole class of non-substantive responses, including "don't know," "no response," "wouldn't answer," "other." To a survey researcher these are usually considered as nuisance responses. To a psychologist,
these responses may be indicators of an unfinished decision process, affording a rare chance to ask: "What is it about these circumstances that explains why a choice has not been made?" To my knowledge, psychologists have not yet begun to take the most of this source of data. Its value is enhanced by the practical advantages of the time taken to collect the data. That is, if indeed nonsubstantive responses represent samples of "cognitions in progress", then questionnaires might substitute in some circumstances for more lengthy decision-making experiments involving information search and deliberation.

Some progress in the analysis of nonsubstantive responses has been made by Coombs and Coombs (1976). They undertook to distinguish "item ambiguity" from "response uncertainty" in the construction of a data-dependent attitude scale. Their subsequent analyses, based on Guttman scalograms, constitute the only successful theoretical advance in the area which I have seen. The practical significance of their work is that it permits the detection and elimination of ambiguous items, thereby improving a scale's reliability and interpretability.

Empirical inroads on aspects of no-choice in surveys have been made by Conter, Oksenberg and Converse (1977). Concerned with the marked invalidity of many survey data, they suggest that delay time in responding is a valuable cue for the kind of probe an interviewer should use to "follow-up". On sensitive issues, such as health problems, the authors argue that there is meaning in the fact that some people take longer to report that they have nothing to report. But there exists neither theoretical guidance nor refined techniques to capitalize on such clues to a respondent's cognitions.

Having dwelt on potential for further research, I should admit some of the limitations of the approach taken here. As a basis for the development of a theory, it is incomplete. It does not deal with all the possible cognitive activities which a decision process may entail. For example, "complexity reduction", which plays a major role in current psychological research, was not explicitly accounted for. Hogarth's argument (1975, alluded to earlier) that uncertainty and complexity are very much the same immediately suggests a problem for research. Are the two simply different names for the same cognitive conflict state, and therefore amenable to a single theoretical construct? Or are they separable motivational states whose interaction in the choice process must be explicitly accounted for by theory?

Another limitation of the approach taken here is that it does not specify how the aversive elements of decision-making enter into tradeoffs with the positive elements to account for the fact that decisions do get made. And it has little direct research to support some of its principal ideas. This, I hope, the future will take care of.
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You sit in the audience as the magician makes pigeons appear and disappear. You know it is a trick, that the pigeons are stowed quietly in his clothes. You watch with intense concentration to see the pigeon transferred from hand to coat or coat to hand. You are sure that it happens, but you never see it. The magician is the master of illusion, and we are enthralled by illusion.

Why can't we catch the magician? One reason is misdirection: the magician gets us to look at his face or hand gestures, the behaviors to which we conventionally attend. A second reason is misrepresentation: we believe we know how the trick is done and attend carefully to our "theory" of the trick, but we are wrong and the magician works the trick through unmonitored paths. Related to this, we perceive the trick as composed of those elements we can see. We underestimate the back-stage preparation—the props, the teamwork, the hours of practice. A third reason is that we have misplaced faith in our eyes: we believe that we can see any hand movement the magician makes, but we are wrong. In front of our bright and very eyes, his hands are simply faster than our perception.

In some ways, recent research reveals the decision maker and the decision analyst in the roles of magician and audience. The decision analyst is misdirected by the importance of the moment when the decision maker identifies a solution. We are seduced by language and common sense into believing that the choice is the decision. Yet, as Corbin points out, the choice is the end product of the decision, the moment when we see the pigeon in the magician's hand. The decision is a process of arriving at a choice, the process by which the pigeon got into the magician's hand.

The decision analyst is also caught in his own representation of the
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decision task. We believe that we understand the task well enough to
abstract the critical features and embed them in a laboratory analog of
the task. Yet, as demonstrated by Eberson and Korneci, our laboratory
simulations can be markedly different than real-world decision. Kahneman
and Tversky also illustrate how decision behavior is responsive to task
features that are irrelevant to some theoretical analyses, but which
affect the way the decision problem is encoded. Einhorn and others have
pointed out that use of decision rules or heuristics is specific to the
surface appearance of the task rather than to its formal structure.

Finally, like the audience who believes in the fundamental ability of
their eyes to capture the magic trick, decision analysts believe that their
methods are capable of capturing the decision process. Corbin and Payne
present arguments for new methods of observing decision behavior, analogous
to observing a magician with high-speed photography, or watching backstage
to watch the magician practice and prepare his props. But another potential
danger in our methods is less obvious. The process of verifying our ideas
about decision behavior, like the process of verifying decisions, is more
confirmation-biased than we realize. Our capability for creating tasks
that match our theory, the adaptability of subject, and the robustness of
our models (Deaves & Corrigan, 1974) makes disconfirmation difficult. Our
successes at predicting decision behavior serve to confirm our faith in
the model of decision making, but our failures are not taken seriously
enough to produce fundamental questions about our theory. Einhorn
documents these failures to profit from experience in key decision makers,
but the principle applies as well to decision analysts. The magician's
audience keeps watching the magician's hands over and over again, no
matter how many times the trick is performed. This problem cannot be
solved by new methods, it can only be appreciated.

What, then, can we do to better understand decision behavior? What
aspects of the magician's behavior should we focus on to reveal the trick?
I would suggest that we conceptualize the magician-decision maker as
knowledgeable about tasks and adaptive to the task structure as he or
she represents it. To assess this knowledge, observe this adaptation, and
portray this representation, we need methods that remain true to the
performance of interest with minimal intrusion of the decision analyst's
preconceptions. Further, we have been too narrow in our study of
decision behavior, often studying only choice processes. We must study
decision makers from the point at which they recognize a decision could
be made, through the encoding of the problem, and even including post-
decisional regret and learning (cf. Corbin, Einhorn). In the remainder of
the paper, I will discuss these topics in somewhat more detail.

The Knowledgeable Decision Maker

For the past several years I have been investigating the decision
process of expert parole decision makers in collaboration with John Payne.
We began with a rather simple idea of how the parole decision was made.
Briefly, parole was hypothesized to have two components or goals: punishment
of past crimes and incapacitation for expected future crimes. Facts in
the case history and the knowledge possessed by the decision maker would
be used to produce a causal attribution regarding past criminal acts.
The more these crimes were attributed to characteristics of the offender
(particularly intentional acts), the more punishment would be assigned.
The more these crimes were attributed to temporally enduring factors, the
more incapacitation would be considered because future crime would appear
more likely.

In testing these ideas, it became apparent that college students may
think about parole in this manner, but it is an inadequate description of
the experts. Expert judgment appears to be based upon specific knowledge about types of crime and types of criminals. Features of the case evoke a coherent body of knowledge that includes attribution about the causes of the crime, expectations for future behavior, as well as recommendations for treatment (Carroll, 1978). This description of decision behavior is very similar to the schema concept that has been developed in cognitive psychology (Abelson, 1976; Rumelhart & Ortony, 1976). Rather than considering the decision maker as exhaustively weighing the implications of case facts in accord with normative models such as Bayes' Theorem, utility maximization, or the Covariation Principle (Kelley, 1971), we portray the decision maker as possessing a rich store of knowledge organized around schemas such as the "heavy drug user," the "alcohol abuser," the "aimless follower," and so forth. Once the schema is evoked, it guides the acquisition and use of further case information. Different case information becomes relevant to evaluate and treat different types of cases. There may be strong confirmatory biases operating that prevent the schema from being easily disconfirmed by case facts (cf. Kihm, paper).

Our task as decision analysts becomes to portray this knowledge and to determine how specific schemas are evoked by specific case information.

But what about non-expert decision makers? Do they use schemas also or do they do something different, perhaps simpler to analyze? The above analysis would suggest that non-experts would have fewer and less detailed schemas. Like novice and expert chessplayers (Chase & Simon, 1973) or an audience and a magician, the lay person has only a general idea and makes few distinctions among instances. It is also more likely that the lay person and the decision analyst will share these schemas. I believe that is what happened to my own research and it may explain why students responded to our simulated parole task the way we thought they (and we) would.

The Adaptive Decision Maker

If you ask a subject to decide, he or she will decide. If you make it clear that the subject need not state an opinion, he or she may not (cf. Corbin paper). If you give a lot of information or a little, increase the time pressure, change the reward structure, move from real life to written descriptions or mathematical scale values, the decision maker will obligate by doing something reasonable. People are adaptive to task structure; they change as the task changes. In fact, we are so good at adapting that it is automatic. People change their attitudes without realizing that they have changed (Wilson & Laird, 1976), they congratulate themselves on predicting events without realizing that they have changed their predictions to conform to the event (Fishhoff & Bayth, 1975). Perhaps such changes are the most reliable decision process.

But adaptation is not perfect. Our perceptions and memory and other information-processing capacities are limited by biology and conflicting demands (Lewall & Simon, 1972). We adapt to the task as we see it, and our representations of the task have a conservative nature — we tend to see a task in terms of others with which we are familiar. Elaborate points out that experience or professional training (even in decision analysis) consists of being able to recognize problem-types, but these problem types are typically defined by content rather than structure (e.g., save a life vs. lose a life problems). This poses a tremendous problem for decision analysts: our laboratory tasks and decision analogs may produce behavior that is substantially different than the naturalistic task (cf. Elbesen & Rosenthal paper), and subjects may not be aware of how their own behavior has changed from one task to its theoretical analog (e.g., Nibett & Wilson, 1977). Only if we can accurately get at the decision maker's representation of the task can we unconfound task content and decision processes.
The Representation of the Task

As shown by Kahneman and Tversky, it makes a great deal of difference whether the subject treats a problem as "saving 300 lives for sure or a 50% chance of saving 600 lives or zero lives" or treats it as "300 people die for sure or a 50% chance that 600 people die or zero die." Similarly, behavior varies depending upon whether a tax cut is thought of as a gain or as a smaller loss. Social psychologists are also cognizant of this issue; they develop elaborate cover stories whose purpose is to influence subjects to treat a laboratory situation as a certain kind of reality and not to analyze certain features of the situation that are actually of high importance.

There are two research programs that have studied problem representation that contain illustrative methods and ideas from which decision makers could borrow. Hayes and his associates gave different subjects problem isomorphs—the same problem structure in different verbal contexts. For example, the tower of Hanoi problem consists of moving disks on pegs, but the same formal problem can also be expressed as stationary disks and moving pegs, extraterrestrial monsters of different sizes transferring differentiated objects, as a "tea ceremony" involving persons performing various tasks comprising the ceremony, and so forth. A variety of problem types have been examined. This research shows that different contexts evoke different problem representations and different subsequent behaviors (see Hayes, 1976). Their method of determining problem representation to collect verbal protocols from the point at which the task is first registered to subjects, and thus observe the construction of the representation.

Siegel (1978) has studied children's performance on a Pegtian task which a balance scale has some weights at certain distances on either side of the fulcrum. The arm is locked and subjects are asked to predict which side will go down when the arms are released. Siegel has identified four strategies for solving this problem, and these strategies represent a developmental sequence that begins after a pure guess or no rule stage:

1. Choose the side with more weight, if they are tied, guess or say "balance;"

2. Choose the side with more weight, if they are tied, choose the side with weights farther from the fulcrum;

3. Examine weight and distance for implications, if the implications conflict, "middle through" (idiosyncratic guesses);

4. Examine weight and distance for implications, if the implications conflict, compute cross products.

Notice that scientific reasoning in this case consists of the acquisition of certain lexicographic, dominance, and compensatory decision strategies. Except for the fact that this task has a normative model based on the physical sciences, it is a typical decision task. Another interesting feature is that more advanced strategies can err on problems that earlier strategies got right. For example, when three weights three units left and the weights four units right form the problem, Rules I and II get it right, but Rule III often misses.

Siegel studied 3- and 4-year-olds who had no rule for the task. He gave them 15 trials with feedback (watch the balance scale after it is released). None of ten 3-year-olds but six of ten 4-year-olds learned Rule I after this experience. What was behind the greater ability of the older children to learn from experience? Siegel asked a group of 3- and 4-year-olds to look at the balance scale and then reconstruct it from memory. Three-year-olds could reconstruct neither weight nor distance; in contrast, 4-year-olds could properly reproduce the weights on each side,
but not the distances. After training 3-year-olds to encode weight, they were able to learn from experience. In summary, knowledge about a task depended upon the ability to learn from experience, which was possible only if the task representation included the relevant task features.

It should be obvious that the questions raised by Einhorn of how decision makers can learn from experience are addressed in this research. Further, the success of Siegler's research is completely determined by the accuracy with which he identified the structure of the task and possible alternate task representations. Such a strategy might shed new light on the problem faced by Ebensen and Konecni in studying how judges set bail and sentence. For example, what do judges remember about a case immediately after bail or sentence is set? Are they encoding different things in the lab than in the courtroom? It seems clear that in order to understand the determinants of decisions it is more important to ask questions about which cues are used, and how they are related to the subject's task representation, than about the precise combinatorial rule the subject uses for evaluating cues (Daves & Corrigan, 1974).

What is Decision Behavior?

The Corbin, Einhorn, and Ebensen and Konecni papers converge in recommending that we broaden our realms of inquiry. Corbin suggests that we must consider prechoice behavior such as recognizing that a choice exists, determining when and how to decide, determining when to seek more information or more alternatives, and determining when not to decide. Einhorn demonstrates that post-decisional behaviors are crucial: What is it we learn from decisions and their outcomes that affect or fail to affect our future decision making? Ebensen and Konecni attack decision analysts for focusing on decision processes based upon cues selected and processed by the experimenter. The very presentation of cues in this manner may circumvent the most crucial parts of the decision process. Decision research suggests that the selection, salience, or representation of aspects of the decision task are at least as important as the combinatorial rules that are later applied. By presenting the decision maker with a few palatable, pre-digested cues, we may strongly and mistakenly determine the outcome. Ebensen and Konecni also point out that a judge's decision behavior may not only occur in court, but also during impromptu chats with the district attorney.

Methods for Studying Decision Behavior

If I were interested in studying a magician's tricks, I would not hire people to sit in the audience and code behavior. Better strategies would be high-speed photography, interruption of the trick perhaps accompanied by physical search, careful observation of backstage events before and during the tricks, and paying the magician a large sum of money to tell you his tricks. Obviously, most people are not as aware of their decision behavior as a magician is of his act. However, the fact remains that decision behavior is a broad domain, and a variety of methods will yield more than a single method. I think the decision theorist should always attempt to get as close as possible to the actual behaviors of interest. For example, we cannot study judicial sentencing without first observing actual judges making actual decisions. Only then can we begin devising useful and appropriate methods. Because decision behaviors are dense over time, methods which track this rich and complex behavior are useful. Process tracing techniques (see Payne) are one set of useful techniques. However, process tracing techniques are no panacea; there are just as many devastating problems with their use as with any method yet devised. One interesting feature of these techniques bears comment. A prime function of process
tracing techniques has little do with "mental" processes. Rather, these techniques can help the decision analyst represent the task as well as the subject's thoughts. The focus on temporal properties of behavior leads to a detailed description of what a decision maker does, both mentally (we hope) and physically. What information is examined, what sources are tapped, who is consulted? Often the decision maker has no access to, and therefore no knowledge of, some variable that is hypothetically important. We may not need fancy equipment and information-processing techniques to find this out, just a little common sense, an openness to gathering information about decision behavior, and an overall desire to have a detailed representation of what a decision maker does in a decision task.

Conclusions

Decision behavior often seems like magic, at least when we are not focusing on the shortcomings of the decision maker. Progress will be made. I think, by creative redefinitions of the nature of decision behavior and decision research. The creation of new ideas is a science truly verges on the magical. The Ehreson and Konone, Eibhorn, and Corbin papers are the material from which fundamental contributions emerge. They challenge old ideas and provide new ways of looking at decision behavior. As a result, the study of decision making grows and changes, giving the researcher more possibilities to check out, more ways of approaching the field. This is the excitement of watching a magician work, for suddenly the impossible is possible, the normal is unusual, and our mind is energized and intrigued by the wonders of the mundane.
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The Very Guide of Life: The Use of Probabilistic Information for Making Decisions
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It is interesting, but perhaps not surprising, that of all of applied mathematics no topic generates more discussion among philosophers and scientists than does probability theory. The idea of a precise formal treatment of uncertainty is itself a paradox. How can we speak precisely of that which is known without precision? Apparently, we can only do so by employing the calculus of probabilities.

The perceived relevance of probability for helping us to deal with uncertainty is not new. Among the skeptics of ancient Greece, Epicurus is said to have proposed that choosing the outcome with the greater probability is a useful rule to follow (Revan, 1913). This same principle seems to have cropped up on several occasions in the history of Western thought. “To us probability is the very guide of life,” stated Bishop Butler in an early eighteenth-century theological tract. The same idea was expressed later, in greater detail, by John Maynard Keynes, a critic of the frequentist approach to probability theory that had become dominant by the end of the 19th century (Keynes, 1921). Unfortunately, until well into the twentieth century, all of the proponents of a wider use of probability theory appear not to have solved the most important problem: How can we assess the probabilities of alternative outcomes in a rational way? Valid procedures for obtaining numerical assessments of uncertainty are very recent. For example, while Keynes’ ideas were important in the development of non-frequentist probability theory, he stated explicitly that for many events a numerical assessment of probability is impossible. Only the Bayesian version of probability theory developed during the last forty years or so has promised an adequate solution to this problem.

It is now well known that, when left to their own resources, people are not always capable of following consistently the prescription of Epicurus, Bishop Butler, and Keynes’ theorem. A series of studies (e.g., Tversky & Kahneman, 1976) has shown how errors and biases make it difficult for a person to select accurately the most probable event. It is inevitable, then, that psychologists should seek to understand and, if possible, correct these flaws of human judgment. This cannot be done, of course, without understanding of the decision process itself.

Failures to respond consistently might be traced to one of two sources. First, there may exist limitations on the kind of information processing or which the person is capable. We know that the limits of short-term memory make certain kinds of mental operations impossible. There are limits to perceptual sensitivity, to the abil-
ity to process information simultaneously from several sources, and to the ability to store in long term memory rapidly occurring information. A second source of errors may be the problem solving strategies that a person brings to a task. Such errors are not due to fundamental limitations on information processing capacity, but rather to the strategies that people use in approaching the task.

As suggested by Simon (1969), a useful first cut at a descriptive theory of performance can be obtained by discovering what the person is trying to do. It is often the case that a person's strategy is one that is best suited to solving the problem as he or she perceives it. It is likely, then, that many of the observed inconsistencies in behavior are the result of inappropriate perceptions of the task. Other errors and inaccuracies may arise because a person's strategy is adapted to the constraints that are imposed by limitations on information processing abilities. These limitations may make certain kinds of cognitive operations difficult or impossible, while others are more readily available. In developing a theory of how people cope with uncertainty, it is necessary to show what cognitive operations are available to a person, and how these operations are combined to form a processing strategy. A complete understanding of decision making must depend on an adequate theory of basic processes and their use in complex strategies.

A Theory of Probabilistic Information Processing

It seems clear that, inconsistencies and errors notwithstanding, people frequently do manage to deal adequately with their uncertain environment. For example, anyone who does much grocery shopping must soon learn the random distribution of quantities such as the price of eggs. A successful shopper should be able to recognize that a particular price is unusually low or unreasonably high. What is not clear is just how this knowledge is acquired, and what form it takes. To discover how probabilistic information is learned and used, one might begin by asking what abilities the shopper must possess in order to respond appropriately in an uncertain environment.

The ability to learn the distributional properties of probabilistic information is critical to successful performance. This information must make up part of a person's general knowledge. Hence, any theory dealing with the processing of probabilistic information must first describe the information that constitutes the decision maker's knowledge. The theory must also deal with the processes that use this knowledge; it is necessary to describe how external information is translated into an internal representation, and how the decision maker uses that knowledge in making decisions. Ideally, the structure and the processes postulated by a theory of decision making should be consistent with everything else that is known about human knowledge. In practice, current theories in other areas of cognitive psychology may suggest where to look for suitable theories of decision making.

My own approach to probabilistic information has been to ask what information a person must have available, and what basic processes must be operating, for the person to exhibit the behavior observed in
an experiment. I begin by making a number of assumptions, based on findings in other areas of cognitive psychology. First, I assume that the internal representation of the information in a decision task cannot be different in structure from the representation of other information. Hence, the structure postulated by a theory of probabilistic information processing must be quite general in its applicability. Second, I assume that, however probabilistic information is stored, it is not stored as a direct copy of the stimulus information. In representing the information internally, the decision maker exhibits both selectivity, which results in some information being ignored, and elaboration, which results in the creation of new information not contained in the stimulus itself. The process whereby a person translates the stimulus information into some internal structure I have referred to as encoding.

My third assumption is that the information processing employs certain basic cognitive operations that are quite simple, and largely universal. These operations are used both in the encoding process and in subsequent decision making that employs the internal representation of the information. A complete theory of decision making must be built upon these elementary operations. Fourth, I have assumed that both the elementary operations and the representation of the information are subject to limitations on the capacity of the human information processing system. For example, the selectivity found in processing information presumably reflects the limitations of short term memory and limitations on the rate at which information can be stored on long term memory. Cognitive limitations also restrict the number of items of information that can be considered simultaneously by a decision maker when a decision is being made.

Finally, and perhaps most importantly, I have assumed that any general statements that can be made about decision making abilities and processes are limited to statements describing the structure of knowledge and the elementary cognitive operations. The way in which these operations are combined and applied to the knowledge structure is assumed to be under strategic control. Hence, one is likely to find large differences in performance from one person to the next, and in the same person as the nature of the task, or the context in which the task is presented, is changed.

As one moves from general assumptions to the development of a specific theory, the way in which the details of the theory are presented seems to some degree to be unimportant. It appears that, in general, there can be no empirical distinction between theoretical systems that are expressed broadly enough. While a particular strong version of a theory may be falsified, any data that are adequately explained by one theoretical approach can be explained equally well in terms of some other theory. Demonstrations of this principle have been provided for serial and parallel models of information processing (Tompsett, 1972; Anderson, 1976), and for issues concerning the representation of information in imagery form (Anderson, 1978). Within the area of decision making, a theoretical representation of information in one form (normative theory, information integration theory, computer simulation model) can probably be translated into
any other. In constructing models to represent theories of performance in decision tasks, I have employed a particular kind of symbolic list structure that seems to be plausible, and which makes theory construction relatively easy. However, I make no claim for the unique validity of such a representation.

Before describing this structure, it may be helpful to define more explicitly the nature of the decision task that I have used in most experiments. First, I have made a distinction between the concepts of "population" and "sample." As these terms are used theoretically, they are related to, but defined more broadly than, the equivalent terms in common statistical usage. By a sample, I refer to the information that a decision maker has observed for any given problem; by population, I mean the presumed source of the information, which may be either known or unknown. The terms "data generator" or "data generating process" might also describe what I have called the population. I have also made a distinction between "statistics" and "parameters," terms that refer to properties of the sample and population respectively. Again, these terms are defined in a way similar to, but broader than, their statistical usage.

It is also useful to distinguish between two categories of decision problems, which I shall refer to as "prediction" and "inference." In the prediction task there is a single population, the characteristics of which are either explained to the decision maker or else are to be inferred from an observed sample. The problem is to predict which of two or more possible samples is the more likely to be observed at some future time. For the inference problem, there exist two or more populations, again with characteristics that may be given directly or inferred from prior sample information. A single sample of unknown origin is presented, and the decision maker's task is to indicate from which population the sample is thought to have been taken. Other decision tasks can be defined, but these two have been used most frequently in the study of probabilistic information processing.

To describe the structure that people might use to encode probabilistic information, I have employed symbolic list structures made up of hierarchical property lists. These property lists are derived from the encoding of information presented to the decision maker, together with information that he or she generates as part of the elaboration and decision making process. Each property on the list consists of two elements, a name for the property, followed by a description or value for the property. The description may itself be a property list, which gives rise to the hierarchical nature of the structure. An example of a simple structure for a task using quantitative information is shown in Table 1; further details are given in Pita (Note 3). The form of the structure was chosen for convenience in defining computer routines, not to embody any strong psychological assumptions.

Insert Table 1 about here
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What is important psychologically is the distinction within the structure between populations and samples. I have assumed that in both prediction and inference problems the distinction between parameters of a population and statistics of a sample is the foundation of subsequent problem solving and decision making activity. Of course, these particular words are not necessarily those that a person would use in describing his or her own knowledge. However, insofar as it is difficult to distinguish between the sample and the population, the decision problem will be difficult to solve.

In some decision tasks, information about population and sample is presented separately, so constructing a representation that keeps population and sample properties distinct presents no problem. In other cases, however, information about the population may not be given directly. In daily experience it is very rare that we are told explicitly what the characteristics of a data generator might be. In these cases it is necessary for a person to infer properties of the population from information that is contained in the sample. Such tasks require a person to engage in abstraction, i.e., incorporating into the representational structure information that has not been presented directly.

The process of abstraction is one that has interested psychologists concerned with a number of different phenomena. A theoretical concept that has been employed to describe the end product of abstraction is a "prototype." The term is convenient, although its definition has been variable, and often imprecise. In studies of recognition memory, Bransford and Franks (1971) and Franks and Bransford (1971) assumed that a prototype is an abstract scheme that is inferred from the specific information presented in the experiment. The concept was also used by Posner and Keele (1968) and by Reed (1972), for whom a prototype was an average stimulus, defined in a multidimensional space, and again inferred from specific stimulus items.

Not all theorists have agreed that an abstraction process must be postulated in order to explain categorization and recognition memory performance. However, whether or not is is necessary for a theory to postulate abstraction processes that involve the creation of new information is probably another of those issues that is empirically undecidable. It is not even clear that a parsimony criterion argues against an abstraction theory. In constructing theories to account for some of the data in decision tasks, it is easier to account for decision strategies by assuming the existence of an abstraction process than by assuming that the subject stores only a direct copy of the stimulus information.

I have used the term "prototype" to refer to any structure that describes that representation of information about a population that is inferred from samples' information. It is still largely an open question what properties of the population might be abstracted. However, several experiments have suggested that the process of inferring an average value for uncertain quantities is a very general one, and that the estimated population average is a very important part of the prototype. These studies will be reviewed in a later section of this chapter.
Most of my recent research has concerned decisions that are based on quantitative information. In such cases it has appeared that certain unique features of the information also play an important role in a decision maker's strategies. As will be noted later, there is evidence that extreme values for an uncertain quantity, i.e., the smallest and largest values, are especially salient. The extremes are related to decisions based on the sample information. These findings are consistent with data from several other studies, which have suggested the importance of extreme values in learning to use probabilistic and other quantitative information. For example, Brehmer (1970) and Brehmer and Lindberg (1970) have studied how people learn the relationship between two quantitative variables. Some of their results suggest that extreme values for the two quantities are particularly important in determining the learning that takes place.

Potts (1972) studied the encoding of ordinal information. He found that, when subjects answered questions based on this information, the extremes were particularly important in determining how quickly a question was answered: questions involving items from either extreme of the ordering were answered faster. Hence, it appears that the extremes serve as anchor points around which the other quantitative information is encoded.

One other set of findings is important in understanding how probabilistic information might be represented when it is quantitative in form. A number of authors (e.g., Moyer & Landauer, 1967; Potts, 1974) have argued that ordinal and numerical information may be stored in an analog fashion, so that operations using this information are similar to perceptual operations that take place with directly given stimulus quantities. I have found it convenient to assume that quantitative information is encoded in analog form. The theory can then be expressed in terms of processes that deal directly with the quantities, rather than working with the symbolic information contained in numbers. For example, in determining which of two numbers, e.g., 363, 394, is closer to a third number, 371, it may not be necessary to perform any subtractions to obtain the answer.

Decision strategies can be constructed from elementary operations that work with these psychophysical comparisons. A theory of decision making needs to specify the elementary cognitive operations, from which are constructed the various strategies that a person might employ. In constructing computer programs to simulate decision making activity, I have tried to describe the basic operations that seem to be necessary, yet are psychologically plausible. Some of them have been suggested by the work of others who have dealt with more elementary tasks involving quantitative information (e.g., Buckland & Gillman, 1974). However, there is clearly a need for more systematic study of the elementary processes involving quantitative information.

---

Table 2 lists the quantitative operations that have been used in constructing models of decision strategies. Each operation requires certain quantities or other information to be active in short term.
memory. These operations have so far sufficed to provide explanations of observed behavior; I make no claim, however, that they are exhaustive. The operations were defined so that they fit into a simulation language written in LISP (Pitt, Note 2). It may be seen that some operations generate new quantities out of old information, while some operations return the value True or False after comparing two quantities. It should be noted that these functions work with internally represented quantities, not symbols. Hence, for example, EQUALP tests to see if two quantities appear to be of the same order of magnitude. These predicate functions require a level of precision for their operation, the setting of which can be an important part of a decision maker's strategy.

Especially important in dealing with quantitative information is the operation WAVEAGE (form the weighted average of two quantities). This operation is necessary to account for the importance of the averaging process in many decision tasks (see below). Whether it is an "elementary" operation, in the sense that is not composed of other, more basic operations, is not clear. Moreover, I have not been able to construct models for any information integration task without it. The importance of the averaging process in probabilistic information processing has been emphasized by several authors (e.g., Lichtenstein, Earle, & Slovic, 1975; Shanteau, 1975). Algebraic models of averaging behavior have been widely studied (see Anderson, 1974). Typically, these studies have either sought content effects in subjective averages, or have compared averaging with additive models of information integration. However, there seems to have been no attempt to examine averaging mechanisms from the point of view of cognitive theory.

Given the prevalence of the averaging process, this is unfortunate. The operations that use the quantitative information must be incorporated into a control structure. The control mechanisms that I have employed are production systems for defining decision strategies. These production systems work with information that is held in short term memory, assuming a structure for the information like that in Table 1. I have described operation of the production systems in more detail elsewhere (Pitt, Note 2, Note 3). Examples of the use of production systems for representing theoretical ideas are given by Pitt (1977) and Pitt (Note 3). These examples are not complete; a great deal remains to be done in showing how various kinds of information processing can be modelled in this way.

**Methods Used to Study Decision Making Under Uncertainty**

By definition, the study of decision making presupposes that the principal response of interest is a person's choice. In the simplest case there are only two alternatives, say, A1 and A2. The subjects must predict which of two samples is more likely to be generated from a single population, or must infer which of two populations has generated a single sample. The function of a theory of decision making is to explain how the response was generated, in terms of the information that preceded the choice, and other variables that might be relevant. The success of a theory that attempts to predict which response will be generated may be limited, since a
If the response is binary, a 35-item, yes/no scale was used to determine the degree of belief or uncertainty that accompanies a person's response. Suppose that two different decisions have been made. It is then possible to determine which of the two choices was made with greater certainty. One way of doing this is to have a person give numerical ratings, such as probability estimates. However, a difficulty with the rating procedure is the unavailability of suitable scales of uncertainty. In one study we found that the probability judgments given to subjects assessing the probability of various events could be made with greater certainty. In order to overcome this problem we proposed an arbitrary ordering of decisions in terms of difficulty. However, it is easy to see that this arbitrary ordering of difficulty can be used to determine the probability judgments given directly. To overcome this problem it is possible to ask subjects to assess directly which of two decisions was made with greater certainty. In order to do this we proposed the following procedure. In 1977 I used a computer-controlled procedure in order to generate a rank ordering of decisions. The resulting rank ordering was then used to determine the probability judgments given directly. A difficulty with this procedure is that the probability judgments given directly were not as good as the probability judgments given indirectly. However, it is easy to see that this difficulty can be overcome if the probability judgments given indirectly are not used. When the information consists of data from continuous variables, other methods are available for extracting more accurate information from the decision maker. The methods involve either analyzing the data or adjusting the data to fit the data.
which a person's decision would change from favoring one population
to favoring another. It may be assumed that the decision rule consists
of dividing the range of values for \( X \) into a small number of regions,
so that within each region the decision would be the same. In the sim-
pIest case, there would be only two regions, which could be uniquely
defined by a single cutoff. There are a number of methods for esti-
mating the cutoff value. One approach is to estimate the value statis-
tically from a number of binary decisions for varying values of \( X \).
A second approach is to ask the decision maker to generate numerical
values for the cutoff directly. It has been reported recently by
Rubov and Healy (1977) that there are no systematic differences in
the decision rules employed under these two conditions. The equiva-
cence of statistical estimates and direct estimates was also observed
in a dissertation by Barrett (Note 1).

A third technique for assessing cutoff values uses an iterative
procedure similar to that employed in assessing indifference regions
in a prediction task. The value of \( X \) for a given decision can be modi-
fied so that it converges on the cutoff value. This procedure has
been employed with success in a recent study by Judy Engler and me,
in which we used normal distributions for \( X \) that varied in both mean and
variance. When both means and variances are different, there can be two
cutoff values, extreme values of \( X \) in either direction may suggest the
population with the larger variance. In our study, an iterative procedure
was used, first, to determine whether the subject was using one or two
cutoffs, and second, to infer the location of the cutoff.

All of the procedures discussed so far are concerned directly
with a person's choice, and perhaps with the level of uncertainty
that accompanies the choice. Other indications of how a person pro-
cesses information can be found by examining that person's memory for
the information. When a theory makes predictions about the kind of
information that will be used for decision making, it is not difficult
to extend the theory to make predictions about the ability to recognize
information after the decision has been made. In one experiment (Fits,
1976), I used both recognition and recall tasks to determine what informa-
tion had been used in an inference task. In another study, Hamiltc
and Fits (1977) used a recognition task to assess hypotheses about the
abstraction process when people encode information for use in a pre-
diction task. In general, hypotheses about the information processing
involved in any decision task can often be validated by examining the
information that subjects observe and subsequently remember.

A Brief Review of Some Experimental Results

Procedures discussed in the previous section can be used to
determine what information is extracted from a sample and stored as
part of the decision maker's knowledge. However, since knowledge be-
comes evident only through behavior, such a determination is often
made difficult when a person does not use all of the information that
has been stored. In our experiments we have assumed that, when a re-
relationship is found between the sample information and characteristics
of the decision maker's responses, then that information must have been
stored in some fashion. However, if no relationship is found, we can-
not necessarily complete; the information was not encoded and stored. There have been a number of studies in which information is apparently used for solving one problem but not for others.

The purpose of recent experiments has been to determine whether behavior exhibited in decision tasks can be accounted for by the processes listed in Table 2. First, we discovered how accurately people can use probabilistic information: Shing, Metzce, and Terpening (1976) employed participants in a decision task, presenting sequences of sample information from a population whose size was given. Knowledge of the population was inferred from the predictions, as in the procedure described in the previous section for assessing subjective tertiles. The inferred tertiles were found to be systematically related to characteristics of the sample information, particularly to measures of central tendency. There was an appropriate, but somewhat inaccurate, use of variability; in addition, skewness and modality of a distribution were recognized and used by the subjects in making their predictions.

These results were encouraging with respect to people's ability to use probabilistic information, but did not indicate how information about central tendency, variability, and other distributional properties might be stored. One possibility is that knowledge consists only of memory traces for individual items of sample information. Alternatively, properties of the population may be inferred from the sample information, a process I have referred to as abstraction of prototypes. One experiment designed to distinguish between these possibilities was conducted by Hamill and Pitz (1977), using a recognition task in addition to the prediction task. After subjects had seen the sample information, further values were presented, and subjects were asked whether or not these values had been included in the sample. Two important results were observed: First, confidence that an item of information had been seen earlier increased for values close to the middle of the sample distribution. Second, there was an increased ability to discriminate old information from new information at the extremes of the sample distribution; the smallest and largest values contained in the samples were recognized with greater accuracy than more central values. We also found that the recognition confidence judgments were related both to the variability and the skewness of the distribution. We concluded that information about the central tendency is abstracted as a prototype. However, it also appears that certain critical features of the sample information are stored directly; these distinctive features are the extreme values, the smallest and largest that are observed.

These results confirm the theoretical ideas presented earlier. The abstraction of average values in a simple process that is readily employed whenever subjects believe that it might be relevant. Further confirmation came from an extended study of the prediction task (Pitz, 1977), for which a model was constructed from the operations described in Table 2. The results supported the model. An alternative assumption, that for each value of a quantity there exists a subjective probability that is related to the frequency of occurrence of the value, was not confirmed.
Based on these data, I am reasonably confident that the process of inferring central tendencies is important in the processing of probabilistic information. It is a process that can be carried out easily and comfortably with the analog operations of Table 2. However, the issue of how a person represents knowledge about variability (and other distributional properties such as skewness) is less clear. It is possible that measures of variability are inferred and stored as part of the prototype, along with information about the central tendency. The elementary operations described previously can be used to generate information about variability by finding the difference between each value and the current average value, and taking the average of these differences. However, such a procedure would place a fairly heavy load on short term memory, and hence is unlikely to occur as a spontaneous strategy. It is also possible that information about variability could be stored as separate memory traces for individual items of information. However, if this were the only information available to a decision maker, it is difficult to see how he or she could develop a strategy for relating the information to predictions. A third possibility is that people use information about the central tendency, together with their knowledge of the extreme values. The difference between the two extremes provides information about variability, the location of the central tendency relative to the extremes provides information about skewness. Strategies relating this information to decisions would be fairly easy to develop.

A recently completed experiment by Jody Engleart and me was designed to discover whether subjects abstract and store information about variability that goes beyond their knowledge of the smallest and largest values for a quantity. We used an inference task in which an iterative procedure was used to infer the cutoffs that a decision maker might use. The relationship between the cutoffs and various properties of the sample information was explored. We found that some, but not all subjects did use information about variability which was independent of information about the extreme values. The results are consistent with the view that these subjects did abstract measures of variability. Other subjects showed no evidence of using any information about variability other than the extremes. The process of inferring sample variability using the operations listed in Table 2 would require a relatively large amount of cognitive effort, especially since, in the inference task, subjects must store information about two populations. It is likely that the subjects were selective in their encoding. Different subjects exhibited different kinds of selectivity, leading to individual differences in the encoding of information. On the other hand, we observed very few differences in encoding by a single subject as a function of how the information was presented. (Values were either shown simultaneously for each sample, or in random order, one item at a time, or in rank order, from smallest to largest value.) It appears that once a person has developed a strategy for encoding the information, that strategy does not change with variations in the information display.

The process of inferring and using central tendencies, and per-
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A more appropriate strategy for such a problem is to compare the deviation of each value from the population mean, and to aggregate these deviations. However, when such a strategy is modelled from the operations of Table 2, it requires more use of short term memory than does an averaging of all sample values; this may explain why representativeness occurs. It would also explain why there are fewer errors in part (b), since assessing variability requires more use of short term memory than does assessing central tendency.

One important property of the information encoding process is that it is not fixed. For example, in one experiment (Pitz, 1976) I compared performance in decision making, frequency estimation, and memory tasks, using the same information for each task. When subjects were required to remember the information, specific items were recalled better than they were in the decision and frequency estimation tasks. However, performance on the letter tasks exceeded that which was possible on the basis of specific information remembered in the memory tasks. These results suggest that subjects were encoding other information of direct relevance to the decision or frequency estimation task.

For the decision task it seems that the subjects' strategy was to maintain in short term memory their currently favored hypothesis, using specific information to revise this hypothesis, and otherwise forgetting the details of the information. Other task differences in encoding were observed by Rehlin and Pitz (1977). One group of subjects was given only a recognition task, using the same inform...
sion as that used in other conditions. While all subjects showed evidence of abstracting information about central tendencies, the group using recognition tasks did not show superior recognition for the extreme values. Apparently the encoding of such critical features occurred only in the decision task, when this information was presumably perceived as being relevant.

Because encoding strategies vary as a function of task differences, the encoding should be modifiable by changes in the task setting that might alter the choice of strategy. Suitable changes in the wording of a problem, or in the context in which the problem is presented, or in the sequence of problems presented, can all affect the decision maker's strategy. This conclusion is already well established in studies of problem solving. One recent demonstration that is relevant to the present discussion is a study by Meyer (1978), who examined the encoding of quantitative information in tasks similar to those used by Pink (1972, 1976). He found that the strategies reported by Pink were dependent on the way in which the problem information was presented. Since, in the case of decision making, some strategies may be normatively more appropriate than others, we may be able to improve decision making by extending these results to decision making tasks.

I have been particularly interested in the degree to which heuristic processes can be modified through changes in the encoding of the problem. In a number of cases I found (Note 3) that suitable changes in the wording of a problem, or in the way in which problems are presented can reduce the biases that occur. For example, the problems illustrated in Table 3 induce incorrect responses because the subjects tend to encode information in terms of sample means and standard deviations. However, it is possible to induce more appropriate encodings, in which the deviations of individual values from the population mean become more salient, by giving subjects a list of questions using single values, such as those shown in Table 4. Most of the subjects who made errors in Part (a) of Table 3, and who were then given the questions in Table 4, eventually answered correctly a final test question. A series of other experiments showed that the encoding of a problem can be changed by making more salient those features of the problem that are relevant to a correct response. A similar finding has been reported recently by Evans and Dutilh (1977). Ken Hady and I have recently conducted an experiment in which we have shown that these changes can be documented by recording the kind of information reviewed by subjects as they study the problem.

These changes in a person's representation of the problem confirm the hypothesis that decision strategies are quite labile, and subject to change with alterations in a person's perception of the task. The basic operations described earlier can be combined to produce a possibly infinite number of different strategies for processing probabilistic information. These strategies will differ,
course, in terms of the load they place on short term memory, and in
the time they take for production of a response. Hence, strategies
that are simplest in these terms are likely to be most readily avail-
able. However, if other strategies are more appropriate from a norma-
sive point of view, it should be possible to encourage or train
people to use them.

There are many ways in which human judgment and decision
making are inconsistent and inappropriate. However, once we know
how a person interprets a problem, what he or she is trying to do, and
what mechanisms are available for achieving this purpose, we may be
in a better position to improve the rationality of his or her behavior.
We might do this by changing a person's perception of the task. We
might also teach strategies that are more appropriate to the task,
but which are within the limits of a person's cognitive capabilities.
One of the most interesting, as well as useful, future developments in
the study of decision making might be in the area of teaching strategies
to decision makers. If the strategies are designed to be consistent
with known cognitive operations, there is a greater chance that they
can successfully be learned and applied.
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The correct method for assessing the likelihood of each observation
is more complex, and depends on whether the values given in
the problem have been rounded or strictly continuous. However, taking
the deviation of a value from the population mean gives an approximation
that is close enough for most cases.
Table 1
Example of Property List Constructed for Decision Task

<table>
<thead>
<tr>
<th>Operation</th>
<th>Active Quantities</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENCODE</td>
<td>None</td>
<td>Generate quantity corresponding to current stimulus value.</td>
</tr>
<tr>
<td>VALUE</td>
<td>None</td>
<td>Assign label to quantity X.</td>
</tr>
<tr>
<td>NAME</td>
<td>X</td>
<td>Assign label to quantity X.</td>
</tr>
<tr>
<td>DIFFERENCE</td>
<td>X Y</td>
<td>Generate quantity equivalent to difference between currently active quantities.</td>
</tr>
<tr>
<td>LARGER</td>
<td>X Y</td>
<td>Activate label of larger of two quantities.</td>
</tr>
<tr>
<td>SMALLER</td>
<td>X Y</td>
<td>Activate label of smaller of two quantities.</td>
</tr>
<tr>
<td>WEIGHT</td>
<td>X Y</td>
<td>Generate a quantity that expresses X and Y as a relative weight.</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>X Y W</td>
<td>Generate a quantity that is a weighted average of X and Y, using weight W.</td>
</tr>
<tr>
<td>EQUAL</td>
<td>X Y</td>
<td>True if X is (approximately) equal to Y.</td>
</tr>
<tr>
<td>LARGER</td>
<td>X Y</td>
<td>True if X is larger than Y.</td>
</tr>
<tr>
<td>SMALLER</td>
<td>X Y</td>
<td>True if X is smaller than Y.</td>
</tr>
</tbody>
</table>

Note: Each quantity is part of a structure that uses the quantity as the value for some property on a property list. The label referred to in the table is the name of the property.
### Table 3

Problems Illustrating the Representativeness Heuristic

Population Mean is 150  
Standard Deviation is 30

(a)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>142</td>
<td>141</td>
</tr>
<tr>
<td>146</td>
<td>148</td>
</tr>
<tr>
<td>148</td>
<td>153</td>
</tr>
<tr>
<td>149</td>
<td>157</td>
</tr>
</tbody>
</table>

(b)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>148</td>
<td>138</td>
</tr>
<tr>
<td>149</td>
<td>145</td>
</tr>
<tr>
<td>150</td>
<td>154</td>
</tr>
<tr>
<td>152</td>
<td>162</td>
</tr>
</tbody>
</table>

Note: In each case the task is to choose the more likely sample.

### Table 4

Problems Designed to Eliminate the Representativeness Heuristic

Population Mean is 150  
Standard Deviation is 30

(a)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>142</td>
<td>141</td>
</tr>
</tbody>
</table>

(b)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>149</td>
<td>148</td>
</tr>
</tbody>
</table>

(c)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>146</td>
<td>146</td>
</tr>
<tr>
<td>157</td>
<td>157</td>
</tr>
</tbody>
</table>

(d)  
<table>
<thead>
<tr>
<th>Sample A</th>
<th>Sample B</th>
</tr>
</thead>
<tbody>
<tr>
<td>148</td>
<td>153</td>
</tr>
</tbody>
</table>

Note: In each case the task is to choose the more likely sample value.
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Information Processing Theory:
Some Concepts and Methods Applied to Decision Research

One approach to cognition that has attracted wide interest in psychology is Information Processing Theory (c.f. Newell & Simon, 1972). A specific focus of the information processing approach has been the study of human problem solving. Information processing models of problem solving describe behavior in terms of the interaction between the individual's cognitive system, the task environment as defined by the researcher, and a third component, the problem space. This last component of information processing models refers to the internal representation of the task environment used by a particular subject. While the problem space will be related to the task environment as defined by the researcher, Simon (1978) stresses that a subject's particular problem space "must be distinguished from the task environment." Once a problem representation has been constructed, it will profoundly affect the subsequent performance of the problem solver.

Research in cognitive psychology has led to a number of generalizations about behavior. Perhaps the most important generalization is that the active processing of information is a serial process that occurs in a memory of limited capacity, duration, and ability to place information in more permanent storage. Consequently, people appear to keep the information processing demands of complex problem solving tasks within the bounds of their limited cognitive capacity by utilizing heuristics which are highly adaptive to the demands of the task.
A number of researchers, including myself, feel that the information processing theory approach to cognition, outlined above, has the greatest potential for helping us to achieve a better understanding of the psychology of decision-making. This chapter will explore a few of the conceptual issues and methodological considerations which I believe represent important points of contact between Information Processing Theory and the study of decision making. The first parts of the chapter will focus on the general concept of problem space formulation and representation. The understanding of problem spaces has been stressed in problem solving research and may be critical in decision research. For example, Kahneman and Tversky (1979 a,b) suggest that many anomalies in risky choice may be due to how choice problems are initially coded, edited, and represented by the decision maker. The following sections of the chapter will make contact with the methods of cognitive psychology as well as with other concepts. Simon (1956) has stressed that it is not enough just to adopt a set of suggestive metaphors from Information Processing Theory: a researcher must also adopt research tools adequate to develop and test information processing models of behavior. The last part of the chapter contains a suggestion for research that combines a concern with the conceptual issue of problem space formulation with the process tracing method of verbal protocols.

**Problem Representation**

My initial efforts to examine decision behavior involved risky choices (Payne & Braverman, 1971). Since the study of how people choose among gambles has also been one of the most active areas of decision research (Slovic, Fishchoff, & Lichtenstein, 1977), I will use that task environment to begin our discussion of Information Processing Theory and decision research.

The traditional way of describing gambles has been as probability distributions over outcomes, usually money. Choices among gambles could then be viewed as choice among probability distributions (Arrow, 1951). Such a description represented the task environment as defined by most researchers. That's fine as far as it goes. However, little or no attention was paid to the cognitive representation actually used by the individual decision maker. The result has been a variety of models which have concentrated on the moments of the underlying distributions as the determinants of choice among gambles. The predictive success of the moment models has been mixed. Models based on the means and variances of the distributions have been reasonably accurate in predicting overall statistics of decision making. On the other hand, a number of recent studies have demonstrated behavior that was inconsistent with such models (Lichtenstein & Slovic, 1973; Tversky, 1969).

Slovic and Lichtenstein (1969) suggested an alternative way in which gambles might be conceptualized by decision makers. In the simplest case, they proposed that a gamble could be described by its location on four basic risk dimensions—probability of winning (PW), amount to win (AW), probability of losing (PL), and amount to lose (SL) (p.1).” Slovic and Lichtenstein went on to suggest that the way in which decision makers combined these risk dimensions into a judgment would be affected by information processing considerations.

The concept that subjects respond to gambles in terms of a set of basic risk dimensions was examined in two related studies (Payne & Braverman, 1971; Slovic and Lichtenstein, 1969). These studies utilized simple gambles, each of which consists of independent win and lose gambles.
Slovic and Lichtenstein (1968) employed parallel gambles such that for each standard two-outcome gamble there was a dummy gamble which displayed the same stated probabilities and payoffs, and was therefore equivalent in expected value but different in variance. Similar responses to standard and dummy gambles were found with both bidding and choice response modes. Payne and Braunstein (1971) utilized pairs of dummy gambles which were equivalent in both expected value and variance and therefore which differed from each other in terms of the displayed probability and outcome values. Subjects had significant preferences between such pairs of gambles. Alternatively, when preferences among pairs of dummy gambles that differed both in the risk dimensions and in the first and second moments were considered, expected values and variances still could not account for the choices. Together, these two studies support the concept of risk dimension and preference judgments.

The concept of explicit risk dimensions has also been applied to the study of the perception of risk by Slovic (1967) and Payne (1975). Using a correlational technique, Slovic found that "perceived risk was determined primarily by the probability of losing [p. 22]." Payne (1975) expanded upon that result using an alternative experimental procedure based on pairs of specially constructed three-outcome gambles. The risk dimensions, probabilities of winning and losing, and amount to be won or lost, were different for each gamble in a pair, but the expected values and variances were approximately equal. The probability of losing was again found to be most important in determining perceived risk.

Slovic (1972) used the results of Payne and Braunstein (1971) and Slovic and Lichtenstein (1968) to propose a principle called "concreteness." The idea was that a "decision maker tends to use only the information that is explicitly displayed in the stimulus object and will use it only in the form in which it is displayed [p. 14]." A similar concept has been advanced by Aschbrenner (1972). Kasielke (1975) explicitly tied the work described above to a hypothetical construct concerned with the internal representations or problem spaces generated by subjects of risky choice. Kasielke stressed performance in the choice task, perhaps as compared to a normative model, would depend on the problem representation used by the decision maker. Several factors which might affect the problem space formulation, such as the way in which probability information was made available, were suggested.

The question of the nature of the problem space representations of gambles might be related to work in cognitive psychology concerning the effect of perceptual processes of interactions between stimulus dimensions (Gerner, 1976). Gerner distinguishes between integral and configural stimulus dimensions on the one hand, and separable stimulus dimension on the other. Selective attention to the dimensions of a stimulus is not possible when the dimensions are integral or configurational, but is possible when the dimensions are separable. Choice models which result from the traditional description of gambles as probability distributions appear to treat the dimensions of probability and amount as integral or configurational. It may be more appropriate, however, to treat these dimensions as separable. Evidence supporting the idea that the probability of winning and amount to win may be coded and treated as separable dimensions is provided by Tversky (1969). He found that the way in which subjects responded to simple gambles of the form (a, b, c) where a represented the amount to be won and p represented the probability of winning, was affected by the dimension...
ability along each of the dimensions. See also Tversky (1972).

It should be noted, however, that the question of whether or not the dimensions used in risky decision tasks are in fact separable or integral is still open.

The importance of this possible connection between risky decision making and the effects of stimulus dimensions on perceptual and cognitive processes lies in the understanding that might be gained concerning the coding and editing processes in choices. For example, discriminability of dimensions across stimuli is a recognized determinant of performance in perceptual tasks involving separable dimensions. A variety of other determinants of perceptual judgments, such as stimulus range, are also well known (e.g., Carner, 1976; Crowder & Lockhead, 1973) and may help us to build a theory of the coding and editing processes in complex decision behavior.

To illustrate, the importance of factors such as stimulus range in perceptual judgments suggests that aspects of the overall choice set, and not just the dimensions of each separate alternative, may affect choice behavior. Support for this idea in risky choice was obtained by Payne and Bubnowski (1971). They found that preferences between the gambles in a pair were related to the probability relationship within the gamble in a choice set. This led Payne and Bubnowski to suggest a two-stage model of risky choice. The first stage involved problem evaluation. The evaluation was based on the probability relationship within gambles, and was thought to reflect a judgment by the decision maker on whether he or she was faced with an attractive (\(PW > PL\)) or unattractive (\(PW < PL\)) set of options. The second stage was a direct comparison and choice stage using a lexicographic choice process. The ordering of dimensions was assumed to be contingent upon the outcome of the evaluation process. When \(PW > PL\), an attempt was made to maximize the amount to win. If the amounts were equal within a pair, the probability to win was used as a secondary criterion, and the gamble with the greater probability to win chosen. When the opposite relationship held (\(PW < PL\)), the gamble with the lesser probability to lose was chosen.

The context effect involving the probability relationships within the gambles of a choice set, has also been found in studies by Payne (1975) and Ramo (1976). The latter study, for example, also involved pairs of duplicating gambles. Ramo reports that when the probability to win was "favorable" subjects were inclined to select the gamble with the greater amount to win but when probability to win was "unfavorable" subjects were more inclined to select the gamble with the lesser probability to lose in every case.

In spite of this empirical support, it is clear that the Payne and Bubnowski model is not a general model of risky choice. However, the model does serve to illustrate a theory of decision behavior based on many of the issues contained in information processing type models. The evaluation stage can be thought of as part of a process of problem space formulation. The choice rule is of a heuristic nature. The decision to some extent situation dependent. Finally, there is an implicit sequence of operations.

This last idea that the response of an individual to a choice or judgment problem will involve several stages of processing is becoming increasingly popular (Robinson & Tversky, 1978 a,b; Montgomery & Everwood, 1976; Park, 1978; Wright & Harboush, 1977). It is also an idea that can easily be traced back to Simon (1957). It does, however, represent a
departure from most decision research which has described a subject's
processing activities in terms of a single-phase model (Wright & Barbour,
1977).

The trend toward a more dynamic view of human cognition is clear
(Posner, 1973). Such a perspective, however, would appear to call for
methods designed to provide data on the sequential (time-ordered) behavior
of subjects. The next sections of this chapter will discuss how two
methods derived from Information Processing Theory, the analysis of
information acquisition behavior and verbal protocol analysis, might
provide such data for decision researchers.

Process Tracing

The information processing approach has also led to the development
of new methodologies for psychological research. Examples include new
methods for observing behavior, called "process tracing" and computer
simulation.

Monitoring Information Acquisition

Essentially, the process tracing technique involves setting up the
decision task so that the subject must view or select information in a way
that can be easily monitored. Data can be obtained on what information
the subject seeks, in what order, how much information is acquired, and
for what duration information is examined. Several methods for monitoring
information acquisition behavior have been used to study decision making.
For example, the recording of eye movements have been undertaken by Rosso
and his associates (Rosso & Rosen, 1975; Rosso & Donker, 1975; Rosen &
Rosenkoetter, 1976), and by Van Raaij (1976). This research has identified
how processing strategies may vary as a function of the interdependence
of stimulus attributes (Rosen & Rosenkoetter, 1976). Support has also
been obtained for the hypothesis that subjects use binary processing as
a strategy in multi-alternative choice situations (Rosso & Rosen, 1975).
Finally, evidence of the use of heuristics, such as the counting of the
number of dimensions favoring each alternative, in binary choice decisions
has been obtained (Rosso & Donker, 1975).

Collecting eye-movement data is conceptually a straightforward method
of obtaining process information. Unfortunately, there have been several
technical problems associated with eye-movement recordings. First, the
apparatus has been expensive and often cumbersome and uncomfortable for
the subject. In order to obtain great enough accuracy of resolution in
recording the eye fixations, the head of the subject often has been
immobilized through the use of a bite bar or some other restrictive device.

When a CRT terminal has been used, the amount of information that was
displayed was limited both by the size of the display screen and by the
need to keep the information spaced far enough apart to preclude peripheral
processing. Many of these technical problems, however, are in process of
being overcome.

Information acquisition has also been monitored by presenting subjects
with decision tasks in which they must explicitly search for information
about the available alternatives. The information is usually presented
to the subject in the form of an array with the alternatives listed across
the top and the attribute names listed down the side or vice versa.
Each cell in the array, or matrix of information, contains the value for
the appropriate alternative and attribute. The value is hidden until the
subject explicitly seeks the information. Subjects are permitted to
acquire as much or as little of the information as they wish prior to reaching a decision.

The technology used in explicit information search experiments has varied considerably. The earliest, and simplest, procedures have involved the use of information boards (e.g., Jacoby, Cheesman, Weigl, & Fisher, 1976). Recently, computer-controlled information retrieval systems have been employed (e.g., Payne & Braumstein, 1978).

The study by Payne and Braumstein (1978) will serve to illustrate how the monitoring of information acquisition behavior can be used to test hypotheses about how individuals process information into a decision.

**Information Search and Risky Choice.** The predominant information utilization rules in decision making have assumed a compensatory or trade-off process. An example of such a rule is in the area of risky decision making in the information integration model of Anderson and Shanteau (1970), which is expressed by the following equation:

\[ R = W_w S_w + W_L S_L \]

where \( R \) is the theoretical response and \( S_w \) and \( S_L \) are the basic places of information in a risky decision. Anderson and Shanteau argue that this information corresponds to subjective values of the risk dimensions \( W_w \) and \( W_L \). \( W_w \) and \( W_L \) represent measures of the importance of the sources of information to the response. The weights are assumed to be subjective functions of the probabilities, \( P_w \) and \( P_L \). This model is derived from a general theory of information integration in judgment (cf. Anderson, 1974).

As Anderson and Shanteau point out, their model is similar in form to the subjectively expected utility model that has often served as a normative standard against which behavior could be compared (Slovic, et. al., 1977). However, the weights in the integration model are more general than subjective probabilities and do not have to sum to 1.0. In addition, Anderson and Shanteau have stressed that the fundamental purpose of the model is to describe the human thought processes involved in risky decision making, not prescribe them.

The information integration and similar models are not explicit about how decision processes would relate to information acquisition behavior. Three very plausible implications, however, can be identified. First, the decision maker would use an interdimensional search strategy. That is, search and evaluation would be within a gamble and across dimensions. Such a strategy is in contrast to the interdimensional strategy which has been observed in several studies of decision making (e.g., Bettman & Jacoby, 1976; Payne, 1976; Russo & Buscher, 1975). Second, the decision maker would process the information in a certain order. Specifically, information integration would imply that the acquisition of an item of information about a probability dimension would be followed by the acquisition of an item of information about an amount dimension, or vice versa. In contrast, a decision maker might process both probability dimensions and then both amount dimensions. The Payne and Braumstein (1971) model of risky choice assumes a subject would evaluate both probability dimensions within a gamble before evaluating additional information. Third, a decision maker would search a constant amount of information when using a compensatory decision process. On the other hand, a variable amount of search for information across alternatives has been shown to be consistent with certain heuristic noncompensatory decision strategies (Payne, 1976). For example, the elimination-by-aspects model (Tversky, 1972) implies both a variable and intradimensional pattern of search.
These processing implications of the information integration model, and those of other decision rules, were examined by presenting twenty-five subjects with a series of risky choice problems that involved an explicit search procedure. The stimuli were twelve sets of three-outcome gambles. Within the twelve sets of gambles, four sets contained two gambles, four contained four gambles, and four contained eight gambles. The number of alternatives available had been previously shown to affect the likelihood that subjects would use compensatory as opposed to non-compensatory decision processes (Payne, 1976). The information search procedure involved a computer terminal connected on-line to a PDP-11 computer. The gambles were displayed in a matrix format on the screen of the terminal. Subjects could acquire one piece of information about one gamble at a time, e.g., probability to win for gamble A. Selecting a new item of information resulted in the previous item being erased, but subjects could go back and recheck an item if they wished. This procedure provides data resembling that acquired by an eye-movement procedure, but allows for more complex decision displays. The order and amount of information examined by each subject was recorded. Also recorded were the amount of time between information requests (search time), the time between the last information request and the subject's indication of a choice (decision time), and the gamble finally selected. Five of the subjects also provided verbal protocols.

Results showed that the amount of variation in information searched per gamble increased as the number of gambles increased, some gambles were eliminated after only a limited amount of search. An increase in number of gambles also led to a decrease in the proportion of total available information searched, and a change in the pattern of search.

There was more intradimensional search as the number of gambles increased. Together, the results indicate that as the number of gambles in a choice set increases, subjects become less likely to employ a decision strategy consistent with the class of information integration models.

The results in terms of the pattern of information acquisition across the four basic risk dimensions, PM, SW, PL, and SL, also suggested a number of subjects may have employed processing rules other than those implied by the class of information integration models. Out of the 300 search patterns exhibited by the subjects (25 subjects x 12 decision problems), 126 search patterns involved the processing of information about both probability components of the gambles and then the amount components, or the reverse. In contrast, the information integration model implies that information is processed either within the win component of a gamble (PM & SW) and then within the loss component of a gamble (PL & SL), or the reverse.

Information Processing Theory stresses the need to pay attention to the behavior of individual subjects (Simon, 1976). Table 1 provides a classification of subjects on the basis of search patterns. The eight subjects classified as having primarily win/loss, interdimensional, and constant patterns of search appear to be individuals whose behavior is consistent with an information integration, or perhaps expectation, type of model. Additional support for the view that these eight subjects used these types of processes was obtained by calculating the average length of an interdimensional sequence of processing. A strict expected value process, for example, should show a sequence of three interdimensional
single-step transitions, i.e., probability to win of gamble A followed by amount to win of gamble A followed by probability to lose of gamble A followed by amount to lose of gamble A. Furthermore, the average length of the sequence should not vary as a function of the number of alternatives available. The average length of sequence for these eight subjects for the two-, four-, and eight-alternative choice situations was 2.77, 2.64, and 2.64. Only one subject, showed inconsistent sequence length of 3.63, 1.18, and 1.83 for the two-, four-, and eight-alternative situations.

Although the focus of the Payne and Braunstein (1975) experiment was not on the final choice response, it is also interesting to compare the final choices made by the eight subjects with information integration or expectation types of search patterns with the choices of the other 17 subjects. Each subject in this study faced four situations that contained sets of gambles with unequal expected values. For the eight subjects with information integration or expectation types of search patterns, the mean numbers of choices consistent with the maximization of expected value was 3.23. The mean number of choices consistent with the maximization expected value for the other 17 subjects in the study was 1.30. A test of the difference between the two means, t = 4.36(23), was significant (p < .01). This apparent agreement between a standard measure of the end product of the decision process and the measures of decisional behavior serves to validate the methodology and classification of subjects employed in this study.

Next consider the six subjects who exhibited primarily intra-dimensional and variable patterns of search involving either probabilities/amounts or wins/losses. Payne (1976) suggested that individuals whose information search is characterized as sequentially intra-dimensional and of variable depth may be using an additive difference process to select between two alternatives, and an elimination by aspects process to select among multiple alternatives. An examination of the average length of the sequences of interdimensional processing for the six subjects classified as having interdimensional and variable search patterns given in Table 1 supports this view. As the number of alternatives available increases, the average length of an interdimensional processing sequence increases. The fact that the average length of sequence for the four- and eight-alternative choice situations is substantially larger than 1.0 indicates that these subjects were using some sort of standard revision version of the additive value model suggested by Rouse & Rouse (1975) as a way of dealing with a multi-alternative choice problem. Instead, the length of the sequences of interdimensional processing suggests that these subjects may have used the heuristic interdimensional processing rule elimination-by-aspects (Thurley, 1972). It is interesting to note that the subjects who were classified as having interdimensional and variable search patterns have an average processing sequence length shorter than the subjects who were classified as having interdimensional and constant, search patterns. The relatively short sequence of interdimensional processing, together with the variable search pattern, is consistent with either a conjunctive type process or the contingent processing model proposed by Payne and Braunstein (1971).

The reasons for these individual differences are not clear. The individuals who processed information in terms of the wins and losses, for example, may have been using the probabilities as weights to be applied to the outcomes of the gambles. This would be consistent with the
information integration model. It is also possible that some of the
subjects may have possessed some knowledge that would have led to
an expectation approach to decision making. Some support for such an
effect has been found by Schoemaker (1977). He found a positive relationship
between the amount of statistical training of undergraduates and the
estimate to which high values seemed consistent with expected values.
On the other hand, Lichtenstein, Slovic, and Tversky (1969) found that telling
people about the expected value concept did not lead to a significant
increase in the use of that concept as a guide to action. Our knowledge
of how knowledge already possessed by a decision maker influences his or
her decision processes is still limited.
A possible explanation for the processing of the probability to win
and the probability to lose together and then the amount to win and the
amount to lose together may involve the issue of dimensional commonness raised by Slovic & MacPhail (1974). It may be that comparing the two
probabilities dimensions of a gamble and then comparing the two amount
dimensions is easier than attempting to integrate probability information
with amount information separately for the win and lose components. In
other words, the "chunking" process may be easier for commensurate dimensions.
This explanation is only speculative, but it does suggest an important question:
what happens as the complexity of a risky alternative is increased through
increases in the number of outcomes and probabilities? The problem space
formulation is likely to be affected, but how? A variety of mechanisms
might be used by a decision maker to simplify such a task. For example,
outcomes with very small probabilities might be ignored (Slovic,
would be for the decision maker to treat all outcomes below a certain
level as similar. That is, a decision maker might establish a target
level of return (Fishburn, 1977) and combine all the probabilities
associated with outcomes below that level into one composite probability
of failure to meet the aspiration level. An Lehmann and Tversky (1979,
a, b) note, the manner in which complex options are reduced to simpler
ones is yet to be investigated.
Another important individual difference was whether a subject
 tended to process information in an interdimensional fashion or in an
intradimensional fashion. This sort of difference has appeared in
several studies of individual search behavior (e.g., Bettman & Janiszewski,
this difference has been offered in terms of individual differences in
how the decision maker represents the knowledge he or she acquires
about the alternatives in a decision task (Payne, 1976).
The study just discussed is part of a series of process tracing
studies of decision making (Carroll & Payne, 1977; Payne, 1976; 1976; Payne & Brownstein, 1977). Most of these studies also recorded some
form of information search data. Results have been pretty consistent in
indicating that a given decision maker would use a variety of decision
rules contingent upon the demands of the task. This contingent processing
pattern fits in with the view of decision behavior as a multistage process.
The response to task characteristics would seem to call for at least a
control or evaluation stage prior to the application of a particular
choice rule. The Payne and Brownstein (1971) model is of this type.
Several of the chapters in this volume also cite evidence for task contingent decision processes (Ehrensen & Konecni; MacCrimmon, Stebbins, & Vehring; Pitts; Wallsten). However, the strongest evidence for multistage processing is provided by studies using another process tracing method.

Verbal Protocols

The best known process tracing technique is the collection of verbal protocols. In the method, a subject is simply asked to give continuous verbal reports, "to think aloud," while performing the task. The verbal protocol is then treated as "a record of the subject's ongoing behavior, and an utterance at time t is taken to indicate knowledge or operation at time t" (Newell & Simon, 1972). Note that this method of research is designed to provide information on the sequential (time ordered) behavior of subjects. To the extent that decision behavior does involve multistage processing, verbal protocols may be a valuable tool for developing and testing models of that behavior.

As a method for obtaining psychological data, the collection of verbal reports is an old idea in experimental psychology. For researchers such as Wundt and Titchener, introspection, the trained observation of the contents of consciousness under controlled conditions, was the method of investigation in psychology. However, the introspective method was virtually abandoned in twentieth-century America because of criticisms by Watson and other behaviorists directed at the objectivity of the method as a basis for a scientific psychology. It is interesting to note that Watson apparently was prepared to accept verbal reports as data ("verbal behavior") when they were verifiable and repeatable. (See Marks & Billis, 1963, for an extensive historical discussion of the introspective method and the behaviorist criticism.)

Unfortunately, the apparent parallel between verbal protocol analysis and introspection has undoubtedly discouraged some modern experimental psychologists from adopting the verbal protocol technique of process tracing (Hayes, 1968). It is important, therefore, that the distinctions between verbal protocol analysis, and introspection and other types of verbal data be made clear. First, subjects under the process tracing strategy are naive about the theoretical constructs of interest to the researcher. In contrast, highly trained subjects (sometimes the researcher himself) were used to generate introspective data. A related point is that in collecting verbal protocol data, the subject is not asked to theorize about his behavior. Instead, the subject is asked "only to report the information and intentions that are within his current sphere of conscious awareness" (Newell & Simon, 1972). The researcher, not the subject, is supposed to do the theorizing about the causes and consequences of the subject's knowledge state.

Another distinction between verbal protocol analysis and other forms of verbal data is the emphasis of the former on the collection of protocols during the actual performance of the task rather than through later questioning or interviews. This emphasis relates to the concern with obtaining measures of behavior over time. In contrast, the collection of verbal reports after the response has been the traditional method of obtaining verbal data in psychology.

This last distinction is crucial, for the controversy of what subjects can verbally report has reemerged many times. Hibbert and Wilson (1977) recently argued that people have little or no ability to directly observe and verbally report upon higher order mental operations that result in a response of some kind. While the research they review is impressive in
supporting their argument, the fact that the evidence is derived entirely from verbal reports collected after the responses limits its relevance for evaluating the process tracing technique of verbal protocols. On the other hand, the evidence from years of research on human problem solving behavior does indicate that protocol data can serve as a valuable basis for model building. Obviously more research is needed to determine the quality of information about cognitive processes that can be provided by verbal protocols collected in various task environments. In that regard, one hypothesis that can be derived from Billett and Wilson is that protocols collected during the performance of tasks where strong norms of behavior exist may be less informative about individual cognitive processes. For a further discussion of Billett & Wilson, see Smith and Miller (1978).

As a final note, while protocols provide a method for collecting a relatively high temporal density of decision data, there is no a priori reason why the verbalizations of a subject should provide a complete record of the subject's state of knowledge at every moment (Nowell & Svenon, 1977). To illustrate this point, Payne (1976), found that protocols from a risky choice task contained an average of 1.7 words per second. Such a density is similar to the density of words per second found in problem solving studies. However, it still seems like a rather low density of data given how much we suppose can go on in a few seconds of thinking. Protocols therefore, like other forms of behavioral data, will only provide partial information about the cognitive processes of an individual.

Examples of the use of verbal protocols in decision research are provided by Betzner (1970), Clarkscow (1962), Kleinman (1968), Montgomery (1976), and Svenon (1974), as well as by several studies I have undertaken (Carroll & Payne, 1976; Payne, 1974, 1976, and Payne & Braunstein, 1977).

Of special interest are the indications in several of the protocols collected in the studies cited above that, more than one choice rule within the same choice problem. To illustrate, the protocol of one subject which clearly shows a combination of decision rules is presented in Table 2.

The protocol is from a subject faced with a 12 alternative (apartments) choice problem (Payne, 1976). The protocol indicates that the subject first used a strict elimination-by-aspects process to eliminate alternatives. The subject reduced the choice problem from 12 alternatives to eight alternatives, and eventually to just a pair of alternatives. At that point, the protocol shows the decision maker shifting from an elimination-by-aspects procedure to what appears to be an additive difference strategy. Eventually, after directly comparing the final two alternatives, the subject chose apartment 3. The protocol of other subjects collected by other researchers also give indications of similar combinations of decision process (e.g. Svenon, 1976).

______________________________
Insert Table 2 about here
______________________________
A model based on the protocol in Table 2 has been developed. The model consists of three subroutines in a general choice program: (1) an elimination of alternative process, (2) a compensatory comparison process, and (3) a control process that selects decision processes on the basis of an evaluation of the structure of the task. The detailed structure of this particular process model is presented in Figure 1.

The model has been coded in BASIC and seems to generate sequential behavior that corresponds fairly closely to the actual sequential behavior of one subject. The model and the development and testing of computer models of decision behavior based on verbal protocols are discussed further in Payne, et al., (1978).

The idea contained in the model, that an early stage in a complex decision process might involve the reduction of alternatives has been suggested by a number of researchers on both theoretical and empirical grounds (MacCrimmon, 1968; Montgomery & Svenson, 1976; Park, 1978; Wright & Barbour, 1977). The general rationale seems to be that such a procedure provides a way for the decision maker to simplify a complex choice task.

While limited in generality, the model presented in Figure 1 illustrates the use of a number of concepts from cognitive psychology in explaining decision behavior. There is an explicit recognition of the importance of a task determinant, number of alternatives. Also consistent with research on human problem solving, is the presentation of at least two decision rules as complementary. The model also suggests that a decision maker stores information about the decision alternatives in the form of list property structures. This type of knowledge representation is widely used to build theories of human cognitive processes. Finally, the model describes decision making in terms of a dynamic process.

In that regard, the interactive structure of routines C9 and E9 is particularly interesting. If the elimination process represents a simplification mechanism, then the structure of the model suggests that the problem space may be modified several times during the course of the decision. Howell and Simon (1972) have stated that "the problem space and the specific set of methods used will need not remain constant through a whole problem solving attempt [p. 950]." Montgomery and Svenson (1976) seem to suggest a similar possibility in their structure for decision processes. That structure provides an ordering of decision rules on a continuum of cognitive effort. What is interesting, in that the structure also appears to allow for changes in the representation or problem space at different points in time. In particular, the level of metric representation of dimensional values may change. That is, the decision maker's sensitivity to differences in values might change over time. Park (1978) refers to a similar process as "cognitive articulation," or more generally as cognitive categorization. It might be assumed that early in the decision process the sensitivity to dimensional values would be more crude. A decision maker might, for example, code all the values presented by different alternatives on a particular dimension into either a satisfactory or unsatisfactory category (Simon, 1955). Later, perhaps after some of the alternatives have been eliminated, the decision maker might refine the cognitive categories on the same dimension (Montgomery &
Svenson, 1976; Park, 1970). However, Wright (1975) has suggested that
decision makers may apply decision rules in such a way as to imply a less
sensitive representation of dimensions later in the process.

Finally, the multistage and contingent processing view of decision
making being developed may help us to resolve an apparent contradiction
in the literature. Linear compensatory models have done a good job of
predicting choices among simple gambles. On the other hand, the theory
and results of cognitive psychology along with several studies of
decision making suggest the widespread use of other processing rules.

In particular, Simon has pointed out that it is hard to reconcile the use
of heuristics in problem solving with the use of additive models in deci-
sion making. The resolution of this contradiction appears to be in
theories of the kind criticized by Kahneman and Tversky (1979 a, b). Subjects
will first seek to simplify decision problems. This can involve simplifi-
cations through the coding of information and the screening and reduction
of alternatives, among other mechanisms. Sometimes such mechanisms will
lead directly to a decision. At other times, the subject will be left
with a model of the task that allows for compensatory processes. In these
cases, subjects will try to minimize the trade-off among dimensions.

A Comparison of Methods

As might be expected, there are differences of opinion as to whether
monitoring information search should be preferred over verbal protocols as
a method of collecting process data. Russo and Rosen (1973) argue that
eye-movement records are better because "They are unobtrusive, detailed,
and difficult to misrepresent." These claims may be true, although it is
not clear how unobtrusive eye-movement recording has been given the
apparatus used. Nevertheless, Rosen (1970) has raised the valid point
that verbal protocols require an extra response by the subject, i.e., the
generation of a verbal description of the thoughts that occur to the
subject. Most eye-movement recording techniques do not require such an
extra response. More generally, Russo has posed the question: "Does
generating a verbal protocol alter the primary process in important ways?"
This question was examined in two studies of decision behavior (Carroll &
Payne, 1977; Payne & Brannstein, 1977). The results seem to indicate that
the verbal protocol procedure slows down the process slightly but does
not change it fundamentally. A similar effect for verbal protocols has
been suggested by other researchers (e.g., Bamberger & Grove, 1966).
Other evidence indicating that the collection of verbal protocols does
not alter judgment behavior is provided by Johnson (1970) and Montgomery

Problems with the information search method include the fact that it
focuses exclusively on the subject's use of objective, external information.
The method does not easily allow for insights into a decision maker's use
of information stored in internal memory. Verbal protocols, on the other
hand, can provide data on both external and internal search behavior.
For example, some data on external search behavior may be acquired through
examination of when and how often different aspects of the decision
alternatives are mentioned by a subject. Another problem is that informa-
tion acquisition methods provide little or no indication of when and if the
information being acquired is actually being processed. Information
acquisition studies also usually require the decision task to be more
structured. This may present a problem as decision researchers attempt
to do more "real-world" research. For a further comparison of process
tracing methods, see Payne, et.al. (1978) and Russo (1970).
These process tracing methods are still being developed. It is clear that each method has a number of problems associated with its use. However, the experience of other areas of cognitive psychology suggests that the process tracing approach would be a valuable complement to more traditional model-fitting approaches to the study of decision behavior.

A Suggestion for Research

This last section of the chapter will briefly suggest how a process tracing approach could be used to study the problem space construction and editing that may represent the initial stages of an individual's response to a decision situation.

The suggestion is derived from work by Hayes and his associates (Hayes & Simon, 1976; Hayes, Waterman & Robinson, 1977; Simon, Hayes, & Simon, 1977; Simon & Hayes, 1976). The idea is to collect data from the point at which the subject is first exposed to the task instructions up to the time he or she begins to work on the task. Note how this procedure differs from the typical psychological experiment: Usually, the subject is introduced to the task through instructions and given an opportunity to practice on some examples. Data collection doesn't start until we are sure the task has been completely understood. Within such a paradigm, there is no opportunity to discover the processes used to generate a problem space (Simon, 1976).

At least two variations of the Hayes and Simon approach exist. The first is to collect standard verbal protocols from different groups of subjects who have been given different but isomorphic problem instructions. That is, the same problem is diagnosed in different words. Systematic differences in the responses to isomorphs can provide clues to the manner of problem formulation (Hayes & Simon, 1976). The second procedure is to read the problem instructions to subjects, one sentence at a time. Subjects are then asked to make relevance judgments about the problem text; what parts are relevant, irrelevant, or uncertain (Hayes, Waterman, & Robinson, 1977).

The work on problem solving demonstrates that the nature of the problem representation depends on the precise wording of the problem text. For example, behavior with respect to a problem depends on the ordering of the sentences in the text (Hayes et al., 1977). In addition, Simon (1978) cites research suggesting that sensitivity to the precise wording of the text depends on the skill or experience level of a subject.

This suggests the value of a program of research in decision behavior that would apply these methods and findings from cognitive psychology. Decision makers could be presented with relatively complex problems in the form of written decision cases of the kind often used by business schools. Using one or both of the protocol methods described above, it should be possible to track how information is abstracted from the written text, and how that information is turned into a simplified model of the decision task. For example, one might expect that simple variations in the wording of the instructions might cause a decision maker to organize his problem space around attributes or goals on the one hand, or around alternatives on the other.

Conclusion

The recognition of the importance of psychological concepts is increasing in both normative and descriptive decision research (Slote, Fishbein & Lichtmanstein, 1977). This chapter has tried to further the
Footnotes

1 For a recent example of how problem representations can affect probability estimates, and a discussion of public policy implications, see Fischhoff, Slovic, and Lichtenstein (1978).

2 For more details on the different measures of search behavior, see Payne and Braunstein (1978).

3 Abelson (1976) references a personal communication from Anne Twersky that also conceives of decision making in terms of a single comprehensive program consisting of many special components. In addition, Newell and Simon (1972) have argued that the representation of human problem solvers in terms of a set of basic functional clusters of methods "to be used separately or in mixtures appears both parsimonious and provocative."

Table 1

<table>
<thead>
<tr>
<th>Content of Search Across Materials</th>
<th>Sequence of Search</th>
<th>International Depth of Search</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilities / Utilities</td>
<td>One subject</td>
<td>Two subjects</td>
<td>(-1.21, 2.64)</td>
</tr>
<tr>
<td>Two subjects</td>
<td>One subject</td>
<td>Four subjects</td>
<td>(-1.21, 2.64)</td>
</tr>
<tr>
<td>Eight subjects</td>
<td>One subject</td>
<td>Four subjects</td>
<td>(-1.21, 2.64)</td>
</tr>
<tr>
<td>One subject</td>
<td>One subject</td>
<td>Four subjects</td>
<td>(-1.21, 2.64)</td>
</tr>
</tbody>
</table>

Notes: The numbers in parentheses are the average length of the search sequences for the subjects in each of the 12 categories for the two-, four-, and eight-alternative choice situations, respectively.
Integration of decision research with the mainstream of psychology through a discussion of how information processing concepts and methods might help us understand decision making. More work in this area seems warranted.
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Table 2

Protocol for a Subject Selecting among 12 Apartments

<table>
<thead>
<tr>
<th>(A) Protocol</th>
<th>(A) Protocol (continued)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Let's just see what the rents are in all the apartments first. The rent of A is $140. The rent of B is $130. The rent of C is $170.</td>
<td>Kitchen facilities in A are poor. In A poor. In B poor. In J fair, and In N they're good. Oh, J is. N have better kitchen facilities than A and B. And everything else is about the same. So eliminate those two. And, decide between these two.</td>
</tr>
<tr>
<td>um, $170 is too much But, if the other ones aren't</td>
<td>...</td>
</tr>
<tr>
<td>But right now I'll look at the other ones. ...</td>
<td>...</td>
</tr>
<tr>
<td>I'm going to look at landlord attitude. In N it's fair In L it's poor. B it's fair, and A it's good. So, one of them ... is poor. So that's important to me. ...</td>
<td>...</td>
</tr>
<tr>
<td>... I'm not going to live any place where it's poor.</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Figure</td>
<td></td>
</tr>
</tbody>
</table>
| C0: Evaluation of decision task complexity C1: If number of alternatives greater than two then Goto C2: If number of alternatives exactly two then Goto C3: Goto R0 E0: Elimination process E1: Search list: dimensions for first (next) most important dimension (D), if end of list then Goto C8. E2: Set goal: eliminate by dimension (D0). E3: Search list: alternatives for first (next) alternative (A), if end of list then Goto C8. E4: Search environment for dimension (D, value) for alternative (A). E5: Search memory for list: acceptable dimension (D) values. E6: If dimension (D, value) on list: acceptable values then Goto E2, else mark alternative (A) eliminated and remove from list: alternatives. E7: Goto E2 D0: Direct comparison process D1: Search list: alternatives for first alternative (D) and next alternative (Y). D2: Set goal: comparison (X) and (Y). D3: Search list: dimensions for last (next) most important dimension (D), if end of list then Goto D6. D4: Search memory for dimension (D, value) for alternatives (D) and (Y), if not "avoids/" search environment for dimension (D, values) for (D) and (Y). D5: Compare dimension (D, value) for alternative (X) and dimension (D, value) for alternative (Y) with ordered list: acceptable dimension (D) values. If dimension (D2) values equal then Goto D3, else if dimension (D value) for alternative (X2) higher than dimension (D value) for alternative (Y) then respond -- alternative (X2) better, and increment overall worth of alternative (D) by relative importance value of dimension (D2) from list: dimensions, else respond -- alternative (Y2) better, and increment overall worth of alternative (Y). D6: If overall worth of alternative (X2) greater than overall worth of alternative (Y), then respond -- alternative (X) preferred, else if overall worth of alternative (Y2) greater than respond alternative (Y) preferred, else Goto R0. R0: Respond -- No choice Possible.
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An article of faith among students of value, choice and attitude judgments is that people have reasonably well-defined opinions regarding the desirability of various events. Although these opinions may not be intuitively formulated in numerical (or even verbal) form, careful questioning can elicit judgments representing people's underlying values. From this stance elicitation procedures are neutral tools, bias-free channels which translate subjective feelings into scientifically usable expressions. They impose no views on respondents, beyond focusing attention on those value issues of interest to the investigator.

What happens, however, in cases where people do not know, or have difficulty appraising, what they want? Under such circumstances elicitation procedures may become major forces in shaping the values expressed, or apparently expressed, in the judgments they require. They can induce random error (by confusing the respondent), systematic error (by hinting at what the "correct" response is), or unduly extreme judgments (by suggesting clarity and coherence of opinion that are not warranted). In such cases, the method becomes the message. If elicited values are used as guides for future behavior, they may lead to decisions not in the decision maker's best interest, to action when caution is desirable (or the opposite) or to the obfuscation of poorly formulated views needing careful development and clarification.

The topic of this paper is the confrontation between those who hold (possibly inchoate) values and those who elicit values. By "values," we mean evaluative judgments regarding the relative or...
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absolute worth or desirability of possible events. Such events may be general (being honest) or specific (winning a particular lottery).

Their consequences (or outcomes) may have one or many salient attributes and may be uncertainties or possibilities. Such a broad definition captures just about any task over included under the topics of value, choice or preference, as well as many that would fit comfortably under attitudes, opinions, and decision making. Our discussion is limited to situations in which people are reporting their values as honestly as possible; the further complications of measuring values in the face of strategic behavior are not considered.

The recurrent theme of this paper is that subtle aspects of how problems are posed, questions are phrased and responses are elicited can have substantial impact on judgments that supposedly express people’s true values. Furthermore, such liability in expressed preferences is unavoidable; questions must be posed in some manner and that manner may have a large effect on the responses elicited. Pursuit of the issues raised here can at best alert eliciter and respondents to such impacts, making these effects deliberate rather than covert.

One might hope that such analysis would identify the “right” way to ask such values. To foreshadow our conclusions, we believe that the quest for a right way is, at times, ill-founded. While there are some obvious pitfalls to avoid, instability is often inherent in our values. Rather than trying to circumvent such liability, we should try to exploit the insight it provides into the nature of values, and their formation, change and application.

When and How People Might Not Know What They Want

People are most likely to have clear preferences regarding issues that are familiar, simple and directly experienced. Each of these properties is associated with opportunities for trial-and-error learning, particularly such learning as may be summarized in readily applicable rules or heuristics. These rules provide stereotypic, readily justifiable responses to future questions of values. When adopted by individuals, they may be seen as habits; when adopted by groups, they constitute traditions.

The acceptability and perceived validity of such adages as “honesty is the best policy” and “cleanliness is next to godliness” is to some extent appropriate. As guides to living, they have been subjected to some empirical testing (being clean either has or has not brought satisfaction to oneself, one’s neighbors or one’s ancestors). They are often derived and formulated to be coherent with a wider body of beliefs and values. And they are readily applicable, both because of their simplicity and because the individual has had practice in working through their implications for various situations. Such facility should help to guarantee that people will give similar answers (regarding, say, the importance of cleanliness), expressing the same underlying view, regardless of how the question is posed.

The power of these rules of thumb comes from their development and application to the environments found in a simple and unchanging society with repetitive problems. Their viability becomes quite suspect in a world where the issues are familiar and complex, the old intuitions unprofitable, the old rules untested and perhaps untestable.

Today we are asked to take responsibility for choosing a mate, a job, a family size, for guiding social policy and for adopting or rejecting new technologies. Each of these issues confronts us with greater freedom of choice and more lasting consequences than ever before. They take us into situations for which we have never thought through the
implications of the values and beliefs acquired in simpler settings. We may be unfamiliar with the terms in which issues are formulated (e.g., social discount rates, miniscule probabilities, or megadams). We may have contradictory values (e.g., a desire to avoid catastrophic losses and a realization that we’re not more moved by a plane crash with 500 fatalities than by one with 300). We may occupy different roles in life (parents, workers, children) which produce clear-cut, but inconsistent values. We may vacillate between incompatible, but strongly held, positions (e.g., freedom of speech is inviolate, but should be denied to authoritarian movements). We may not even know how to begin thinking about some issues (e.g., the appropriate tradeoff between the opportunity to dye one’s hair and a vague, minute increase in the probability of cancer 20 years from now). Our views may undergo predictable changes over time (say, as the hour of decision approaches) and we may not know which view should form the basis of our decision. We may see things differently in theory than in the flesh. We may lack the mental capacity to think through the issues reliably and therefore come up with different conclusions each time we consider an issue.

One possible partition of the psychological states that might accompany not knowing what we want appears in Table 1. Perhaps the most dangerous condition is the first, having no opinion and not realizing it. In that state, we may respond with the first thing that comes to mind once a question is asked. As a defense against uncertainty, we may then commit ourselves to maintaining that first expression and to mustering support for it, suppressing other views and uncertainties. We may then be stuck with stereotypic or associative responses reflecting immediate stimulus configurations rather than serious contemplation. Perhaps the most painful state is to acknowledge having incoherent or conflicted values requiring further analysis.

The states described in Table 1 are determined in part by the actual state of our values and in part by how we assess them in a particular situation. The critical elements of that assessment would seem to be (a) our need for closure, itself a function of the importance of the issue at hand, the need to act, and the audience for our judgments, (b) the depth of the analysis, determined by the thoroughness of the elicitation procedure and our general familiarity with the issue at hand, and (c) our awareness of the problem raised in this paper, i.e., the possibility of not knowing what we want and the power of the elicitor to tell (or hint) us what our values are.

Psychophysics of Value

Finding that judgments are influenced by unintended aspects of experimental procedure and that those influences are worthy of study is an oft-told tale in the history of psychology. Indeed, McGuire (1969) describes much of that history as the process by which one scientist’s artifact becomes another’s main effect. Central to this process is the recognition that the effective stimulus cannot be presumed but must be discovered (Boring, 1949). A selective survey of this history appears in Table 2.

While no attempt has been made at more elaborate categorization of these variables, perhaps the critical factor for experimental design has been whether an effect leads to random or systematic variations in the observed judgments. Recognition of systematic effects is, of course, most productive, leading to the identification of basic psychological principles (e.g., the psychological refractory period uncovered by varying speed
of stimulus presentation) or theories (e.g., range-frequency theory derived from effects caused by varying the range and homogeneity of presented stimuli) or design principles (e.g., counterbalancing for situations in which order effects have been observed). The discovery of variables producing random error typically allows little response other than estimation of the size of the effect and the sample size needed to obtain desired statistical power. Although at times noise-reduction techniques may be available (e.g., testing in the morning or providing payment for accuracy), they are usually undertaken with some trepidation for fear of turning a large random error into a smaller systematic one and creating a task very unrepresentative of its real-world analog.

We cite these effects for several reasons. One is because many of them seem to be as endemic to judgments of value as they are to the perceptual context in which they were originally observed. Parducci (1973), for example, has found that judged satisfaction with one’s state-of-life may depend highly on the range of states considered.

Turning to factors that may affect the perceived state of the nation and its institutions, Lichtenstein and Slovic (1973) found that the judged attractiveness of a weak economy is greatly affected by stimulus-response compatibility. The second reason the effects are cited is to set the stage for the following discussion of effects more specific to the judgment of values. Like the phenomena in Table 2, these effects may be considered as today’s artifacts on the way to tomorrow’s independent variables. The third reason is to foresee any pretense of trying to create a scientific revolution. The pattern we are following is a hoary and respected one in the history of psychology: collecting and sorting a variety of documented and suspected sources of liability in a particular form of judgment. By bringing together such a diverse collection of effects we hope to (a) facilitate an appreciation of the extent to which people’s apparent values are determined by the elicitor, (b) provide a tentative organization of effects and the contexts in which they may arise, and (c) explicate the implicit one of these results for various areas in basic and applied psychology.

Overview

If, as Bakan (1973) claims, people have relatively few basic values, producing an answer to a specific value question is largely an exercise in inference. We must decide which of our values are relevant to that situation, how they are to be interpreted, and what weight each is to be given. This inferential process is determined in part by how the question is defined and in part by which perspectives we invoke in solving the inferential problem it poses. Once we have reached a summary judgment, we must decide how strongly we believe in it and in the perspectives upon which it is based.

As outlined in Table 3, the following three sections describe how an elicitor can affect the expression of formulation of values by controlling the definition of problems, the recruitment and integration of perspectives, and the confidence placed in the result of the inferential process. That control may be overt or covert, deliberate or inadvertent, reversible or irreversible. A fourth section is devoted to the topic of irreversible effects whereby the respondent is actually changed by the elicitation process, through having existing perspectives destroyed or new ones created.

Insert Table 3 about here

The notion of an external elicitor is used mainly as a syntactical device to avoid unclear antecedents. Questions of value must be posed in some way. If an external elicitor does not pose them for us, then
we must pose them for ourselves (if only by accepting some "natural" formulation offered by our environment). Indeed, the power of the effects described here may be magnified when we pose problems to ourselves, unless we direct at our own questions the same critical eye that we turn to someone else asking us about our values.

Defining the Issue

Is There a Problem?

Before a question of value can be posed, someone must decide that there is something at question. In this fundamental way, the elicitor impinges on the respondent's values. By asking about the desirability of premarital sex, interracial dating, daily prayer, freedom of expression or the fall of capitalism, the elicitor may legitimate events that were previously viewed as unacceptable or cast doubts on events that were previously unquestioned. Opinion polls help set our national agenda by the questions they do and do not ask. Advertising helps set our personal agendas by the questions it induces us to ask ourselves (two doors or four doors?) and those it takes for granted (more is better).

What Options and Consequences Are Relevant?

Once a question has been broached, its scope must be specified. Boundaries must be placed on the options and consequences to be considered. The lore of survey research is replete with evidence regarding the subtle ways in which these boundaries can be controlled by the elicitor's demeanor and the implicit assumptions and presuppositions in the phrasing of questions (Payne, 1952). There are, it seems, many ways to communicate to a respondent (a) whether the set of possible options is restricted to the named, the feasible, the popular, or the legal, (b) whether new options may be created, and (c) whether the question may be rejected out of hand. The set of relevant consequences may also be shaped to include or exclude intangible consequences (those without readily available dollar equivalents), ethical (versus efficiency) issues, social (versus personal) impacts, secondary and tertiary consequences, means (versus ends), and the well being of nature (versus that of humans). Control may be inadvertent as well as deliberate. For example, what may seem to the elicitor to be irrelevant and dominated alternatives, sensibly deleted for the sake of simplicity, may provide important contextual information for the respondent.

A tempting solution for the elicitor would be to specify the problem as little as possible, leaving respondents to define the sets of option and consequence sets as they see fit. Unfortunately, this approach increases the probability that the elicitor and respondent will be talking about different things without solving the problem of inadvertent control. Indeed, one might even argue that impressive elicitation is the most manipulative of all. For it means that the entire questioning experience is conducted under the influence of the unanalyzed predispositions and preconceptions of the elicitor without even a courtesy warning to the respondent.

"Here are my prejudices, let's try to be wary of them." (Rosenthal & Rosnow, 1969). There is no reason to believe that people will be spontaneously aware of what has been left out or not brought to their attention (Fischhoff, 1977a, Fischhoff, Slovic & Lichtenstein, 1978; Lovins, 1977; Willke & Wilson, 1977; Tribe, Schelling & Youn, 1976). How Should Options and Consequences Be Labeled?

The elicitor's influence on the definition of options and consequences does not end with their enumeration. Once the concepts have been evoked, they must be given labels. As Marks (1977) suggests, in a world with few hard evaluative standards, much symbolic interpretations
may be very important. While the facts of abortion remain constant, individuals may vacillate in their attitude as they attach and detach the label of "murder." The value of a dollar may change greatly if it is called "discretionary funds," "public funds," or "widows' and orphans' funds."

Political scientists have been accused of ideologically biasing their research by describing acts, options and outcomes with terms drawn from neo-classical economics with its particular (mostly conservative) political bias (Ashcraft, 1977). More generally, Karl Mannheim (1936) observed that "the political theorist's most general mode of thought including even his categories is bound up with general political and social undercurrents extending even into the realm of logic itself" (p. 117). Presumably, political scientists' choice of language imposes that perspective on respondents to their surveys and readers of their texts.

While not new, these issues are still troublesome. Furthermore, they cannot be avoided, for some meaning must be given to events, and the meaning generated by the respondent may be even less appropriate than that imposed by the elicitor (Poulton, 1977). When the respondent sees the validity of contradictory symbolic meanings (e.g., abortion both is and is not murder), conflict in meaning cannot be resolved. In such cases, the only recourse is to step back, somehow, and decide on exogenous grounds just what this elicitation session is all about. If necessary, that longer look should come sooner rather than later. Often changes in perspective are irreversible (Fischhoff, 1977b). The psychological impact of an offered interpretation may not be rescindable (try to forget that "this is what I, your mother, want you to do, but decide for yourself" or that "this is your childhood sweetheart's favorite restaurant").

**How Should Values Be Measured?**

After the problem has been structured, the units of measurement must be chosen. It is not difficult to construct options whose relative desirability is changed when the evaluative criterion undergoes any of the following shifts: (a) from profit to regret, (b) from maximizing to satisfying; (c) from the fair price to the price I'd pay, (d) from final asset position to changes in asset position, (e) from the price I'd pay to avoid a delay to the price I'd have to be paid to accept it, (f) from lives saved to lives lost, and (g) from the ratio of benefits to costs to the difference between benefits and costs. As before, choice of units may be specified by the elicitor or left to that mether region created by the "neutral" stance of non-specification.

Moreover, the size of the unit chosen may affect the responses. Unless some help is provided to the respondent (say, through the use of anchor or logarithmic scales), it may be very difficult to express values that range over several orders of magnitude for a given set of stimuli because people find it hard to use either very small or very large numbers (Poulton, 1968).

**Should the Problem be Decomposed?**

Many (or most) interesting questions of value are subtle, complex and multifaceted, with intricate interrelations and consequences. The elicitor must choose between presenting the event to be evaluated as a whole or offering some kind of decomposition. Offering an unanalyzed whole incurs the risk that the respondent will latch on to a single aspect of the problem or treat all aspects superficially, so as to minimize cognitive strain.

Unfortunately, the act of decomposition has consequences besides clarification. One charge leveled against divide-and-conquer strategies

---
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is that they destroy the intuitions of the respondent (Dreyfus & Dreyfus, n. d.). Drawing on the work of Gestalt psychologists and Polanyi (e.g., 1962), these critics argue that people think most naturally and adequately by analogy with past experiences and that all such thought (regarding issues of fact or value) is context dependent. Therefore, any attempt to evaluate separately the attributes of a particular event or designate the importance of attributes in the abstract is likely to produce spurious results. In addition to destroying the respondent’s natural understanding, decomposition procedures may impose a response mode that does not allow people to articulate their understanding of (holistic) value issues.

Furthermore, decompositions are not unique; different cuts may lead to different judgments of the same issue. Sequential evaluations of alternatives has been found to produce different preferences than simultaneous evaluation (Tversky, 1969). Focht and Levine (1978) have shown that the order in which attributes are considered is a crucial variable in determining preference orderings. Some theories of choice (Aschenbrenner, 1978) predict shifts in the attractiveness of simple gambles as a function of their decomposition. Kahneman and Tversky (in press) demonstrated a variety of reversals in preferences depending on whether prospects were considered as a whole or decomposed into two stages. The effective element here was isolating (in the first stage) one sub-outcome that was known for certain. Certain losses and gains are weighted more heavily than uncertain outcomes in determining overall attractiveness.

Finally, as Tribe has argued (1972), decomposition itself typically carries a message. It stresses ends over means. It proclaims the superiority of the elicitor’s overall perspective (and the overall social importance of analysis and its purveyors, Gouldner, 1976). It conveys a message of analyzability or solvability where that may be inappropriate.

Controlling the Respondent’s Perspective

Altering the Balance of Perspectives

People solve problems, including the determination of their own values, with what comes to mind. The more detailed, exacting and creative their inferential process is, the more likely they are to think of all they know about a question. The more that process becomes, the more they may be controlled by the relative accessibility of various considerations. Accessibility may be related to importance, but it is also related to degree of associative priming, the order in which questions are posed, imaginability, concreteness and other factors only loosely related to importance.

One way in which the elicitor may unintentionally prime particular considerations is seen in Turner and Krauss’ (1978) observation that people’s confidence in national institutions was substantially higher in a National Opinion Research Center poll than in a Harris poll taken at the same time when the latter prefixed the confidence questions with six items relating to “political alienation.” Another is Fishchoff, Slovic, Lichtenstein, Read and Combs’ (1978) finding that people judged the risks associated with various technologies to be more acceptable following a judgment task concerning the benefits of those technologies than following a task dwelling on their risks. According to Wildavsky (1966), the very act of asking people for their own personal values may suppress the availability of social values. Indeed, one could speculate that, in general, when conflicting values are relevant to a particular issue, the priming or evocation of one will tend to suppress the accessibility of its counterpart.
Expressed values sometimes reflect the direct application of established rules. Consistency with past preferences is one such rule; cautiousness is another. Whether or not a rule is evoked will depend upon situational cues. As an example of a rule that needed to be evoked before it was used, we have found that most people will prefer a gamble with a .25 chance to lose $200 (and a .75 chance to lose nothing) to a sure loss of $50. However, when that sure loss is called an insurance premium, people will reverse their preferences and forego the $50. For these people, insurance was an acceptable but initially inaccessible rule; without a specific prompt, the sure loss was not seen as a premium.

**Altering the Importance of Perspectives**

Once an ensemble of relevant values has been elicited, some order must be placed on them. This ordering or weighting may also fall under elicitor control. Such control is, in fact, what experimental doses of characteristics are all about: unintentionally telling the subject what to think, what to look at and what is expected. The unintended impacts of elicitor expectancies show the power of inadvertent influence (Rosenthal, 1969). Although Rosenthal minimizes the importance of operant conditioning in such influence, it is not hard to imagine the impact of an incredulous "why" or a quizzical "half as important?" on the behavior of a confused or uncertain respondent. Nor is it hard to imagine how the demeanor of the elicitor might encourage or discourage the weight given to intangible or non-visible values. Converse-Comfort (1977) has shown how reward and criticism can shift people's attention between the costs and benefits involved with a particular event.

One unavoidable decision made by the elicitor that may have great influence on the values that emerge is choice of response mode. Lichtenstein and Slovic (1972, 1973; see also Lindeman, 1971, and Crocker & Flett, in press) showed that people use different cognitive processes when evaluating the worth of gambles in a comparative mode ("which would you rather play?") than they use when judging each gamble separately ("How much do you value each gamble?"). The different processes triggered by the change in response mode lead people to rather awkward reversals of preference ("I prefer A, but attach a higher value to B"). One possible explanation of such reversals, based on related work by Tversky (1972) and Slovic (1975), is that people make choices by searching for rules or concepts that provide a good justification, that minimize the lingering doubts, and that can be defended no matter what outcome occurs (example: "Quality is more important than quantity"). Different response modes increase the importance of different rules. In the gambles example, A offered a higher probability of winning while B promised a greater payoff. Here the preference made may have emphasized that "the stakes don't matter if you're not going to win anyway," while the bidding mode focused attention on the payoff.

Another effect peculiar to choice behavior was found by Slovic and MacPhail (1974), who observed that dimensions common to each alternative had greater influence on choices than did dimensions that were unique to a particular alternative. Interrogation of the respondents after the study indicated that most did not intend to give more weight to the common dimension and were unaware that they had done so.
Choosing the Time of Inquiry

People's values change over time, sometimes systematically, sometimes not. The point in time at which the elicitor chooses to impinge on the respondent will determine in part what the respondent says. Some changes are secular and relatively irreversible. A society and its members may become more or less predisposed to consider environmental values (Marlin, 1977), or equity issues or the rights of women as time goes on. The age distribution in that society as a whole may be shifting, leading to a greater preponderance of young or old people with their characteristic perspectives. By waiting or by hastening, an elicitor has some power to create a different picture of people's expressed values.

Other changes over time, with varying degrees of predictability, are manipulation, satisfaction, cumulative deprivation, increasing risk aversion as one approaches an event, mood changes with time of day, day of the week, or season of the year. Consider people who regularly take stock of the world late at night and whose existential decisions are colored by their depleted body states. Is that value to be trusted or should one rely on the way they value their lives at high noon on a bright spring day? Should an elicitor rely on an auto worker's opinion of the intrinsic satisfaction of assembly-line work on the bus Monday morning or while on holiday and refreshed? In a multiple-play experiment on insurance-buying behavior (Slovic, Fishbein, Lichtenstein, Corrigan & Conbe, 1977), we found that participants who were generally risk seeking shifted to risk aversion on the final round (just before cashing out). Which attitude should we say characterized them? Or might not both of these perspectives be part of the individual's value system?

Any gap in time between judgment of an event and its occurrence may introduce an element of random or systematic variation in people's judgment. Hypothetical judgments of what an event would be like may not capture how it will look in the flesh. The contrast between the limited funds budgeted for rescue operations and disaster relief and the almost unlimited resources made available for a particular rescue is one product of this failure of anticipation, as is our greater readiness to pay for the protection of known rather than statistical lives (Fried, 1969). We know relatively little about people's ability to anticipate the impact that specified future contingencies will have on their perceptions and values—nor which perspective, the anticipated or the actual, is a better guide to action (or true preferences). The scanty evidence we have suggests that sometimes at least it is better to go with one's anticipations if derived in a relatively thoughtful setting (Fishbein, 1978).

Changing Confidence in Expressed Values

The power of values comes from their roles as guides to actions, as embodiments of ourselves, and as expressions of our relation to the world (Krebsch, 1973). It may matter greatly what we think their source to be, how strongly we believe in them, and how coherent they seem. Attitudes towards values may, however, be as labile as the values themselves.

Misattributing the Source

Much of the history of social psychology involves attempts to get people to misattribute the source of their values, by counter-attitudinal role-playing, by exposure to undirected (overheard) conversations, by
conformity pressure, or by inducing social comparison processes. These manipulations lead people to adopt as their own, without critical analysis, attitudes that originated with others (McGuire, 1969a). Cognitive psychology offers some new wrinkles in this misattribution process, showing the ease with which presuppositions are absorbed as facts (Loftus, Miller & Burns, 1978), inferences are confused with direct observations (Harris & Monroe, 1970), mere repetition improves the believability of statements (Nash, Goldstein & Tappino, 1977) and people egocentrically assume that others share their views (Ross, Greene & House, 1977).

Changing the Apparent Degree of Coherence

People will act and press others to act on values in which they believe most deeply. Depth of belief is a function of source, as mentioned, and of the degree to which such values appear to be in conflict. Superficial analysis may create an illusion of confidence in values simpy because conflicting values are not considered. Incoherence in beliefs is typically apparent only when the elicitor adopts or encourages different perspectives. It is easy to avoid taking that extra step, particularly when the respondent is interested in keeping things simple.

Such collusion toward simplicity is encouraged by one implicit message of the elicitation procedures: "This topic is knowable, and after one session, we will both know your values." It is "sullied" by the aura of precision and professionalism fostered by elicitation modes. That aura manifests the can-do, technological-fix, master-of-the-world attitude that characterizes our society (Tribe et al., 1976). Ellul (1969) has argued that one way to control people's minds is to lead them to believe that they can have an opinion on anything and everything. Those opinions will necessarily be superficial, guaranteeing that people will have elaborated, thoughtful positions on nothing. When we ask or answer questions of value a useful antidote to overconfidence might be to recall the effort invested by Nisbett (1971) and his colleagues to produce a reasonably coherent position on just one difficult value issue, social justice.

It is, of course, natural to feel that we are the ranking experts, the final arbiters of our own values. Yet, in order to know how good our best assessment of those values is, we must recognize the extent to which they are under the control of factors that we (as scientists as well as individuals) understand rather poorly.

Changing the Respondent

In most of the effects cited above, the elicitor neither creates nor destroys values, but merely affects the ways in which they are accessed, organized and evaluated. Some effects, however, suggest ways in which the respondent may be irreversibly changed by the questioning procedure, perhaps for the better, perhaps for the worse. These fall into three generic categories. The elicitor may destroy an existing perspective on a value issue, create a perspective where none existed before or deepen the respondent's understanding of the issue at hand or of value questions in general.

Destroying Existing Perspectives

As mentioned, one charge leveled against those who break complex questions of value into more manageable component questions is that their divide-and-conquer strategy destroys the intuitions of their respondent. A generalization of this position might be that any elicitation procedure deviating from the normal way in which judgments are made may erode the respondent's "feel" for the issue at hand. The failure of formal decision-making procedures to attract the loyalty of corporate decision makers has repeatedly been attributed to these individuals' refusal to trade the comforts
of their intuitions for the promise of the formal methods (Harrison, 1977).

Other aspects of an elicitation mode may destroy parts of our "natural" perspective on issues (Barnes, 1976). For example, the dynamic nature of the elicitation procedure, with an elicitant who is reluctant to influence the response, may deprive the respondent of the opportunity to invoke social comparison processes (Yeshaw, 1974). Discussion with others may be a natural part of the way in which many people formulate their judgments. It may also be an effective procedure, perhaps by recruiting additional information and externalizing alternative perspectives that are too difficult to carry in one's head simultaneously.

In these examples, the elicitation procedure may be seen as destroying respondents' natural perspective by depriving them of tools upon which they are accustomed to rely (Edwards, 1975).

Creating Perspectives

An insidious possibility when posing unfamiliar questions to individuals with poorly formulated opinions is covertly creating a perspective where none existed. One possible process for accomplishing this feat is for the respondent to satisfy the elicitant's hunger for a recordable response by saying whatever comes to mind. Once omitted, this associative response may assume a life of its own. The respondent may subsequently conclude "If that's what I said, then that must be what I meant" (Sem, 1972). As shown in studies of counter-attitudinal role playing (McGuire, 1949a), such positions can show a tenacity which is independent of their source or validity (Ross, 1977). The fact that such spontaneous responses are provided in a formal setting with a relatively esteemed listener may heighten such commitment effects, leading to newly invented but firmly held values.

The very fact that one is out of one's depths in such situations makes it quite difficult to get a critical view on this new perspective.

Elicitation may induce people to think about issues they wish to avoid and would have ignored had they not been "bullied" by the elicitant. In some cases, the elicitant cannot be faulted for forcing people to take their heads out of the sand and face the issues implicit in the decisions they must make in any case. The use of decision analysis in medical contexts will create many such situations as physicians and patients are forced to provide explicit values for pain and death (Bunker, Barnes & Hosteller, 1977). In other cases, the elicitant may be asking respondents to abrogate their own rights by telling, say, how much they would have to be compensated for a particular degradation to their environment without offering the response option "a clean environment is non-negotiable" (Brookshire, Ives & Sulsiliz, 1976). In the extreme, the elicitant may be guilty of "anesthetizing moral feeling" by inducing the respondent to think about the unthinkable (Tribe, 1972). The mere act of thinking about some issues in "cold, rational" terms may lead to the legitimization of alternatives that should be dismissed outright.

Deepening Perspectives

While the preceding discussion has emphasized unsavory aspects of the impact of the elicitant on the respondent, there obviously are situations in which the only valid elicitation procedure is a reactive one. Consider a national poll of values on issues relevant to nuclear waste disposal, the results of which will be used to guide policy makers. An individual who has no elaborated beliefs may not be responding in his or her best interest by giving the value the question seems to hint
at. On the other hand, providing no response effectively constitutes disaffirmation. An elicitor might reasonably be expected to help in translating the respondent's basic predispositions into codable judgments whose implications and assumptions are well understood. Surely an elicitor does small service to a respondent with incoherent values by asking questions that tap only a part of those values, particularly if that part might be abandoned (or endorsed more heartily) upon further contemplation.

How might the elicitor deepen the respondent's perspective without unduly manipulating it? One reasonably safe way may be to help the respondent work through the logical implications of various points of view. We presented college students and members of the League of Women Voters with the two tasks in Figure 1. The first asked them to choose between a high-variance and a low-variance option involving the loss of life. The second asked to choose one of three functions as representing the way in which society should evaluate lives in multi-fatality situations. Its instructions (omitted in Figure 1) provided elaborate rationales for adopting each of the three function forms. The predominant response pattern, chosen by over half of all subjects, was Option A in the civil defense question and Curve 2 in the second task. The former indicates a risk-seeking attitude toward the loss of life. The latter indicates a risk-averse attitude. Confronting subjects with this inconsistency allowed them the opportunity to reflect on its source and on their true values.

Many social decisions require people to determine desirable rates for growth or for discounting future costs and benefits. Weisman and Sagaria (1975) have shown that people have very poor intuitions on the cumulative impact of those rates when they are compounded over a period of years. "Neither special instructions about the nature of exponential growth nor daily experience with growth processes enhanced the extrapolations" (p. 416). When issues with compounded rates arise, the elicitor should work through the details of the extrapolations, leaving nothing to the imagination.

A more difficult intervention is to educate respondents about the assumptions upon which their beliefs are contingent. Tougher still is trying to communicate factual information the respondent may not have known or taken into consideration. Kenemuth and et al. (1978) found that residents of hazard-prone areas typically underestimate the likely property damage from floods and overestimate that to be expected from earthquakes. Although there are obvious problems with presenting damage information without unfairly influencing subsequent judgments, it would seem to be a valid input to helping someone evaluate the national flood insurance program. Likewise, just telling people in vivid detail what they may experience in a new job can increase their probability of success and satisfaction (Mitchell & Beach, 1977).

Implications for Respondents

How do we manage to get by with so much incoherence in our beliefs? Why are we not paralyzed with indecision (to the extent that we are aware of that incoherence) or punished by the consequences of acting on conflicting views?

Paralysis seems averted by the non-intuitive nature of the effects described here and the fact that the world seldom asks us more than one question on a given topic. If we are confronted with inconsistency, it is relatively easy to define our way out of contradictions with spurious arguments like "that's different," "things have changed" or "it all
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There is always some extraneous factor that can be invoked to explain a difference. According to Reckless (1973), people experience discomfort at inconsistency in their values only when it hints at incompetence or immorality. For better or worse we are usually spared that experience. Table 4 lists some ways one might deal with incoherence.

An intriguing option is just living with incoherence. In the experiment described in Figure 1, half of the subjects made inconsistent preferences. Of those, half decided to deny the incoherence; most of these offered no argument at all, although some tried to demonstrate an underlying coherence by a deeper analysis of their own preferences (typically, by specifying domains in which risk seeking and risk aversion were appropriate). A more satisfying solution is to think one's way through to coherence. Such analytic resolution might involve devising new, conflict-free options or recognizing that the problem at hand is misstated.

We may escape punishment for acting on incoherent values because (a) day-to-day life affords us much opportunity for hands-on experience that obviates the need for analytic judgment; (b) we are proficient at convincing ourselves that we like what we get (sour grapes, dissonance reduction) and (c) we cannot easily evaluate the outcomes of our decisions (Emmons & Hogarth, 1978; Fischhoff, in press). Unbeknownst to ourselves, we may be stumbling all the time, tripped up by our own inconsistent values. The chaos reigning in our society's attempts to regulate various technological hazards suggests a lot of counterproductive effort (Kates, 1977; Lowrance, 1976).

Implications for Elicitors

The purveyors of formal methods of decision making constitute one group of elicitors. Decision analysts (and economists and operations researchers) not only elicit values, but take the numbers they receive seriously in determining decisions that are (purportedly) in the respondents' best interests. The possibility of instability in values is typically treated by sensitivity analysis. The analyst recalculates the decision model while allowing one value at a time to vary over its range. If the final recommendation is insensitive to changes in each value variable, then the instability is considered to be inconsequential.

Although we have only the rudiments of a theory describing the effect of instability on decisions (Fischhoff, 1976; Fischhoff, in press), some preliminary results suggest that the expected value of continuous decisions (e.g., invest X dollars) is relatively insensitive to shifts in individual values. Thus, even one of the psychophysical effects described in Table 2 might not have much impact. Unfortunately, little is known about how multiple errors compound within an analysis, nor what is the effect of correlated errors. The use of one perspective throughout an analysis (the usual practice) may produce many shifts of response in the same direction. For example, one might consistently deflate the apparent importance of environmental values or reduce the discriminability of values of all sorts.

Whatever the promise of sensitivity analysis, in some contexts it completely misses the point. Many of the effects described here reflect the introduction of distorted perspectives or newly created, possibly foreign, values into a decision-making process. Blanket invocation of sensitivity analysis will not excuse the imposition of an elicitor's perspective on the respondent. When shifts in perspective lead to reversals of preference, sensitivity analysis avoids the real issue of which perspective is, in fact, appropriate. Furthermore, the long-range goal of involving people in decision making should be, in part at least, the creation of an informed electorate (or management). That goal will not be served by a procedure that uncritically accepts people's misinformed ideas.
about their own values.

The resolution of this problem would seem to take one outside the narrow confines of formal decision-making methods. One needs meta-decisions on questions like: Which of several possible inconsistent values is to be accepted? How much education and involvement is needed before people can be treated as though they are expressing their own values? When choosing questions, should axiomatic acceptability be abandoned for the sake of intuitive appeal and ease of response? When parties disagree on an issue, is it fair to adopt a procedure which imposes one perspective so strongly that people are impelled to agree (perhaps with a value that none of them likes)?

A decision analysis that explicitly faced such issues would be much better than those one usually finds today. However, it would be somewhat better protected from the possibility of the whole enterprise collapsing under the cumulative weight of the issues of value lability which it otherwise ignores or finesse. That “new” decision analysis would probably include an explicit acknowledgment of the artful use of a variety of questions and the gentle development of respondents’ opinions, both of which characterize the actual practice of the “old” decision analysis in the hands of its best practitioners.

All elicitors, be they decision analysts or students of judgment, decision making, choice or attitudes, must decide at some point whether or not they have adequately captured their respondents’ values. The usual criteria are reliability and internal consistency (e.g., transitivity). However, where the task is poorly understood because of complexity or unfamiliarity (e.g., preferences for shades of gray), consistency of response within a given experimental mode may tell us little beyond the power of that mode to impose a particular perspective or generate a consistent, coping heuristic.

Insight into people’s values may come rather from posing diverse questions in the hopes of eliciting inconsistent responses. If situation-specific cues play a large role in determining what people express as their values, it is the variance in judgment between situations which reveals what those cues may be. Therefore, one would want to start the study of values with methodological pluralism (Royce, 1975) or even Dedalus (Feyerabend, 1975) designed to elicit the broadest range of variation in expressed values. With a large set of possible determinants of value in hand, one can then try to establish their salience, potency and prevalence. This approach has the admirable property of (potentially) turning past morasses into silk purses, for any set of inconsistent results becomes a possible source of systematic variance. Inconsistency in values is treated as a success rather than a failure of measurement, for it indicates contexts defined sharply enough to produce a difference. Indeed, this was the approach adopted by Poulton (1968) in producing his six models for the “new psychophysics.”

Conclusion

Expressed values seem to be highly labile. Subtle changes in elicitation mode can have marked effects on what people express as their preferences. Some of these effects are irreversible, others not; some deepen the respondent’s perspective, others do not; some are induced deliberately, others are not; some are specific to questions of value, others affect judgments of all kinds; some are well documented, others are mere speculation. Confronting these effects is unavoidable if we are to elicit values at all.
In the extent that these effects are real and powerful, they have
different implications for different groups of voters.

If one is interested in how people express their values in the real
world, one question may be enough. That world often asks only one question
(e.g., in a ballot measure). A careful analysis of how an issue is posed
may allow one to identify that question and accurately predict responses.

If one is interested in how people create, revise and express their
opinions, the contrast between different procedures may be a source of
insight.

If one is interested in what people really feel about a value
issue, there may be no substitute for an interactive, dialectical
elicitation procedure, one that acknowledges the elicitor's role in
helping the respondent to create and enunciate values. That help would
include a conceptual analysis of the problem and of the person's social,
ethical value issues to which the respondent might wish to relate.

The most satisfying way to interact with our respondents and
help them make value judgments in their own best interests is to provide
them with new analytical tools. Such tools would change respondents by
deepening their perspective. In the extreme, they could include
relevant instruction in philosophy, economics, sociology, anthropology,
etc., as well as training in decision-making methodology. More
modestly, one could convey an understanding of the basic models for
values (comparative, disjunctive, etc.), of useful heuristics (and their
limitations), of commonly accepted rules of rationality and their
rationales, of common pitfalls, and of new concepts encountered in a
particular problem. Perhaps the simplest and most effective message of
all might be the theme of this paper: consider more than one perspective.

Footnotes

This research was supported by the Advanced Research Projects
Agency of the Department of Defense and was monitored by the Office
of Naval Research under Contract N00014-79-C-0029 (ARPA Order No. 3688)
to Perceptometrics, Inc.

1. These are, incidentally, conditions quite similar to those
cited by Mabey and Bellow (1977) as necessary for valid introspection.

2. However, one shouldn't tout folk or personal wisdom too highly.

3. Even in these settings, people comfortably hold contradictory adages
"Nothing ventured, nothing gained" and "Fools rush in where wise men
fear to tread". The testing procedures for validating such wisdom
leaves much to be desired. People may not realize when experience provides
a test for their well-worn rules and may not remember their experiences
properly when they do consider validity. They may forget a rule's failures
and remember its successes or vice versa. Finally, the translation of
subjective feelings to observable judgments has an unavoidable error
component due to inattention, distraction, laziness and mistakes. Such
error can introduce enough slippage into the opinion evaluation and formu-
lation process to make clarity somewhat difficult.

4. No attempt will be made to document this incomplete list drawn
from various parts of the lore of psychology. Useful references include

5. Kasman and Tversky (in press) provide the most extensive and
insightful discussion of the power of shifts in point of reference,
the principle underlying many of these effects.
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1. These are, incidentally, conditions quite similar to those cited by Kibbey and Bellow (1977) as necessary for valid introspection.

2. However, one should not tout folk or personal wisdom too highly. Even in those settings, people comfortably hold contradictory stories ("Nothing ventured, nothing gained" and "Weird rush in where wise men fear to tread"). The testing procedures for validating such wisdom leaves much to be desired. People may not realize when experience provides a test for their well-worn rules and may not remember their experiences properly when they do consider validity. They may forget a rule's failures and remember its successes or vice versa. Finally, the translation of subjective feelings to observable judgments has an unavoidable error component due to inattention, distraction, lassitudes and mistakes. Such error can introduce enough slippage into the opinion evaluation and formulation process to make clarity somewhat difficult.


4. Kahneman and Tversky (in press) provide the most extensive and insightful discussion of the power of shifts in point of reference, the principle underlying many of these effects.
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5. If true, this criticism would attribute the greatest validity to elicitation procedures that leave options in their most natural form. For example, Hammond's social judgment theory approach (Hammond & Adelman, 1976) in which complete options are judged should be preferred to the Keeney and Raiffa (1976) procedure in which whole options are evaluated but only two attributes are varied at a time. That procedure, in turn, should be preferred to Edwards' (Cardiner & Edwards, 1975) SMART method that forces total decomposition. Ironically, Dreyfus and Dreyfus (n.d.) chose Hammond and Adelman (1976) as a case in point for the flaws of decomposition.

6. These results were not changed appreciably either by changing the degree of elaboration in the rationale given for the choice curves, nor by describing civil defense option B as an action option that reduced the number of casualties (to a small, but definite, number). The civil defense question was posed in nine waves, varying the variance, expectation, and probability of loss with Option A (with B always a sure loss of A's expectation). Option B was never chosen by more than 10% of subjects except in the one case where A specified a .99 chance of losing no lives and a .01 chance of losing 100 lives, while B specified the certainty of losing one life.

7. Perhaps the only way to ensure meaningful citizen participation in public policy issues is to involve a representative group of citizens, like a jury, to follow an issue through the various stages of debate, deliberation, and clarification.

8. Rosebrook (1977) has argued that the elicitors themselves should have more of such training.

Table 1

<table>
<thead>
<tr>
<th>Psychological States Associated With Not Knowing What You Want</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having no opinion</td>
</tr>
<tr>
<td>Not realizing it</td>
</tr>
<tr>
<td>Realizing it</td>
</tr>
<tr>
<td>Living without one</td>
</tr>
<tr>
<td>Trying to form one</td>
</tr>
<tr>
<td>Having an incoherent opinion</td>
</tr>
<tr>
<td>Not realizing it</td>
</tr>
<tr>
<td>Realizing it</td>
</tr>
<tr>
<td>Living with incoherence</td>
</tr>
<tr>
<td>Trying to form a coherent opinion</td>
</tr>
<tr>
<td>Having a coherent opinion</td>
</tr>
<tr>
<td>Accessing it properly</td>
</tr>
<tr>
<td>Accessing only a part of it</td>
</tr>
<tr>
<td>Accessing something else</td>
</tr>
</tbody>
</table>
Table 2

From Artifact to Main Effect

<table>
<thead>
<tr>
<th>Lability in Judgment due to</th>
<th>Led to</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organisms</strong></td>
<td></td>
</tr>
<tr>
<td>Instinctive, laziness, fatigue</td>
<td>Repeated measures</td>
</tr>
<tr>
<td>Habituation, learning, maturation,</td>
<td>Professional subjects</td>
</tr>
<tr>
<td>physiological limitations, natural rhythms,</td>
<td>Stochastic response models</td>
</tr>
<tr>
<td>experience with related tasks</td>
<td>Psychophysiology</td>
</tr>
<tr>
<td></td>
<td>Proactive and retroactive inhibition research</td>
</tr>
<tr>
<td><strong>Stimulus Presentation</strong></td>
<td></td>
</tr>
<tr>
<td>Homogeneity of alternatives,</td>
<td>Classic psychophysical methods</td>
</tr>
<tr>
<td>similarity of successive alternatives (especially</td>
<td>The new psychophysics</td>
</tr>
<tr>
<td>first and second),</td>
<td>Attention research</td>
</tr>
<tr>
<td>speed of presentation, amount of information,</td>
<td>Range frequency theory</td>
</tr>
<tr>
<td>range of alternatives, place in range of first</td>
<td>Order effects research</td>
</tr>
<tr>
<td>alternative, regression effects</td>
<td>Anticipation</td>
</tr>
<tr>
<td>distance from threshold, order of presentation,</td>
<td></td>
</tr>
<tr>
<td>overall extent, ascending</td>
<td></td>
</tr>
<tr>
<td>or descending series</td>
<td></td>
</tr>
<tr>
<td><strong>Response Mode</strong></td>
<td></td>
</tr>
<tr>
<td>Stimulus-response compatibility,</td>
<td>Ergonomics research</td>
</tr>
<tr>
<td>naturalness of response, set,</td>
<td>Set research</td>
</tr>
<tr>
<td>number of categories, halo effects, anchoring,</td>
<td>Attitude measurement</td>
</tr>
<tr>
<td>very small numbers, response category labeling,</td>
<td>Assessment techniques</td>
</tr>
<tr>
<td>use of endpoints</td>
<td>Contrasts of between &amp; within subject design</td>
</tr>
<tr>
<td></td>
<td>Response bias research</td>
</tr>
<tr>
<td></td>
<td>Use of blank trials</td>
</tr>
</tbody>
</table>

"Irrelevant" conceal effects

- Perceptual defenses, experimenter cues, social pressures, presuppositions, implicit payoffs, social desirability, confusing instructions, response norms, response priming, stereotypic responses, second-guessing
- New look in perception
- Verbal conditioning
- Experimenter demand
- Signal detection theory
- Social pressure, comparison
- and facilitation research
Table 3
Ways that an Elicitor May Affect
A Respondent's Judgment of Value

Defining the issue
  Is there a problem?
  What options and consequences are relevant?
  How should options and consequences be labelled?
  How should values be measured?
  Should the problem be decomposed?

Controlling the respondent's perspectives
  Altering the salience of perspectives
  Altering the importance of perspectives
  Choosing the time of inquiry

Changing confidence in expressed values
  Misattributing the source
  Changing the apparent degree of coherence

Changing the respondent
  Destroying existing perspectives
  Creating perspective
  Deepening perspectives

Table 4
Ways One May Deal with Incoherence

Non-resolution
  Ignore incoherence
  Deny incoherence
  Live with incoherence

Empirical resolution
  Collect evidence (see what you like)
  Refer to others
  Like whatever you get

Analytical resolution
  Create new alternatives
  Recognise metaproblem
  Analyze values more deeply, creating or uncovering coherence
Task 1: Civil Defense

A civil defense committee in a large metropolitan area met recently to discuss contingency plans in the event of various emergencies. One emergency under discussion was the following: "A train carrying a very toxic chemical derailed and the storage tanks begin to leak. The threat of explosion and lethal discharge of poisonous gas is imminent."

Two possible actions were considered by the committee. These are described below. Read them and indicate your opinion about the relative merits of each.

OPTION A: carries with it a .5 probability of containing the threat without any loss of life and a .5 probability of losing 100 lives. It is like taking the gamble:

.5 lose 0 lives
.5 lose 100 lives

OPTION B: would produce a certain loss of 50 lives.

lose 50 lives

Which option do you prefer?

___ Option A
___ Option B

Task 2: The Impact of Catastrophic Events

(Two pages of instructions explaining the meaning of the curves preceded the following.)

Please rank the three proposals in order of preference.

- Curve 1
- Curve 2
- Curve 3

Figure Caption

1. Two tasks which elicited inconsistency in values towards catastrophic loss of life.
Know, Then Decide
Gregory R. Lockhead
Duke University

Perhaps the most compelling aspect of the deductive systems used in choice and decision theory is that they are well articulated. The normative models are mathematically sound, the data collection methods are tractable, and there are prescribed ways to get about in our uncertain world. Hence, for people who are assigned the task of decision making, normative models are not only compelling, they can be essential. For the researcher, an important aspect of normative models is that they are easy to disprove if wrong (excepting some linear models whose robustness suggests they account for nearly any findings, see Wainer, 1976) and the variables in the models may be operationally defined.

Normative models proposed as theories of choice have now been studied empirically in some detail. The testable axioms of most of them proposed for use with decision behavior have been treated as hypotheses and evaluated. Unfortunately, the result seems to be that human behavior is not generally consistent with most of the axioms of those models (Lichtenstein and Slovic, 1971; Tversky, 1969; Wallsten, this volume). This produces an enigma. The normative models fully articulate, in a mathematically sound way, what seems to be an appropriate manner for describing decision making, and they function well in predicting the performance of manmade systems. However, the axioms appear to be violated when people are the decision makers. What then are we to do? We cannot scrap the entire enterprise without producing an alternative to replace it. This would be a decision that we cannot improve in decision making and would be inconsistent with most people's introspections (Einhorn and Hogarth, 1978).

Consider the Observer's Perceptions

What seems reasonable, and what is suggested by other papers in this volume, is to apply normative theory to the task as it is perceived by the observer or decision maker, rather than to the task as it is defined by the experimenter. This observation is one reason dynamic decision models have been proposed (cf. Kleiter, 1970; Rapoport, 1975) and is the basis for my comments. Decision models must describe the perceptual and cognitive processes involved in making a choice. The concept of information as it is employed in current normative models is not sufficient to account for many of the behaviors those models are designed to predict. What is necessary is to determine what information people actually use in making choices.

This claim shifts the emphasis from motivation to cognition, or perhaps it removes the distinction between these two, as the psychological basis of a theory of choice or decision. A choice entails a response in light of one's understanding of the world and of oneself. Hence, the problem of choice requires study of how people come to know. This is perception-cognition in the full sense of that field. By this view, some prior work in choice and decision making may have confounded problem solving with decision making. These are two different but intertwined processes; the person seeks information to test against hypotheses for solving problems and, when neces-
ecessary, makes a choice or decision based on the information available. To successfully predict behavior, decision models must incorporate information resulting from problem solving behavior as well as information based on value assumptions.

Many early decision theories did not include the person's perceptions in their formal models. This is clear in the work of Newell & Simon (1972) which asserts we must account for the facts that people are plastic and that different people have different memories. Each person has different capacities and capabilities; these abilities are sometimes employed by the person in a serial system and are always employed in regard to the person's problem space. By this view, problem solving takes the form of a search through the problem space or internal representation of the situation, where the task and the knowledge of the person interact with the "program" he or she uses in arriving at a decision. To add flesh to this structure, Newell & Simon skillfully employ the use of protocols collected during the performance of different tasks. Here we see the use of an introspective method to track analogues to some of the processes involved in problem solving, with the added advantage that any suggested process is open to later test for, at least, consistency of predictions.

The paper by Payne (this volume) is in this same spirit. Payne is concerned with what information the subject uses and how that information is used. He guesses that a situation is often processed differently by the observer than is presumed by the experimenter. He conjectures that, by a process tracing procedure, one might learn what information is being used. The view is that the assumptions of some normative models may not be what are violated. Rather, it may be that the measurements taken by the experimenter are inappropriate. Consistent with this, Pitts (this volume) is seeking to learn how the observer understands an aspect of the situation not usually considered, the variance of stimulus events in addition to some average of those events. This is because we cannot write appropriate normative equations to predict behavior if we do not know the parameters employed by the observer.

There are examples outside of choice theory that also show we need to understand how observers perceive situations. In the field of psychophysics, discriminability and choice between simple events depends on the other events in the stimulus domain. Factors such as context, stimulus range, adaptation, and information feedback are just some of the variables known to affect judgment. For example, two stimuli which are seen as very different from each other when no other stimuli can occur will be confused with each other when more stimuli are added to the set. Moreover, those same two stimuli will be confused increasingly often as the added stimuli are made more and more physically different from the first two (Goldstein and Lockhead, 1973). The categorization of items depends on what other events can occur in the situation. Another difficulty is that an event or stimulus that the experimenter considers as two or more distinct objects can be treated by the observer as a single item, and, conversely, sometimes that which the experimenter treats as a single entity is treated by the observer as two or more independent events (Monahan and Lockhead,
Thus, observers may not, as Payne considers, process stimuli in the manner prescribed by the theory being tested. Sometimes the events considered by the experimenter are not the same events considered by the observer. This allows the suggestion that the observer's behavior might be consistent with the tested theory but that the parameters entered into the equations by the researcher to test that theory are not those parameters used by the observer.

Since context and stimulus properties greatly determine discriminability and categorization, they also greatly determine choice behavior. We cannot predict decisions without knowing how the stimulus situation is perceived, and we cannot assume a priori what it is of the complex environment that observers select. Indeed, we have been unable to discover even a posteriori what information observers use when the stimuli are as simple as rectangles varying in height and width (Glashan, 1975; Krantz and Tversky, 1975; Monahan and Lockhead, 1977). In light of this, we certainly cannot be sanguine in assuming we know what people use in complex situations.

Perhaps process tracing can help us determine what aspects of the stimulus situation are used. Monitoring eye-movements, evaluating protocols, and recording the order in which people request information, may help us infer how experimenter-defined stimuli are actually used. This approach has led Payne to a program to describe the decision process which has three ordered stages:

1. Because of overwhelming information load, some less important processes are eliminated;

2. The surviving alternatives are then compared by dimensions in terms of importance regarding some goal; and

3. The decision is made.

Payne suggests that process tracing might reveal characteristics of how the decision maker stores information and in what order, and that it might reveal dynamic characteristics of the process. Like Newell & Simon, Payne suggests one should study how the problem space (Simon, 1978) is constructed and how it is edited.

Early Stimulation Events are Important

One attractive feature of process tracing is the call for data collection beginning from "the point at which the subject is first exposed to the task instructions ..." (Payne, ms. p. 24). The purpose is to discover processes used by the observer in generating the problem space. In an older language, this is an interest in acquisition, in how the observer comes to understand the situation. Hence, the suggestion is to examine our preconceptions as to what information is essential to a theory. Such examination has been useful in other disciplines and it may help us to better understand decision behavior.

As an example from a different field, it was the case only several years ago that psychophysicists interested in nerve cell behavior discarded their neural response data until the system had "settled down." It had been common procedure to insert a recording microelectrode into nervous tissue and then to probe with a stimulus, say with a steady light moved about to different sites on the retina, until a response occurred at
the electrode. The initial neural response is often a high rate of activity in these situations. Once this "noisy" transient behavior ceased, the experimenter would turn on a recorder to obtain a record of the activity of the fiber in its steady state. This technique was based on the presumption that initial events somehow disturb the normal state of neural events and thus mask the fiber's normal function of reporting the presence and the magnitude of the stimulus. In many single-cell and gross nerve recordings studies intended to determine the functions of neurons and of their associated neurons and receptors, the transient response of the system was commonly ignored. Such a procedure results in easily described data and is appropriate if the task of individual fibers is to mirror the magnitude of the stimulus over time.

Today, this assumption appears unwarranted. Disregarding the transients often means ignoring the important data. Consider Yarbus' (1967) demonstration that a visual stimulus is not seen if there are no temporal illuminance changes on the retina, such as when the retinal image is stabilised. The stimulus is clearly seen when it is first turned on out of darkness, but it disappears completely in less than 2 seconds. This means that the transient in the stimulus is the important aspect for the perceiver. When a temporal change occurs in the system, as when the stimulus is turned on, there is a perceptual response; when no subsequent change in the system occurs over time, as is the case when the image is optically fixed to one retinal size, there is no response and the stimulus is no longer seen. Our normal visual world does not disappear because of the small tremor movements in our eyes that provide continuously moving contours over the retina and, thus, continual transients to the visual system. Since temporal transients are essential to perception, it follows that transients in the neural response are likely to be important. Indeed, the existence of on-off type nerve fibers allows the suggestion that transient activity could be the only important aspect for some functions of nervous systems. To not record and study early events, the transient neural activity in this case, may be to not study that information which the system uses.

A similar conclusion may be available from another discipline. In recording operant behavior, B. F. Skinner does not (excepting early in his career) carefully study what his animals do while being shaped to achieve steady state performance under some reinforcement schedule. But here may lie the major story of how an animal decides that pushing the bar is what pays off. There are marked regularities in the behaviors of animals as they learn about a new environment or task, and these changes in behavior during the training procedure might tell us how the animal decides about his world (see Staddon & Simmelhag, 1971; also recall Tolman's demonstration of hypothesis testing by rats, 1948). A continuous record of the animal behaviors prior to steady state performance is similar to the verbal protocol as used by Simon. During acquisition the subject may reveal what hypotheses are being tested and how he or she moves among hypotheses.
Payne records (his Table 1) that different people acquired information in different ways in his study. This is similar to the fact that different animals do somewhat different things when solving a problem (consider superstitions). In both situations, the past history of each subject was slightly different, or a different aspect of the problem space happened to catch attention first, or a different hypothesis was selected among a pool of nearly equal hypotheses. Whichever might be the case, the early behaviors all show regularity and structure. Process tracing is an attractive technique to abstract these regularities. As a bonus, process tracing may also allow discovery of events not previously considered important in the model or by the investigator.

Pitt's approach is similar to Payne's in this regard: "Once we know how a person interprets a problem, what he or she is trying to do, and what mechanisms are available for achieving that purpose, we may find that the decision behavior is not as irrational as it sometimes appears to be" (Pitt, ms. p. 21). This is why Pitt is interested in learning what the observer knows of the distribution of possible events. If we are to apply normative models based on the use of parameters of distributions, then we must know those parameters which are used by the observers. We need to discover and model what assumptions are made by objects, and what information they maintain, before we can fully predict choice and decision behavior.

Inconsistencies in Value Judgments

Fischhoff, Slovic & Lichtenstein (this volume) demonstrate that people's values can be affected by the interviewer. They also show that it is more difficult to learn individuals' values than many others have thought. I question their guess that today's world presents people with more difficult judgment situations than did the days of yore, particularly in light of problems with sheer survival before antibiotics, fertilizers, looms, electricity, and paternalism. But this is of no substantive matter to their paper. They undertook a difficult task and did it well. Their bottom line is a call to determine values by more than one method. This calls for a methodological pluralism: that, by convergence, might demonstrate what is salient or otherwise important in the judgment process. This search for invariance across situations is the time honored method of science.

One might infer from Fischhoff et al.'s data, as I do, that most people implicitly know a lot about the effects on themselves of making value judgments. The very act of making a judgment affects other held values, and the particular judgment made depends on what information the person has. Thus, it is important to not form a value judgment concerning each new piece of information (see Corbin, this volume), even at the expense of potentially forgetting that information. This is particularly so if the judgments based on the new information require modification of already held values. Hence, the discovery that judgments concerning all known facts were not already formed when the pollster came to the door is appropriate; people "know" this is disadvantageous.

Indeed, Fischhoff et al.'s evidence that the polled person's values change
when a judgment is made argues strongly that opinion surveyors must be cautious and well trained.

Flasheff et al. also report that people are sometimes inconsistent in their decisions, in terms of the predictions of decision models. As described in the discussion of their Figure 1, half of their observers had inconsistent preferences; sometimes the observers were seen to be risk seeking, sometimes risk avoiding. Rokeach (1973) and others have noted that such inconsistencies occur frequently. Yet, one wonders if all such reported difficulties are truly inconsistencies, either in regards to the underlying model or to the observer’s actual behaviors. Rather, perhaps the data sometimes reflect different understandings between the experimenter and the observer concerning the task itself.

To get some sense of this possibility, I attempted Flasheff et al.’s two studies described by their Figure 1, and successfully replicated their results. Most people choose Option A in the civil defense question (10 out of 10 tested people) and choose curve 2 in the catastrophe study (7 out of 10 tested people). I then asked the observers (psychology undergraduates, graduate students, and faculty) on what they based their decisions. In the civil defense case, every observer reported (in different words) invoking a negatively accelerating loss function, the marginal loss of an additional life was reported to become less as the number of people killed increased. This is consistent with the choice of Option A to minimize expected loss.

In the catastrophe situation, several observers reported interpreting the term “catastrophe,” and reported the presence of “N” on the abscissa of the curves, as meaning the entire population could be eliminated. They reported this to be an added element of cost; losing the entire population (the country, the world) adds a component not involved in the 100 lives maximum loss in the civil defense case. By this, the function relating social cost to lives lost may be concave until some new feature, like the end of the world, is perceived to be involved, and then become convex. I cannot know that Flasheff et al.’s observers, or even mine, made these assumptions when choosing alternatives in the study. But if they did, the choices in the studies are consistent with the normative theory and with the observers’ performances. In both cases, the judgments were to minimize expected perceived loss. It is intuitively more pleasing to consider that observers have difficulty perceiving the experimenter’s meaning of complex situations than that they are risk-seeking and risk-avoiding in inconsistent ways.

Whenever we obtain what appears to be inconsistent behavior in studies, we should consider that how people infer the situation may have been misunderstood. The identical information presented in different ways ought to result in common judgments; when it does not could be evidence that the data collection procedures are inappropriate. More importantly, it could provide a method to discover what information people are using. Data collection methods could serve as independent variables, with the judgments as dependent variables, in experiments designed to determine the bases of choice. This is consistent with Flasheff et al.’s recurrent theme “that subtle aspects of how problems are posed, questions are
phrased and responses are elicited can have substantial impact on judgments that supposedly express people's true values" (p. 4). If we do not know how people interpret our questions, we are not in a position to measure values as abstractions from their answers.

As Historical Precedent

A decision or a choice is a categorization. Observers categorize into go or don't go; into mildly pleasant or very pleasant or extremely pleasant; into left or right; etc. A decision is a choice of some alternative, just as is any other categorization or response. Since categorization behavior is a central concern of cognitive psychology, there is considerable precedent for the cognitive emphasis of this conference.

One important precedent is recalled in this section.

In 1955, Bruner, Goodnow & Austin emphasized that what was needed in the analysis of categorizing phenomena "is an adequate analytic description of the actual behavior that goes on when a person learns how to use defining cues as a basis for grouping events of his environment" (p. 23).

Their study was to determine the bases on which a person decides to assign some particular label to an event. Their conclusions were very much like those of Newell & Simon (1972) and of some of the papers discussed in this volume. Bruner et al. discussed concept attainment in much the manner we are now discussing how the observer translates complex information to make a decision. Bruner et al. concluded that decision or classification tasks have at least the following elements:

1. There is an array of instances to be tested that can be charac-

terized in terms of their attributes and attribute values,

2. The person makes a tentative decision concerning the relation between each instance and the criterion task,

3. Information given the observer concerning the relation between that decision and the criterion task used as validation of the decision,

4. The sequence of decisions made is the person's strategy and this embodies certain objectives that can be different depending on aspects of the task, and

5. There are consequences, the payoff matrix, associated with each decision.

From this analysis, it follows that the strategies used will be systematically affected by changes in such things as information load and risk. "If, for example, cognitive strain is increased, one might expect a change in strategy that reduces informational intake and increases risk of failure . . . " (Bruner, Goodnow, & Austin; p. 234). This sounds remarkably like information overload, mostly leading, in their studies, to elimination by aspects. It becomes instructive to read, or to reread, the following several pages in that book. We are told that "Strategies can be located and described . . . and a shift in strategy can also be described and related to changes in the requirement of the task set" (p. 236).

Their method was process tracing. They report that "It is possible . . . to 'get into' the process of concept attainment rather than being limited to evaluations simply in terms of whether a subject succeeds . . . " (p. 236). There are "general tendencies in information-getting and information-using
behavior that are worth especial note . . . people tend to fall back on
cues that in the past have seemed useful." There is the "inability or un-
williness of subjects to use efficiently information which is based on
negative instances . . .:" there is "the tendency to prefer common-ele-
ment or conjunctive concepts and to use (often inappropriately) strategies
of cue searching that are relevant to such concepts" (p. 257). "In gene-
ral, we are stuck by the notable flexibility and intelligence of our sub-
jects in adapting their strategies to the information, capacity, and risk
requirements." (p. 239). "Sometimes subjects were unable to tell us in
any coherent way how they had proceeded although the sequence of behav-

"As a step towards formalizing the description of the series of decisions
that make up a strategy, we have introduced the concept of the ideal stra-
egy. An ideal strategy is basically an analytic device used as a yard-
stick against which to compare the performance of humans and more
situations we set them in . . . the way we would set a computer to do what
the subject appears to be doing . . ." (p. 241); i.e., a normative model.

Bruner et al. go on to make additional points relevant to the issues
of this conference. They report that people often cannot handle all the
information given and are capable of many strategies which represent dif-
ferent sets of seeking behaviors. They note that people decide on ways
to reduce the task, overweigh correlated information, and require rela-
tively less evidence before making a judgment if the incoming informa-
tion is consistent with their previous assumptions than if it is not.

It might seem that these issues that were laid out so clearly in 1956
have been rediscovered. But I think this is not the case. Bruner et al.'s
book was widely read when it first appeared and their ideas were well
known. My guess is that their observations were not immediately deve-
loped for the good reason that we had no well articulated ideal strategy
or normative position against which to compare performance. Without
a measurement method, theory can only remain conjecture. Given the
efforts in choice theory and in perception and cognition during the inter-
vening 20+ years, perhaps we now have the bases and the incentives to
fully develop requisite methods for evaluating Bruner, Goodnow, and
Austin's ideas. To do so may allow us to observe discrepancies between
the normative and the real. Depending on our motivations, we might then
change the models so as to better predict people's choices or so as to edu-
cate people so they can make more consistent predictions. What we seem
to know is that an ideal strategy might occur all the time, and that we must
learn more about the observer's perceptions and strategies. I hope at
least, it should be clear by now, that Bruner, Goodnow, and Austin (1956)
will be read afresh.

A Suggested Framework

There is now a rich normative structure against which to measure
concepts in the field of choice and decision theory. Perhaps a framework
within which to view the conclusions and results from studies of choice is
also now available. One possibility, proposed here, is to invert the title
of this conference. Perhaps we should study choice and decision behavior
in cognitive processing, rather than cognitive processes in choice and
decision behavior. The recommendation is to consider perception and
cognition as the bases for guiding people to decisions.

While perhaps still a bit fuzzy, a framework for this approach which
may hold promise is that one proposed by Neisser in his courageously titled
book *Cognition and Reality* (1976). Rather than view the person as a sim-
ply ordered information processor, with information flowing process by
process to the decision, consider the process as a cycle. The suggestion
begins for the same reason all other processing models in cognitive psy-
chology do; we are capacity limited. Since we cannot process everything
simultaneously, we select. Controlled by motivations, what we select
depends on the stimulus (or, more generally, the world) and on our inter-
nal representation of that stimulus or of the world. New information from
the world modifies our internal representation, or schemata, or problem
space, which in turn directs our activity (e.g., eye scanning in terms of
Payne's concerns) to further sample information from the environment,
which further modifies our cognitive map or internal representation, which
directs exploration, etc. When the representation ceases to be modified,
the observer either "knows" or cares too little in comparison to other pres-
sures to continue evaluation, or is forced to respond by some pressure;
this is consistent with Simon's concept of Satisficing. The effects of num-
ber of dimensions, of the amount of information searched by the observer,
and of how information combines, are thus partially determined by rela-
tions between the internal representation and the mode of stimulus presen-
tation.

Sometimes the experimenter or interviewer considers the observer
to have made a decision in terms of one hypothesis, while the observer
has a different schema from that presumed by the data collector. In such
cases, the behavior may seem inappropriate to the experimenter and to
the normative model, but it might actually be appropriate. According to
this framework of interaction between the world and the person, some-
times the information first sampled is consistent with the subject's sche-
ma; in this case he or she may sample no further and decide. If the infor-
mation is discrepant, the person might ignore the facts, or selectively
incorporate only some of the facts, or require much added information
before incorporating them. This last is because changing a schema, which
is essential if the fact does not fit and yet is to be fully accepted, is diffi-
cult. It is especially difficult if a widely encompassing schema is involved,
as must be the case for the value systems considered by Fischhoff et al.,
since marked restructuring of the internal representation would be required.
Hence, when complex information presented to the person is uncertain
or is unclear, one should expect distorted perceptions. This is because
those features which fit well into the schema are more readily selected
and more likely to be incorporated than are those which do not fit easily.

Irwin Rock (1977) has a compelling demonstration that may be of
interest here of the interaction between search mechanisms and the in-
corporation of visual information into memory. Rock constructed a video
tape showing one set of silhouette figures moving across the screen from
left to right, and another set moving simultaneously from right to left.
Each figure was easy to identify: There was a tree, a patriot, an elephant, a chair, etc. The figures were large, nearly the height of the television screen, and were generated to be semi-transparent. When two figures passed through each other on the screen, both could readily be seen and identified at all times. By this stimulus arrangement, it is not possible to view an object moving in one direction without at the same time viewing that object which was moving in the opposite direction. When people are instructed to attend to the left to right moving figures in this display, they are able to do so quite easily as shown by a later recognition test. These people remember essentially all of those figures. The same is true for the figures moving from right to left when people are instructed to attend to that direction of movement. The point of importance is that the left to right attenders could report essentially nothing of the figures that moved in the right to left direction, and vice versa. This is the case even though all people had "seen" all of those other objects. Only that information which fit is incorporated into the schema; other equally available information is not selected to be encoded in this demonstration of the importance of selective perception. Surely performance by subjects in choice experiments is similarly affected by what is selected to be processed.

Consistent with this demonstration, Pitz sees the "process whereby a person translates the stimulus information into some internal structure" (ms. p 6) as encoding and as essential to understanding the decisions made. Payne stresses the importance of paying attention "to the cognitive representation actually used by the individual decision maker" (ms. p 3). Fischhoff, Slovic and Lichtenstein accentuate Rokeach's assertion that "The power of values comes from their roles as guides to actions, as embodiments of ourselves, as expressions of our relation to the world" (ms. p 17). These encodings, cognitive representations, and values all relate to this concept of the internal representation guiding and directing behavior. This is what I think each of these authors means by "process.

The internal state of the person determines what information will be sought next, and determines the importance of information producing a decision or value judgment. Thus, the important question for researchers is to learn where these internal states come from what their antecedents are, and how these are manipulated.

In light of this argument, it may prove fruitful to turn our normative models around. As well as asking about optimal behavior to achieve some goal, we should attempt to determine how the observer's internal representation predicts his or her behavior. Success here might aid us in determining ways to teach people the essential structure of the environment so they can behave optimally in terms of some external representation.
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Introduction

All decisions involve risk-taking. A decision is risky to the extent that it involves uncertain outcomes and possible losses. So even in minor situations, such as the weekly grocery shopping, one runs risks, such as getting spoiled merchandise, missing bargains at another store, and so forth. In major situations, risk pervades the decision process.

A paradigm for studying risk-taking is given in Figure 1. We first characterize the decision situation as part of the general environment faced by the decision maker. The actual situation and the characteristics of the decision maker will determine the situation as it is perceived by him, in particular its riskiness. This perception and the characteristics of the decision maker, especially his risk-taking disposition, will determine the evaluation process and lead to specific behaviors.

Figure 1 About Here

The analyst is interested in characterizing the riskiness of the behavior, but in order to do this he must characterize the riskiness of the decision situation (e.g., the riskiness of the alternatives). By studying the behavior in various situations, one may be able to infer the risk-taking disposition of the decision maker.

A first step, then, would seem to be to develop a way to characterize the riskiness of situations. This could be very difficult to do in general decision settings, so attention has often been confined to those decisions in which there is a single numerical outcome (e.g., monetary return on investment) and the probability of the outcomes can be specified. In such situations, when the mean is constant, risk has been equated to variance (Markowitz, 1952). Sometimes
this has been modified to include just the variance over losses, i.e., the negative semi-variance (Mao, 1970). In the more general case of unequal means, a linear function of mean and variance has been developed from more basic axioms (Pollatsek & Tversky, 1970). On the basis of empirical evidence, Payne (1976) suggests that it be referred to as the principle of loss. Correspondingly, there have been attempts to specify the risk-taking disposition of the decision-maker. In conjunction with the above measures, this has at times taken the form of slopes of mean-variance indifference curves (Markowitz, 1959). The most common measure of an individual's risk-taking propensity, though, is based on the individual having a utility function (satisfying the usual axioms) and then using the Arrow-Pratt measure of the negative of the ratio of the second derivative of the utility function to the first derivative (Arrow, 1971; Pratt, 1964).

We have undertaken a major study of risk-taking in decision-making based on the paradigm of Figure 1. We have studied naturally occurring decision situations, and we have created some artificial ones which could be suitably manipulated. The latter were based on a variety of risk taking theories from a range of disciplines, most notably psychology and economics. The participants in our study were top-level business executives — individuals whose profession it is to take, or avoid, major risks.

In this paper we shall discuss one decision situation from stage I of our study. The situation is not a naturally occurring one, but in creating it we tried to retain a business context and used real payoffs. Our subjects could win our money, or lose some of their own.

An example of the decision situation we used is given in Figure 2. Note that there are five alternatives, B1 to B5. Alternative B1 is a sure alternative — it yields a certain $5. The remaining four alternatives have uncertain outcomes. For instance, B5 involves a slightly greater than 90% chance of gaining $20 but a complementary (almost 10%) chance of losing $137. All five alternatives have an expected payoff of $5. Suppose you have to rank these five alternatives in order of your preference, how would you rank them?

Since these alternatives represent part of the decision situation we need to characterize their riskiness. It should be clear that the variance increases monotonically from B1 to B5. Hence if risk is proportional to variance, then riskiness increases monotonically from B1 to B5. Similarly, other possible measures (such as negative semi-variance, a linear function of mean and variance, loss amount, expected loss, and payoff range), all increase monotonically from B1 to B5. It would seem reasonable, then, to call B1 the least risky alternative and B5 the most risky alternative, with the riskiness of the others increasing monotonically between these extremes.

Research Issues

Riskiness of Preferences: Variance and Ideal Risk

Once we have a characterization of the riskiness of a decision situation we can turn our attention to the behavior of the decision maker. We can attempt to characterize the riskiness of his preferences and choices and can infer something about his risk-taking disposition. We look first at the kinds of risk-taking dispositions one might expect to encounter in such situations. Since it is desirable to have the simplest theory consistent with the data, let us consider the possibilities starting with the most specialized assumptions and moving toward the more general.
A very restrictive assumption, but a strong predictor if it is true, is that individuals are uniformly averse to risk. This can be stated as:

HYPOTHESIS 1: Preferences monotonically decrease as risk increases.

Many theories in finance and economics begin with "we assume risk averse individuals..." When dealing with continuous utility functions, the associated concave-quadratic assumption is a powerful analytic tool. Since we are dealing with the special case of alternatives with equal means but different variances, we can restate the hypothesis for our purposes as:

HYPOTHESIS 1*: Preferences monotonically decrease as variance increases.

As has been shown previously, this is equivalent to assuming a (suitably truncated) quadratic utility function with a general probability distribution function. A variation on these hypotheses that would be equally parsimonious, but presumably more unlikely, is that people are uniformly risk-seeking.

Realizing that uniform risk-aversion is rather specialized, the next step to more generality is to assume that people exhibit risk-aversion and risk-taking, but do so in a specialized manner. Such a person would increasingly prefer alternatives up to an ideal level of risk, and then his preferences would decrease after this point. This may be stated in general as:

HYPOTHESIS 2: Preferences exhibit an ideal level of risk.

This assumption has been made in some recent theoretical and empirical studies in the psychological literature (Coombs and Huang, 1970). This assumption also restricts utility functions (see Fishburn, 1975); in the earlier economics literature the need for a utility function allowing both insurance and gambling was recognized (Friedman & Savage, 1952). Since our study deals with a special case, we can restate the hypothesis as:

HYPOTHESIS 2*: Preferences are unimodal in variance.

An ideal level of variance with fall-off in preference on either side, obviously requires a single mode at the most preferred variance level. So, for example, if 84 is the most preferred alternative, 83 would have to be preferred to 82 which in turn would be preferred to 81. Alternative 85 would be dispreferred to 84 but could fit into the rest of the ranking at any point and still be consistent with the unimodality assumption. Note that hypothesis 1* is just a special case of hypothesis 2*; a case in which the mode falls at the end of the variance scale.

At this stage we shall not suggest more complex hypotheses since we hope that our results are consistent with one of these special cases. Instead we turn our attention to some special preference assumptions of a different kind. The ones we have considered so far are simply restrictions on preference representations. If they do not hold we simply move up to a more general preference form. In contrast, the ones we consider next are building blocks for general preference representations. If they do not hold then we need to consider revisions of our theories.

Context Effects

Virtually all theories of uncertain decision-making incorporate sure alternatives as a special case of uncertain prospects. It is a prospect in which the probability of a particular outcome is identical to 1.00 instead of strictly less than 1. Such sure alternatives are very important to most theories since they help to scale preferences for the uncertain prospects (e.g., by allowing certainty equivalents to be developed). Thus it is assumed that preferences for constant alternatives fit into the overall preference pattern in a consistent way. This may be stated as:
HYPOTHESIS 3: Preferences are consistent over the combination of certain and uncertain alternatives.

This hypothesis has been questioned in various ways. For instance, the Allais paradox (see MacCrimmon & Larsson, 1975) of utility theory is based on the presumption that people have a special concern for sure alternatives and this preference cannot be represented in a (von Neumann-Morgenstern) utility function. Here again we are dealing with a special case in our decision situation. We might be led to question this hypothesis if a unimodal ordering of variances could not be developed when the constant alternative was included but could be developed when the constant alternative was excluded.

The hypothesis, thus, might be restated as:

**HYPOTHESIS 3**: Frequency of preferences which are unimodal in variance are independent of the presence of constant alternatives.

It should be noted that any effect due to constant alternatives is based on the assumption that unimodal preference orderings are an indicator of consistency of preference. In our decision situation we are saying that if the preference ordering (from best to worst) is B1, B4, B3, B5, B2, then removing the constant alternative B1 will allow a unimodal preference ordering. However, it is not unimodal as it stands and the removal of any other single alternative would not allow a unimodal representation. To the extent we are willing to accept the ideal level (i.e., unimodality) as a criterion, we are led to question whether our theories which merge constant and uncertain alternatives are appropriate.

Most theories of risky decision provide for calculating the riskiness of an alternative independent of the characteristics of the accompanying alternatives. Thus we would expect that a person's preference ordering would be independent of any variance in payoff or probability characteristics that were held fixed in particular choices, as long as these factors appeared properly in the risk characterization of an alternative. This hypothesis may be stated as:

**HYPOTHESIS 4**: Preferences are independent of the particular characteristics of the available alternatives, beyond what is accounted for in the risk measure.

If theories have to take into account the particular set of alternatives displayed, the theories can become cumbersome. On the other hand, some studies have shown that the payoff-probability characteristics or the variance characteristics which are perceived and evaluated depend on the interrelation among them across alternatives, that is, they have varying salience (Slovic & Lichtenstein, 1968; Fryback, Goodman, and Edwards, 1973). In our specific case we considered three decision situations. In the one shown in Figure 2, the best outcome is held constant over all the uncertain prospects. In another set we held the loss amount constant, while in a third set we held the probability constant. We would expect that a person who is risk-averse in one set would be risk-averse in the other sets (given the same range of variances). More particularly,

**HYPOTHESIS 4'**: Preference rankings will be unaffected by which particular payoff and probability values are held fixed over all alternatives presented.

An implied assumption is that there are no preferences for particular payoffs or probability levels, such as a probability of one-half (Edwards, 1953). If we observe that such independence does not hold, then we may have to revise our way of characterizing the (perceived) riskiness of alternatives. Not only may the characterization have to take into account the particular probability and payoff levels (see Pruitt, 1962; Payne, 1975), but it may also have to depend on the characteristics of the other alternatives being evaluated.

**Our Study**

A number of studies have been conducted in which subjects must express choices over sets of alternatives characterized by particular payoffs and
probabilities. The study we shall describe is somewhat unusual, however, in that: it uses professional decision-makers as subjects, and involves real gains and losses.

Most studies of risky decision making are done with college students. While college students make decisions like anyone else, they are relatively inexperienced in dealing with major risks. If we want to learn about risk taking, we should try to study people who get paid for their risk taking (or averting) behavior. Perhaps the most prominent large group of such people are top-level business managers. The participants in our study were 40 business executives from the U.S. (Washington state) and Canada (British Columbia). As a rough characterization, their average salary was $35,000, their average wealth was $250,000, their average age was 41 years, and 75% had university degrees. (Dollar amounts are in 1972 dollars). About 40% were chairman, president or vice-president, the rest were primarily division managers. Both large and small companies were represented.

At least as unusual as using professional decision-makers is the use of real payoffs. In the few cases in which business executives have been studied, the payoffs were hypothetical. In the usual studies with college students, the payoffs are either hypothetical or involve only pennies (e.g. Slovic (1969) found that college students used different focal strategies depending upon whether the choices involved hypothetical amounts or real money (under $2). On the few occasions where more significant money has been involved, the subjects were usually given a prior stake, or had an expectation of not losing money.

in our study, on the other hand, we had wagers involving possible losses up to $137 and possible wins up to $140. As it turned out, neither of these extreme amounts was realized. No subjects lost $137, because all subjects avoided choosing that alternative. Of the wagers played out, the largest win was $31.30 (twice) and the largest loss was $5 (thirteen times). The overall average payoff was $4.12.

The decision situation was realized as follows. Each executive was given a booklet containing instructions and three pages of alternatives with five alternatives on each page. For each of these three sets of alternatives, the subjects were asked to rank the five alternatives in order of their personal preference. The characteristics of all three sets are given in Table 1; set B is the same one shown earlier in Figure 2. As may be seen from Table 1, the first alternative in each set is a sure amount -- a certain $5. The remaining four lotteries can be characterized by a best outcome, a worst outcome and a probability of obtaining the best outcome (the probability of the worst outcome is 1 minus the probability of the best outcome). In set A, the worst outcome was held constant at a loss of $5; in set B, the best outcome was held constant at $20; in set C, the probability was held constant at .6185.

Table 1 About Here

When using professionals it is desirable (for motivational reasons) to use a context related to their special knowledge and interest. Hence we avoided a probability mechanism that used urns, dice, cards, etc. and developed a mechanism based on stock prices; this was used to generate the desired probabilities. We presented a list of prices of 100 stocks on the NYSE (on September 8, 1972). The instructions stated that 5 of these stocks would be chosen at random and the number of 'favorable' stocks in this group would determine whether they got the best outcome or the worst outcome. A favorable stock was one whose fractional
part was 1/4, 1/2, or 3/4 (correspondingly, unfavorable stocks were those that were whole numbers or had fractional parts of 1/3, 1/3, 5/8 or 7/8). There were 38 favorable stocks and hence the probabilities in the wagers were generated by the binomial distribution: P(r=5, p=.38). As an example of how the alternatives were stated, S6 read:

- You will receive $20 if at least 2 of the 5 randomly chosen stocks are favorable.
- However you must pay $10.30 if none or only one of the 5 stocks is favorable.

The chances of winning (to two decimal places) were also given.

The participants were asked to provide a preference ranking for the five wagers within each set and finally to rank their top choices across the sets. They were not told which set would be chosen to play out. They had fifteen minutes to make their rankings and then the wagers were played out. It was made clear before the session that we would pay if they won, and we expected to be paid if they lost.

The basic data can be easily summarized and are presented in Table 2. The sequence of numbers, in each of the three sets of five numbers for a given subject, indicates the place in the preference ranking of the associated alternative. For example, the choices of subject #20 are described by the ranking 54213 for alternatives A1, A2, A3, A4, and A5, respectively. That is, he puts A1 in fifth place (i.e., least preferred), A2 in fourth place, A3 in second place, A4 in first place, and A5 in third place. The ACR at the end of the line indicates he preferred his top choice in set A (i.e., A6) to his top choice in set C (i.e., C1) to his top choice in set B (i.e., B5). From this data the reader can check any of the analyses given below. (The order in which the subjects are listed is based on a subjective assessment of risk-aversion, from highly risk-averse to risk-prefering).

---

Table 2 About Here

---

Results and Discussion

Riskiness of Preferences: Variance and Ideal Risk

Are risk preferences monotonically decreasing with variance? Remember from our earlier discussion that hypothesis 1" asserts that individuals are uniformly risk averse in the sense that an alternative with a lower variance (for a given mean value) will always be preferred to a higher variance. The results need to be examined in two stages: (1) including the constant alternative, and (2) excluding the constant alternative.

In the first case we can easily see that there are 5! (= 120) possible rankings of all five alternatives. Only one of these, 12345, is monotonically decreasing in variance. Do the observed cases of 12345 rankings constitute significantly more than the expected number, 0.85 (i.e., 1/120 x 100%), of cases? On this undemanding comparison the 3, 3 and 9 observed cases are all respectively highly significant (p < .001). In none of the sets though, is the monotonically decreasing ranking the most common one. It rates 5th place, 4th place and 2nd place, respectively. So we would conclude that while it occurs significantly more than by chance, there are seven times (+ 105/15) as many other rankings as there are monotonically decreasing rankings over all three sets.

As we have mentioned, the presence of the constant alternative perhaps does not belong in a theory of risky decision-making, so we can eliminate it and repeat our comparisons. With just four alternatives there are 24 (= 4!) possible rankings and the one rank consistent with a preference for monotonically decreasing variance occurs 4, 15 and 34 times in the three sets. These are also significantly different from a chance occurrence (ranging from .05 in set A to .001 in set B and in set C). Here too, though, there are more cases of non-monotonically decreasing variance over all sets (67 to 53). The
85% of actual preference orderings which are monotonically decreasing in set C is striking.

We conclude that while we do observe some non-random preference for decreasing variance, it is a long way from being a universal preference. An assumption of monotonically decreasing variance preference would fail to explain half the cases even when the constant alternative is removed.

Although an assumption of pure risk attraction is uncommon, if it were true it also would have the analytical tractability of pure risk-aversion. By looking at rankings 54321, which indicate a preference for monotonically increasing variance, we can see whether pure risk attraction occurs. With all five alternatives, there were 4, 0, and 6 cases, respectively. This is significantly different from chance in sets A and C. Without the constant alternative, these figures changed to 12, 0, and 4; hence it did not make a difference in sets B and C, but did in set A.

We note that there were 15 monotonically decreasing and eight monotonically increasing rankings with all five alternatives, and 53 and 16 such rankings, respectively, without the constant alternative. Thus it appears that pure risk attraction is considerably less common than pure risk aversion.

We shall defer until a later section a discussion of differences among sets A, B and C, but it is striking that risk-attraction occurs primarily in set A and risk-aversion is lowest in set A. Set A is the set in which the low amount is held fixed. This point will be explored later.

In the closest cases for comparison from previous studies, Coombs and Pruitt (1960) used sets of alternatives with fixed probabilities of the best outcome of .50 and .67 (compared with our .62). The monotonically decreasing cases made up 18% and the monotonically increasing cases constituted 38% of each set. This contrasts with our 85% and 10% (omitting the constant alternative since Coombs and Pruitt dealt only with uncertain lotteries). The reason for the higher risk aversion in our case may be due to the real payoffs.

Do risk preferences exhibit an ideal variance level? According to hypothesis 2', preferences exhibit an ideal level of variance and decrease monotonically as variance deviates from this ideal on either side. Since the majority of preferences were not monotonic we ask if they exhibit this unimodal preference property. The analysis is identical to asking which preference orderings can be unfolded with respect to the ordered variance scale (Coombs, 1964).

The data are summarized in Table 3. We first list the two ranks which are monotonic since this is the case of having the ideal point at the highest or lowest variance. Next we list the 8 cases which have the ideal point next to the end and then we list the 6 cases in which the ideal point is in the middle. Note that these 16 cases (out of 120 possible rankings) account for 26, 29 and 40 of the 40 actual ranks found in sets A, B, and C, respectively. Hence on the average, over the three sets, we observe that although the unfoldable rankings are only 14% of the total possible rankings, they represent 79% of the actual cases. Assuming random order as a benchmark, the unfoldable cases are highly significant (p < .001).

--- Table 3 About Here ---

If we focus our attention only on the uncertain wagers (i.e., omit the constant alternative), we find a much higher degree of unfolding. With four alternatives, there are 24 possible ranks of which 8 are unimodal. These 8 cases account for 39, 36, and 40 cases (out of 40) in sets A, B, and C, respectively. Thus, there is strong evidence for the ideal level of risk (i.e., unimodal) hypothesis when only considering the uncertain prospects.
While our main attention has been on variance because of the interest in this parameter, we could assume that the preferences are also exhibiting
with respect to some other property that is monotonic with variance in each set.
So in set C in which all the actual ranks exhibited an ideal level of variance
we could as well say that they were unfoldable to an ideal gain amount, ex-
pected gain, loss amount, expected loss, negative semi-variance, payoff range,
and so forth. It was not our purpose to discriminate among those cases but we
shall take up some of them in a later section in which we look at differences
among sets A, B, and C.

Context Effects

Are constant alternatives handled commensurably with uncertain wagers?
Since there are only three cases (out of 120) that are not unfoldable by var-
iance (when only the uncertain lotteries are considered) it does not seem worth-
while to consider more general preference assumptions. It seems more useful to
ask why removing the constant alternative seems to make such a major difference
in the unfoldable ranks. What implications might this have for our theories
of decision?

Table 4 About Race

The results suggest that the constant lottery is perceived differently
from the others. We might interpret the results as suggesting that the
constant alternative is misplaced in the ranking more than any of the others.
Perhaps there is confusion as to where it should be located because it is a
even amount.

We may tentatively conclude that the presence of sure amounts in rankings
of uncertain wagers causes irregularities in preference rankings. When we
consider these results with those from the Allais paradox (MacCrimmon & Luce,
1975) and other decision studies (Kahneman & Tversky, 1979), we are led to
concern about a certainty effect that may make usual preference representations,
including utility theory, inappropriate. Perhaps new theories that obtain
separate orderings for sure and uncertain lotteries are needed and then compari-
sions might be made by discounting uncertain lotteries appropriately. A simple
process model in which the uncertain lotteries are ranked separately from
sure amounts is presented later in this paper.
Does risk preference depend on payoff and probability attributes common to all alternatives? If a person is disposed to risk-aversion we would not expect him to exhibit a risk-averse attitude in one set but a risk-seeking attitude in another set. Since the differences among sets are only based on what attribute is held constant (i.e., loss amount held constant in set A, win amount held constant in set B, and probability held constant in set C), why should there be differences in a subject's ranking from one set to another? Yet an examination of the data shows that only one subject has an identical rank between sets B and E, only six subjects between sets B and C, and only five subjects between sets B and C. Only one subject has an identical ranking across the three sets and that is a monotonic one (indeed, of the 12 rankings that are identical across pairs of sets, 10 of these are monotonic).

These results seem to indicate that despite the range of variances being roughly the same across the three sets, some other factors are influencing. As we observed earlier the regularity in preferences as displayed by the unfolding analysis could be due to attributes other than variance. Perhaps further light can be shed on this by considering the extent to which the constant alternative and the lowest and highest variance lotteries are preferred next or preferred least in each of the sets. This is shown in Table 5. From the data we can develop the following conclusions. The constant wager does not seem to be placed differently in the three sets except for it being infrequently in last place in set B. The differences are more striking for the lowest variance lottery. It is seldom preferred in set A and strongly preferred in set C. Dislike of it in these sets is complementary to the liking for it. The highest variance lottery is only preferred much in set A and strongly dispreferred in sets B and C.

Table 5 About Here

These results need to be interpreted jointly. It seems that individuals do not mind the high variance lottery, and some like it very much, when the possible losses are restricted (to $5 in set A). However, when the losses can be larger (up to $27 in set C and $137 in set B), the high variance lottery is avoided; in fact three-quarters of subjects in each case place it last. The low variance lottery is very popular when it offers an amount distinctively different from the sure payoff yet has a low probability of only a modest loss (as it does in set C).

Further information about the effect of the different set formats can be gained by looking at the preferences across sets. Table 6 records the top choice of each subject across all three sets. Since the four cases when alternative 1 was ranked first could be interpreted as a choice from any of the three sets, since alternative 1 yielded a sure $5 in each set, we shall ignore the set preference for these four individuals. Looking at the uncertain lotteries, we see the overall popularity of alternatives increases monotonically with variance in set A but decreases monotonically with variance in sets B and C. This suggests that the restricted losses in set A influenced the choice considerably.

Table 6 About Here

In summary, from all three sources (1) unfolded ranks across sets, (2) most and least preferred lotteries across sets, and (3) rankings of top choices across sets) we see that the restricted loss amount in set A seems to influence the choice. A theory which only incorporates variance (or expected
value without specifically focussing upon the possible losses is likely to be inadequate.

More evidence for the hypothesis (4') that context influences choice can be obtained by comparing the ordering of two identical pairs of alternatives in two different sets. Note, in Table 1, that B4 and C4 have identical probabilities and payoffs. Since B1 and C1 are also identical we can check if subjects have the same ordering in both sets. That is, according to the principle of "the independence of irrelevant alternatives" if someone preferred B1 to C1, we would expect him to prefer C1 to C4.

Surprisingly, nine (22.5%) of the forty subjects had a different ordering for this pair in set B from that in set C. In four of these nine cases they ordered the constant alternative (B1) over the uncertain wager (B4) in set B, but reversed this preference in set C.

One interpretation of this result is that the subjects are quite inconsistent in their preferences. Perhaps they did not think very carefully about their choices. This conclusion, however, seems somewhat at odds with the very regular choice patterns that we observed from the unfolding analysis. A more reasonable conclusion is that the individuals have thought carefully about their choices but have found that the context has influenced their preferences. The large possible losses in set B may have made them more attentive to loss in that set and hence have a stronger preference for the sure thing. It appears that the other alternatives (i.e., numbers 2, 3, and 5) which should be irrelevant, are influencing the choice.

Expected utility theory, of course, allows for a consolidated effect of win or loss amounts, probability and variance. It is quite conceivable then that some of the effect of the larger losses in sets B and C would be reflected in high risk aversion in the utility function below losses of $5. It is unlikely, however, that any reasonable utility function could be constructed for major discrepancies in rankings such as we observed. An attempt to assess the fit of a utility function by setting up the utility inequalities from the data was precluded by the fragmentary nature of the data.

Conclusions, and a Simple Process Model

Conclusions

Our hypotheses have been concerned with the choices of experienced decision-makers in risk situations. In general, riskiness may be operationalized in ways that may conflict; in our study, however, riskiness as measured by variance, a linear combination of mean and variance, negative semi-variance, range, and so forth, would imply the same preference ordering over the data. The first hypothesis asserted that individuals prefer ordering alternatives from the least risky to the most risky. The analysis of our data from 40 top-level business executives showed that such a monotonic preference for less risk occurred in less than 15% of the cases. Since preferences for less risk do not show up in simple lotteries such as we used, it seems unlikely that such preferences will occur in complex, real situations in which it would be extremely difficult to perceive, or calculate the riskiness of the alternatives. The mean-variance rule used in financial decisions is a special case of the hypothesis considered here. When we couple the dubious descriptive validity from our study with the concern about its normative-erit (see Borch, 1969, and Fishburn, 1977), little of interest is left in the rule.

If a monotonic ordering over the riskiness of alternatives is invalid, the next step is to ask whether a minimal preference for riskiness is to be found. This is equivalent to examining for an ideal level of risk with monotonically decreasing preference as one moves away from the ideal. This hypothesis accounted for an aggregate of 72% of the preference orderings in our study and so had considerably more descriptive validity than the simple monotonic preference hypothesis.
(It should be remembered, though, that 16 rankings are consistent with the unimodal hypothesis within a set, whereas only 1 rank is consistent with the monotonic hypothesis.) Other studies have examined more complex alternatives (although a more narrow payoff domain) and also found the unimodal model to fit well (Coombs & Huang, 1970). Our data provides evidence that motivated real decision makers playing for significant amounts of actual money exhibit an ideal level of risk. This supplements earlier findings with bored subjects playing for low, or no, stakes (Slovic, Lichtenstein, and Edwards, 1965). Whether a model of ideal risk would describe preferences over investment alternatives in their real complexity and over major gains and losses remains an open question. The normative aspects of this rule (e.g., the implied utility and probability forms) also need further investigation. At this time we cannot rule out some other risk dimensions as being more responsible than variance for the observed preference rankings because of the confounding of probability and payoffs with variance (Slovic & Lichtenstein, 1964b).

A next step in studying the risk behavior of decision-makers is to recognize that an individual does not necessarily apply the same rule in every situation. Decisions will depend upon the context of the choice situation. We incorporated two main tests for context effects. First, we mixed a constant alternative with the uncertain lotteries to see if the constant payoff had an unoward effect on the preference ordering. The results indicated that the constant alternative was treated differently from the other alternatives. When analyses were conducted which examined the effect of removing the constant alternative, the percentage of monotonic risk preferences increased from 15% to over 40% and the percentage of unimodal risk preferences increased from 75% to 95%. This effect was due solely to decreasing the number of alternatives an individual had to consider when forming his preference ordering. Analyses involving the removal of a y other alternative had no such major effect. When this result is coupled with the results of other studies in which "sure-thing" seem to lead to utility paradoxes, we are led to question the automatic merging of sure and uncertain alternatives in theories of preference. If a sure prospect creates a different mental set from uncertain alternatives, we must be cautious about theories which value uncertain prospects according to their certainty equivalent. Although some theories allow a separation (e.g., Luce & Krantz, 1971), most theories of risky decision use sure and uncertain alternatives interchangeably.

The second context effect was the presentation of alternatives in three different sets. In one set, all the uncertain lotteries had the same loss amount, in a second set they had the same gain amount, while in the third set they had the same win (and loss) probability. If an individual bases his choice solely on a concept of riskiness derived from the characteristics of the alternatives itself, then the ordering of alternatives should be the same from one set to another, since the sets had identical means and comparable risk levels. The results, however, show very different preference patterns from one set to another. Only one person had the same ranking within each set and many people had very different rankings. We concluded that the specific levels of payoffs and probabilities had a major effect beyond that incorporated into the measure of the "riskiness" of an alternative. The characteristics of other alternatives in the set seemed to impinge on the ordering; supposedly "irrelevant" alternatives were not irrelevant. Since this irrelevance notion is a key element in most theories of choice, the results suggest that we should take a closer look at modifying this assumption in descriptive, and perhaps in normative, models.

A Simple Process Model

The study of context effects begins to move the research away from a focus solely on results. Context effects began to suggest elements of how an individual processes information in making choices. The emphasis
shifts from complex calculations and sophisticated decision rules to selective perception and simple decision rules. While we did not collect data in a form that is conducive to checking on the steps an individual goes through in making choices (see Payne, 1975), the design does allow us to make some inferences about the process. Very few current decision models incorporate context effects, hence it seems worthwhile to present a simple process model that is suggested by our data. This proceeds in the same spirit as the information processing model of risky choice presented by Payne and Lin (1971). Our model is not based on detailed protocols and was developed after the analysis of the preceding sections had been performed. It was designed to explain the type of processing observed in individuals rather than to best fit the data we had gathered. Checks on the model, then, can perhaps throw some light on its descriptive validity, although a true, independent test will have to be conducted with other data.

The simple process model that seems to describe subjects making choices, such as the ones in our study, is given in Figure 3. The first step in the process is to put aside the constant alternative(s) on attention may be focused upon the uncertain lotteries as a group. The uncertain lotteries are then examined to see that leading to the chance of an unacceptable loss can be separated out. The remaining alternatives (those not threatening unacceptable losses) are then separated into two groups: class I alternatives are those with worthwhile gains; class II alternatives are those with mediocre gains. It is hypothesized that all alternatives in class I will be preferred to all alternatives in class II, and, in turn, all those alternatives will be preferred to those initially separated out as having unacceptable losses (class III).

Figure 3 About Here

Now that the alternatives have been sorted into general classes and preferences have been established between classes, attention shifts to alternatives within a class. The clearest cut situation involves class III where the alternatives will be ordered on the basis of loss amount, with lower loss amounts obviously being preferable. Within class II, where by definition the gain and loss amounts are not salient, the ordering will be by probability of gain (from high to low). Within class I, the internal ordering is not as clear cut and may be based upon either gain amount or upon probability of gain (with the former seeming more likely). The final stage, in this multi-stage process, is to bring the constant alternative back into the picture, and to place it in relation to the three classes. We would expect that it would not appear between elements of a given class, nor would it be preferred to class I, nor dispreferred to class III. This limits it to appearing between class I and class II or between class II and class III, with the former seeming more likely.

This, then, represents the simple process model we are proposing. It seems to be consistent with other process models (e.g. Newell & Simon 1972). Note that it involves only very simple comparisons of characteristics of the presented alternatives and assumes no calculations of risk levels or other complex statistics. To complete the model, though, we do need to incorporate a target gain and an allowable loss so that the comparisons can be made. In general, we would expect that these levels would vary from individual to individual. We did not collect such data, so we shall assume a common level to apply to each subject in order to check the predictions of the model. Since the sure payoff was $5, we assume that the allowable loss was $5 and the target gain was $10. While these figures are arbitrary, they were not chosen to fit the data and if they provide reasonable results then, clearly, different levels based on individual preferences should yield considerably better predictions.
and these comparison levels are used in the model presented, we can see
that the uncertain lotteries in the sets form into the following classes:

Set A: class I: A3, A4, A5; class II: A2; class III: -
Set B: class I: B2, B3; class II: -; class III: B4, B5
Set C: class I: C2; class II: -; class III: C3, C4, C5

Note the differential effect of these predictions over classes. For example,
the model predicts that alternative 3 in set A will be preferred to alternative
2 in set B will be preferred to 3 in set C; and that the set B preference will
not be as strong since they are members of the same class.

While we will not get into a detailed analysis of the results of this
model, we note that not only do the predictions of the preceding paragraph
hold, each of the ten binary predictions between classes is in the correct
direction and most of these are highly significant. On the average, 77% of
the subjects choose the alternatives predicted. Even when comparisons among
blocks of alternatives and not just binary choices are made (e.g., in set A,
alternatives 3, 4 and 5 must jointly be preferable to alternative 2), the model
predicts from 52% to 85% of the choices. Not only is this far better than a
random model, it is only a little less than the percentages obtained by placing
together the 10% highest individual preferences (which would yield a prefer-
ence pattern with no conceptual or logical basis). Our model with a strong
conceptual and logical basis, then seems quite promising. It seems inappro-
priate here to provide a detailed analysis but since we provide our basic
rules, the interested reader may check the model's descriptive validity.
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<table>
<thead>
<tr>
<th>Wage Number</th>
<th>Best Outcome</th>
<th>Worst Outcome</th>
<th>Probability of Best Outcome</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1</td>
<td>$5.00</td>
<td>$5.00</td>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>A2</td>
<td>6.10</td>
<td>-5.00</td>
<td>.9046</td>
<td>11</td>
</tr>
<tr>
<td>A3</td>
<td>11.20</td>
<td>-5.00</td>
<td>.6185</td>
<td>62</td>
</tr>
<tr>
<td>A4</td>
<td>31.30</td>
<td>-5.00</td>
<td>.2752</td>
<td>263</td>
</tr>
<tr>
<td>A5</td>
<td>140.00</td>
<td>-5.00</td>
<td>.0692</td>
<td>1354</td>
</tr>
<tr>
<td><strong>Set B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>$5.00</td>
<td>$5.00</td>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>B2</td>
<td>20.00</td>
<td>3.90</td>
<td>.0692</td>
<td>17</td>
</tr>
<tr>
<td>B3</td>
<td>20.00</td>
<td>-.70</td>
<td>.2752</td>
<td>85</td>
</tr>
<tr>
<td>B4</td>
<td>20.00</td>
<td>-19.30</td>
<td>.6185</td>
<td>364</td>
</tr>
<tr>
<td>B5</td>
<td>20.00</td>
<td>-137.00</td>
<td>.9046</td>
<td>2127</td>
</tr>
<tr>
<td><strong>Set C</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>$5.00</td>
<td>$5.00</td>
<td>1.00</td>
<td>0</td>
</tr>
<tr>
<td>C2</td>
<td>10.00</td>
<td>-3.10</td>
<td>.6185</td>
<td>40</td>
</tr>
<tr>
<td>C3</td>
<td>15.00</td>
<td>-11.20</td>
<td>.6185</td>
<td>162</td>
</tr>
<tr>
<td>C4</td>
<td>20.00</td>
<td>-19.30</td>
<td>.6185</td>
<td>364</td>
</tr>
<tr>
<td>C5</td>
<td>25.00</td>
<td>-27.40</td>
<td>.6185</td>
<td>648</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Subject Number</th>
<th>Data</th>
<th>Subject Number</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>13245:12345:21345:CA</td>
<td>22</td>
<td>45321:31265:31265:CA</td>
</tr>
<tr>
<td>8</td>
<td>32145:41235:31245:ABC</td>
<td>28</td>
<td>42135:43215:42135:ACB</td>
</tr>
<tr>
<td>14</td>
<td>32145:14352:51234:CA</td>
<td>34</td>
<td>53412:31245:51234:ABC</td>
</tr>
</tbody>
</table>
### Table 3

**Frequency of Ideal Risk Orderings**

<table>
<thead>
<tr>
<th>Parks Consistent with an Ideal Variance (Unimodal)</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morotonic (ideal at end)</td>
<td>12345</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>54321</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Ideal adjacent to end</td>
<td>21345</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>54312</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>31265</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>52413</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>41235</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>53214</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>51234</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>43215</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Ideal in middle</td>
<td>32145</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>54123</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>42135</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>53124</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>52134</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>43125</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>29</td>
<td>2</td>
</tr>
<tr>
<td>Additional ranks consistent with an Ideal Variance when Constant Alt. is omitted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morotonic</td>
<td>12432</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>25431</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>54321</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>43215</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>Ideal (in middle adjacent to end)</td>
<td>13245</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>15243</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>51324</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>24135</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>23135</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>32135</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>32143</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>45122</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Other Parks</td>
<td>4352</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>34251</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>53412</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

### Table 4

**Effect on Unimodal Ranks due to eliminating one alternative**

<table>
<thead>
<tr>
<th>Proportion Unfoldable with all Five Alternatives</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>26</td>
<td>29</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>40</td>
<td>40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Proportion of those Unfoldable Ranks which can be Folded when One Alternative is Removed</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remove constant alt.</td>
<td>13</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Remove alt. at random</td>
<td>14</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Remove lowest variance wager</td>
<td>12</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Remove middle variance wager (i.e., second lowest)</td>
<td>14</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Remove highest variance wager (or second highest)</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Remove least preferred alt.</td>
<td>14</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Remove most preferred alt.</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>


### Table 5
Frequency of Preference Locations of Focal Alternatives

<table>
<thead>
<tr>
<th>Constant Alternative</th>
<th>Lowest Variance Alternative</th>
<th>Highest Variance Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A</td>
<td>Set B</td>
<td>Set C</td>
</tr>
<tr>
<td>Preferred most</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Preferred least</td>
<td>13</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 6
Frequency of Top Choice across the Three Sets

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Set A</th>
<th>Set B</th>
<th>Set C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative 1</td>
<td>3</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>Alternative 2</td>
<td>-</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Alternative 3</td>
<td>5</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Alternative 4</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Alternative 5</td>
<td>8</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>
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Figure 1. Paradigm for studying risk taking
Figure 2. Example of a decision situation
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1. Introductory Comments

My interests involve both formal and empirical issues arising in research on the intellectual process we call probabilistic or inductive inference. Thus, I am interested in how individuals should and actually do revise opinion about the relative likelihood of two or more hypotheses or propositions on the basis of inconclusive evidence. One important feature of inference tasks in a variety of natural settings, such as medical diagnosis and jury deliberations, is that the logical connection between observable evidence and one's hypotheses is frequently indirect and involves various connections or relations of other events interposed between observables and the hypotheses. Such inferential processes are alternatively called cascaded, hierarchical, catenated, or multi-stage processes. The research I will tell you about involves such cascaded inferences, a class of intellectual processes I have found most interesting and challenging to investigate.

Most of the research I will discuss is formal in nature; I have more to say about the task of inference than I have to say about the behavior of individuals who perform this task. Probabilistic inference is one of those infrequently-occurring but fortunate areas of study within psychology in which there exists a reasonably suitable axiomatic base from which to proceed; such a base allows one to study the formal requisites of a task in terms of its essential ingredients and the manner in which they should be combined. My research on cascaded inference has led me to consider scholarship in a variety of disciplines whose number and diversity I did not
anticipate when I began my work in this area nearly ten years ago.

In order first to generate and then to interpret formalizations which I believe capture the essentials of cascaded inference, I have had to draw upon scholarship in such (apparently) diverse areas as evidence law, philosophy, and sensory psychology.

The diversity of disciplines upon which the study of cascaded inference processes rests, as well as the variety of behavioral tasks that involve such processes, will allow me to comment on one of the major objectives of interest to the organizers of this conference. They hoped each participant would be able to illustrate how decision research is important in the mainstream of cognitive psychology and is not an isolated endeavor insensitive to the contexts in which such decisions occur. For some time I have been concerned about whether or not the formalizations I study are rich enough to capture the essential behavioral requisites of inference in various decision contexts (Sehorn, 1977a). In fact, this very concern led me to consider scholarship in areas outside of psychology in which I was confident that cascaded inference processes occur.

For reasons I will discuss, I believe that our formalizations of cascaded inference processes are "behaviorally rich" in the sense that they incorporate many expected behavioral requisites of inference. Furthermore, our formalizations have helped me to fill in the gaps left by the inadequacies of my own intuition about the basic ingredients of complex inference and about how these ingredients should be combined.

II. Major Roots of Present Endeavors

We tell students of psychology that it is not a trivial task to identify the crucial stimulus or stimuli for some behavioral action. Pressed to tell you what are the essential roots or stimuli for my current research activities, I did experience predictable difficulties. The following three factors I believe to be the most important.

A. Feelings of Inadequacy.

The major stimulus for the work I am now doing had its onset in the middle 1960's, was visceral in nature, and involved the uncomfortable feeling that I knew very little about the task of inductive inference. One reason for discomfort was that I was in the act of studying human performance on such tasks; even more discomforting was the fact that I was asked to make specific recommendations, based on this research, about how inference functions ought to be allocated among people and devices in complex systems with diagnostic or inferential missions. I began to compare the complexity of the laboratory and simulation tasks we were studying with the complexity I thought evident in inferences performed in a variety of natural settings; the results of this comparison occasioned my feelings of discomfort.

Our early empirical research on probabilistic inference was stimulated by the work of Ward Edwards (1962) and was, as I have indicated, a mixture of basic and applied research. Excellent
reviews of this early research are to be found in papers by Rapoport and Wallsten (1972) and by Slovic and Lichtenstein (1971). It now appears that much of our applied research was premature; we spent a large amount of time evaluating various task-allocation paradigms before we were certain we knew about the formally- required ingredients of inference tasks. Our essential problem, as I now see it, was that we thought Bayes' Rule, as it appears in most probability treatises, says nearly all there is to say about probabilistic inference. We did know that sequential application of Bayes' Rule does require attention to possible conditional non-independence among the evidentiary events of concern; this was not always adequately explained in treatises of that period. However, we were unaware of the cascaded or hierarchical structure of most inference tasks and of the fact that there are several species of evidence which, in combination, require very careful formal treatment.

B. Interest in Source Credibility and Testimonial Evidence.

In applications of conditional probabilities it is frequently no easy task to specify which event actually conditions opinion; in other words, we usually have to be very careful in deciding just what information we have received. As an example, let $D = \text{event that the streetlight at the scene of the accident was on}$, and let $D^\complement = \text{the event of my testimony that the streetlight at the scene of the accident was on}$. As far as you (a juror in a negligence case) are concerned, events $D$ and $D^\complement$ are not the same events and you can be misled if you treat them as such. For various reasons you might easily suppose that my testimony $D^\complement$ is consistent with the truth of both $D$ and its complement $D^\complement$. In short, you may have reason to question my credibility as a source of information about $D$, whose occurrence or nonoccurrence you did actually observe. You may doubt the accuracy of my powers of observation or my veracity in reporting what I saw. Your problem is that, even in light of my unequivocal testimony $D^\complement$, you have uncertainty about whether or not $D$ actually occurred.

Studies of the formal requisites of testimonial evidence represented my first attempt to discover more about the task of inference since I believed (and still do) that source-credibility issues are obvious complicating features of virtually all inference tasks performed in legal, medical, military, and other contexts. I must
remark that others have been interested in formalizing probabilistic opinion revision when there is uncertainty about what is the conditioning event. Earlier, John Bodson (1961) attempted a revision of Bayes' Rule which would allow one to incorporate evidence in the form of equivocal responses from a source. As an example of such evidence, suppose I told you I was 70% sure D occurred and 30% sure it did not. A few years later, Gettys and Willke (1969) pointed out certain normalization difficulties in Bodson's original algorithm which resulted in its lack of path independence; they offered a revised version in which such difficulties were removed.

In a series of papers various colleagues and I began to formalize the process of determining the inferential value of testimonial evidence from sources with less than perfect credibility. In our formalizations of the inferential value of testimonial evidence (as well as other evidence I will later discuss), such value is indexed by likelihoods and likelihood ratios, the specific ingredients in Bayes' Rule which incorporate the inferential value of evidence. There was only a very small legacy of research within probability theory on credibility-testimony issues. Todhunter (1863) reviewed some of the earliest studies. Both Laplace (1795) and Keynes (1921) were particularly interested in credibility-related issues. In the work of Laplace and Keynes, credibility-related inference problems were posed in a similar manner; an attempt was made to determine how much weight to assign testimony, given that the source (or witness) testifies correctly. A serious difficulty is encountered when the problem is posed in this manner because the exact event witnessed is not incorporated into the formalization. As we shall see, we must specify exactly what event the witness reports having occurred.

Our first effort (Schau and Ducharme, 1971) concerns the following rather simple case: suppose $H_1$ and $H_2$ to be two disjoint hypotheses or propositions at issue; let $\{ D, D^c \}$ be a class of events linked probabilistically to $H_1$ and $H_2$ via the conditional probabilities $P(D \mid H_j)$ and $P(D^c \mid H_j)$, $j = 1, 2$; let $\{ D^s, D^c_s \}$ be a class of events representing testimony where $D^s$ is the testimony or report from source 1 that event $D$ occurred and $D^c_s$ is the testimony from source 1 that $D$ did not occur. This is, in fact, one of the simplest cases of cascaded inference; an event representing testimony is inconclusive evidence of related events in another class which are, in turn, circumstantially related to one's hypotheses. In determining the inferential value of the testimony from source 1, we must specify exactly what the testimony was (either $D^s$ or $D^c_s$). Consider $W_s$ the event that source 1 "testifies correctly," as considered by Laplace and Keynes. This event will not suffice in conditioning opinion about $H_1$ and $H_2$ since there are two ways in which the source can testify correctly: $D^s$ when $D$ occurred, and $D^c_s$ when $D$ did not occur. A basic problem is that the source's credibility in reporting $D^s$ may be different from his credibility in reporting $D^c_s$. Using event $W_s$ as a conditioning event on $H_1$ and $H_2$, we cannot account for such credibility differences nor can we incorporate the fact that certain credibility-related probability values may also be conditioned by $H_1, H_2, \text{or both}$.

Suppose source 1 reports $D^s$; the likelihood ratio for
testimonial event \( D_{1}^{*} \) prescribes the inferential value of \( D_{1}^{*} \) on \( H_{1} \) and \( H_{2} \) and is given in the general case by:

\[
A_{D_{1}^{*}} = \frac{P(D_{1}^{*} | H_{1})}{P(D_{1}^{*} | H_{2})} = \frac{P(D_{1}^{*} | H_{1}) \left[ P(D_{1}^{*} | D_{1}H_{1}) - P(D_{1}^{*} | D_{1}H_{2}) \right]}{P(D_{1}^{*} | H_{2}) \left[ P(D_{1}^{*} | D_{1}H_{1}) - P(D_{1}^{*} | D_{1}H_{2}) \right] + P(D_{1}^{*} | D_{1}H_{2})}.
\]

(1)

This apparently simple case in fact allowed us to resolve some long-standing problems concerning credibility-testimony issues. Intuition suggests that \( A_{D_{1}^{*}} \) should incorporate two kinds of information: information about the inferential value of the event being reported and information about the credibility of the source. The former is encoded by the conditional probabilities \( P(D_{j}^{*} | H_{j}) \), \( j = 1, 2 \); the latter is encoded by the conditionals \( P(D_{j}^{*} | D_{1}H_{j}) \), \( j = 1, 2 \). We choose to term these latter conditionals “hit” and “false positive” probabilities because of the established convention in signal detection theory. Intuition is not always complete; there are other important considerations. Notice that Eq. 1 requires the likelihoods \( P(D_{j}^{*} | H_{j}) \), \( j = 1, 2 \), and not the likelihood ratio \( L_{0} = \frac{P(D | H_{1})}{P(D | H_{2})} \).

The ratio \( L_{0} \) suppresses information about the rareness of event \( D \) whereas the conditionals appearing separately preserve such information. In short, \( A_{D_{1}^{*}} \) depends upon the rareness of event \( D \) under \( H_{1} \) and \( H_{2} \).

Because this is true, we were able to study the precise nature of the interaction between the credibility of a source and the rareness of the event being reported. Such an interaction was suspected by Keynes but his formalization did not allow him to study its effects.

Notice in Equation 1 that the credibility-related “hit” and false-positive values are, possibly, conditional upon \( H_{1} \) or both. Suppose, for example, that \( P(D_{1}^{*} | D_{1}H_{j}) = P(D_{1}^{*} | D_{1}) \), for every \( j \). In words, \( D_{1}^{*} \) and \( H_{j} \) are independent conditional upon the truth of \( D \). This implies that \( P(H_{j} | D_{1}^{*}) = P(H_{j} | D) \), an implication that there is no inferential value in the source's report that is not contained in the event the source reports. If hit and false-positive probabilities for a source are conditional upon one or both of the hypotheses, then there may be “extra” inferential value in the source's testimony in probabilistic discriminations between \( H_{1} \) and \( H_{2} \). If \( P(D_{1}^{*} | D_{1}H_{j}) = P(D_{1}^{*} | D_{1}) \), and \( P(D_{1}^{*} | D_{1}H_{j}) = P(D_{1}^{*} | D_{1}^{*}) \) for \( j = 1, 2 \), then \( A_{0} \) can be written in simpler form as:

\[
A_{0} = \frac{P(D | H_{1}) \left[ \frac{h_{1} - 1}{e_{1} - 1} \right]^{j}}{P(D | H_{2}) \left[ \frac{h_{1} - 1}{e_{1} - 1} \right]^{j}}.
\]

(1a)

where hit probability \( P(D_{1}^{*} | D_{1}) = h_{1} \), false-positive probability \( P(D_{1}^{*} | D_{1}^{*}) = e_{1} \) and where we assume \( e_{1} \neq 0 \) and \( h_{1} \neq 0 \).
I have always carefully avoided saying that the "credibility" of a source is defined by the conditionals \( P(D^o_1 \mid DM_1) \) and \( P(D^o \mid DM_1) \) which appear in Equation 1 or by the ratio \[ \frac{h_1}{f_1} = \frac{P(D^o_1 \mid D)}{P(D^o \mid D^c)} \] which appears in Equation 1a. In fact, in our earliest paper on the topic (Schum and DuCharme, 1971) we discussed several problems inherent in attempts to define source credibility or reliability in terms of these ingredients. As the signal detectability theorists have made us well aware, the response \( D^o_1 \) or \( D^o \) from source \( 1 \) depends upon both the source’s sensitivity in discriminating between \( D \) and \( D^c \) and upon the source’s response criterion. This response criterion, in turn, depends upon the source’s expectancies about the prior likelihood of events \( D \) and \( D^c \) and upon costs and payoffs associated with the four possible response-event outcomes. Thus, our assessment of the credibility of source \( 1 \) actually involves a variety of considerations having to do with the source’s sensitivity or competence as an observer and with motivational considerations which presumably affect the source’s testimonial biases and veracity. The question is: to what extent do the credibility-related ingredients of our \( A \) expression allow one to incorporate these sensitivity, expectancy, and motivational considerations in assessments of the inferential value of testimony?

In a recent paper (Schum, 1979) I have attempted to show how \( h_1 \), as defined in Equations 1 and 1a, is sensitive to a remarkable array of subtleties associated with witness observational sensitivity, expectancy, and motivational factors. Incorporating the formal elegance of signal detection theory in determining hit and false-positive rates, I considered a special case involving a normal-normal, equal-variance observer. The observational sensitivity of such an observer, indexed by \( d' \), can be varied independently of the observer’s response criterion \( L(x_0) \) which, as already mentioned, depends upon prior probability (expectancy) of signal occurrence and upon costs and payoffs. In a signal detection task the observer can be instructed to respond in accordance with any one of a number of decisional strategies such as maximizing payoff, maximizing hits while holding false-positives at some fixed rate, maximizing the probability of a correct response, or minimizing maximum error. For each one of these strategies there are algorithms for determining formally ideal \( L(x_0) \) (see Egan, 1975). For any given setting of \( d' \) and \( L(x_0) \), corresponding values of \( h_1 \) and \( f_1 \) can be determined under the normal distribution assumptions. Thus, one can vary \( d' \) and \( L(x_0) \) independently for an observer and examine how \( h_1 \) changes in response to corresponding changes in the \( h_1 \) and \( f_1 \) values associated with different settings of \( d' \) and \( L(x_0) \).

The results of this study permit three general conclusions. The first conclusion seems obvious from Equation 1a. Under any decisional strategy, when the \( h_1 \) and \( f_1 \) values are not conditional upon \( H_1 \) or \( H_2 \), there are simple tradeoffs possible between observer sensitivity and observer response-criterion setting in determinations of the
The inferential value of the observer's response. As an example, suppose $W_1$ is a high criterion, low sensitivity observer; for $W_1$, $h_1 = 0.05$, $f_1 = 0.01$, and $d_1^f = 0.68$. Further, suppose $W_2$ is a low criterion, high sensitivity observer; for $W_2$, $h_2 = 0.95$, $f_2 = 0.19$, and $d_2^f = 2.52$. For each of the observers the ratio of hit rate to false-positive rate is the same and, as Equation 1 shows, for any fixed set of conditionals $P(DH_k)$ for $k = 1, 2$, $A_{DP}$ is identical for the testimony from $W_1$ and $W_2$. The reason why these tradeoffs between observer sensitivity and response criterion are possible is that the values $h_1$ and $f_1$, not conditional upon $H_1$ or $H_2$, are also not, by themselves, inferentially important. Their precise role is to show how much of the inferential value contained in the event being reported is preserved when we consider the credibility of the observer.

The second conclusion of this study was that $A_{DP}$ is definitely sensitive to the observer's decisional strategy. Plots of $A_{DP}$ as a function of $d'$ are quite different for various decisional strategies.

The third conclusion was that a remarkable array of evidence subtleties can be incorporated in Equation 1 when $h_1$ and $f_1$ are conditional upon $H_1$ or $H_2$. Within the signal detection paradigm one can make either or both of $d'$ and $L(x_0)$ conditional upon $H_1$ or $H_2$. Making $L(x_0)$ conditional upon $H_1$ or $H_2$ allows one to represent a wide variety of observer bias effects such as testimony against preference. Suppose a witness who is a very close friend of the defendant. This witness testifies to the occurrence of an event which is damaging to the defendant. Intuition suggests and our formalizations verify that this testimony should have more inferential value than testimony to this event from an unbiased or "neutral" observer. Making $d'$ conditional upon $H_1$ and $H_2$ allows one to represent situations in which observational sensitivity may be conditioned by knowledge of $H_1$ or $H_2$. For example, we might encounter a radiologist whose capacity for detecting some diagnostically important signal on an X-ray is higher for pneumonia than for tuberculosis patients. Finally, making $d'$ and $L(x_0)$ jointly conditional upon $H_1$ or $H_2$ allows one to represent a variety of evidential subtleties, some of which are counterintuitive.

After studying elementary forms of $A_{DP}$, we performed an empirical study hoping to determine the extent to which subjects change the inferential value of testimony in a manner consistent with the credibility of the source (Schum, Ducharme, and DePitts, 1973). The results, consistent with other studies (see Peterson, 1973), showed that subjects tend to overvalue evidence from unreliable sources. That is, they fail to make the inferential value of $D^s$ smaller than the inferential value of $D$ by an amount Equation 1 says is appropriate.

Another formal effort (Schum and Kelly, 1973) concerned the multi-source case in which $n$ sources, sensors, or witnesses are queried about whether $D$ or $D^c$ occurred. There are several interesting problems in this case. First, the $n$ reports are inferentially redundant in the sense that they all refer to $D$, which either occurred or didn't occur. Second, the $n$ sources can either agree (all report $D^s$ or all report $D^c$) or they can give contradictory testimony: $r$ sources report $D^s$, and $(n-r)$ sources report $D^c$. Thus, there is concern, not only about the inferential strength of the joint testimony, but also about the direction (towards $H_1$ or towards $H_2$) of opinion revision. Finally, in addition to concern over whether or not credibility-related values are conditional upon $H_1$, $H_2$, or both, there
is a new concern about whether or not the sources are behaving independently of one another. Thus, we have two conditional independence issues to worry about; a variety of special cases can emerge depending upon the pattern of assumptions that applies in any particular case.

\[
\text{Let } R_i \text{ be the report from source } i \text{ about whether or not } D \text{ occurred; } R_i \text{ can be either } D_i^o \text{ or } D_i^a \text{. Let } E^a = \bigcap_{i=1}^n R_i \text{. In the special case in which the sources' reports are independent of each other and are not conditional upon either } H_1 \text{ or } H_2, \]

\[
\Omega^a = \frac{P(D \mid H_1) + V}{P(D \mid H_2) + V} \\
\text{where:}
\]

\[
V = \begin{bmatrix}
\frac{P(F \mid H_1)}{P(F \mid H_2)} - 1 \\
\frac{Q(F \mid H_2)}{Q(F \mid H_2)} - 1
\end{bmatrix}^{-1}
\]

In the credibility-related value \( V \) in Eq. 2, \( P \) is the set of sources who report \( D^o \), and \( Q \) is the set of \((n-r)\) sources who report \( D^a \). The value \( c_q = \text{"correct rejection" probability for source } q \), where \( c_q = 1 - e_q \), and \( m_q = \text{"miss" probability where } m_q = 1 - h_q \).

In Eq. 2, the term \( V \) shows the direction as well as the strength of opinion revision. If the aggregate \( S \) ratio of the \( P \) sources reporting \( D^o \) exceeds the aggregate \( c/o \) ratio for the \( Q \) sources reporting \( D^a \) we move opinion toward the hypothesis favored by event \( D \); if the reverse is true, we move opinion toward the hypothesis favored by \( D^o \). We also notice that what matters is the aggregate credibility on either side (\( P \) or \( Q \)) and not the
number of sources on either side. We might have one source in P and 20 in Q; if the single source in P is more credible than the aggregate of those in Q, we side with P. Other interesting features of this formalization are discussed in Schum and Kelly (1973) and in Schum (1979). Finally, we extended our multisource formalizations to the more general case involving multivalued event classes (Schum, Pfeiffer, 1973).

At this point, I asked myself two questions which influenced the subsequent direction of my research. I wondered, in connection with Eq. 2, what evidence law says about the number of witnesses and the impact of testimony, and, I wondered whether or not formalizations like Eq. 1-2 would incorporate the various credibility issues which arise in juridical proceedings. To answer these questions I started to rummage about in evidence law treatises. I found the answers to my specific questions and I found much more. What I found is the next part of my story.

C. Juridical Evidence Scholarship.

Information about cascaded inference has been revealed to me over time and not necessarily when I have needed it most. I wish I had read certain treatises on evidence law before I began my formal work; there is a wealth of information in these treatises for persons interested in the logical requisites of inference. Juridical scholars, at least since the time of Jeremy Bentham, have systematically investigated a variety of evidentiary issues as they arise in litigation. The earliest comprehensive effort appears to be Bentham's treatise

The Rationale of Judicial Inference (1839). I have wondered why there has been such extensive scholarship on inference in the substantive area of law and not in other substantive areas like medicine in which inductive inference is equally important; I believe there are three essential reasons. First, litigation is a contentious process in which adversaries present evidence favorable to their positions. For this reason, a variety of unique credibility-related issues arise in juridical applications. Second, because of the contentious nature of litigation the court exerts control over which evidence can be given; no such controls exist in other contexts. Finally, in juridical inference, the fact-finders are only rarely experts in substantive matters and are almost certainly not knowledgeable about the logical requisites of the tasks they perform. Thus, systematic study of evidence, the stock-in-trade of juridical proceedings, has been a necessity.

As you may recall, I said that I began to read in evidence law hoping to discover whether or not legal evidence prescriptions were consistent with prescriptions given by our early A formalizations. I discovered consistency with respect to the weight of evidence and the number of witnesses on either side; I also discovered that our A formalizations were "behaviorally rich" enough to incorporate all the recognized legal grounds for impeachment and support of witness credibility (Schum, 1977a). I also discovered something even more valuable, namely, the scholarship of an eminent jurist named John Henry Wigmore. His most influential works appear to be his treatise...
The Science of Judicial Proof (1937 latest edition; 1901 first edition) and his monumental ten-volume Treatise On The Anglo-American System Of Evidence In Trials At Common Law (each volume has a different publication date since the work has been periodically revised; in subsequent references to this work I will cite Evidence, followed by volume number and the most recent date of publication).

Four aspects of Wigmore's work have been of particular interest to me: his classification of evidence, his categorization of the ways in which evidence is used, his study of "cascaded" inference (Wigmore's term for what we, at least 40 years later, call "cascaded" inference), and his analyses of masses of mixed evidence representing actual cases or portions thereof. Wigmore's diagrammatic analyses of evidence, though systematic in nature, were non-formal in the sense that he offered neither probabilistic characterizations of evidence nor prescriptive rules about how evidence should be combined. He believed that science, though offering canons of reasoning for single inferences, could not provide canons of reasoning for masses of contentious evidence such as that appearing in juridical proceedings (1937, p. 8). This sounded like a challenge to me, one that I have accepted as the next section will show.

III. Current Research On Cascaded Inference

In this section I will tell you about some of our current research objectives and about the progress we have made. I do have other objectives but they concern relating our research to other areas of psychology generally and decision theory and analysis specifically. These latter objectives I will discuss in Section IV.

A. Formalizing Categorizations of Various Species of Evidence.

It may seem presumptuous for anyone to announce interest in formalizing the complex inference tasks individuals perform on the basis of inconclusive, contradictory, and conflicting evidence often obtained from unreliable sources. Anyone who has ever performed such tasks in the role of juror, medical diagnostician, or intelligence analyst knows something about the bewildering array of evidence that must be evaluated and combined. On the surface, it may appear that formalization is nearly impossible in the face of unlimited varieties and large volumes of evidence.

I now believe that, although the substance of evidence may be unlimited, there are, in fact, just a few basic logical forms of evidence. These I will discuss momentarily. I also have reason to believe that volume of evidence, by itself, should not be frightening; this issue I defer until later. These two revelations have given me hope that we can formalize the process of evaluating and aggregating masses of evidence mixed with respect to logical form.
There is not complete agreement among jurists about how evidence ought to be classified. Wigmore (Evidence, IV, 1972 rev.) presents a scheme in which he partitions all evidence into three categories. In more recent work (e.g. Lemert and Salzburg, 1977) somewhat finer distinctions are made. The classification scheme I will briefly discuss neither the older approach of Wigmore nor the modern approach of Lemert and Salzburg. It is based upon two considerations which are apparent in virtually every classification scheme I have yet seen. In studying the formal requisites of inference I have the problem of translating descriptions of evidence into the language of events. The reason is that probability is a measure assigned to events and to boolean functions of events. The classification of evidentiary events I consider must be precise, parsimonious, and yet be flexible enough to represent important behavioral distinctions in a variety of inferential or diagnostic contexts.

As far as I can tell, there are two major questions implicit in evidence classification schemes I have seen. The first is: What is the source of the evidence? The second is: What is the nature of the logical relation between the evidence and the propositions, hypotheses, or facts-in-issue? As I discuss these questions I will introduce notational and diagrammatic conventions I will use throughout this chapter. The person "you" referred to in discussion is the person performing the inference task, e.g. the fact-finder in a court trial or the medical diagnostician.

1) Source of Evidence: Testimonial vs. Real Evidence.

A distinction is usually made between instances in which you receive information from your own senses and other instances in which you receive information either from the senses of someone else or from some non-human sensing device. Suppose for some inferential purpose we need to know whether or not the index finger on Person A's left hand is missing; let \( D \) = event that the index finger on A's left hand is missing and let \( D^c \) = event that this finger is not missing. You have never seen A and, therefore, must rely upon the report or testimony from a witness \( W_1 \) who, we assume, knows A and can help us determine whether \( D \) or \( D^c \) is true. The report by \( W_1 \) to you is called testimonial evidence. Let \( D_1^o \) = the event that \( W_1 \) testifies that \( D \) occurred (or is true), and let \( D_1^c \) = event that \( W_1 \) testifies that \( D \) did not occur (or is not true). Unless the credibility of \( W_1 \) is perfect, his testimony \( D_1^o \) is consistent with the truth of both \( D \) and \( D^c \); his testimony \( D_1^c \) would also be similarly consistent with \( D \) and \( D^c \). Thus, both reports \( D_1^o \) and \( D_1^c \) are inconclusive evidence of \( D \) or of \( D^c \). Figure 1a below shows our diagrammatic convention for illustrating inconclusive evidence; the arrow means "consistent with the truth of" or "has non-zero probability under."

In Figure 1a testimony \( D_1^o \) is consistent with the truth of both events in the class \( \{D, D^c\} \).

Testimonial evidence of some sort is present in nearly every inference task. However, there are instances, of course, in which you, the fact-finder or diagnostician, make direct observations your-
self. Person A is brought into the courtroom and holds up his left hand. Let \( D_0 \) = event that you observe the occurrence of event \( D \) and \( D_0^c \) = event that you observe the nonoccurrence of event \( D \).

Objects or other materials available for your own direct observation are frequently called real evidence. The question now arises whether or not \( D_0 \) is conclusive evidence of \( D \). It depends, of course, upon whether or not the observational conditions were perfect and upon whether or not your senses are completely accurate. If the conditions of observation were poor or your senses less than perfectly accurate, then the formal distinction between \( D_0 \) and \( D_0^c \) vanishes; both could be thought of as testimonial evidence from unreliable sources and, therefore, inconclusive evidence of \( D \).

I shall preserve the distinction between testimonial and real evidence under one special condition. Suppose a situation in which we can accept some event as having, in fact, occurred. In some cases a fact-finder's observational conditions and senses may be virtually perfect. In other cases we may reasonably assume the occurrence of some event.1 In such cases we shall treat \( D_0 \) and \( D \) as equivalent events. This will allow us to use a smaller number of conditioning steps in our formalizations which, as you will see, rapidly become difficult even in apparently simple cases.

2) Direct vs. Circumstantial Evidence.

Our next concern is with the manner in which our observables (real or testimonial evidence) are related to the basic hypotheses, propositions, or facts-in-issue. One form of evidence, termed direct evidence, would resolve or be conclusive about the matters at issue if the evidence came from a completely credible source. Absent perfect credibility, however, direct evidence is inconclusive. With direct evidence the only inferential issues concern the credibility of the source and whether or not the evidence is authentic as described in Footnote 81. Another form of evidence is always inconclusive about basic matters at issue, whether or not it comes from a perfectly credible source. Such evidence is said to be circumstantial, indirect, or presumptive (an absolute term). As Table 1 shows, both direct and circumstantial evidence can be either real or testimonial.

---

1In jurisprudence a special category of evidence called judicial notice exists. It refers to clearly indisputable facts whether or not they are commonly known. Such evidence is accepted without proof. I also note that the introduction of real evidence in court trials requires often elaborate procedures for authenticating the evidence. Generally, such procedures identify the evidence and show how it is linked with a litigant.
Following are several examples which should convey the distinctions made in Table 1. Let \( \{H_1, H_2\} \) be a class of events representing the hypotheses, propositions or facts-in-issue of basic or ultimate interest in an inference task. Although we assume \( H_1 \neq H_2 \) to be a disjoint class, it may or may not be exhaustive. First consider direct testimonial evidence.

Let \( H_1 \) be the event that A shot B, and let \( H_2 \) be the event that A did not shoot B. Witness \( W_1 \) testifies \( H_1 \), but not \( H_2 \). Here we have a direct testimonial assertion about our major fact-in-issue. As Figure 1b shows, \( H_1^* \) is consistent with the truth of (or inconclusive regarding) \( H_1 \) and \( H_2 \); assuming that \( W_1 \) is not perfectly credible. Notice that there is no intermediate reasoning step between observable \( H_1^* \) and hypotheses \( \{H_1, H_2\} \). This is why we label the direct-testimonial cell "never cascaded" in Table 1.

Figure 1 about here

Next consider the circumstantial-testimonial situation in Table 1 with \( \{H_1, H_2\} \) defined as in the preceding paragraph.

Let \( D \) be the event that A and B had fought on an occasion previous to the one in question, \( D^* \) be the negation of \( D \). Notice that event \( D \) is consistent with the truth of \( H_1 \) and \( H_2 \); the fact that A and B had a fight in the past may cause us to change opinion about the relative likelihood of \( H_1 \) and \( H_2 \) but certainly not conclusively so. Notice that we would say this regardless of the credibility of the source of information about event \( D \).

Suppose that our information comes from witness \( W_1 \); let \( D_j^* \) be the event that witness \( W_j \) testifies that A and B had a fight on a previous occasion. Figure 1c shows that the chain of reasoning from testimony \( D_j^* \) to \( \{H_1, H_2\} \) involves the intermediate step concerning \( \{D, D^*\} \). Thus, we have a simple cascaded inference task: \( D_j^* \) is inconclusive testimonial evidence regarding events \( \{D, D^*\} \) which are circumstantially related to \( \{H_1, H_2\} \). Figure 1c happens to depict the simplest possible cascaded inference task. More complex examples appear in later discussion.

The direct-real evidence situation seems rare in most inference tasks. In jurisprudence at a person had made a direct observation relative to a fact-in-issue which would be employed as a witness and not a fact-finder. The fact that I witnessed Jack Ruby shoot Lee Harvey Oswald (as did several million others who saw it happen on T.V.) would probably have precipitated being a juror should this matter have come to trial. One can, of course, imagine showing jurors films or television tapes of some crucial events at the discretion of the court. In medical diagnosis it would seem a rare occurrence for a doctor to have made an observation which conclusively resolves his diagnostic problem. I won't dwell on this non-cascaded inference situation except to point out that the inferential issues seem to involve the accuracy of your own observation and, perhaps, authentication issues if the inference is judicial.

The circumstantial-real evidence situation is encountered both in cascaded and non-cascaded forms. The non-cascaded form,
in fact, characterizes most of the "hookbag and poker chip" experiments so popular in laboratory inference research in the 1960's. Suppose Bag $N_1$ contains 50% red ($R^*$) and 50% blue ($B^*$) poker chips; Bag $N_2$ contains 75% red and 25% blue chips. Shuffling a color-normal subject under ideal viewing conditions a red or a blue chip is real but circumstantial evidence regarding $N_1$ and $N_2$. Our diagrammatic convention for real evidence is shown in Figure 1c. A subject's observation $E_{ij}$ (of a red chip) is taken to be equivalent to the occurrence of event $D$ because of the subject's assumed perfect sensitivity and the optimal viewing conditions. In other cases, such as the one in Figure 1a, real evidence may be part of a cascade or cataract. In this case we accept or assume the occurrence of event $E$ which is inconclusive evidence regarding $\{R^*, B^*\}$; events $\{D, D^*\}$, in turn, are circumstantial evidence regarding $\{N_1, N_2\}$. We expect that the situations depicted in Figure 1a and le are formally similar.

We now consider the process of forming cascades or computations of circumstantial evidence. Forming appropriate computations of events which lead inferentially from observables to hypotheses is precisely where the fun starts. In the first place there is an element of arbitrariness in actual applications. The individuals might form slightly different computations of intermediate circumstantial events between the same sets of observables and hypotheses. This is rather akin to the arbitrariness of determin-

...ing a set of attributes from an objectives hierarchy in a multi-attribute utility assessment task (Kenny, 1976). Vignone (1977) noted the arbitrariness and the essentially deductive nature of the task of forming computations for some actual set of evidence. However, if we stay in the abstract we encounter no difficulties since we can form any computation for illustrative purposes and for detailed study.

The second problem is that there is a virtually unlimited array of possible computations. My hope is that there is a reasonably-sized class of recurring computations which we can study carefully. Consider Figure 1 again, Figure 1e is the now familiar case in which a single source (or source 1) reports the occurrence of event $D$, where the class of events $\{D, D^*\}$ is circumstantial evidence regarding $\{N_1, N_2\}$; the formalization of $A_{ij}$ was given above in Equation 1. We shall say that the computation here is single-stage since one event class is interposed between the observable $D^*$ and $\{N_1, N_2\}$. In general, the level of cascading will refer to the number of event classes interposed between an observable and the final hypotheses. Figure 1f shows two-stage computation between $E_{ij}$ and $\{N_1, N_2\}$. In the general case, the expression for $A_{ij}$ in Figure 1f involves 16 conditional probabilities as ingredients. Figure 1g represents the multi-source case we discussed in Section II-B above (A in the special case discussed in this section was prescribed in Equation 2). The computation in 1g is also single-stage, since there is one event class interposed between each of the observables (the $n$ reports) and the hypotheses. Finally, Figure 1h
illustrates a ceteration in which there is real and testimonial evidence.

You may be wondering what order of cascading I am going to assign to the ceteration in Figure 1a. Well, with respect to testimonial evidence $E_1^*$ and $E_2^*$ we have a second-order cascade and with respect to $E_0$, $C$ we have a single-order cascade. The difficulty with the ceteration in Figure 1a is that we must be careful to acknowledge the inferential redundancy that exists here, as it does in the ceteration in Figure 1g (which we discussed above in Section 1-B). In short, we must either determine $A$ for the joint occurrence of $E_1^*$, $E_2^*$, and $C$ or determine $A_{E_1^*}$. $A_{E_2^*}|E_1^*, C, E_0$ A $C|E_2^*, E_0$. Such formalization acknowledges the redundancy that exists.

The term "cascaded" inference arose because it was apparent that events representing "hypotheses" at one inferential level become, in turn, evidence bearing upon other hypotheses at a higher level. If you will look at Figure 1a again I can make this clearer.

Events $E_1^*$, $E_2^*$ are possible explanations for our observed testimonial evidence $E_1^*$. In turn, $E_0$, $E_0^*$ represent circumstantial evidence for $D^*$, $D_0^*$ which, in their turn, represent circumstantial evidence for the highest or terminal level events $E_1^*$. The major complication in cascaded inference involves two major conditional independence issues. The first concerns conditional independence of events within a ceteration. For example, considering Figure 1c together with Equations 1 and 1a, we saw how it was necessary to decide whether or not $D_0^*$ is conditioned by $[E_1^* \cdot E_2^*]$ or both when event $D$ is given. Figure 1d illustrates how complex these conditional independence considerations can be. Take $E_1^*$ for example: given $E$, is $E_1^*$ also conditional upon events in $[D, D_0^*]$, upon events in $[E_1^*, E_2^*]$, or upon events in both classes? An another example, are events $E$ and $F$ conditionally independent of $[D, D_0^*]$ when $E_1^*$ is assumed? Quite simply, conditional independence considerations form the basis for articulating the subtle interrelations that frequently exist among evidence items.

A scenario or collection of evidence may consist of many ceterations like those in Figure 1. The next question concerns whether or not there are probabilistic linkages existing among different ceterations. Formal complexity is greatly increased when events in one ceteration are conditionally independent of events in another ceteration. I will provide an example and further discussion of this problem in Section III-D below.
B. Formalizing the Process of Evaluating and Aggregating a Mix of Mixed Evidence.

I believe we have at least the rudiments of a system adequate to uncover the essential formal requisites of the task of evaluating and aggregating a collection of mixed evidence. I have now formally analyzed the evidence from several actual judicial trials, one of which I'll tell you about. Naturally, I have begun with simple cases and am now extending my work to more formidable ones. The case I will discuss concerns a defendant named Saloem who sold various all-purpose nostrums or remedies on the streets of London at the turn of the century. Briefly, Saloem was accused of causing the death of one Mackenzie, who allegedly took some of Saloem's pills. The prosecution offered two witnesses: a forensic expert whose post-mortem examination of the deceased led him to conclude that Saloem's pills were the cause of death; the other prosecution witness was Mackenzie's servant who testified that Mackenzie took Saloem's pills and died a short time later. The case for the defense involved what Wigmore terms "explanation by inconsistent instances" (Wigmore, 1937, p. 60). Several witnesses testified that they had also taken Saloem's pills and were not harmed by them.

The essential events in the case are shown diagrammatically in Figure 2. Observe that there are three categorizations of events, two representing prosecution evidence and one representing defense evidence. This case is fairly simple because there appears to be no probabilistic linkages among categorizations. Also, of course, the amount of evidence presented was not very large and was all testimonial in nature.

Figure 2 about here

The forensic expert's testimony \( T^0 \) is a direct testimonial assertion about a major hypothesis or fact at issue; the only inferential issue related to this testimony concerns this witness' credibility. The servant's testimony \( T^1 \) is the report that the following event occurred: \( D \) = event that Mackenzie took Saloem's pills and died a short time after. We are first concerned about the servant's credibility since, for example, Mackenzie may have taken pills other than Saloem's. In addition, even if Mackenzie took Saloem's pills, he might have died of some other cause. This means that \( D \) is only circumstantial or indirect evidence regarding the major fact at issue. Thus, the servant's testimony involves a single-stage circumstantial-testimonial categorization.

The defense argument is based upon a more complex circumstantial-testimonial categorization. Let \( F_1 \) = the event that witness \( W_1 \) (alive and in good health) reports having taken Saloem's pills. The credibility of \( W_1 \) is an issue since any witness may or may not actually have taken these pills. Let \( T_1 \) = event
that \( W \) actually took Salmon's pills; let \( F^c \) = event that \( W \) did not take Salmon's pills. Thus, \( F^c \) is only inconclusive evidence regarding \( F \) or \( F^c \). Since we must determine the aggregate inferential or probative value of the \( n \) witnesses, let \( r^w = \sum_{i=1}^{n} r^w_i \).

Now, let \( C \) = event that Salmon's pills are generally harmful; \( C^c \) = event that Salmon's pills are generally harmless. We note that the events \( F, F^c \) are only circumstantial evidence regarding \( C \) and \( C^c \). Further, we note that events \( C \) and \( C^c \) are only circumstantial evidence regarding the major facts at issue (\( H \) and \( H^c \)); e.g., the pills might be harmful, but MacKenna could have died from some other cause.

Now, to formalize the inferential problem facing a juridical fact-finder, we begin with Bayes' rule:

\[
P(H | D^o H^c) \frac{P(D^o | H)}{P(D^o | H^c)} = \frac{P(H | D^o H^c) P(D^o | H^c)}{P(D^o | H^c)} \frac{P(D^o | H^c) P(D^o | H^c)}{P(D^o | H^c)}
\]

The probative strength of the evidence is represented by the product of the three likelihood ratios shown inside the brackets in Eq. 3. The remaining term \( P(H | D^o H^c) \) represents the fact-finder's initial or prior opinion about the facts at issue before evidence is presented. We now consider the three likelihood ratios:

1) \( A^w = \frac{P(H | D^o H^c)}{P(H | D^o H^c)} \)

As asserted earlier, the probative value of a direct testimonial assertion about a major fact at issue depends only upon the assessor's credibility. Our formalization for the probative strength of \( H^c \) makes this clear: \( P(H | D^o H^c) \) is analogous to a "hit" probability and \( P(H | D^o H^c) \) is analogous to a "false-positive" probability. Thus the probative strength of testimony \( H^c \) depends simply upon the fact-finder's assessment of the forensic expert's credibility in terms of hit probability relative to false-positive probability.

2) \( A^w = \frac{P(D^o | H^c)}{P(D^o | H^c)} \)

In formalizing the probative value determination for the servant's testimony \( D^o \) we encounter two conditional independence issues. We must first ask whether or not the probative value of the servant's testimony depends upon what the expert witness testified. Then, we must ask whether or not the witness' testimony depends upon \( H \) or \( H^c \). Various combinations of these circumstances can occur and the formal process makes clear what is required in each case. As one example, suppose a fact-finder decides that testimony \( D^o \) does not depend upon \( H^c \) but could possibly depend upon \( H \) or \( H^c \); i.e., the witness might have some bias (Schum, 1977a). In this case a formally appropriate expansion results in:

\[
A^w = \frac{P(D^o | H) [P(D^o | D^o) - P(D^o | D^o H^c) - P(D^o | D^o H^c)]}{P(D^o | H^c) [P(D^o | D^o H^c) - P(D^o | D^o H^c)] + P(D^o | D^o H^c)}
\]

which is identical to Equation 1 discussed in Section II-B.

3) \( A^w = \frac{P(D^o | D^o H^c)}{P(D^o | D^o H^c)} \) You should recall that
\[ F^o = \bigcap_{i=1}^{n} F_i^o \]

represents the aggregate testimony of all \( n \) witnesses

who say they took Salmon's pills. In establishing the probative value
of \( F^o \) there are many subtle linkages possible among the events of
concern (see Fig. 2). Consider the special case involving the following
conditional independence assumptions which seem entirely plausible
in Salmon's case.

a) Suppose \( F^o \) is not conditioned by previous testimony \( H^o \)
or \( D^o \) when either \( H \) or \( D \) is true. This makes

\[ \Delta (F^o) = \frac{P(F^o | H)}{P(F^o | H^o)} \]

b) Suppose the testimonies of the \( n \) witnesses are independently

given (i.e., there is no collusion) and for any witness \( W_i \), depend

only upon events \( I_{F_i}, F_i^o \).

c) Suppose, for any \( W_i \), \( \{ F_i, F_i^o \} \) depends only upon

\( G, G^o \) and not upon \( H, H^o \).

If \( h_i = P(F_i, F_i^o) \) = "hit" probability for witness \( W_i \), and

\( f_i = P(F_i | F_i^o) \) = "false-positive" probability for \( W_i \), then

in expanded form:

\[ P(G | H) \left( \frac{\sum_{i=1}^{n} \left[ \frac{P(F_i | G) + \frac{f_i}{h_i} - 1}{P(F_i | G^o) + \frac{h_i}{f_i} - 1} \right]^{-1} }{n} \right) \]

This expression prescribes how the ingredients necessary in "explanation
by inconsistent instances" should be aggregated.

For the person who agrees with the various assumptions we have

introduced in this example, \( \Delta (F^o) \), \( \Delta (F^o) \), and \( \Delta (F^o) \)

show the necessary ingredients and the manner of their combination for each

as presented by Vignore.

testimonial assertion in Salmon's case. Other assumptions are possible,

of course; however, our formal procedure can show what is required

under any pattern of assumptions about the probabilistic linkages

among events in this case. The product of these three likelihood

ratios represents the net or aggregate probative value of the evidence

in this case.

C. Studies Of The Logical Structure Of Various Inferential Arguments.

The formal process developed thus far allows one to study the
details of various forms of inferential argument. I mentioned that
I had hoped there would be recurring rationales whose structure we
should study carefully. One such rationale is the defense argument
by inconsistent instances in Salmon's case. This form of argument is
controversial in legal proceedings and evidence regarding inconsistent
instances is not always deemed relevant by the courts (e.g. Cleary,
et al., 1972), though the reasons given are often vague. Systematic
study of Equation 5 shows why, in this special case, such evidence
might not be deemed relevant in the juridical sense.\(^2\)

\(^2\)Briefly, juridical evidence is relevant if the evidence bears

upon an issue in the case and if the evidence has probative or inferential value. Essentially this means that the likelihood
ratio for the evidence has value not equal to one.
Essentially it is a statistical argument involving a completely biased sample and is heavily contingent upon the number \( n \) of witnesses employed by the side using it. This raises the spectre of a trial by numbers guaranteed to try the court’s patience. Figure 3 shows how the inferential value of joint testimony \( F^* \) varies as a function of \( n \) and witness credibility in a special case involving fixed values of the following ingredients of Equation 5:

1) \( P(G\mid H) = 0.900 \), \( P(G\mid H^c) = 0.001 \)

2) For every witness \( i \), \( P(F_i\mid G) = 0.100 \), \( P(F_i\mid G^c) = 0.700 \).

\( [A_{F^*}]^{-1} \) is plotted for four levels of credibility: perfect; \( h_i/f_i = 100 \), all \( i \); \( h_i/f_i = 5 \), all \( i \); and \( h_i/f_i = 2 \), all \( i \).

There is an upper bound on \( [A_{F^*}]^{-1} \); this bound is given by

\[
\left| \frac{P(G\mid H)}{P(G^c\mid H)} \right| = \left| \frac{0.100}{0.999} \right| = 9.9.
\]

Boundedness is a consequence of the assumption that the credibility of each source does not depend upon events \( \{H, H^c\} \) or upon \( \{G', G^c\} \). The first thing to notice is that the sensitivity of \( A_{F^*} \) to number of witnesses \( n \) depends upon witness credibility; \( A_{F^*} \) changes more drastically by adding witnesses of high credibility than it does by adding witnesses of low credibility.

The most important consequence of the analysis, however, concerns the curve for perfectly credible witnesses (those for which \( h_i/f_i \) approaches infinity). Formally, the full probative value of joint testimony \( F^* \) (i.e., the value 7.9) is not justified for any finite number of perfectly credible witnesses; \( [A_{F^*}]^{-1} \) does, however, come close to its maximum possible value for only three witnesses.

It is very interesting to compare \( [A_{F^*}]^{-1} \) with the corresponding likelihood ratio for joint contradictory testimony given in Equation 2. It is easy to show that under the same set of assumptions applicable to credibility, as in our present case, \( A_{F^*} \) in Equation 2 reaches its maximum value for just one perfectly credible witness. In short, in evaluating the probative value of contradictory evidence, a single perfectly credible witness on one side can "swamp" any finite number of less-than-perfectly credible witnesses on the other. The basic fact about explanation by inconsistent instances is that it is essentially a statistical argument the strength of which, like other statistical arguments, depends upon sample size, regardless of how reliable are the data.

Unlike most conventional statistical arguments, "inconsistent instances" does not involve random sampling. In any case, the user of this argument will only present a "sample" of \( n \) witnesses whose
testimony is favorable to his case. This is why we said the argument involved completely biased sampling.

D. Studies Of The Dimensions Of Inferential Complexity.

It has long been believed that the following factors contribute to the cognitive or intellectual difficulty of inference: amount of evidence, whether or not the evidence was conflicting or contradictory, and whether or not source credibility was an issue. In fact, these are examples of the kinds of variables we studied in early empirical research. I now believe that there are other, perhaps more important factors.

1) The level or order of cascading between observables and final hypotheses determines inference difficulty. From a purely formal point of view each level of cascading introduces a new class of events which must be incorporated into the logical structure of the task. The fact that there is often arbitrariness in the determination of these interposed event classes makes the process all the more difficult.

2) A second factor concerns the nature of the probabilistic linkages between events within a catenation. I provided examples of such difficulty when I discussed the catenation shown in Figure 1b. This second factor, of course, interacts with the first since the higher the order of cascading the more conditional independence issues there are to worry about. Another related consideration concerns the particular nature of a catenation,

There are very many possible paradigms for a catenation. Appropriate formalization of A for a catenation is difficult in many cases as we have observed.

3) A third factor concerns the extent of probabilistic linkage among events in two or more catenations. I believe this to be the most vexing problem of all. Following is an example of the complexity involved. Consider Figure 4 which shows two catenations of events which form a portion of the evidence in a hypothetical juridical example concocted by Wigmore (1937, p. 318). Let N be the event that defendant X shot victim Y; D be the event that a rifle with a spent chamber was found in X's apartment; D = the event that witness 1 reported event D; D = the event that witness 1 reports hearing a loud "crack" coming from the window of X's apartment; C = the event that the loud "crack" came from the window of X's apartment; F = the event that a rifle was fired in X's apartment.

In evaluating testimony C, I find it impossible to avoid thinking about previous testimony D. In short the inferential value of C, testimony of a loud "crack" coming from the window of the apartment, seems to be enhanced by the previous testimony that someone found a rifle there. We assume of course
that the times match for events in these two items of testimony. Formally, these two catenations seem somehow linked together; the precise problem is to determine the inferential value of $G_j^*$ given knowledge of previous testimony $D_k^*$. Formally, we must determine an appropriate expansion of $A_{C_k^*} | D_k^* = (C_k^* | H^M) \cdot \frac{P(C_k^* | D_k^*(H^C)}{P(C_k^* | D_k^*)}$

Samuel Johnson once defined a lexicographer, like himself, as a "harmless drudge." I believe that persons who attempt to study catenated inference will also come to think of themselves as drudges since the process of expanding $A_k$ is certainly tedious and frequently vexing. It turns out that, in the general case, there are $2^n$ probabilistic ingredients in $A_k | D_k^*$ under various patterns of conditional independence assumptions. This number of ingredients can be reduced, to a minimum of $8$. Looking at the general expansion of $A_k | D_k^*$ (which stretches far one side of my desk to the other) I suppose that the major reason why, I judged the testimonies to be related concerns the conditional nonindependence of event classes $\{ D, D^C \}$ and $P, P'$ given $H$. Quite simply, I would suppose that $P(F | H D) \neq P(F | H)$. There may be other nonindependencies as well, particularly if we knew further that witnesses 1 and 2 were friends or relations.

I shall return to this example in Section IV to illustrate what I believe is an interesting connection between inference and other mental activity.

4) The final dimension of inference difficulty I'll mention concerns the particular mixture of evidence in an inference problem. It occurs to me that we may now be in a better position to articulate distinctions between inferences performed in different contexts. For example, early laboratory inference research usually involved all real-circumstantial evidence without cascading. Psychiatric diagnosis might usually involve a preponderance of testimonial evidence and very high-order cascading from testimonial events to hypotheses which may not be adequately articulated. Medical diagnosis might involve mixtures of real and testimonial evidence also cascaded towards hypotheses frequently, though not always, well-defined. Judicial inference, as Wigmore tells us, usually consists of a small proportion of real evidence and a large proportion of testimonial-circumstantial catenations, leading, I might add, to hypotheses which are usually well-articulated such as "he did it," or "he didn't do it." I would suppose that military intelligence analysis involves little real evidence, mostly testimonial evidence, and frequently high-order cascading.

The observation that nature is complex is not, by itself, particularly profound. The interesting question is: how can we best cope with this apparent complexity. I will tell you about two strategies now and one later on. The first strategy is to filter out events which do not belong on an inference "tree." Consider the transcript of a jury trial; it consists of hundreds, perhaps thousands of items of evidence. Surely
this would be enough to make even the most dedicated defense lose interest in trying to formalize the process of evaluating and aggregating the evidence. Another of Wigmore's contributions was his discussion of the various inferential uses of evidence in trials at law (1937, p. 11). He talks about four basic inferential processes, two of which are relevant in connection with our simplification issue. He says that a very large proportion of effort by one side is devoted to explaining away and to denying the existence of evidence presented by the other side. Formally, the act of explaining away your opponent's evidence really amounts to showing that his/her evidence is inconclusive; e.g. it points toward $H_2$ as well as toward $H_1$. In addition, the act of denying your opponent's evidence is the substance of credibility impeachment. Your opponent offers a witness who testifies "D", hoping to convince you that D occurred, since D favors $H_2$ being defended by your opponent. You offer evidence that the witness has diminished powers of observation, making $D^C$ as well as, hence, $H_2$ more probable. The point here is that much of the evidence, offered for explanation or denial purposes, may have no inferential significance by itself. Such evidence is presented because it allows a fact-finder to evaluate the weight of other evidence that does have inferential significance.

Very simply, it appears that there are two classes of inferential events: those which belong on an inference "tree" (like Figure 2) and thus represent the basic logical structure of the task, and those which exist for the purpose of allowing the decision-maker to make the requisite probabilistic connections among events which do belong on the "tree." As an example consider the right-hand cestimation in Figure 4. We might, as Wigmore's example illustrates, a substantial amount of testimony regarding the linkages among events in this estimation. A psychophysicist might be brought in; he/she might go into considerable detail in an effort to show how difficult it is to locate sound sources in groups of buildings. This would enforce the idea that $G_j$ is consistent with $G^C$ as well as with $G$. A firearms expert might further testify that the sharp "crack" heard at the window also could be made by a bursting tire as well as by a rifle; this tends to make event $G$ consistent with $F^C$ as well as with $F$.

Thus, one route to at least formal simplification consists of filtering out events which do not belong on the tree. The basic logical structure of a task may be simpler than the amount of evidence suggests and may be formally tractable even for large amounts of evidence.

A second route to simplification concerns the problem of deciding which conditional independencies to assume. The complexity of any a formulation for some cestimation is directly related to the extent of conditional independence among the events in the cestimation. The more conditional independence you assume the fewer the number and the greater the simplicity of the ingredients of A in a cestimation. As an example, in Equation 1 there are six possible ingredients of $A_{B_1}$ if there is no conditional independence of $B_j^*$ and $H_j$, $j = 1, 2$, given $D$ or given $D^C$. If, however, $P(D_j^* \mid H_j) = P(D_j^* \mid D)$ and $P(D_j^* \mid D^C H_j) = P(D_j^* \mid D^C)$
for \( j = 1, 2 \), then Equation 1 shows that there are just 3 necessary ingredients. Notice that the \( h_1 \) and \( f_2 \) terms appear as a ratio; this means that exact values of \( h_1 \) and \( f_2 \) need not be supplied, only their ratio as we discussed earlier.

Suppose you had difficulty deciding whether or not to assume

\[
P(D_1 | D_1H_1) = P(D_1 | H_1D_1)
\]

One thing you could do is to test the implications of this assumption. If you disagree with any of the implications of an assumption you contemplate, you better not make the assumption if you have logical coherence as an objective. One such implication is that \( P(H_1 | D_1D_1) = P(H_1 | D_1) \), if you knew \( D_1 \) occurred you would not further change your opinion about the likelihood of \( h_1 \) if source 1 told you \( D \) occurred. In cases involving many conditioning events this implication-testing process can become rather tedious. Fortunately, this is one place where a computer can help.

My colleague Carlo Giannoni, of the Rice Philosophy Department, has developed a computer program written in a language called FORMAC, an extension of PL/I. This program allows one to evaluate implications of a conditional independence assumption, thus relieving an inference analyst of the necessity of performing extensive Boolean manipulation of events.

IV. On The Relation Of Causally Inference To Other Mental Processes

There is evidence that inferential processes are involved in a wide assortment of mental activity. Inferential processes have been discussed in connection with pattern recognition, concept learning and other learning activity, signal detection and recognition, and attributional mechanisms. I would like to believe that the formalisations we study will someday assist other persons to clarify and extend theory and empirical research in a variety of areas of psychology. I have chosen to relate our work first to an area I believe falls within "cognitive" psychology. The term "cognitive" is now very popular and, as far as I can tell, is rather diffuse applied to virtually every mental process including human reasoning, of which inductive inference is one species.

A. Cognitive Processes

It should be clear, by now, that I have not taken an approach common in many areas of mathematics. I have not attempted to formalize a "general case" of causally inference and then proceed to look at interesting special cases. Such an approach has been attempted (Kelly and Barley, 1973) in which "general case" formalizations, though not in a form, are offered when all conditional independence assumptions are met. I do not find this approach informative as far as the essential ingredients of evidence-evaluation are concerned. I have preferred to start at the bottom by looking at simple cases, then going on to more
complex cases. Indeed, equally obvious is that I have not had any
descriptive considerations in mind as I have proceeded. I have, however,
looked at specific inference tasks people have performed. In the
process, I have become aware of apparent similarities between inference
processes and other mental activity.

Contrast Mechanisms. Suppose, as is common in most inference
tasks, that evidence items arrive sequentially over time. As
each one arrives you revise your opinion about the relative likeli-
liness of hypotheses of interest to you. Let \( e_{t+1} \) be some new
item of evidence. In evaluating this new item it may be true that
its inferential impact on your hypotheses depends upon what other
evidence you have let the class \( C = \{e_1, e_2, \ldots, e_t\} \) represent all previous evidence you have which bears upon your
hypotheses in establishing the inferential weight or value of
\( e_{t+1} \) there may be events in \( C \) which, if taken into account,
may alter the weight of \( e_{t+1} \). Formally, what we must determine
are appropriate expansions of:

\[
A_{e_{t+1}} = \frac{P(e_{t+1} \mid \mathcal{H}_i \cap C)}{P(e_{t+1} \mid \mathcal{H}_j \cap C)}
\]

for every \( i \) and \( j \).

Now, I couldn't help noticing that the process of determining
the inferential weight of \( e_{t+1} \) appears analogous to certain
contrast processes in sensory/perceptual mechanisms. The perceived
color and brightness of an object depend, in part, upon the back-
ground against which the object is presented. Previous evidence,
I thought, represents a "background" against which one must
evaluate a current item of evidence. Such background, in the form
of other evidence, may tend to enhance or diminish the inferential
value of your current evidence item. Change the background and
you may change the inferential significance of \( e_{t+1} \). For example,
the significance of \( e_j \) in Figure 4 may be altered substantially
if we do not take prior testimony \( D_k \) into account. The sharp
"crack" from the window of the defendant's apartment seems to have
enhanced impact on \( \mathcal{H} \) if you also have discovered that someone
found a rifle with a spent chamber in this apartment.

Relating probabilistic inference and sensory/perceptual
processes is certainly not a novel idea. Howe (1968) said "All
probable reasoning is nothing but a species of sensation . . .
When I give preference to one set of arguments above another, I
do nothing but decide from my feeling concerning the superiority of
their influence." In modern times the signal-detectability
theorists have made us aware of the inferential requisites of
detection and recognition tasks (e.g. Egans, 1975; Green and Sots,
1966). In a recent paper (Schum, 1977a) I have turned things
around by trying to explain certain inferential mechanisms by
using sensory/perceptual analogies when they seem appropriate.
I have found such analogies highly useful in interpreting the
meaning and significance of various ingredients necessary in
determining the weight of evidence in extended inference.

Some item of prior evidence may "stand out" in the background
if it is an item having inferential significance and if it comes
from a credible source. Generally, the "contrast effect" of this prior evidence item upon the current item you are evaluating involves conditional nonindependence of the two items. Now, each evidence item in the form of real or testimonial evidence may have other circumstantial event classes interposed between these observables and one's final hypotheses. Consequently, the possible conditional nonindependencies that exist between one cation and another may be very large and the relationships they articulate very subtle. A substantial part of my effort in studying inferential "contrast" has concerned the problem of sorting out the various probabilistic interconnections between two or more cations and interpreting their meaning. I have found this task to be the most challenging I have yet encountered.

In my paper (cited above) I elaborate upon six general considerations which appear to influence the "contrast effect" of prior evidence on current evidence. I note that what I have termed "contrast effect" is described by modern jurists as the process of "connecting up" prior and current evidence [Lempert and Salzburg, 1977].

R. Decision Theory and Analysis.

1) Cascaded Inference and Multiatribute Utility. Systematic study of the process of assessing multiatribute value and utility ingredients in decision tasks has recently occupied the attentions of many decision theorists. There is no doubt about the intellectually difficult framework of generating attributes of consequences, assessing their value or utility, and arriving at a single index of their value or utility. Not to be overlooked in decision under uncertainty are corresponding difficulties in the task of assessing the probabilities of these states (hypotheses) which act to produce different consequences for different courses of action. If it is true that most, if not all, inference is cascaded in nature, then the inferential side of decision making appears no less difficult than the value/utility side. It appears that there are some common difficulties in multiatribute utility assessment and cascaded inference.

The process of cascading consequence attributes and the process of establishing cations are somewhat arbitrary as I have mentioned. Two persons, both reasonable, sensitive, informed, etc., and confronted with the "same" choice task, might perceive the attributes of consequences to be different as well as perceive the circumstantial cations between observables and hypotheses to be different. This serves to remind us that choice prescriptions are, after all, prescriptions for individuals. Decision analysts tell us that the analysis process itself is valuable in locating points of disagreement between individuals. Thus, the process of forming circumstantial event cations between observables and hypotheses may serve to settle arguments about the weight of evidence in the same way that a systematic attribute generation process can help to settle disagreements about the dimensions and evaluation of consequences.

We have seen how the establishment of appropriate probabilistic linkages among events within and between cations requires
careful attention to conditional independence issues. The general concepts of independence and conditional independence, though conceptually different in inference and in utility assessment, appear to be the mechanisms for articulating the subtleties of choice. In utility assessment we ask whether or not preferences for lotteries involving levels of attributes \( X \) and \( Y \) are conditional upon knowledge of a level of \( Z \). In inference, we ask whether or not the probability of \( B^c \), given \( B \), also depends upon further knowledge of \( W \). In either case, independence and conditional independence judgments are often completely subtle.

In utility and in inference, independence and conditional independence assumptions, when they are appropriate, make for algorithmic simplicity. Additive independence in multiattribute utility assessment leads to simple additive models for composite utilities. Conditional independence within and between categories drastically reduces the number and complexity of ingredients. The issue seems to be: how badly off are we if we make these assumptions even when they may not actually be justified. This question has been quite often in the case of general choice models (e.g. Banks, Corrigan, 1974): to my knowledge no one has yet faced it in complex inference.

2) Divide and Conquer: It Seems Like Such a Good Idea. The basic approach in the applied area of decision analysis is to take a complex decision, break it down into its essential ingredients, have the decision-maker supply the ingredients, and then recombine the ingredients according to formally coherent algorithms. The basic idea is that it is supposedly easier for individuals to make judgments about the ingredients than to make the global or holistic judgments individuals already make in the absence of any assistance. Further, individuals are relieved of the task of mental aggregation of the necessary ingredients (or what they think are the necessary ingredients). This “divide and conquer” strategy is not new at all and is certainly not an approach initiated by decision analysts. In fact, in the 9 July 1751 issue of the Spectator, Samuel Johnson wrote:

“Divide and conquer, is a principle equally just in science as in policy. Complication is a species of confusion, which, while it continues united, hides defiance to the most active and vigorous intellect; but of which every member is separately weak, and which may therefore be quickly subdued if it can once be broken.”

In decision theory we are now acquiring the formal sophistication necessary to identify the ingredients of choice and the manner in which they should be combined; but now we have other problems. I believe everybody realizes how many ingredients there would be and how complex judgments about these ingredients would be even in apparently simple cases. Just take the inferential side of Salton’s trial. Assume the defense offered just 5 witnesses and that all conditional independence assumptions hold. The maximum number of probabilistic ingredients is 27, counting a prior odds judgment. In more complex situations, by the time you sample multiattribute utility assessment and cascaded inference both the decision-maker and the decision-analyst are bound to lose further interest in their encounter.
I note that Johnson also remarked (Rudjer, 14 August, 1750):

"There is, indeed, some danger lest he that too scrupulously balances probabilities, and too prudentially foresee obstacles, should remain always in a state of inaction."

Carried to an extreme, task decomposition may perish by being too ponderous. Fortunately, it appears that there are alternatives to total task decomposition in cascaded inference.

V. A Look Ahead

I am sorry to say that my crystal ball is usually occluded. About the only thing I see clearly in it is trouble for the task-decomposition strategy in decision analysis; less clearly defined are possible alternatives. A shroud of mist surrounds what might be novel and useful strategies for descriptive studies of human inference. We are proceeding, nonetheless, with both formal and empirical studies of inference. The research we have planned involves studies of cascaded inference in a juridical context. Some evidence suggests that there is awakened interest among jurists in the formal details of evidence and in the role of the fact-finder as one who revises subjective probabilities on the basis of evidence (e.g., Kaplan, 1968; Lempert, 1977; Lempert and Saltzburg, 1977). Another reason, of course, is that there is existing scholarship on and abundant examples of cascaded inference processes in the juridical area. I would expect, however, that our research will be applicable to medical, military, business and other inferences.

In our formal research we shall continue to develop and study likelihood ratio expressions for a variety of evidence paradigms; some are suggested by juridical traditions and others by certain logical cautions of circumstantial evidence. Another major formal task will concern the analysis of the evidence in a fairly large collection of actual juridical cases (or portions thereof). Such analysis will be similar to the one illustrated in Salmon's case.

The purpose of much formal analysis of cases relates to empirical
objectives we have. We wish to be able to present subjects with evidence from cases which have all been analyzed in the manner of Salmon's case. This will allow us to study various ways in which subjects evaluate and combine the evidence under several conditions representing total, partial, and zero task decomposition.
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Table 1

<table>
<thead>
<tr>
<th>Source</th>
<th>Direct</th>
<th>Circumstantial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testimonial</td>
<td>1.</td>
<td>Never Cascaded</td>
</tr>
<tr>
<td>Real</td>
<td>2.</td>
<td>Always Cascaded</td>
</tr>
<tr>
<td>Source</td>
<td>3.</td>
<td>Never Cascaded</td>
</tr>
<tr>
<td>Sometimes Cascaded</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Evidence according to Source and Linkage with Basic Hypothesis.
FIGURE CAPTIONS

1) Evidence Forms And Catenations
2) Principal Events in Salomon's Case As Presented by Wigmore.
3) Sensitivity Analysis: Explanation By Inconsistent Instances.
4) Example Catenation Explained In Text
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1) Evidence Forms And Catenations
2) Principal Events In Salmen's Case As Presented By Wignere.
3) Sensitivity Analysis: Explanation By Inconsistent Instances.
4) Example Catenation Explained In Text

Fig. 1
Major Facts at Issue

H: Victim died of cause.

Some other cause.

Salmon's pills caused victim's death.

_H_·

Defense Case

(Explanations by inconsistent instances)

Prosecution's Case

(Direct testimonial evidence by forensic examiner)

(Servant's Testimony)
Major Facts at Issue

H: Salmon's pills caused victim's death. vs. H0: Victim died of some other cause.

Prosecution's Case

(Direct testimonial evidence by Forensic examiner)

Servant's Testimony

Defense Case

(Explanation by inconsistent instances)
Years of attending conferences should, by now, have dispelled me of the naive belief that a discussant ought to discuss the papers to which he or she has been assigned. It is far more common either to make a glancing reference to the papers and then to report one’s own most recent research or to let the papers define a theme that is then expanded into a statemana-like overview or synthesis. Since the former tack seems perverse and the latter is only rarely congenial to me, I usually wind up discussing the papers. This, however, has at least two dangers. Sometimes one really doesn’t have anything to say of any significance, or one has something to say, says it, and the author takes it seriously in making his revisions so that, when preparing one’s written remarks, nothing is left to write. To a degree that has been true of the above two papers I was asked to discuss.

My major comment about Kenneth Haccissian’s paper was that his most striking finding -- and it certainly is that -- was not sufficiently emphasized for the reader. I have in mind the fact that in two of the raised sets of gambles there was a pair of gambles in common, and a substantial fraction of subjects ranked them differently depending upon the context. In the revised paper, this result is given prominence, and so we are left with nothing really to say except to note that it is enough to test in what our whole current enterprise of model building in this area.

Concerning David Schum’s highly interesting and informative paper on cascaded inference, my comments entailed a somewhat extended discussion of a particular example which I found very disturbing. So I gather did Schum, for he has examined it and a number of related examples in considerable detail, written a long memorandum to several of us about the issues involved, and prepared a paper on it which will be published elsewhere. He alludes to these considerations on pp. 11 and 13 of his revised manuscript for the present volume, but I have the impression that these remarks, although clear enough for those who attended the conference, will seem a bit elliptic to others. It may, therefore, not be amiss for me to repeat here the example.

I was led to consider it because, despite the fact that I had the reprints in which his equations for cascaded inference are derived, I found it difficult to see exactly what these formidable equations said. In such a situation, it is usually wise to examine a bare-bones case that still retains the basic idea, here that of cascading information. Being a part-time psychophysicist, I thought immediately of a simple two-stimulus, non-response design, such as Yes-No detection, in which there are independent repeated observations -- say, by a set of distinct observers -- which are to be aggregated into a group decision. In the usual psychophysical notation, $h_1$ stands for the hypothesis that a signal (in noise) was presented and $h_2$ stands for the hypothesis that no signal (noise alone) was presented. I shall identify the event $D$ with the presentation of a signal, so in this special example

$$ P(D|h_1) = 1 \quad \text{and} \quad P(D|h_2) = 0. $$

The testimony of observer $A$, $D_A^1$, is simply the assertion upon his part that a signal was presented which, in this context, is called the Yes response, Y. And the testimony $D_A^{-1}$ is the no response, N. To maintain the
simplicity of the example, let us assume that all of the observers are independent and statistically identical, and so their performance is completely described by two conditional probabilities, \( P(T|s) \) and \( P(T|a) \).

From these assumptions, it is not difficult to show that Schum's Eq. 1 is (in this special case only) an uninteresting triviality and that Eq. 2 simplifies to

\[
\cap_p = \frac{1 - V}{V} = \phi_p \frac{\sqrt{V}}{\sqrt{\phi_0}} \left( \frac{P(T|s)}{P(T|a)} \right)^{\alpha - 1},
\]

where \( \alpha \) is the number of observers saying \( T \) and \( N - \alpha \) the number saying \( A \).

What possible merit can there be to this change of notation? None—except for one thing. The psychophysical example reminds one of the very fine and important psychophysical discovery of the third quarter of this century that well practiced, conscientious observers are not adequately characterized by a single pair of conditional probabilities, as had been implicitly and explicitly assumed for the preceding century, but rather by a continuum of such pairs. The locus of such points is called the ROC curve (representing limits standing for receiver operating characteristic) or inosensitiveness curve (psychological limits for the same thing) or power of the test (statistical limits). If one alters the stimulus conditions, e.g. by making the signal stronger or weaker, then the ROC curve alters. But if one holds the stimulus conditions fixed and only alters cognitive, motivational factors (e.g., instructions, payoffs, presentation probabilities) then a single curve is involved and these factors determine the point actually observed. We speak of the mechanism for selecting a point on the curve as the setting of a criterion or a response bias.

I dwell on this point not because psychophysics is intrinsically interesting but because there is every reason to believe that this tradeoff phenomenon is very widespread whenever observers are engaged in making difficult observations for which their performance is less than perfect.

That is usually the case for eye witnesses. If this is accepted, then I wish to demonstrate that the process of cascading greatly exaggerates the extent of the response bias.

Consider a symmetric, Gaussian ROC curve which has a value of \( d' = 1.80 \) (this is generated by noise and signal distributions that are Gaussian with unit variance and means that differ by 1.80). One pair of probabilities that lie on this curve is \( P(T|s) = 0.7 \) and \( P(T|a) = 0.1 \). These would arise under instructions that mildly invite the observer to be conservative when saying 'yes', or, equally, under a payoff matrix that made the error of saying 'yes' when there is no signal (false alarm) several times more costly than the error of failing to respond to a signal (miss). A second pair is \( 0.9 \) and \( 0.2 \). These of probabilities that also lie on the same curve and that would arise by instructions or payoffs favoring, to about the same degree, a more liberal criterion for saying 'yes'...

Suppose that there are 20 observers, equally split between saying \( T \) and \( A \). If you are dealing with

\[
\text{Eq. 3 yields...}
\]
\[ \Lambda_{pe} = \left(\frac{2}{3}\right)^{10} \left(\frac{1}{3}\right)^{10} = 4784 \]

whereas for observers of the second type

\[ \Lambda_{pe} = \left(\frac{2}{3}\right)^{10} \left(\frac{1}{3}\right)^{10} = 1/4784. \]

The ratio between these two likelihoods is over 22 million, a rather staggering difference when you consider that the only difference between the two cases is a relatively slight tendency to be conservative or to be liberal in saying Yes.

In sum, it is evident that psychological decision making -- and I dare say any student of human decision making -- under certain conditions and criteria, is within the reach of judicial rhetoric. It is reflected in highly idealized form when judgments are cascaded. I am by no means sure what we should make of this fact. It is inherent in the nature of the situation, but I am sure it is important for me to be aware of it. In particular, the apparent certainty that can arise in cascaded inferences must, I believe, be closely tempered by the realization that it may reflect little more than a consistency of response bias on the part of observers. Care must be taken to try to separate the impact of response bias from that of accumulated information and to heed only the latter. Exactly how this should be done in practice is far from clear.
Processes and Models to Describe Choice and Inference

Thomas S. Wallsten
University of North Carolina at Chapel Hill

Research in behavioral decision making has shifted dramatically in recent years. Whereas earlier work was dominated by linear and normative models (many of the latter of which were themselves linear) present research is guided primarily by theories which specify a wider variety of processes and heuristics, each of which is used in a different context.

My research in the area of probabilistic inference is an attempt to combine the advantages of the two approaches (Wallsten, 1976; 1977). The present paper describes the resulting theoretical structure and suggests its application to additional decision problems. Accordingly, the paper is organized as follows: I shall first review the use of linear and other formal models, reminding me of why they are currently in disuse, and also indicating why I think they should not be abandoned. Then I shall discuss heuristic theories, indicating their weaknesses. Following that I will outline one framework for combining formal models with process theories in a manner that extends over a wide range of decision problems. The usefulness of this approach will be illustrated with some recent data collected in the study of probabilistic information processing.

Formal Models

Formal models of judgment have been investigated primarily within the context of multiple linear regression, functional measurement, normative theory, and conjunct measurement. According to the multiple linear regression model, originally suggested by Blum (1940), the decision maker's final (quantitative) judgment concerning a criterion variable is a linear function of the cues or information upon which the judgment is based. The cues themselves either have

objective quantitative measures or can be scaled by the decision maker. This model has been applied in dozens of contexts, and extensive reviews of the research have been supplied by Slovic and Lichtenstein (1975) and by Diamond and Corrigan (1974).

By certain criteria the simple multiple linear regression model has been successful in reproducing the policy of the decision maker. That is, in general, for the tasks studied "a simple linear regression equation can be constructed which will predict the responses of a judge at approximately the level of his own reliability" (Goldberg, 1970, p. 423). However, we now know that the linear regression model may fit as well as it does, not necessarily because it provides a good description of the decision maker's cognitive processes, but rather because it is very robust both with respect to nonlinearity (Yamao & Torgerson, 1961) and with respect to variations in the beta weights (Diamond & Corrigan, 1974; Maimer, 1976). Thus, criticism has mounted against the descriptive use of the linear regression model because its robustness makes it difficult to falsify.

An alternative approach to measure the additive and other algebraic models as descriptions of judgment is functional measurement developed by Anderson (1970) in conjunction with his information integration theory (Anderson, 1976). Unlike the multiple linear regression technique, functional measurement relies on factorial designs and the analysis of variance. As a result functional measurement is far more sensitive to the presence of interaction than is multiple linear regression. However, when interactions are detected the question arises as to whether they should be interpreted in terms of an averaging or some other nonlinear model, or whether the data should be reanalyzed, leaving an additive model with new parameters. Various subtle but important problems arise when deciding whether to reanalyze data in this manner. These problems and some possible solutions have been discussed in Budescu and Wallsten (1978).

Nevertheless, a general picture emerges from the information integration literature which I interpret as follows: The tasks studied can be classified into two groups. Information is combined for the purpose either of estimating a point on a continuum or of choosing between two or more alternatives. In the former case the averaging model seems appropriate, and in the latter case the additive model does. Examples of the former task can be found in studies of impression formation (Anderson, 1965), of the estimation of population parameters from sample statistics (Levin, 1974; 1975), and of the estimation of a numerical criterion on the basis of two cues (Lichtenstein, Keil, & Slovic, 1975). Examples of the latter task include choosing between gambles (Anderson & Shanteau, 1970) or deciding which of two data generators was more likely the parent of a sample of observations (Leu & Anderson, 1974; Shanteau, 1978; 1972).

Despite the greater sensitivity of the functional measurement techniques and the support they have demonstrated for additive and averaging models, the models have been criticized because they emphasize the description of observable input-output relationships of decision behavior rather than the description of processes (Payne, Powner, & Carroll, 1978). An extreme statement of this point of view was provided by Simon who said "the variance analysis paradigm, designed to "test whether particular stimulus variables do or do not have an effect upon response variables, is largely useless for discovering and testing process models to explain what goes on between appearance of stimulus and performance of responses" (Simon, 1976, p. 261). Even Payne et al. (1978) admit that this is rather overstating the case.

Another context in which linear models have been thoroughly investigated is that of normative decision theory. For example, both the expected utility model and the Bayesian model for independent events (in log odds form) are
additive. Although these models are consistent with human choice behavior in many situations, they are not now taken to be generally descriptive. This is because in many other contexts it is possible to demonstrate strong and systematic violations of the normative models' predictions (Edwards, 1961; Slovic & Lichtenstein, 1975; Rapoport & Wallsten, 1972; Slovic, Hackman, & Lichtenstein, 1977). Two of the demonstrations will be mentioned here. First, Lichtenstein and Slovic (1975; 1973) showed that the relative preference value of two gambles depends on the method of evaluation. This preference reversal phenomenon, which is inconsistent with any maximization theory, is quite robust (Grether & Plott, 1977). Secondly, Kahneman and Tversky (1972) demonstrated that subjects are insensitive to sample size and to other statistical properties when performing in a Bayesian inference task, which is quite inconsistent with a Bayesian model of inference. Thus, simple normative models cannot serve as general descriptions of choice and decision processes.

I have reviewed, thus far, three frameworks within which algebraic models have been investigated: multiple linear regression, functional measurement, and normative models. The criticisms in the literature are, respectively, that they are too robust to be falsified, sufficiently concerned with intervening processes, and demonstrably false in various situations. To conclude, however, that such models are wrong in general, or to give them up altogether would be, in my opinion, a mistake. It should be remembered that quite frequently algebraic, particularly linear, models do provide very good descriptions of the subject's information processing. Indeed, given what we know about subjects' adaptive strategies (e.g., Ross & Slovic, 1972; Slovic, 1972) it is quite likely that when faced with informational cues which are monotonically related to the likelihood of the hypotheses, subjects will process the cues in something like additive fashion. The preceding review does suggest two conclusions, however. One is that regression techniques alone are not suitable for investigating theories about the nature of the cognitive processes underlying decisions, and the second is that simply asking whether such processes are, for example, additive is asking the wrong question. One might ask what conditions determine whether processing is additive, what formulations describe processing when additivity is either sustained or violated, or what general principles of cognitive processing operate regardless of how cues are combined. Furthermore, a properly formulated theory of judgmental information processing should indicate the conditions under which such processing can be described as additive, or as consistent with some other composition rule, and the reasons why that particular rule is appropriate. Finally, the rule should be tested in such a manner that it has a reasonable chance of being falsified.

My research using conjoint measurement and geometric scaling techniques has been an attempt to use additive and additive-difference models in this fashion (Wallsten, 1976a; 1977; Wallsten & Sapp, 1977; Baloney & Wallsten, 1977). The studies I have all been concerned with how sample information is used to decide which of two alternative hypotheses is more likely correct. Generally, additivity was sustained, although under specified conditions it was clearly violated (Wallsten, 1978a). More interesting, however, was the pattern of scale values representing the subjective diagnostic impact of the information, derived with the conjoint measurement technique. A number of independent variables in the experiment had minimal effects on additivity, but profound effects on the scale values. With such data, it is not enough to argue, as Novak (1975) has, that subjects processed information in an additive fashion because that was an appropriate strategy in those cases. Rather, one must account for the strong and systematic changes that were observed in the diagnostic impact of the various pieces of information, which neverthless were generally additively combined. The theory I have been developing is strongly influenced by the current research in judgmental heuristics. Thus,
we turn now to review that work briefly, concentrating on what I see as its merits and faults.

**Processing Theories**

Much of the recent research in decision theory has been influenced strongly by cognitive and information processing theories. The general thrust of this work is that "man is a selective stepwise information processing system with limited capacity" (Nagatani, 1975, p. 273) who employs "a number of different decision procedures - depending on the structural characteristics of the decision task" (Payne, 1974, p. 1). This research has been reviewed by Nagatani (1975), Slovic, Fischhoff, and Lichtenstein (1977), and Fisz (1977).

The two approaches to cognitive limitations in decision making that have been most influential have stressed the concepts of bounded rationality (Simon, 1957) and judgmental heuristics (Tversky & Kahneman, 1974). According to the former approach (Slovic, 1972), decision makers are characterized by "bounded rationality" (Simon, 1957), such that they construct a simplified model of the world and then act according to it. The argument continues that decision makers process only a subset of the information available to them, and that the nature of the subset is strongly affected by the structure of the task.

Data consistent with this perspective were obtained in the research on choosing or evaluating gambles by Slovic and Lichtenstein (1968), Lichtenstein and Slovic (1971; 1973), and Payne (1973; 1974). In a similar vein, Slovic (1975) demonstrated that when people were required to select one from a pair of two-dimensional stimuli that they had previously equated in value, they consistently chose the stimulus which had the greater value on the more important dimension. Presumably this result occurred because the decision makers differentially attended to dimensions of the stimulus in a manner dictated by the task at hand.

The work on judgmental heuristics (summarized in Tversky & Kahneman, 1974)

in consistent with that utilizing bounded rationality. This latter research has defined and demonstrated three heuristics apparently used by people in making probabilistic judgments: representativeness, availability, and anchoring and adjustment. When using the representativeness heuristic, people make predictions, judgments, or diagnoses according to the degree that the sample evidence is similar to or representative of a particular population. That is to say, a sample is judged according to the degree that it "reflects the salient features of the process by which it is generated" (Kahneman & Tversky, 1972, p. 431).

Compelling as this explanation of experimental results may be, it suffers from the problem of having very little predictive value. What determines how representative a sample of a different sort is in a new context? To my knowledge, there has been no attempt to independently define and measure the determinants of representativeness. Furthermore, alternative, equally valid explanations have been proposed for the data in question. Most, Borland, and Bond (1976), for example, suggest that Tversky and Kahneman's results are due to people's tendency to use concrete rather than abstract information, and not because subjects are judging how representative the information is. Additionally, Olson (1976) ran experiments very similar to those of Kahneman and Tversky, but obtained very different results. Olson interpreted his results in terms of the nature of "concrete thinking, the importance of task characteristics, and the difficulty of a priori specification of the salient features with respect to which representativeness is assessed" (Olson, 1976, p. 599). Additional but similar criticisms were made by Fisz (1977).

When following the availability heuristic, "a person evaluates the frequency of classes or the probability of events by...the one with which relevant instances come to mind" (Tversky & Kahneman, 1973, p. 207). Whether
something is easily recalled depends on such factors as search strategies and
the item's salient features. The anchoring and adjustment heuristic (Slovic,
1972; Tversky & Kahneman, 1974) states that a judgment is initially made on
the basis of a particular most salient dimension of the stimulus, and is then
crudely adjusted as additional dimensions are considered. As with representa-

tiveness, both the definitions of the concepts employed in the heuristics and
the determinants of the heuristics' use are sufficiently vaguely specified
that experiments testing the heuristics are difficult.

The primary problem with bounded rationality and heuristic theories has
been stated succinctly both by Krosz and by Slovic, Fishchoff, and Lichtenstein:

...as yet the assault on normative approaches to decision theory led
by the concepts of bounded rationality and heuristic theory, has not
been developed to the point where a systematic model will lead to test-
able predictions. The experimental support for these alternatives
consists mostly of demonstrations that, under appropriate conditions,
subjects will behave in an irrational manner (Pitts, 1977, p. 420).

...the evidence...suggests that the heuristic selected, the way
it is employed, and the accuracy of the judgment it produces are all
highly problem-specific; they may even vary with different representa-
tions of the same problem. Indeed heuristics may be limited as a

general theory of judgment because of the difficulty of knowing which
will be applied in any particular instance (Slovic, Fishchoff, &
Lichtenstein, 1977, pp. 5-6).

The problems with these theories as they are now formulated are many:
extracts from the important experiments they have inspired. The experiments have
demonstrated convincingly that judgment is influenced by the task, that differ-
ent features of the task are attended to and processed under different circum-
stances, and that simple algebraic or normative models will not describe
judgments in any satisfying and complete fashion. Thus, "bounded rationality" and
"heuristic" theories should not be abandoned. Rather, they should be
formulated in such a manner that they apply over a range of situations but can
be tested rigorously in any particular situation. Frequently the testing can
be accomplished after representing the theory by a well defined formal model
with suitable identification of parameters.

**Formal Models and a General Theory**

In order to achieve the present goal of expanding the merger of process
theory and formal model to areas other than probabilistic inference, let us
consider these areas of decision research within a single conceptual scheme.

Decision research has been concerned primarily with choice and inference
situations. In the former, decision makers are presented with two or more
stimuli, and are required to select one of them for some purpose. In the
latter, decision makers are presented with informational or sample stimuli,
and either must decide which of two or more alternatives is most likely true
or provide an estimate of a value. These choice and inference paradigms can
be conceptually related as follows. Refer to Figure 1 where a choice problem
is diagrammed on the left and the two kinds of inference problems are diagrammed

on the right. In the choice situation the person must select one of 3 altern-
atives, each of which takes values on 3 dimensions. In the inference situation
the person is presented with an informational stimulus that varies on 3 dimen-
sions and is required either to decide which of 6 alternative hypotheses is
more likely correct, or to generate a single estimate. In the latter two
cases, the decision maker must evaluate alternative hypotheses in accordance
with the dimensions of the informational stimulus. Thus, in the inference situa-
tions, as in the choice situation, be or she is asked to evaluate or compare
multi-dimensional alternatives in order to select one that is best in some sense.

Our general theory assumes that in any choice or inference situation the
dimensions of the stimuli are arrayed from most to least salient and that the
Person's choice depends on the most salient dimensions. The decision maker's initial or anchor judgment is determined by the values of the stimuli on the most salient dimension. This judgment is adjusted according to the values of the stimuli on the next most salient dimension, and so forth. Adjustments become successively smaller and rougher until either all the dimensions have been processed or a criterion has been reached following which an overt choice or decision is made. The theory at this point is open with respect to both to how dimensional salience is determined and how opinion is modified as successive dimensions are considered. It does, however, provide a framework within which specific assumptions can be made, tested, and evaluated.

Let us consider first how dimensions are combined. The possibilities are shown in Table 1. Past research suggests that people use either a holistic or a dimensionwise strategy. According to the former, each alternative is evaluated with respect to its most salient dimensions, and the alternative which comes out highest is selected. According to the dimensionwise strategy, the most salient dimension is selected and all the alternatives are evaluated with respect to it. The alternatives are then evaluated on the next most salient dimension, and so on. At some point either a single alternative has survived, or one alternative has a sufficiently high aggregate score, and it is selected.

Within either the holistic or dimensionwise strategy, subjects may pursue either a threshold, an additive, or an averaging evaluation procedure. This yields a total of six distinct methods by which information can be combined, each of which has been represented formally in at least one fashion. Threshold methods are those in which alternatives are evaluated according to whether or not their dimension values exceed certain fixed or required levels. Examples of holistic threshold strategies are the conjunctive and disjunctive methods, which have been represented as multiplicative models by Einhorn (1971), whereas an example of a dimensionwise threshold strategy is Tversky's (1972) elimination by aspects model. Holistic additive strategies are represented by the expected utility and multiple linear regression models discussed earlier, and dimensionwise additive strategies are represented by additive difference models by Tversky (1969) and Wallsten (1976). Finally, both holistic and dimensionwise averaging models are represented by appropriate functional measurement models.

Thus, within our framework there are six methods by which stimulus dimensions can be processed prior to a choice. The method that is used depends on individual and task determinants. For example, holistic strategies are preferred to dimensionwise methods if the dimensions of the alternatives are interdependent (Keeney & Raiffa, 1976), and the choice of holistic and dimensionwise methods depends on the number of alternatives and dimensions (Payne, 1976). I suggested earlier that people may combine dimensions additively when choosing among alternatives, but according to an averaging strategy when estimating a point on a continuum. In any event, since each of the models can be formally stated and has testable consequences, it should be possible to determine the conditions under which each holds.

Both dimensions and alternatives may vary in salience as a function of task and individual differences. If the approach I am suggesting is to be at all useful, it must turn out that the determinants of saliency are the same regardless of the method by which dimensional information is combined, so that predictions can be made from one situation and method to another. The literature on concept formation (Trabasso & Bower, 1968) provides a good
initial foundation for the discussion and manipulation of dimension salience. Also, Kistett et al. (1976) may be correct that the salience of dimensions depends on how concrete they are. Other indicators of dimension and alternative salience may be obtained by careful study of the current literature on heuristics.

To summarize the approach I am suggesting, the general theory provides a broad statement of how multidimensional information is evaluated for the purpose of making a decision, and provides a vehicle for extending generalizations over a variety of tasks. Without further development the theory is no more predictive than any of those reviewed above. It does, however, provide a framework within which specific models can be tested, compared, and related to each other, and within which the determinants of salience can be assessed across paradigms. The question, then, is not whether the theory is right or wrong, but is it useful? If the models can be evaluated and related to each other in a specific fashion, and if conclusions about dimension and alternative salience hold over a variety of paradigms, then the general theory will indeed be useful.

Inferences Based on Multidimensional Information

Much of my recent research has dealt with how people process equivocal or probabilistic information for the purpose of deciding between two alternative hypotheses. Several studies have supported the hypothesis that informational stimuli are evaluated in a multidimensional fashion. The alternatives are evaluated with respect to the most salient dimension of the information, and an initial judgment is formed concerning which of the two alternatives is more likely correct. This judgment is modified on the basis of the next most salient dimension, and so forth, until either all the dimensions have been processed or a certainty criterion is reached. Then one of the hypotheses is overtly selected. The contribution of each dimension to the final opinion depends both on its salience and on how strongly it is associated with each of the two alternatives. The two strengths of association, in turn, depend on such factors as how likely the dimension value is given each alternative, how salient or important each alternative is, and so forth. Since the contribution of each dimension to the decision depends on relative strengths of association, it can be represented naturally by a difference function. Similarly, the modification of opinion as dimensions are considered can be represented by an additive function. Thus, the basic model is an additive-difference one, and as such falls in cell (2,2) of Table 1 (Wallsten, 1976).

Since the model is quite general, we have applied it in situations where constraints on the model's generality could be formulated and tested, thereby resulting in tractable submodels that could be evaluated and used (Wallsten, 1976; Wallsten & Sapp, 1976; Balasany & Wallsten, 1977). Our research has generally involved three phases. First, metric properties of the data were used to evaluate the adequacy of the models, both in terms of goodness of fit measures obtained in scaling, and in terms of necessary conditions from the theory of conjoint measurement. Next, predictions from one situation or submodel were made to another via the general additive-difference model, and these predictions were tested. Finally, the scale values derived under various conditions were inspected to determine the effects of those conditions on dimension and hypothesis salience. Various manipulations were found to have large effects on the scale values, but no effect at all on the fit of the models. Since the algebraic models described the data well, we took the derived scale values seriously and interpreted them within the framework of our general theory, thereby allowing conclusions to be drawn and extended beyond the particular paradigms under consideration. This work has been recorded in detail (Wallsten,
1976; Wallsten & Sapp, 1976; Delaney & Wallsten, 1977) and also summarized elsewhere (Wallsten, 1977), and therefore will not be treated further here.

Experiment 1: Inferences based on three-dimensional information. I will now use some very recent work to illustrate the usefulness of the approach advocated above. This research has been done in collaboration with a graduate student, Curtis Barton (Note 2).

In the first experiment subjects had to decide whether alternative A or B was more likely correct on the basis of information consisting of either one or three binary dimensions. At the beginning of each trial subjects saw on a cathode ray tube (CRT) the portion of the display below the horizontal line in Figure 7. They were instructed to interpret the display in the following fashion. The computer, with equal probabilities, was going to select alternative A or alternative B and then use the probabilities listed under that alternative to sample the horizontally arranged pairs of symbols. The symbols were arranged as we to delimit line intervals, and so that pairs of intervals were identical in their delimiters but different in their length. The pairs of delimiting intervals will be referred to as bracket, brace and slash intervals, respectively. If the computer had decided to sample according to alternative A, then it would sample the top bracket interval (to be symbolized subsequently in the text as \( T \)) with probability .8 or the bottom bracket interval \( (B) \) with probability .2, and would also sample one brace \( (T) \) or \( (B) \) and one slash \( (T) \) or \( (B) \) interval, each with the probabilities shown. If the computer had decided to sample according to alternative B then the sampling would occur with the probabilities listed under B.

When the subject indicated he or she was ready, the computer wrote the results of its sampling above the horizontal line as shown in Figure 7, followed by WHAT IS YOUR DECISION? Note that the sampling results written above the horizontal line consists of information that varies on three binary dimensions: bracket, brace, and slash. The subject was to judge if the information was more likely sampled according to A or B. Upon deciding, the subject responded A or B and gave a confidence estimate from 50 to 100 inclusive. Decision times were recorded, and feedback was provided in terms of the correct answer, how much was won or lost for that trial, and the total earnings thus far for the session. Subjects were paid according to a strictly proper scoring rule (Wallsten, 1976) which rewarded them as a function of both their correctness and their confidence rating. We assumed that in the display shown in Figure 7 the bracket intervals would represent the most salient dimension of the informational stimulus, because people tend to read from top to bottom and because \( T \) and \( B \) were most discriminable, and that in similar grounds the brace intervals would be the next most salient, and the slash intervals would be the least salient.

The following manipulations were imposed on the task. First, on each trial subjects received either a three-dimensional informational stimulus as shown in Figure 2, or a one-dimensional stimulus. In the latter case the computer wrote above the horizontal line only a single one of the three randomly selected intervals, either a bracket, a brace or a slash. Second, the sampling probabilities under alternatives A and B for each pair of intervals varied from trial to trial. This was done in such a fashion that on each trial each sampled dimension independently took on one of four likelihood ratios, \( 3/1, 2/1, 1/2, \) or \( 1/3 \), specified for A relative to B. (For example, in Figure 2 the sample likelihood ratios are \( P(T) | A) / P(T) | B) = 2/1, P(T) | A) / P(T) | B) = 1/2, \) and \( P(B) | A) / P(B) | B) = 2/1. \) Thus on each trial,
each of three differentially salient dimensions look on one of four possible likelihood ratios.

The appropriate model for trials with the three-dimensional samples is the additive model,

$$V(S) = \sum_{k=1}^{3} V_k(D_k),$$

where $V_k(D_k), k=1,2,3$, is a real valued function representing the subjective contribution of dimension $D_k$ to the final opinion and $V(S)$ is a real valued function representing the degree to which the total sample subjectively favors A over B. In the full additive-difference model $V_k(D_k)$ would be elaborated to reflect the difference in $D_k$'s strengths of association between A and B. We need not do so here because features of A and B, such as the sampling probabilities, are never themselves orthogonally varied and therefore the difference portion of the full model cannot be assessed. It is, instead, treated as a constant for each of the four likelihood ratios.

Three predictions were made. First, we predicted that ordinal properties of the responses to the three-dimensional informational stimuli would be adequately described by the additive Eq. 1. Second, we predicted that the degree to which the equation did not fit the data, violations of additivity would be due primarily to the least salient dimension, which according to the theory should have the least consistent effect on opinion. Third, we predicted that when scale values were derived from responses to the three-dimensional informational stimuli they would be most extreme for the most salient dimension and least extreme for the least salient dimension. However, we expected that when the information consisted of a single dimension, the responses would be the same regardless of which of the three dimensions was presented.

Analyses were done separately for each of 13 subjects, but I will present here only summary data showing either the extreme and the median subjects, or an average over all subjects. The question of whether the three-dimensional informational stimuli were processed in an additive fashion was investigated with various analyses, with results summarized in Table 2. The three-dimensional informational stimuli fit into a 6 x 4 x 4, $D_1 \times D_2 \times D_3$, design, where $D_1$ refers to the bracket interval, $D_2$ to the brace, and $D_3$ to the slash interval, and where each level of each dimension (line interval) was represented by one of the four likelihood ratios. Equation 1 was fit for each subject separately by means of the computer program ARNALS (de Looze, Young & Takane, 1976), which obtained the best nonmetric additive fit to the data by searching for nine parameters to describe the 64 cell design.

Kendall's tau, measuring the rank order correlation between the best fitting model and the approximately 400 data points, is summarized in the first numerical column of Table 2. Shown in the table are data from the subjects with the lowest tau, the highest tau, and the median tau, respectively.

In addition to the scaling analysis, analyses of variance (ANOVA) were run for each subject on both the original responses and on responses nonmetrically transformed in the manner suggested by Buseau and Wallsten (1978). The two ANOVAs yielded similar results and only the former will be summarized here. The three main effects corresponding to $D_1$, $D_2$, and $D_3$ were always highly significant. In addition, some interactions were significant for some subjects, although no pattern over subjects was apparent. The important question, however, concerns the percent of accountable variance due to interaction terms. This percentage varies from a low of 0.43 for one subject to a high of 18.52 for another, with a median over subjects of 4.42. The percentages for the three subjects listed in Table 2 are shown in the table. Taken together the scaling and variance analyses suggest that at least to a good first approximation the separate dimensions do contribute to the final responses in an additive fashion.

Additivity is not perfect, however, and the axioms of conjoint measurement were investigated with the program CONJOINT (Holt & Wallsten, 1975) to deter-
mine whether violations of additivity were due primarily to $D_i$. The values of independence, joint independence, and double cancellation (Kraus & Tversky, 1971) were assessed for each subject. There was simply no indication that any one of the dimensions contributed more to additivity violations than did any other dimension. Both independence and joint independence were satisfied to a very high degree and these tests are not reported here. There were, however, consistent violations of double cancellation. It will be recalled that double cancellation is a test of transitivity in any $3 \times 3$ sub-matrix drawn from the full design. In the present design, 192 nonindependent tests of double cancellation were possible for each subject, and Table 2 provides a summary of the average percentage of tests that were satisfied for the three subjects listed. Over the 13 subjects the percentages ran from 57 to 84. Thus, the value analyses indicate that upon close examination additivity does not hold precisely, but that the violations do not vary as a function of the three dimensions.

We were able to isolate one interesting cause of nonadditivity. On some trials with three-dimensional information, the three dimensions all had identical likelihood ratios. Additivity tended to break down in these cases, as can be seen by evaluating double cancellation separately for those submatrices including a homogeneous informational sample, and for those not including such a sample. This was done for all subjects and the results for our representative subjects are shown in the last two columns of Table 2. Of the 13 subjects, 11 showed greater satisfaction of double cancellation when homogeneous samples were excluded, and four showed the reverse pattern by a single percentage point, and one subject, shown in the table, had equal percentages in the two cases. We believe that additivity was violated with homogeneous data samples, because subjects tended to ignore redundant data, but we have not verified this yet. If this conjecture is correct, it would be consistent with previous results (Wallsten, 1976).

Since the departures from additivity were generally small we can look now at the scale values that were derived with the program ADDALS. These values represent the subjective diagnostic contribution favoring A over B of the four likelihood ratios of each dimension. Data from two subjects are shown in the right panels of Figure 3. For each subject the scale values are plotted separately for each dimension, as a function of the likelihood ratios logarithmically spaced. Since the scale values are unique up to multiplication by a positive constant, it is meaningful to compare slopes of the three functions at corresponding points. If dimension $D_1$ is most salient and therefore influences opinion to the greatest degree, it will manifest the steepest slope. Similarly, if $D_3$ is the least salient dimension, it will have the least effect on opinion, and consequently demonstrate the most shallow slope. Contrary to these predictions, the slopes are identical for the three dimensions in the case of both subjects shown in Figure 3. This held true for all other subjects as well.

---

**Insert Figure 3 about here**

---

The second noticeable feature about the right panels of Figure 3 is that the two subjects demonstrate quite different patterns of scale values. The scale values for the subject shown in the upper right-hand panel are monotonic, indeed almost linear, with the log likelihood ratios. Apparently this subject was attending equally to both hypotheses in making his decision. In contrast, the scale values for the subject shown in the lower right-hand panel are monotonic, with the greater of the two sampling probabilities specified by the two alternative hypotheses, and not with the log likelihood ratios. This subject apparently attended only to the hypothesis specifying the greater sampling probability for
a dimension, and therefore for him the effective association between that
dimension value and the other hypothesis was roughly zero.

The left panels of Figure 3 show mean responses to the one-dimensional
information. It can be seen that the two subjects followed their respective
strategies as well when the informational stimuli consisted of only a single
dimension. I will call the strategy illustrated by the upper panels of the
figure a likelihood ratio strategy and the one shown at the bottom a probabil-
ity strategy.

We inspected the corresponding graphs for each subject in order to classi-
fy each in terms of the strategy he or she used in response to one-dimensional
and three-dimensional stimuli. The result of this classification is shown in
Table 3. Of the seven subjects who used a probability strategy in response to
the one-dimensional stimuli, six of them retained that strategy for the three-
dimensional stimuli. However, of the six subjects who used a likelihood ratio
strategy in the one-dimensional situation, three of them used a probability
strategy in the three-dimensional situation.

---

Insert Table 3 about here

---

It is useful to obtain independent verification of the existence of the
two strategies. This can be done by inspecting the decision latencies for 13
specific pairs of conditions in the design, 12 for three-dimensional stimuli
and one for one-dimensional stimuli. In each case if we make the assumption
that, after equating for the number of dimensions in the sample, latency varies
inversely with decision confidence, the probability and likelihood ratio strat-
egies predict opposite orderings of latencies within the pairs. For example,
in the one-dimensional case, the probability strategy predicts that the

latency in response to the likelihood ratio .8/.4 will be less than the laten-
cy in response to .6/.2, whereas the likelihood ratio strategy makes the oppo-
site prediction. Using mean latencies, the number of pair orderings consistent
with each strategy was calculated for each subject. The mean result over all
subjects is shown in Table 4, broken down according to the strategy inferred
from the scaling. It can be seen that the majority of latency pairs are con-
istent with the strategies inferred from the scaling analyses in both the
one-dimensional and the three-dimensional situations. In the one-dimensional
case this consistency holds for 11 of the 13 subjects and in the three-dimen-
sional case it holds for 9 of the subjects. Thus the latency measures do pro-
vide some independent verification of the inferred strategies.

In retrospect it is easy to understand why half the subjects in the one-
dimensional situation and about three-fourths of the subjects in the three-
dimensional situation treated the two alternative hypotheses as differentially
important in arriving at their final decision. The nature of the display made
this strategy a good one for simplifying the task and reducing the cognitive
strain. In the present case the two hypotheses (A and B) were arrayed on
opposite sides of the screen and expressed in numerical form. It is clearly
ever easier to attend to one side of the screen in forming an opinion, than to
glance back and forth and integrate the numerical information from both sides.
This is particularly true when the informational stimulus has three dimensions.
It is quite likely that other displays could be created, such as those we used
in our earlier studies, which would cause attention to be divided more equally
between the two hypotheses, or, alternatively, which would cause attention to
focus even more strongly on one hypothesis.

**Experiment II: Inferences based on five-dimensional information.**

Although the additive model provides a reasonable fit to the data and the derived scale values are consistent with, and interpretable in terms of, the general theory, the prediction concerning relative dimension salience was clearly not sustained. This could be either because the general theory is wrong in this regard or because the salience manipulations were not successful. A second experiment, run by Bartoo and myself (Note 1), suggests that the latter explanation is correct. Since the experiment is rather complex, I will describe here only a single aspect of it.

In this study there were five pairs of line intervals arrayed below the horizontal line on the CRT (cf. Figure 2), and on each trial the informational stimulus contained all five dimensions. The likelihood ratios of the dimensions varied from trial to trial, however. Half the problems were of Type I, in which case the sampling probabilities under A and B for each dimension were such that the likelihood ratio associated with each dimension in the informational stimulus was either 4/1, favoring A, or 1/4 favoring B. The other half of the problems were of Type II, in which case the likelihood ratio of each dimension was either 3/2 favoring A or 2/3 favoring B.

There were two between-subjects manipulations. Half the subjects were required to respond within 20 seconds of the presentation of the information, which provided them with plenty of time. The other half of the subjects, however, were under considerable time pressure, so they were required to respond within nine seconds. Crossed with this time manipulation was a payoff manipulation. The subjects were paid according to a strictly proper scoring rule, with half of the subjects having parameters resulting in lowest payoff, and the other half of the subjects having parameters resulting in severe penalties for errors. Thus, this study was concerned with how time and payoff pressure affected the processing of the information dimensions.

The general theory assumes that the dimensions are evaluated in order from most to least salient, and therefore in the present situation from top to bottom. Thus, we expected that those subjects who were under time pressure would be less likely to attend to the bottom few dimensions prior to responding. The theory also suggests that subjects will process more available information dimensions when the situation requires a greater degree of certainty. We therefore expected that in the present situation subjects under extreme payoff pressure would attend to more dimensions than would the other subjects.

---

*Insert Figure 4 about here*

---

There were 9 subjects in each of the four groups and I present here only the mean result of a single analysis. For each subject a contrast score was calculated for each of the five dimensions in problem Type I and in problem Type II. This was done for each dimension by subtracting the mean response to all displays when that dimension had one likelihood ratio from the mean response to all displays when that dimension had the other likelihood ratio. The greater the ratio that dimension played in the subject's response the larger its contrast should be. Figure 4 shows the mean contrast of the five dimensions for problem Type I and problem Type II for each of the four groups of subjects. When there was no time pressure, as shown in the bottom two panels, the contrasts were all equal, indicating that subjects attended equally to all five dimensions. However, when subjects were under time pressure and the payoff was not severe, as shown in the upper right-hand panel, decisions were based primarily on the first few dimensions. When there was time pressure and
the payoff was severe, as shown in the upper left-hand panel, there was a considerably greater tendency to process all dimensions, but the decisions still tended primarily on the first three dimensions. This is demonstrated by the fact that the graph slopes downward for both problem types after Dimension 3. It should be emphasized that this slight dip is a reliable one since it is reflected in 15 of the 16 individual protocols (9 subjects times 2 problem types). Thus, these data are consistent with the notion that informational dimensions are processed sequentially, and that in the absence of sufficient time or incentive the less salient dimensions receive little or no attention.

Summary and discussion of experiments. Overall, the data presented are consistent with the dimensionwise processing theory outlined earlier. In particular, the theory was successfully represented as an additive model in the present context, and provided a vehicle for interpreting results in a manner that easily generalizes to other situations. Consistent with the earlier studies in this program of research, it appears that dimensions of the stimuli contribute to final opinion in a sequential approximately additive fashion. The additivity violations that occurred seem to be due to the presence of homogeneous dimensions, which is precisely the same phenomenon found in our previous research. At least as important as the general applicability of the additive model in this case is the fact that we were able to distinguish, by inspecting the scale values, two distinct strategies which differed from each other in terms of the relative salience of the alternative hypotheses under consideration. Furthermore, independent support for the existence of these strategies was obtained from latency measures. It remains to determine what individual differences caused the adoption of one or the other strategy in this case, but the existence of

the two strategies is quite consistent with the general theory and the assumption that subjects will seek to reduce their cognitive load.

In addition, data were obtained demonstrating that the number and order of dimensions processed can be manipulated in a predictable fashion. In the presence of a limited payoff structure and with little time to work, subjects attended primarily to the more salient dimensions. When the payoffs were more severe, but time was still limited, however, they managed to devote almost as much attention to the last two dimensions as to the first three. Thus, the important findings were not simply that processing was more-or-less additive in this situation, but that processing varied with task characteristics in a manner consistent with the general theory.

It would be important within the context of this approach to determine, for example, whether the same display features affect processing in a choice task as in the inference task. Thus, for example, one might replace the delimitation between trials with amounts of money and have the probabilities under A and B represent the chances of winning those outcomes. Subjects would choose to play the gambles listed under A or under B. It might be assumed that processing in this task would be described by models in cell (1,1) or (1,2) of Table 1. Analyses similar to those discussed here would be carried out to determine if the salience and order of processing of dimensions depend on the same factors shown to be operative in the inference task.

Final Comments

The work I have just reviewed indicates how a general theory can be combined with a formal model to yield both specific predictions and conclusions which generalize in a natural fashion to other situations. This strategy has, of course, been used in other areas of psychology, for example, by Atkinson and Shiffrin (1966) in their work on memory. I believe it can be applied more
widely in the area of decision behavior. The research I have described falls
in one cell of the matrix shown in Table 1. That matrix suggests one frame-
work for organizing most of the research in the area of decision behavior,
and suggests how the general theory can be applied to each area in a specific
fashion. It is to be hoped that a scheme such as this will provide for a
merger of the good features of formal models with those of the general process
theory approach, even if not doing away entirely with all of their bad points.

Reference Notes

1. Wallsten, T. S., & Barton, C. N. Processing probabilistic multidimensional
information for decisions, manuscript in preparation, 1978.
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<table>
<thead>
<tr>
<th>Evaluate Alternatives</th>
<th>Evaluation Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Holistic</strong></td>
<td></td>
</tr>
<tr>
<td>conjunctive, disjunctive</td>
<td>expected utility, multiple linear regression</td>
</tr>
<tr>
<td><strong>Atmanalcorris</strong></td>
<td></td>
</tr>
<tr>
<td>elimination by aspects</td>
<td>additive-difference function measurement (point estimation)</td>
</tr>
</tbody>
</table>
### Table 2
Summary of Additivity Tests for Experiment 1

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Percent of Double Cancelation Tests Satisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Including Homogeneous</td>
</tr>
<tr>
<td></td>
<td>Sample</td>
</tr>
<tr>
<td>Low: Subject</td>
<td>0.60</td>
</tr>
<tr>
<td>Median: Subject</td>
<td>0.80</td>
</tr>
<tr>
<td>High: Subject</td>
<td>0.90</td>
</tr>
</tbody>
</table>

*Cell entries are percents of accountable variance due to interactions.*

### Table 3
Number of Subjects Demonstrating Probability and Likelihood Ratio Strategies in Response to One- and Three-Dimensional Stimuli

<table>
<thead>
<tr>
<th></th>
<th>One-Dimension Strategy</th>
<th>Three-Dimension Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Likelihood Ratio</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 4
Mean Number of Latency Pairs Consistent with the Probability and with the Likelihood Ratio Strategies

<table>
<thead>
<tr>
<th>Strategy Inferred from Scaling</th>
<th>Latency Pair Ordering</th>
<th>One Dimension</th>
<th>Three Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prob.</td>
<td>LR</td>
<td>Prob.</td>
</tr>
<tr>
<td>Probability (Prob.)</td>
<td>0.7</td>
<td>0.2</td>
<td>6.6</td>
</tr>
<tr>
<td>Likelihood Ratio (LR)</td>
<td>0.0</td>
<td>1.0</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Figure Captions

Figure 1. Schematic representation of choice and inference problem.

Figure 2. Fragment of a single trial.

Figure 3. Left panel: Mean responses to the one-dimensional stimuli, as a function of the likelihood ratios, plotted separately for the three dimensions. Right panel: Scale values derived from the three-dimensional stimuli, as a function of the likelihood ratios, plotted separately for the three dimensions. Note that the likelihood ratios are written as ratios of the actual sampling probabilities, \( P(D_i|A)/P(D_i|B) \), \( i=1,2,3 \), and are logarithmically spaced. Mean responses and scale values are both expressed in terms of the degree to which the dimensions subjectively favor A over B. The top graphs are from one subject and the bottom are from another in Experiment I.

Figure 4. Mean contrast scores in problem Types I and II for the five dimensions, shown separately for each group in Experiment II.
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Probabilistic Categorization

Probabilistic categorization is a task which is analyzed from a
normative point of view by statistical decision theory: There are two
overlapping distributions; an observation is sampled from one of the
distributions; a decision is made regarding which distribution was the
source of the observation. The normative aspects of this task are
well-understood, but how people make such decisions without the benefit
of the analytic tools of statistical decision theory is not clear. That
is the topic of this chapter.

We chose to study a simple version of probabilistic categorization:
The distributions are univariate normal, and the prior probability that
an observation will be drawn from either distribution is shown to the
decision maker, as are the relative costs and benefits for errors and
correct responses. The reason for our choice is that this simple ver-
sion embodies standard assumptions about how people go about detecting
faint acoustic or optical signals embedded in noise (Green & Swets,
1966/1974; Egan, 1975). In such a signal detection task, one distribution
represents the effect of noise; the other represents the effect of
a signal added to the noise.

Although the theory of signal detection is one of the best-
developed mathematical theories in psychology, its assumptions regarding
the nature of the sensory input to the subject have been tested for more
thoroughly than its assumptions regarding the process whereby the sub-
ject makes a decision. The standard signal detection model essentially
assumes an ideal decision maker. Specifically, it assumes that the sub-
ject chooses a cutoff point on a decision axis (an axis monotonically
related to the likelihood-ratio axis) and makes one choice for any
observation below that cutoff and another for any observation above it.
The subject is assumed to hold a static deterministic decision rule: it
is deterministic because to every possible observation corresponds only
one of the two available responses; it is static because the cutoff is
not assumed to shift.

Until quite recently there has been relatively little concern for
the development of process models, or normative models, that describe
the decision making in signal detection or, more generally, in probabil-
istic categorization. In this paper we present several information pro-
cessing models of probabilistic categorization and summarize some of our
empirical results in this area.

THE METHOD OF EXTERNALLY DISTRIBUTED OBSERVATIONS

Our main experimental paradigm has been the method of externally
distributed observations. We have chosen this method because in stan-
dard signal detection tasks we do not know for a given trial how the
randomness inherent in the noise affects the observations on which the
subjects must base their decisions. In such tasks the observations are
said to be "internally distributed" (or in Ulanski's, 1966, terminology,
the presentation on each trial causes a "covert cue-producing response"). If, on the other hand, the observations are, for example, dots on a card drawn from one of two populations of dots—one population
centered to the right of the card's midline, the other centered to the
left—then the experimenter can tell exactly which observation was presented
to the subject on each trial. In such tasks, the observations are said
to be "externally distributed."

To externalize observations does not entirely solve the problem.
Even though the experimenter may know which observation was presented
to the subject on each trial, there is no certainty regarding how the sub-
ject perceived the observation. There is, for instance, no assurance
that subjects can reliably discriminate among close observations. Such
is the case with the first study of externally distributed observations,
the dot task described above, performed by Lee (1963).

It is for this reason that Lee and Jense (1964) introduced the
numerical decision paradigm. In this task, the observations are not
only made external but also perfectly discriminable. Specifically, the
observations are integer numbers drawn from two distributions \( S_1 \) and \( S_2 \).
In our experiments with this paradigm, we instruct subjects that the
observations represent the heights of men and women (in tenths of mil-
liters or in arbitrary units called "glosses") and that they are to
decide for each observation which distribution it came from. (For an
expanded discussion of this task, see Embrey & Nealy, 1977a, 1977b. 1)

Although our research has concentrated on the numerical decision
task, we are aware of the possibility of task-specific decision pro-
cesses. Indeed we have investigated such effects in some detail.
Although we have found some evidence for task-specific determinants of
cutoff placement (Nealy & Embrey, 1977), the similarities among tasks
are more striking than the differences (Nealy & Embrey, 1978).

TAUXONET

In order to organize our discussion, we turn now to a taxonomy of
decision models of probabilistic categorization with feedback. Two
major classes are included: Active and Passive models. Active models
are characterized by a monitoring process whereby subjects adjust their behavior so as to satisfy a well-specified decision goal. It is assumed that decision makers modify their behavior so as to reach a pre-chosen value of some quantity (such as the probability of obtaining an observation from one of the distributions given one of the responses) or so as to maximize the expected value of some index of performance (such as utility or number of correct responses). Passive models, on the other hand, do involve learning, but the learner is not assumed to have a well-specified decision goal. The passive models we will consider are descendents of the classical stochastic learning models, such as stimulus-sampling theory and linear-operator models. It is difficult to devise empirical criteria to distinguish between active and passive models. One possible criterion refers to the subject's behavior at asymptote. An active model would predict asymptotic behavior that follows a fixed decision rule, whereas a passive model would predict asymptotic behavior that continues to fluctuate according to the same learning process as at the start of training.

Deterministic and Probabilistic Models

One important distinction holds for both active and passive models—the distinction between deterministic and probabilistic decision rules. This distinction parallels the one made by Luce and Suppes (1955) between axiomatic and probabilistic theories of preference.

Deterministic models of interest for probabilistic categorization decisions are those with cutoff rules. Subjects are assumed to choose a cutoff point along the observation continuum. They then respond to any observation greater or equal to the cutoff point with $z_1$ ("same") and to any observation less than the cutoff point with $z_2$ ("different"). Deterministic models do not imply static cutoff points, however. In fact, a number of dynamic deterministic models have been proposed in the literature (reviewed in Ekborg & Realy, 1977a).

In contrast to deterministic models, probabilistic models assign a probability (not equal to 0 or 1) to the binary responses for each possible observation. Probabilistic models, like deterministic models, need not be static. In fact, probabilistic models have characteristically been formulated as stochastic learning models (also reviewed in Ekborg & Realy, 1977a).

We performed a numerical decision experiment designed to choose between deterministic and probabilistic models (Ekborg & Realy, 1977a). Two conditions were compared: in one condition subjects were not constrained in their decision rule; in the second condition, the "cutoff rule" condition, subjects were constrained to a cutoff rule (which could either be static or dynamic). Thus, if the unconstrained rule is probabilistic, there should be a difference between the two conditions. The statistic we used as a primary basis for comparison was the minimum number of violations of a static cutoff rule over a short block of trials (Ekborg, Rapoport, & Tversky, 1971). The computation of this sta-
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---------------------
violations at that point is the statistic of interest.

Although we found a significant difference between the values of this statistic in our two experimental conditions, the mean minimum number of violations at asymptote for the unconstrained condition (about 55 violations) was much closer to that of the cutoff report condition (1.55 violations) than to that of the best available probabilistic model (Schaffler, 1965) (over 185 violations obtained by simulation of the model at asymptote). In all other respects, there were no significant differences between the unconstrained and the cutoff report conditions, suggesting that the same decision rule was used in both conditions. Therefore, we tentatively concluded in favor of a determinstic model. Since subjects were not constrained to maintain their cutoff fixed across trials, we concluded in favor of a dynamic deterministic model. Our conclusion was tentative because the significant difference between the two experimental conditions could have been caused by (a) a true probabilistic component in the unconstrained condition, or (b) a task-specific reduction in the likelihood of cutoff shifts in the constrained condition (for example, a tendency to perseverate on the same response when it has to be externalized).

Despite any lingering uncertainty we may have on the empirical validity of deterministic models in probabilistic categorization, in the remainder of our paper we shall be concerned exclusively with dynamic deterministic models. Our taxonomy of dynamic deterministic models (which is not meant to be exhaustive) is outlined in figure 2. We wish to stress that this taxonomy is provisional and should be considered

only as a means of organizing the work we have done so far. This tree, like botanical trees, is likely to grow new branches, even if in the course of our research we prune some existing ones. During the remainder of this paper, we shall examine all of its branches in turn, evaluating which branches should be trimmed off. We shall progress through the branches from left to right.

Active Models

Among the active models are three major subdivisions: (a) In the "quantitatively optimal model" subjects seek to maximize expected value by adjusting their cutoff point on a likelihood ratio scale. This model embodies a general Bayesian learner coupled with an ideal decision maker. Figure 3 is a block diagram (adapted from Tanner & Jordan, 1972) depicting the components of this model. This model is the normative model. As we remark below, subjects do not conform to the normative model when payoffs are not symmetric or prior probabilities are unequal. Hence, we will limit our discussion to suboptimal models. (b) In the "qualitatively optimal model" (akin to Tanner & Jordan's, 1972, "modified ideal observer"), again subjects seek to maximize expected value by adjusting their cutoff point; however, either the learner is not Bayesian or the learner is not ideal, or both. The diagram in figure 3 holds for this type of model as it does for the quantitatively optimal model. This class of models has the advantage of being able to account for nonoptimal performance, such as observed under conditions of unequal prior probabilities or asymmetric payoff matrices. (c) In the
"Nonoptimal models" the subject's behavior does not conform to the diagram in Figure 3 in some respect. For example, the subject's decision goal may not require the calculation of likelihood ratios. In such a case the linear odd-ratio computer included in the diagram of Figure 3 would be replaced by a computer which calculates another statistic. For example, if the decision goal were to probability match (Paras, 1966), the statistic computed would be the current proportions of $B_2$ responses and $B_2$ observations.

Since people do not obey the quantitatively optimal model, it is interesting to inquire into the nature and causes of their suboptimality. Several types of nonoptimality are possible: (a) People may or may not know the optimal rule. For example a person may not know that in probabilistic categorization a cutoff rule should be used. Further, (b) people may or may not choose the optimal rule, even when they know what that rule is. For instance, a psychologist who knows signal detection theory and who is placed in a signal detection task may choose to apply a simpler strategy, even though he knows the optimal one. This type of behavior has been labeled satisficing by Simon (1969). Finally, (c) people may or may not be able to apply the rule they have chosen. For instance, information-processing limitations may lead an individual to apply an imperfect version of the suboptimal strategy chosen. Table 1 outlines the possible combinations of these various alternative causes of suboptimality.

Qualitatively optimal models

The distribution misconception conundrum, it has been observed that subjects choose a cutoff point which is less extreme than one which would maximize expected value (Green & Suits, 1966/1978). We shall call this pattern of behavior "conservative cutoff placement." Rubov (1977) has proposed that conservative cutoff placement could be caused by a misconception of the two distributions of observations that leads to overestimating likelihood ratios that are greater than one and underestimating likelihood ratios that are less than one. We shall refer to this pattern as "radical likelihood ratio estimation." Such a pattern would result from a disregard for rare events in the tails of the distributions.

Indeed Rubov (1977) found evidence for such a pattern in a numerical decision task. Specifically, subjects were required to give posterior probability judgments for a set of observations to which they had been exposed previously over a large number (six) of sessions. Since prior probabilities were equal in this experiment, the relationship between posterior probability and likelihood ratio may be expressed as follows: $P(\theta_2|x) = \frac{1(x)}{1(\theta_1|x) + 1(x)}$, where $P(\theta_2|x)$ is the posterior probability that an observation $x$ was from distribution $\theta_2$, and $1(x)$ is the likelihood ratio of observation $x$. Hence, overestimates of posterior probabilities imply overestimates of likelihood ratios, and underestimates of posterior probabilities imply underestimates of likelihood.
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3. An optimal cutoff point was determined for each subject in the first group. The optimal cutoff point was defined as the point at which the subject's posterior probability estimate was maximized. The optimal cutoff was determined by comparing the subject's posterior probability estimate with the actual posterior probability for each of the possible categories. The cutoff point was the category with the highest posterior probability estimate.

4. The results of the experiment were analyzed using a one-way ANOVA. The ANOVA was used to determine if there were any significant differences between the groups. The results showed that there were significant differences between the groups. The first group had a significantly higher posterior probability estimate than the other groups.

5. The results of the experiment suggest that the use of qualitative information can improve the accuracy of posterior probability estimates. This is important because posterior probability estimates are used in many real-world applications, such as medical diagnosis and financial decision-making. The use of qualitative information can help improve the accuracy of these estimates, leading to better decisions.
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6. The results of the experiment suggest that the use of qualitative information can improve the accuracy of posterior probability estimates. This is important because posterior probability estimates are used in many real-world applications, such as medical diagnosis and financial decision-making. The use of qualitative information can help improve the accuracy of these estimates, leading to better decisions.
cutoffs into five-digit weights, which were displayed for the subjects. After 200 additional cutoff report trials, all the subjects performed the posterior probability judgment task.

A preliminary analysis was performed on the posterior probability judgments in order to determine whether the information given to subjects in the distribution information group was understood and retained. The root-mean-square deviation (RMD) of the obtained posterior probability judgments from the correct posterior probabilities was computed. The RMD for the distribution information condition was significantly smaller than that for the other three conditions. This analysis confirms that the distribution information condition did lead to superior knowledge about the distributions.

We conducted an analysis to determine whether subjects placed their cutoffs less conservatively in the distribution information group or in the bias information group than in the other groups. Our index of conservative cutoff placement was the directed distance between the median cutoff report for a 50-trial block and the optimal cutoff point for that condition. We found that subjects in the bias information group did not show a significant degree of conservatism in the final block of trials. In contrast, subjects in both the distribution information group and the uninformed group did show a significant amount of conservatism in that block.

These results imply that if subjects are qualitatively optimal, then whatever conservatism they manifest is due to the bias component of the process underlying cutoff placement rather than to the distribution learning component of this process.

### Testing the conjecture: Comparing ratings and binary responses

Another reason why a qualitatively optimal subject may not be quantitatively optimal is to do with the binary nature of the response. Green and Krents (1966/1974) have pointed out that holding an extreme cutoff necessary making the same response on almost all trials, behavior which subjects may consider inconsistent with the demands of a probabilistic categorization task. This explanation of conservatism locates its source in the bias component, rather than the distribution learning component.

In order to test this conjecture, we decided to compare the standard binary-response procedure to a rating procedure, since it is possible to hold an extreme cutoff in a rating task without making the same response on all trials. Hence, to the standard numerical decision paradigm we added a rating-scale technique. Such a procedure had been used by Lee (1963) and Lee and Zentall (1966) in their tasks with externally distributed observations, but it had not yet been employed in the numerical decision situation. Further, some of the previous studies using a rating-scale technique compared the location of the cutoffs under rating and binary-response procedures. Because we wished to compare the binary and the rating-scale procedures, we introduced explicit payoffs for the various rating categories, as follows:

<table>
<thead>
<tr>
<th>Rating</th>
<th>1</th>
<th>2</th>
<th>...</th>
<th>j</th>
<th>...</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution</td>
<td>$v_{11}$</td>
<td>$v_{12}$</td>
<td>...</td>
<td>$v_{1j}$</td>
<td>...</td>
<td>$v_{1m}$</td>
</tr>
<tr>
<td></td>
<td>$v_{21}$</td>
<td>$v_{22}$</td>
<td>...</td>
<td>$v_{2j}$</td>
<td>...</td>
<td>$v_{2m}$</td>
</tr>
</tbody>
</table>

$v_{ij}$ is the payoff for making the rating response $j$ to an observation from distribution $S_i$. It should be noted that one can require subjects...
to order the boundaries between their rating categories in a manner consistent with the rating numbers only if the payoffs satisfy the following inequality:

\[ V(1, j) - V(1, j-1) \leq V(1, j+1) - V(1, j+2) \]

\[ V(2, j) - V(2, j-1) \leq V(2, j+1) - V(2, j+2) \]

for all \( 1 \leq j \leq m-2 \). By adding the payoff matrix to the rating scale we were able to specify exactly where the subjects should place their cutoffs. By specifying in this way the same cutoff locations in the rating scale and binary-decision tasks, we were able to compare the two procedures more precisely than had been done previously. The subjects in our experiment were divided into four groups depending on task and response type: binary, binary cutoff report, rating, and rating cutoff report. In each of the two groups giving binary responses, there were five subgroups, corresponding to different payoff matrices, implying optimal \( \beta \)-values of 1/4, 1/3, 1, 3, and 8, respectively. Likewise, in each group giving rating responses, there were two subgroups, corresponding to two different four-category rating payoff matrices, one implying optimal \( \beta \)-values of 1/8, 1, and 3, and the other implying optimal \( \beta \)-values of 1/3, 1, and 8.

The results from this experiment are summarized in Figure 6, which shows the critical points averaged over subjects and blocks as a function of task, response type, and optimal value of \( \beta \). Subjects in both tasks were more conservative in their cutoff placement when giving ratings than when giving binary responses. These results support Green and Saeta's (1966/1974) explanation of conservative cutoff placement, and further support the general notion that conservatism is due to the bias component of the decision process, rather than to the distribution learning component.

Understanding the payoff matrix: Rainas computational analysis. In the experiment described above on the effects of cutoff placement of providing qualitative and quantitative information (conducted with Martin Geyse), we found that when we provided quantitative information on where to place the cutoff, subjects were not conservative in the final block of trials. Although we concluded that subjects have difficulty using the information in the payoff matrix to determine the placement of their cutoff point, we do not have a process model of payoff matrix use. There is, however, an intuitive ground reason to believe that subjects may transport the payoff matrix. The formula for the computation of optimal \( \beta \) is:

\[ \beta = \frac{V(S_1, S_2) - V(S_2, S_1)}{V(S_1, S_2) + V(S_2, S_1)} \]

where \( V(S_1, S_2) \) is the payoff for response \( S_2 \) given an observation from distribution \( S_1 \). It is possible that the subject computes \( \beta' \), where the roles of distribution and response are reversed, instead of \( \beta \):

\[ \beta' = \frac{V(S_2, S_1) - V(S_1, S_2)}{V(S_2, S_1) + V(S_1, S_2)} \]

The substitution of \( \beta' \) for \( \beta \) is similar to the fallacy of affirming the consequent. For instance, consider the following fallacious reasoning:

(a) If the object is rectangular, then it is blue.

(b) The object is blue.

(a) Therefore, the object is rectangular.
(c) Therefore, the object is rectangular.

This rather prevalent fallacy (see Wason & Johnson-Laird, 1972) demonstrates not only that individuals have a problem understanding conditionals, but also, in particular, that they have a tendency to reverse the two terms in a conditional. Subjects again therefore interpret the matrix as if the rows representing distributions and the columns representing responses were transposed. This hypothesis is all the more plausible since (a) the correct identity of the distribution is divulged to the subject only after the response, and (b) the subject has control over the response but not the distribution.

In order to test this hypothesis, we conducted an experiment which varied payoff matrix across subjects. Four payoff matrices were chosen, so that two of them had an optimal $\rho$ of 1, and two had an optimal $\rho$ of $\frac{3}{2}$. Furthermore, one matrix in each of these two groups had a $\rho_p$ of 1, and the other had a $\rho_p$ of $\frac{3}{2}$. The payoff matrices are shown in Table 2. A standard binary-response procedure was employed.

We computed the critical point for each block of 50 trials. The critical point for the blocks with optimal $\rho = 1$ was significantly lower than the critical point for the blocks with optimal $\rho = \frac{3}{2}$. Although the effect of $\rho_p$ was not significant, the interaction of $\rho$ with $\rho_p$ was significant. The mean critical points showing this interaction are given in Table 3 under Experiment I.

In order to determine whether this interaction was due to the specific costs and benefits chosen for this experiment, rather than the values of $\rho$ and $\rho_p$, we performed an additional experiment which studied three sets of payoff matrices: One set was identical to that used in the first experiment. The second set of matrices was identical to the first except that each entry of each of the payoff matrices was increased by 3, so that all values were positive. Similarly, the third set of matrices was identical to the first except that each entry of one of the payoff matrices was decreased by 3, so that all values were negative. Again, a binary response procedure was employed, and payoff matrix was a between-subjects factor.

The results are summarized in Table 3 under terms of two critical points. For the first set of matrices, which was also used in the first experiment, the interaction of $\rho$ and $\rho_p$ was again obtained. In contrast, we did not find such an interaction for the other two sets of matrices, although the effect of $\rho$ was significant for all three sets of payoff matrices. Hence, we must conclude that subjects were sensitive to the particular entries in the payoff matrix, in a way that is inconsistent both with the normative theory, and with the notion advanced above concerning $\rho_p$. The data suggest that some additional process is applied to the subjects' interpretation of the payoff matrix when they are in the presence of both positive and negative entries in the matrix. The nature of that additional process is not yet clear, however.

Payoffs versus priors. Up to this point in our discussion, we have been concerned only with situations in which priors are equal and payoffs are symmetric. However, conservative cutoff placement has also been found in situations in which priors are unequal and payoffs are
symmetric (for example, Healy & Jones, 1975; Healy & Lubovey, 1977). Determining whether the extent of conservatism is comparable in the two situations (equal priors and symmetric payoffs versus unequal priors and asymmetric payoffs) would help us pinpoint the underlying cause of conservatism. We have not yet completed an experiment with such a comparison for the numerical decision paradigm, but we have compared the two situations in a recognition memory task (Healy & Lubovey, 1978).

Specifically, a recognition memory task in which payoffs were fixed at symmetric values and priors varied across blocks of a given subject's session was compared to a task in which priors were equal and payoffs varied across blocks. In each case, the optimal value of $\beta$ was 1 for half the blocks and $j$ for the remaining blocks. The extent of conservative cutoff placement was found to be comparable in the two situations. The observed values of $\beta$ were larger in the blocks in which optimal $\beta$ was $j$ than when optimal $\beta$ was 1, but the difference between the observed values of $\beta$ in the two types of blocks was much smaller than 2 and of comparable magnitude in the two tasks. Unless the correspondence between the magnitudes of conservatism in the two tasks was purely coincidental, the bias misinterpretation hypothesis cannot account for these results.

Before we deal with the next class of models, the nonoptimal models, we pause to summarize our findings to this point. Our evidence appears to favor the bias misinterpretation version of the qualitatively optimal model. We have not, however, been able to develop the bias misinterpretation model so as to account for our experiments on payoff matrix manipulation. Furthermore, the bias misinterpretation approach cannot account for the comparable effects of payoffs and priors on cutoff placement. On the basis of a preliminary examination of data from a numerical decision experiment that we conducted recently, we have reason to suspect, though, that the correspondence between the effects of payoffs and priors we observed earlier in recognition memory may have been a mere coincidence.

Nonoptimal Models

A nonoptimal process that attempts to maximize expected utility. In collaboration with Jerry Eroron, we have formulated a simple process model that implies conservatism without assuming that subjects are concerned with computing the optimal cutoff on the basis of the payoff matrix or with learning the distributions. Yet, subjects are assumed to formulate a specific decision goal, namely to maximize expected utility (monetary profit). Specifically, we assume that subjects initially place their cutoffs close to the mean of the observations and then adjust until they perceive that no additional gain can be expected from further shifting. Because the function relating expected utility to cutoff location (which we shall refer to as the "cutoff-utility function") changes very little in the general region of the optimal cutoff point, we predict that the change in expected utility as a function of cutoff shift will become virtually imperceptible to subjects at a point which is conservative.

In order to test this notion, we conducted with Jerry Eroron a decision experiment in which we varied, orthogonally and between subjects, optimal $d^*$ and optimal $\beta$, while keeping prior probabilities equal. We varied $d^*$ by translating the distribution of men's heights ($Z_x$) so that $d^*$ was .5, 1.0, or 1.5. $\beta$ was varied by employing three different
payoff matrices, implying optimal $\beta$ of 1, 2, and 3. For different values of $d'$, the slope of the cutoff-utility function differs for equal values of the likelihood ratio. If the model described above is correct, we should find differences in cutoff location on the log-likelihood ratio continuum as a function of $d'$ as well as $\beta$, in the direction specified by the slope of the cutoff-utility function. Preliminary analyses provided some support for the model, but further work is necessary.

A nonoptimal process that attempts to keep strictness constant. The decision-theoretic analyses of the quantitatively optimal and the qualitatively optimal varieties assume that whether or not explicit payoffs are provided to subjects, they interpret the instructions as containing implicit payoffs. Hence, in all cases their decision goal would be to maximize expected utility. However, this need not be so. For example, consider the case in which subjects are not given explicit payoffs but are given instructions to be strict or lax. In such a situation, subjects may choose to regulate hit and false alarm rates, the probability of obtaining an observation from distribution 1 given the j-th response, or some comparable index. This is true a fortiori of subjects who are told explicitly to regulate hit and false alarm rates (Egan, Schuller, & Greenberg, 1959), or to regulate $P(h_j|a_j)$ (Clarke, 1960); they must adopt decision goals incompatible with minimization of expected utility in order to follow instructions. It is not inconceivable, moreover, that subjects adopt such nonoptimal goals even when given an explicit payoff matrix. In other words, subjects may translate the payoff matrix into instructions to attain a given level of strictness, in which case they would choose the same sort of decision goal as they would in the absence of a payoff matrix.

We wish to stress the difference between the notion of strictness and the notion of bias. Whereas bias is ideally independent of sensitivity and is affected by both payoffs and prior probabilities, we think of strictness as being necessarily independent only of prior probabilities. Strictness should be affected by payoffs (and by instructions), but it is not clear whether or not strictness should be affected by sensitivity, and if so, how it should be affected. In any event, since subjects may take sensitivity into account in selecting a given level of strictness, the form of isomax curves (obtained by holding bias constant and varying sensitivity) should not be used as evidence for determining the nature of the strictness index, as Dusoir (1975) mistakenly proposed with respect to the index we describe next.

A plausible interpretation of instructions to be lax or strict, according to Mealy and Jones (1973), involves the ratio of hits to false alarms that subjects allow themselves to make. If instructed to be strict, subjects allow themselves very few false alarms, relative to the number of hits they make, whereas instructions to be lax indicate to subjects that they may allow themselves many false alarms relative to the number of hits. It should be noted that as $\beta$ increases so does the ratio of hit rate to false-alarm rate. When prior probabilities are constant, the ratio of hit rate to false-alarm rate is directly
proportional to the ratio of hits to false alarms. However, when prior probabilities are not constant, the ratio of hit rate to false-alarm rate is not proportional to the ratio of hits to false alarms. Hence $\phi$ does not reflect the ratio of hits to false alarms. Indeed, with changes in prior probabilities, $\phi$ can remain constant while subjects' decisions become either more strict or more lax in terms of the number of false alarms they allow for each hit. Conversely, $\phi$ can change with a change in prior probabilities, even if subjects are being neither more strict nor more lax in terms of the ratio of hits to false alarms.

Nealy and Jones have proposed a "strictness index," which-unlike $\phi$--is a function of the ratio of hits to false alarms. In a task with a $(n > 1)$ confidence ratings ($E_1, E_2, \ldots, E_n$), this index for the highest (n-th) rating in $P(S_2|E_n)$, the probability of an item being from distribution $S_2$, given that the highest rating was used. More generally, the index for the $j$-th rating ($1 < j \leq n$) is $P(S_2|E_n \wedge E_{n-1} \wedge \ldots \wedge E_j)$, This index changes or remains constant just when the ratio of hits to false alarms does. In addition, as Nealy and Jones (1975) point out, this index has intuitive appeal. For example, it seems reasonable to demand that subjects hold constant the probability that an item to which they give the highest rating is in fact from $S_2$. That is, when the prior probability of an item from $S_2$ changes, subjects may change the number of items they rate $E_n$, but those items rated $E_n$ should be just as likely to be from $S_2$ as before the change in prior probability.

Nealy and Jones (1975) reviewed some evidence from recall and intelligibility experiments that subjects did maintain a constant strictness index under some circumstances (although not under others). However, in a recognition memory task Nealy and Jones (1975) found that subjects were not able to maintain a constant strictness index even when specifically instructed to do so and given appropriate feedback. Furthermore, Dusoir (1975) has pointed out that maintaining a constant strictness index may lead to performance below chance level (i.e., hit rate lower than false alarm rate) under some circumstances and under other circumstances may be impossible (since a hit rate greater than 1 would be required). The implications of Dusoir's findings are interesting not only in terms of the strictness index but also in terms of the probabilities $P(S_2|E_2)$, since holding the strictness index constant is equivalent to holding $P(S_2|E_2)$ constant in a binary response procedure and for the highest rating in a rating procedure. Hence, experimenters like Clarke (1960) who instruct subjects to maintain a given value of $P(S_2|E_2)$ may be imposing unrealistic requirements on their subjects.

However, when the prior probabilities are known in advance, and subjects are permitted to choose any value of strictness or of $P(S_2|E_2)$ they wish, the objection raised by Dusoir does not pose a problem. For a given set of prior probabilities known in advance, subjects may maintain their strictness constant by selecting strictness within the following range: $P(S_2)/P(E_2)$ and $P(E_2)/P(S_2)$, where $P(E_2)$ is the false-alarm rate and $P(S_2)$ is the value of the ratio of hits to false alarms. Within this range hit rate will not be less than false alarm rate or greater than 1.

To choose $k$ for a set of conditions with changing prior probability levels, subjects should set the prior odds on the left hand of the inequality to the highest ones anticipated, the prior odds on the right hand of the inequality to the lowest ones anticipated, and the false
alarm rate to any value smaller than the ratio of the smallest prior odds to the largest prior odds. The particular value of a selected within this range will presumably be determined by instructions, payoffs, and possibly e'. Once e' is chosen, for each level of prior probability, the upper bound for the false alarm rate is given by the ratio of the prior odds to e'. This constraint is probably not so severe as to prohibit subjects from both maintaining constant strictness and adopting a cutoff for typical values of e' and P(2).

For example, we have been able to calculate cutoff values for a subject who maintains strictness at a constant value (e = 10), where e' equals 1.5 and P(2) ranges from 1/3 to 1/10.

A FEEDBACK PROCESS MUST ALLOW THE PROBABILITY MATCH. A process which does not have the drawbacks of the strictness index is the probability-matching process proposed by Farnam (1970) and Thomas and Legge (1973). With this approach considered above, Farnam and Thomas and Legge assume that subjects necessarily adopt a cutoff rule. They suggest that subjects set their cutoffs so that they will give the response 2 to a number of items proportional to the number of 2 responses in the last more formally, the probability-matching rule is

\[ P(2) = \min\{\text{P}(2), 1\} \]

where e is a function of the payoff matrix, and presumably e = 1 when there is no bias favoring either of the two responses. This rule can be thought of as an alternative index of strictness by rewriting it as follows:

\[ \text{P}(2) = \min\{\text{P}(2), 1\} \]

P(2) = 1 if the subject always selects the alternative with the highest payoff, and P(2) = 0 if the subject always selects the alternative with the lowest payoff. Farnam and Thomas and Legge (1973), and Thomas and Legge (1975) present data in support of this rule in memory as well as recognition memory tasks. However, at Thomas (1975),

pointed out, the probability-matching hypothesis is not always falsible: subjects are generally more conservative than probability matching predicts. Furthermore, in a numerical decision task, we have presented evidence inconsistent with the probability-matching hypothesis at the individual (but not the group) level (Kubovy and Newby, 1977).

Passive Models

Whether such as probability matching could be caused by an active strategy on the part of subjects who adopt a well-specified decision goal, or by a passive process such as specified in classic learning models which will be considered in the present section. As mentioned earlier we will consider only cutoff models, since our earlier work ruled out probabilistic models.

One class of model has been proposed to describe the process whereby the cutoff opens as the decision maker learns to perform the decision task: additive-operator models. The following formulation generalizes all the existing additive-operator dynamic-cutoff models:

Assume that on trial n the cutoff is \( C_{n} \) and an observation is drawn from distribution \( S_{n} \) and the response outcome \( O_{n} \) is \( O_{n} \) if the response is incorrect and \( O_{n} \) if the response is correct. There is a probability \( P_{ij} \) that the cutoff will change to

\[ C_{n+1} = \begin{cases} C_{n} + d_{ij} & \text{if } i = 1, \\ C_{n} - d_{ij} & \text{if } i = 2, \end{cases} \]

where \( d_{ij} \geq 0 \) for all \( i, j \); the probability that the cutoff will remain unchanged is \( 1 - P_{ij} \):

\[ C_{n+1} = C_{n}. \]
Probabilistic Categorization

More specifically, suppose that on trial n the cutoff is \( C_n \) and an observation is drawn from distribution \( S_1 \), and the subject responded \( S_1 \); thus the response was erroneous and the response outcome is \( C_1 \). Then there is a probability \( f_1 \) that the cutoff on trial \( n+1 \) will be drawn from \( S_1 \) and \( f_1 = 0 \); and a probability \( 1 - f_1 \) that \( C_n \) is remained unchanged. If the cutoff shifts at all, it will always shift up after an observation was drawn from \( S_1 \) (the distribution with the lower mean), and it will always shift down after an observation was drawn from \( S_2 \).

In a numerical decision task, we have provided evidence against all existing additive-operator models (Rubin & Hayley, 1977a). In particular, although cutoff shifts after errors were generally in the direction specified by the additive-operator models, there were also shifts in the opposite direction. Furthermore, after correct responses, there were more shifts in the direction opposite to that predicted by the additive-operator dynamic-cutoff models than in the predicted direction.

Although the traditional additive-operator dynamic-cutoff models have been ruled out, the type of model that is suggested by our data (Rubin & Hayley, 1977a) has the following properties: (a) After correct responses, subjects shift their cutoff in the direction that will reduce the likelihood of the recurrence of the same type of error. (b) In a small percentage of the trials following errors, subjects shift their cutoff in the direction associated with the gambler's fallacy (according to which the subject believes that the following observation is more likely than is implied by prior probabilities). (c) On most trials following correct responses, subjects shift their cutoff randomly in one or the other direction. (d) On the remaining trials following correct responses, subjects shift their cutoff in the direction associated with the gambler's fallacy.

This model could be called a "loss-shift, win—be confused" model, with a sprinkling of gambler's fallacy added on. Although this model has been proposed for the situation with equal priors and symmetric payoffs, it is easily generalizable to other conditions. In particular, what may change is the subjects' tendency to shift in a given direction. The interesting possibility is that no change in the probabilities of shift may occur when only priors are unequal, and that the probabilities would change only if payoffs are made asymmetric.

CONCLUSIONS

We have applied the primers of Oceaff and others to our tree of process models for probabilistic categorization decisions, although we have not reached that ideal (but perhaps not aesthetically pleasing) state of a single-branched tree. Before we begin this discussion we pruned the tree of all branches involving probabilistic models, and at the very beginning of our lab we cut off the branch of quantitatively optimal models. Subsequently, we cut a twig on the qualitatively optimal branch (mainly the one corresponding to the conjecture that observation is due to a misperception of the distributions). We also affected two twigs on the same branch: (a) We have bruised the strictness-invariance hypothesis. (b) We have weakened the probability-getting hypothesis branch, although it will require some more work before we can get it to fall off the tree. Finally, we have cut off all twigs involving the traditional passive additive-operator dynamic-cutoff models.
Branches still remain both on the active and the passive sides of the tree. On the active side, we still entertain qualitatively optimal and nonoptimal models. Of the qualitatively optimal models, the bias interpretation model appears to be the most promising. Of the nonoptimal models, the profit-monitoring and probability-matching approaches appear to have the most merit. Finally, of the passive models, our revised "lose-shift, win-be confused" model is most worthy of further consideration.
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1. Another use of the numerical decision task, which we overlooked in our review, is Fitz (1972).

2. Unfortunately, the qualitative information group started out less conservative than the other groups, and, moreover, had a significantly greater intersubject variability in conservatism. Thus, although this condition was designed as a control condition, we will discuss the results without reference to the data of this group.

3. On the special nature of negative payoffs, or costs, see Kahneman and Tversky (this volume).

4. This index, $P_{j|i}(R_j)$, has sometimes been called the "posterior probability."

5. A number of additive-operator dynamic-cutoff models have been proposed and studied by Biderman, Dorfman, and Simpson (1975), Dorfman (1974), Dorfman and Biderman (1971), Dorfman, Sassow, and Simpson (1975), Kac (1962, 1969), Larkin (1971), Norman (1970, 1972), and Thomas...
Table 1

Alternative Causes of Suboptimality

<table>
<thead>
<tr>
<th>Rule Chosen</th>
<th>Knows Optimal Rule</th>
<th>Does Not Know Optimal Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Perfect Application</td>
<td>Perfect Application</td>
</tr>
<tr>
<td></td>
<td>Imperfect Application</td>
<td>Imperfect Application</td>
</tr>
<tr>
<td>Optimal</td>
<td>Quantitatively Optimal</td>
<td>Qualitatively Optimal</td>
</tr>
<tr>
<td>Nonoptimal</td>
<td>Nonoptimal Satisficing</td>
<td>Suboptimal Application of Nonoptimal Satisficing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2
Payoff Matrices Used in Experiment on Understanding
the Payoff Matrix

<table>
<thead>
<tr>
<th>$A_e = 1$</th>
<th>$A_e = 5$</th>
<th>$A_e = 1$</th>
<th>$A_e = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>$k_2$</td>
<td>$k_1$</td>
<td>$k_2$</td>
</tr>
<tr>
<td>$s_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$s_1$</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3
Mean Critical Points as a Function of
$\theta$, $\theta_e$, and Type of Payoff Matrices

<table>
<thead>
<tr>
<th>Type</th>
<th>$A_e = 1$</th>
<th>$A_e = 5$</th>
<th>$A_e = 1$</th>
<th>$A_e = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k_1$</td>
<td>$k_2$</td>
<td>$k_1$</td>
<td>$k_2$</td>
</tr>
<tr>
<td>Experiment 1</td>
<td>17378</td>
<td>16629</td>
<td>18180</td>
<td>10985</td>
</tr>
<tr>
<td>original</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all positive</td>
<td>17006</td>
<td>16914</td>
<td>18125</td>
<td>17813</td>
</tr>
<tr>
<td>all negative</td>
<td>17025</td>
<td>16506</td>
<td>17479</td>
<td>17280</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>original</td>
<td>17201</td>
<td>16118</td>
<td>17671</td>
<td>18265</td>
</tr>
<tr>
<td>all positive</td>
<td>17006</td>
<td>16914</td>
<td>18125</td>
<td>17813</td>
</tr>
<tr>
<td>all negative</td>
<td>17025</td>
<td>16506</td>
<td>17479</td>
<td>17280</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. How to calculate the minimum number of violations of a static cutoff rule.

Figure 2. Taxonomy of decision models of probabilistic categorization with feedback.

Figure 3. Diagram of the qualitatively and quantitatively optimal decision rules (adapted from Tannen & Zordian, 1972).

Figure 4. Results from three sessions (rows) for two typical subjects (columns) reported by Kuboy (1971).

Figure 5. Design of the experiment on providing quantitative and qualitative decision information.

Figure 6. Critical points averaged over subjects and blocks as a function of task, response type, and optimal $\beta$. $\beta^* = 1$ denotes the optimal cutoff location when optimal $\beta = 1$. 
Other papers in this Symposium have presented a rather wide sampling of current theoretical orientations relative to decision making and the kinds of research on which they are based. The following remarks are intended to relate this contemporary cross-section of the field to some long-term trends and to indicate a few points where reorientations or changes of emphasis might prove fruitful.

Research and theory on decision making fall at the crossroads of a number of disciplines. The origins of decision theory are evidently to be found in the thinking of the founders of probability theory, especially relative to gambling, and major advances were associated with economics and the theory of games (von Neumann and Morgenstern, 1947), and with the evolution of statistical theory from Fisher (1935) to Savage (1954) and Wald (1947). More recently, purely mathematical theory has been increasingly complemented by psychological investigations, yielding the vigorous hybrid "behavioral decision theory" (Slovic, Fischhoff, and Lichtenstein, 1977).

Though the making of decisions by people is certainly a psychological process, research on the problem within psychology has come relatively late as compared, for example, to research on problem solving and learning. One reason may lie in the common belief that failures of people to learn or to solve problems result mainly from limitations of capacity, whereas inferior
decisions arise mainly from inadequate knowledge of optimal decision strategies. Further, whereas the criteria of learning and the correct solutions to problems in educational situations are generally well known to the teacher or experimenter, optimal decision strategies often are open research problems. Thus the study of decision making has been guided to a major extent by the formulation of normative theories, that is the development of formal models prescribing decision strategies that are optimal given a characterization of the state of the world and of the individual's value system.

During several decades in which normative theories were the center of attention, it was commonly assumed, especially by economists and game theorists, that the psychological problem of understanding decision and choice could be wholly accomplished by normative theories. This assumption derived from the premise that people are inherently rational and will conform to normative theories once they are informed about them. During the same period, however, psychologists began to develop experimental techniques for the study of decision behavior (Coombs and Davis, 1964; Edwards, 1954; Estes, 1957; Siegel, 1961). Results emerging from experiments began to throw doubt on the adequacy of the premise and to suggest the need for supplementing normative theories by descriptive theories founded on facts arising from empirical research and capable of elucidating the reasons why people often are disposed to or are incapable of conforming to normative theories.

Further, concern with the problem of characterizing the end result of decision making—that is choices made and their outcomes—gave way to concern also with the dynamics of the decision process itself—explaining not only what choices are made but how decisions are generated (Bower, 1959; Estes, 1960). Finally, during the past few years the focus of research attention has begun to shift somewhat from the way psychology, along with other disciplines, may contribute to understanding of decision making in economic and similar situations to the way theories of decision making may contribute to other lines of research and theory in psychology.

**Common Aspects of Decision Models**

Although the researches and models discussed in this Symposium are extremely diverse, substantial commonality can be detected with regard to basic concepts and the mathematical methods used to work with them. In general it has been quite uniformly found that decisions prove to be more simply related to appropriately chosen theoretical variables than to observables. In empirical studies we observe individuals making choices of objects or decisions between possible environmental situations, which in either case can be described and measured quite objectively. However as principles or laws of decision making begin to take on some simplicity and generality we find that they do not refer directly to the observable properties of objects or environmental situations but rather to representations of these in what might be termed the individual's internal cognitive space. It has commonly been believed that once these are found to measure the attributes of representations in the cognitive space, laws of decision and choice will take on their simplest forms. Hence
a pervasive aspect of research on decision making has been associated with the development of scales of psychological measurement, in particular scales for utility and subjective probability, but also for more general concepts of "strength" as in Luce's choice model (Luce, 1959; Luce and Suppes, 1965).

The idea that tendencies to make choices are simple mathematical functions of utilities and subjective probabilities provided what was in effect the standard framework for models of decision making during some two decades following the publication of Von Neumann and Morgenstern's influential volume. In any uncertain situation involving choices with differing probabilities of payoffs, the individual making the decision was assumed to consult his subjective probabilities of the various possible outcomes and the values of these on his personal utility scales and to choose the alternative with the highest expected utility—hence the designation NEU (maximization of expected utility) or SEU (subjective expected utility) models (Coombs, Dawes and Tversky, 1970). The NEU framework was influential both in shaping the structure of some of the more general psychological theories of the period (for example, Greeno, 1968) and for generating the first experimental tests of decision models, the earliest evidently being that of Mosteller and Ngre (1951). As a self-sufficient model NEU has been found inadequate, as cogently indicated by Kahneman and Tversky in this volume, but the concepts of utility and subjective probability have remained all but universal components of decision theories.

One reason for the strenuous efforts to formulate psychological scales of measurement for utility and subjective probability over a period of years (reviewed by Luce and Suppes, 1965) was the assumption that once the theoretical variables were adequately measured the task of theory construction would be virtually completed, since the decision maker in the classical SEU models was assumed to arrive at a decision by way of mental calculations on these theoretical quantities. An alternative possibility, scarcely recognized in the earlier literature is that utility and probability enter importantly into the decision process but only indirectly, by determining the magnitudes of other theoretical entities of quite different character. This possibility has indeed been realized in the decision models stemming from signal detectability theory (Kubovy and Healy, this volume; Tanner and Swets, 1954).

The general schema of the decision situation in this latter branch of theory is that the decision maker is presented with a sample observation and the task of deciding which of a number (usually two) of alternative distributions the sample was drawn from. In the original development of the theory with respect to engineering of auditory communication equipment, the sample was an auditory signal and the possible distributions were the collection of samples that might arise from a noisy background (the noise distribution) and the samples that might arise from the noisy background plus the signal (the signal plus noise distribution). The model has been extended to other kinds of
physiological variations than auditory perception but with the terms signal and noise being retained and extended by analogy.

In any version of signal detectability models, the possible samples can be ordered on some dimension and the decision maker is conceived to set some value, his criterion, on this dimension and to follow the rule that when a sample observation falls on one side of the criterion it is assigned to one population (e.g., signal plus noise), and when it falls on the other side of the criterion it is assigned to the other distribution (e.g., noise alone). Probabilities and utilities enter into the model only indirectly by determining the value of the criterion. Like the original SEU models, these models deriving from signal detectability theory were originally static, the value of the criterion being some function of objective payoff values and event probabilities. However, in some newer theoretical efforts, the possibility has been recognized that an individual's criterion may be modified in a systematic way by learning that occurs over a series of experiences in a given type of decision situation (Kubovy & Neely, this volume).

The traditional focus of decision theorists on measurement and psychological scales has been advantageous in some respects but perhaps disadvantageous in others with regard to the relationship of decision theory to other branches of research in psychology. The advantage has been a close correlation with developments in some of the areas of psychology, notably psychophysics, where the most precise research and rigorous theorizing has been the tradition. A disadvantage is that the conception of choice behavior as being directly determined by scale values has not encouraged interaction with the emerging body of research and theory in cognitive psychology. Thus behavioral decision theory has been almost exclusively limited in application to situations in which all admissible alternatives for choice in a situation are presented to the experimental subject by the experimenter, and the task is simply to select from among these alternatives. In a few instances information regarding alternatives must be gained by some exploratory activity on the part of the subject (Corbin, this volume), but still the framework is a set of alternatives prescribed by the experimenter.

Experiments done in this traditional mold fail to represent common situations leading to decision making outside the laboratory in which an individual starts an episode of decision making with only the motive of achieving some goal in a situation and must proceed to generate a set of relative alternatives, that is, a set that includes or is likely to include the optimal one. A physician confronted with a sick patient must start by bringing to mind the set of diseases that should be considered; if this phase of the process is inadequate, then a diagnosis based on incomplete set of alternatives may omit from consideration the actual cause of the illness. In developing theory to deal with this type of situation it may be necessary to be concerned less with the values of alternatives on a utility scale than
with the way representations of alternatives are stored and
organized in memory and retrieved at the point of decision.
There are indications in several papers presented in this
Symposium (notably those of Corbin and Wallsten) that the need
for this more cognitively and less measurement oriented kind
of theory is beginning to be felt even by investigators working
with classical decision paradigms.

When we go beyond the problem of the representational
aspects of the alternatives that enter into decisions and consider
how decisions and choices are made we find two main branches
of theory that parallel the distinction just noted between the
classical SEU framework and that of signal detectability theory,
that is, the two principal classes of deterministic and proba-
bilistic models. In the deterministic models it is generally
assumed that once appropriate measurements have been made of the
psychological magnitudes entering into a given type of decision,
one can expect to describe or predict the outcomes of decisions
by finding what function of these magnitudes the individual
having the decision is attempting to maximize or minimize. Models
for the process of maximization or minimization have taken a
number of forms including the expected value models discussed
above, linear programming (Davidson, Suppes, & Siegel, 1957),
elimination by aspects (Tversky, 1972), and Bayesian models
(Edwards & Phillips, 1964). In the probabilistic models, the
individual is conceived rather to continually sample, or to be
presented with samples, from distributions of random variables,
to make comparisons on the momentary samples and as a result of
these comparisons to move toward or be driven toward a decision.
The oldest and most familiar type of model in this category is
of course the gambler's ruin, predecessor of the random walk
models developed for choice behavior by Estes (1960), Kintsch
(1963) among others, for psychophysical judgments by Link and
Heath (1975) and for choices or decisions made in the course of
memory retrieval by Ratcliff (1977).

So far as I can see it is difficult to say at this point
whether the deterministic and probabilistic models should be
viewed as competitive or complementary. In favor of the latter
view one might note that deterministic models, augmented by
the increasingly elaborate methods of multidimensional scaling,
have been more effectively applied to characterizing end results
of decision making in relatively complex situations involving
either multidimensional information available to the decision
maker or multidimensional outcomes, whereas probabilistic models
have been developed much further with respect to accounting for
the dynamics of decision making and the relations between proba-
bilities of choices and the time taken to make them. At the same
time these achievements of the probabilistic models have been
largely limited to binary choice situations and some of the prob-
lems involved in extending them to multidimensional situations
remain to be solved.

Both types of models have been developed for the most
part without a great deal of input from research and theory
in other branches of psychology. However this situation may
change as information processing models in psychology become increasingly sophisticated and provide conceptual machinery for dealing with mental representations and operations on them, for example, "mental rotation" (Shepard and Podgorny, 1978) or various types of memory search, that enter into decision making. One would hope that in time the models will be beyond description and begin to provide insight into the sources of capacity limitations that often keep human decision makers from performing close to the upper levels that might be expected on the basis of purely normative theories.

Task Orientation vs. Process Orientation

It is rather striking that in collected volumes including subsections on decision making for example, Handbook of Mathematical Psychology (Luce, Bush, Galanter, 1965), or Cognitive Theory (Castellan, Pisoni, & Potter, 1977), one observes high frequencies of cross citations among chapters within the section on decision making but few citations across sections. Over a period of years there seems to have been some increase in "outward" citations from decision making to other areas, but little sign of increase in "inward" citations.

One interpretation of this relative insularity of the literature on decision making may have to do with the distinction between task and process orientation. In the latter, the primary strategy is to focus on a hypothetical process or mechanism, or on some empirical effect presumably indexing such a process, then to attempt to abstract the hypothesized process from a variety of tasks and to look for common determiners across tasks.

In this approach there usually is relatively little interest in the specific tasks themselves, and new tasks are constructed freely to help bring out the hypothesized process. The next step beyond the abstraction of a process is to seek its rules of combination with others and ways of discriminating its effects from those of other frequently confounded processes. A consequence of the strategy is that, with progress on a given problem, cross-citations to other segments of the literature increase, and major theoretical contributions often manifest this tendency conspicuously (as for example, Anderson and Power, 1963; Norman and Rumelhart, 1971; Shiffrin and Schneider, 1977).

In the task-oriented approach, the character of the task itself defines the research area and the focus is much more strongly on determinants of performance in the task than on ways the task might be used to reveal processes cutting across areas. From the beginnings of what could be termed research in cognitive psychology, perhaps the epitome of the task-oriented approach has been problem solving. Whereas nearly all other long recognized research clusters and traditions in the area are identified with relatively abstract capacities or processes (intelligence, memory, perception) problem solving has been all but synonymous in the minds of psychologists with water-jug puzzles, missionaries and cannibals, and the Tower of Hanoi. Similarly, and almost as pervasively, decision making is identified by psychologists with choices among gambles or guesses at the composition of urns of marbles (Coombs, Dawes, & Tversky, 1970; Wallsten, this volume).
A common correlate of the task-orientation is a predilection for proceeding toward theory construction by systematic classification of tasks; this tendency is seen clearly within the decision making area in the papers of Wallsten in this symposium and, with regard to the problem-solving area, just as conspicuously in a review by Greeno (1978). Undeniably taxonomic efforts can prove valuable, and those just mentioned seem both timely and constructive. Still, it must be observed that theoretically significant classifications more often follow than precede the development of process-oriented models, since a principal function of taxonomy is to specify the combinations of processes or mechanisms implicated in situations defined by empirical boundary conditions. Further, one should not sell short the possibility that current demands for increasing practical relevance of research may be better met in the long run by intensifying efforts toward the construction of functional process models and refinement of methods for their evaluation than by hastening to redirect research from tasks that appear simple (though still incompletely understood) to tasks that appear to mirror the complexity of decision making in business and government.

Within the task-oriented approach, a conspicuous difference between the research traditions on problem-solving and decision making is the shift toward a stronger emphasis on individual performance and computer simulation models for individual performance in the case of problem-solving but continued reliance on the prediction of average performance in the case of decision making.

Associated with the orientation toward average performance in the decision making area has been a conspicuous lack of attention to the characteristics of the individuals or groups studied in related researches. Thus one commonly finds a model rejected on the basis of an experiment dealing only with a sample of psychology undergraduates at a particular university.

Since a major role of heuristics and strategies in decision making is coming to be widely recognized, and since these must be assumed to depend on individual learning histories, concurrent attention to the educational and experiential backgrounds of subjects utilized in tests of models would appear essential. Further, it must be noted that to date investigations of decision making have yielded numerous demonstrations that subjects employ heuristics or strategies, but as yet have not gone on to attempt detailed accounts of the conditions under which heuristics do or do not come into play when appropriate or the sequences of cognitive operations that translate knowledge about heuristics or rules into actions. Here it would be interesting to see whether our understanding of decision making would be deepened by the employment of computer simulation models of individual performance, analogous to those that have proved fertile with respect to problem solving (Newell & Simon, 1972).

Decision and Cognition

What relations should one expect, or hope, to develop between decision theory and the rest of cognitive psychology? Perhaps
It can be agreed that cognitive structures and processes—perceptual and memorial capacities, processes of storage, transformation, organization, and retrieval of information—can be studied only by observing behavior in tasks calling for cognitive functioning. Whatever the task and whatever the investigator's purpose, the experimental subject must continually be making choices and decisions between alternative actions. The investigator can infer properties of internal structure and function only subject to assumptions about the way in which responses are generated given the internal states. This problem has been recognized from the beginnings of experimental psychology and has generated many continuing strands of theoretical development and sometimes controversy.

In theories of learning and behavior this issue has given rise to the distinction between learning and performance, first implemented in a systematic and formal way in the systems of Tolman (1932) and Hull (1943) and central to current descendants of these systems (for example, Estes, 1959; Logan, 1979). In sensory psychology it was recognized from the earliest beginnings of research on psychophysics that information entering the organism's sensory system is not translatable in a continuous one-to-one fashion into observed responses. At the very least one must take account of sensory thresholds, that is minimum levels of intensity below which stimuli do not influence behavior at all, and minimum differences between stimuli, "difference thresholds," that must be exceeded in order for physically different stimuli to lead to differences in observed behavior. However continuing research ultimately showed that even the idea that stimuli exceeding intensity thresholds or difference thresholds can be mapped directly on to observed choices is much too simple. Rather, it became clear that all of the observable actions of either animals or people are influenced by experiences with costs and benefits of the actions and current motivations as well as immediate sensory inputs. This insight found a suitable formalism in the importation of signal detectability theory into psychology beginning with the seminal paper of Tanner and Swets (1954).

From the early 1960s down to the present, major theoretically oriented research efforts in many aspects of perception have centered around efforts to distinguish the contributions of decision factors versus stimulus properties in the determination of the observed responses that are used as a basis to infer internal structures and processes. To mention just one example with which I happen to be personally familiar, a substantial body of research on the recognition and identification of letters in reading and in simpler experimental tasks related to reading has been directed toward the experimental separation and theoretical representation of the factors that limit an individual's capacity for abstracting information from text or any other type of character display. Some models (for example, Gardner, 1973; Shiffrin and Geisler, 1973) have explored the viability of the extreme position that capacity limitations are entirely
attributable to decision factors. Others (for example, Estes, 1975) recognize the importance of decision factors but assume that these combine with capacity limitations at the level of sensory processing to set the bounds of efficiency on overall performance. Similar problems and similar approaches are to be found in the field of audition and auditory communication.

In all of the various approaches to understanding the role of information processing and decision factors in perceptual situations, investigators currently assume the importance of the concept of the criterion and the other basic concepts and methods of signal detectability theory, and these methods are basic to most attempts to untangle the relative contributions of motivational and informational factors. Further, the idea has gained currency that very similar approaches should be applicable in the study of memory, where problems facing the investigator differ in the important respect that what corresponds to the experimentally controllable "signal" in studies of sensory and perceptual processing is the inferred memory trace (Healy & Jones, 1975; Wickens, 1974). Thus the central problem in studies of recognition memory is to distinguish the contributions of the state of memory trace and those of motivational and contextual factors to observable behavior in tests of recognition. It has seemed natural to investigators to carry over the basic machinery of the theory of signal detectability, letting the inferred strength of memory traces correspond to signal strength. But exchanging an observable for an unobservable independent variable raises major new problems, in that trials on which responses are based on relevant traces and trials on which responses arise from guessing are not experimentally identifiable. One approach to dealing with these problems has been to design experiments in which the tasks closely correspond to those used in investigations of recognition memory but in which the variable corresponding to strength of the memory trace is externalized in some fashion so that the decision factors and decision processes can be isolated and examined more directly. An important current line of investigation following out this motif is that of Kubovy and Healy as exemplified in a number of earlier contributions (Kubovy & Kubovy, 1977; Kubovy & Healy, 1977) and in their paper in the present volume.

The approach of Kubovy and Healy seems to fall on the border line between task-oriented and process-oriented approaches. Most of their data arise from a task of the kind traditionally used in much research on behavioral decision making. However their interest is not so much in analyzing determinants of performance in the task per se as in abstracting the processes responsible for stability or shifts in the decision criterion. Here one may note the similarity of some properties of Kubovy and Healy's cutoff model to those of concept identification models in that, for example, in both cases learning is assumed to occur on errors with random variation or no variation in response tendencies following successes (cf. Anderson, Bower, and Crothers, 1965, Chapter 2; Milward and Wickens, 1974). Thus
possibilities emerge, not yet fully realized, for relating Kubovy and Healy's approach to other lines of research on learning outside the decision making tradition.

Another potential bridge between cognitive psychology and decision research may be found in the distinction between structural and control processes (Atkinson and Shiffrin, 1968). In this very influential categorization, Atkinson and Shiffrin have used the term structural to refer to processes or mechanisms constrained by relatively invariant capacities of the individual, control to refer to strategies, heuristics, and similar cognitive processes that are under voluntary control and dependent on an individual's learning history. Presumably control processes are strongly influenced by motivation, incentives, and rewards even though these are rarely identified and explicitly manipulated by researchers in cognitive psychology. However it seems reasonable to suppose that an individual's decision to engage one or another control process in a cognitive task might be controlled in much the same way and by much the same variables as decisions in what are explicitly labelled decision making tasks. Consequently there would seem to be the prospect that the experimental results and theory growing out of studies of explicit decision making might have much to offer the cognitive psychologist in his increasing preoccupation with control processes.
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PROSPECT THEORY. AN ANALYSIS OF DECISION UNDER RISK

BY DANIEL KAHNEMAN AND AMOS TVERSKY

This paper presents a critique of expected utility theory as a descriptive model of decision making under risk, and develops an alternative model, called prospect theory. Choices among risky prospects exhibit several pervasive effects that are inconsistent with the basic tenets of utility theory. In particular, people overweight outcomes that are merely probable in comparison with outcomes that are obtained with certainty. This tendency, called the certainty effect, contributes to risk aversion in choices involving sure gains and to risk seeking in choices involving sure losses. In addition, people generally discard components that are shared by all prospects under consideration. This tendency, called the isolation effect, leads to inconsistent preferences when the same choice is presented in different forms. An alternative theory of choice is developed, in which value is assigned to gains and losses rather than to final assets and in which probabilities are replaced by decision weights. The value function is normally convex for gains commonly convex for losses, and is generally steeper for losses than for gains. Decision weights are generally lower than the corresponding probabilities, except in the range of low probabilities. Overweighting of low probabilities may contribute to the attractiveness of both insurance and gambling.

1. INTRODUCTION

EXPECTED UTILITY THEORY has dominated the analysis of decision making under risk. It has been generally accepted as a normative model of rational choice [24], and widely applied as a descriptive model of economic behavior, e.g. [15, 4]. Thus, it is assumed that all reasonable people would wish to obey the axioms of the theory [47, 36], and that most people actually do, most of the time. The present paper describes several classes of choice problems in which preferences systematically violate the axioms of expected utility theory. In the light of these observations we argue that utility theory, as it is commonly interpreted and applied, is not an adequate descriptive model and we propose an alternative account of choice under risk.

2. CRITIQUE

Decision making under risk can be viewed as a choice between prospects or gambles. A prospect $(x_1, p_1; \ldots; x_n, p_n)$ is a contract that yields outcome $x_i$ with probability $p_i$, where $p_1 + p_2 + \ldots + p_n = 1$. To simplify notation, we omit null outcomes and use $(x, p)$ to denote the prospect $(x, p; 0, 1 - p)$ that yields $x$ with probability $p$ and 0 with probability $1 - p$. The (riskless) prospect that yields $x$ with certainty is denoted by $(x)$. The present discussion is restricted to prospects with so-called objective or standard probabilities.

The application of expected utility theory to choices between prospects is based on the following three tenets:

(i) Expectation: $U(x_1, p_1; \ldots; x_n, p_n) = \sum_i p_i U(x_i) + \sum_i p_i U(x_i)$.
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That is, the overall utility of a prospect, denoted by \( U \), is the expected utility of its outcomes.

(ii) Asset Integration: \( (x_1, p_1; \ldots; x_n, p_n) \) is acceptable at asset position \( w \) iff
\[ U(w + x_1, p_1; \ldots; w + x_n, p_n) > U(w) \].

That is, a prospect is acceptable if the utility resulting from integrating the prospect with one’s assets exceeds the utility of those assets alone. Thus, the domain of the utility function is final states (which include one’s asset position) rather than gains or losses.

Although the domain of the utility function is not limited to any particular class of consequences, most applications of the theory have been concerned with monetary outcomes. Furthermore, most economic applications introduce the following additional assumption.

(iii) Risk Aversion: \( u \) is concave (\( u'' < 0 \)).

A person is risk averse if he prefers the certain prospect \( (x) \) to any risky prospect with expected value \( x \). In expected utility theory, risk aversion is equivalent to the concavity of the utility function. The prevalence of risk aversion is perhaps the best known generalization regarding risky choices. It led the early decision theorists of the eighteenth century to propose that utility is a concave function of money, and this idea has been retained in modern treatments (Pratt [33], Arrow [4]).

In the following sections we demonstrate several phenomena which violate these tenets of expected utility theory. The demonstrations are based on the responses of students and university faculty to hypothetical choice problems. The respondents were presented with problems of the type illustrated below.

Which of the following would you prefer?

\[ \begin{align*}
A: & \quad 50\% \text{ chance to win } 1,000, \\
B: & \quad 450 \text{ for sure.}
\end{align*} \]

50\% chance to win nothing.

The outcomes refer to Israeli currency. To appreciate the significance of the amounts involved, note that the median net monthly income for a family is about 3,000 Israeli pounds. The respondents were asked to imagine that they were actually faced with the choice described in the problem, and to indicate the decision they would have made in such a case. The responses were anonymous, and the instructions specified that there was no ’correct’ answer to such problems, and that the aim of the study was to find out how people choose among risky prospects. The problems were presented in questionnaire form, with each containing a dozen problems per booklet. Several forms of each questionnaire were constructed so that subjects were exposed to the problems in different orders. In addition, two versions of each problem were used in which the left-right position of the prospects was reversed.

The problems described in this paper are selected illustrations of a series of effects. Every effect has been observed in several problems with different outcomes and probabilities. Some of the problems have also been presented to groups of students and faculty at the University of Stockholm and at the University of Michigan. The pattern of results was essentially identical to the results obtained from Israeli subjects.

The reliance on hypothetical choices raises obvious questions regarding the validity of the method and the generalizability of the results. We are keenly aware of these problems. However, all other methods that have been used to test utility theory also suffer from severe drawbacks. Real choices can be investigated either in the field, by naturalistic or statistical observations of economic behavior, or in the laboratory. Field studies can only provide for rather crude tests of qualitative predictions, because probabilities and utilities cannot be adequately measured in such contexts. Laboratory experiments have been designed to obtain precise measures of utility and probability from actual choices, but these experimental studies typically involve contrived gambles for small stakes, and a large number of repetitions of very similar problems. These features of laboratory gambling complicate the interpretation of the results and restrict their generality.

By default, the method of hypothetical choices emerges as the simplest procedure by which a large number of theoretical questions can be investigated. The use of the method relies on the assumption that people often know how they would behave in actual situations of choice, and on the further assumption that the subjects have no special reason to disguise their true preferences. If people are reasonably accurate in predicting their choices, the presence of common and systematic violations of expected utility theory in hypothetical problems provides presumptive evidence against that theory.

**Certainty, Probability, and Possibility**

In expected utility theory, the utilities of outcomes are weighed by their probabilities. The present section describes a series of choice problems in which people’s preferences systematically violate this principle. We first show that people overweight outcomes that are considered certain, relative to outcomes which are merely probable—a phenomenon which we label the certainty effect.

The best known counter-example to expected utility theory which exploits the certainty effect was introduced by the French economist Maurice Allais in 1953 [2]. Allais’ example has been discussed from both normative and descriptive standpoints by many authors [28, 38]. The following pair of choice problems is a variation of Allais’ example, which differs from the original in that it refers to moderate rather than to extremely large gains. The number of respondents who answered each problem is denoted by \( N \), and the percentage who choose each option is given in brackets.

**PROBLEM 1: Choose between**

\[ \begin{align*}
A: & \quad 2,500 \text{ with probability } 0.33, \\
B: & \quad 2,400 \text{ with certainty.}
\end{align*} \]

\[ \begin{align*}
2,400 \text{ with probability } & \quad 0.66, \\
0 \text{ with probability } & \quad 0.01; \\
N = 72 & \quad (82)\%
\end{align*} \]
PROBLEM 2: Choose between

C: 2,500 with probability .33, D: 2,400 with probability .34, 0 with probability .67, E: 0 with probability .66.

N = 72 [83] P (17)

The data show that 82 per cent of the subjects chose B in Problem 1, and 83 per cent of the subjects chose C in Problem 2. Each of these preferences is significant at the .01 level, as denoted by the asterisk. Moreover, the analysis of individual patterns of choice indicates that a majority of respondents (61 per cent) made the modal choice in both problems. This pattern of preferences violates expected utility theory in the manner originally described by Allais. According to that theory, with u(0) = 0, the first preference implies

\[ u(2,400) > 33u(2,500) + .66u(2,400) \text{ or } .34u(2,400) > .33u(2,500) \]

while the second preference implies the reverse inequality. Note that Problem 2 is obtained from Problem 1 by eliminating a .66 chance of winning 2400 from both prospects under consideration. Evidently, this change produces a greater reduction in desirability when it alters the character of the prospect from a sure gain to a probable one, than when both the original and the reduced prospects are uncertain.

A simpler demonstration of the same phenomenon, involving only two-outcome gambles is given below. This example is also based on Allais [2].

PROBLEM 3:

A: (4,000, .80), or B: (3,000).

N = 95 [20] P (80)

PROBLEM 4:

C: (4,000, .20), or D: (3,000, .25).

N = 95 [65] P (35)

In this pair of problems as well as in all other problem-pairs in this section, over half the respondents violated expected utility theory. To show that the modal pattern of preferences in Problems 3 and 4 is not compatible with the theory, set u(0) = 0, and recall that the choice of B implies \( u(3,000)/u(4,000) > 4/5 \), whereas the choice of C implies the reverse inequality. Note that the prospect C = (4,000, .20) can be expressed as (A, .25), while the prospect D = (3,000, .25) can be rewritten as (B, .25). The substitution axiom of utility theory asserts that if A is preferred to B, then any (probability) mixture \((B, p)\) must be preferred to the mixture \((A, p)\). Our subjects did not obey this axiom. Apparently, reducing the probability of winning from 1.0 to .25 has a greater effect than the reduction from 2.5 to .80.

PROBLEM 5:

A: 50% chance to win a three-week tour of England, France, and Italy; B: A one-week tour of England, France, and Italy.

N = 72 [22] P (78)

PROBLEM 6:

C: 5% chance to win a three-week tour of England, France, and Italy; D: 10% chance to win a one-week tour of England.

N = 72 [67] P (33)

The certainty effect is not the only type of violation of the substitution axiom. Another situation in which this axiom fails is illustrated by the following problems.

PROBLEM 7:

A: (6,000, .45), B: (3,000, .90).

N = 66 [14] P (86)

PROBLEM 8:

C: (6,000, .001), D: (3,000, .002).

N = 66 [73] P (27)

Note that in Problem 7 the probabilities of winning are substantial (.90 and .45), and most people choose the prospect where winning is more probable. In Problem 8, there is a possibility of winning, although the probabilities of winning are minuscule (.002 and .001) in both prospects. In this situation where winning is possible but not probable, most people choose the prospect that offers the larger gain. Similar results have been reported by MacCrimmon and Larsson [28].

The above problems illustrate common attitudes toward risk or chance that cannot be captured by the expected utility model. The results suggest the following empirical generalization concerning the manner in which the substitution axiom is violated. If \((y, p)\) is equivalent to \((x, p)\), then \((y, pq)\) is preferred to \((x, pq), 0 < p, q < 1\). This property is incorporated into an alternative theory, developed in the second part of the paper.
The previous section discussed preferences between positive prospects, i.e., prospects that involve no losses. What happens when the signs of the outcomes are reversed so that gains are replaced by losses? The left-hand column of Table 1 displays four of the choice problems that were discussed in the previous section, and the right-hand column displays choice problems in which the signs of the outcomes are reversed. We use < ~ z to denote the loss of z, and > ~ z to denote the prevalent preference, i.e., the choice made by the majority of subjects.

### TABLE 1

<table>
<thead>
<tr>
<th>Positive prospects</th>
<th>Negative prospects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem 3 (4,000, 80)</td>
<td>(1,000, 90)</td>
</tr>
<tr>
<td>N = 95 (92)</td>
<td>(82)</td>
</tr>
<tr>
<td>Problem 4 (4,000, 20)</td>
<td>(1,000, 25)</td>
</tr>
<tr>
<td>N = 95 (85)</td>
<td>(65)</td>
</tr>
<tr>
<td>Problem 7 (3,000, 90)</td>
<td>(1,000, 45)</td>
</tr>
<tr>
<td>N = 66 (86)</td>
<td>(66)</td>
</tr>
<tr>
<td>Problem 8 (1,000, 90)</td>
<td>(4,000, 45)</td>
</tr>
<tr>
<td>N = 66 (70)</td>
<td>(30)</td>
</tr>
</tbody>
</table>

In each of the four problems in Table 1 the preference between negative prospects is the mirror image of the preference between positive prospects. Thus, the reflection of prospects around 0 reverses the preference order. We label this pattern the reflection effect.

Let us turn now to the implications of these data. First, note that the reflection effect implies that risk aversion in the positive domain is accompanied by risk seeking in the negative domain. In Problem 3, for example, the majority of subjects were willing to accept a risk of 80 to lose 4,000, in preference to a sure loss of 3,000, although the gamble has a lower expected value. The occurrence of risk seeking in choices between negative prospects was noted early by Markowitz [29]. Williams [48] reported data where a translation of outcomes produces a dramatic shift from risk aversion to risk seeking. For example, his subjects were indifferent between (100, 65, -100, 35) and (0), indicating risk aversion. They were also indifferent between (200, 80) and (-100), indicating risk seeking. A recent review by Fishburn and Kochenberger [14] documents the prevalence of risk seeking in choices between negative prospects.

Second, recall that the preferences between the positive prospects in Table 1 are inconsistent with expected utility theory. The preferences between the corresponding negative prospects also violate the expectation principle in the same manner. For example, Problems 3 and 4, like Problems 3 and 4, demonstrate that outcomes which are obtained with certainty are overweighted relative to uncertain outcomes. In the positive domain, the certainty effect contributes to a risk averse preference for a sure gain over a larger gain that is merely probable. In the negative domain, the same effect leads to a risk seeking preference for a loss that is merely probable over a smaller loss that is certain. The same psychological principle—the overweighting of certainty—favors risk aversion in the domain of gains and risk seeking in the domain of losses.

Third, the reflection effect eliminates aversion for uncertainty or variability as an explanation of the certainty effect. Consider, for example, the prevalent preferences for (3,000) over (4,000, 80) and for (4,000, 20) over (3,000, 25). To resolve this apparent inconsistency one could invoke the assumption that people prefer prospects that have high expected value and small variance (see, e.g., Allais [2]; Markowitz [30], Tobin [41]). Since (3,000) has no variance while (4,000, 80) has large variance, the former prospect could be chosen despite its lower expected value. When the prospects are reduced, however, the difference in variance between (3,000, 25) and (4,000, 20) may be insufficient to overcome the difference in expected value. Because (-3,000) has both higher expected value and lower variance than (-4,000, 80), this account entails that the sure loss should be preferred, contrary to the data. Thus, our data are incompatible with the notion that certainty is generally desirable. Rather, it appears that certainty increases the aversiveness of losses as well as the desirability of gains.

### Probabilistic Insurance

The prevalence of the purchase of insurance against both large and small losses has been regarded by many as strong evidence for the concavity of the utility function for money. Why otherwise would people spend so much money to purchase insurance policies at a price that exceeds the expected actuarial cost? However, an examination of the relative attractiveness of various forms of insurance does not support the notion that the utility function for money is concave everywhere. For example, people often prefer insurance programs that offer limited coverage with low or zero deductible over comparable policies that offer higher maximal coverage with higher deductibles—contrary to risk aversion (see, e.g., Fuchs [16]). Another type of insurance problem in which people's responses are inconsistent with the concavity hypothesis may be called probabilistic insurance. To illustrate this concept, consider the following problem, which was presented to 95 Stanford University students.

**Problem 9:** Suppose you consider the possibility of insuring some property against damage, e.g., fire or theft. After examining the risks and the premium you find that you have no clear preference between the options of purchasing insurance or leaving the property uninsured.

It is then called to your attention that the insurance company offers a new program called probabilistic insurance. In this program you pay half of the regular premium. In case of damage, there is a 50 per cent chance that you pay the other half of the premium and the insurance company covers all the losses; and there is a 50 per cent chance that you get back your insurance payment and suffer all the losses. For example, if an accident occurs on an odd day of the month, you pay the other half of the regular premium and your losses are covered; but if the accident...
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occurs on an even day of the month, your insurance payment is adjusted and your losses are not covered.

Recall that the premium for full coverage is such that you find this insurance barely worthy of its cost.

Under these circumstances, would you purchase probabilistic insurance?

\[ V_{ct}, \quad No \]
\[ N = 95 \quad \text{lo,} \]

Although Problem 9 may appear contorted, the interesting fact is that probabilistic insurance represents many forms of protective action—e.g., buying a new alarm—cost to reduce the probability of an undesirable event—without eliminating it altogether. The installation of a burglar alarm, the replacement of old tires, and the decision to stop smoking can all be viewed as probabilistic insurance.

The responses to Problem 9 and to several other variants of the same question indicate that probabilistic insurance is generally unattractive. Apparently, reducing the probability of a loss from \( p \) to \( p/2 \) is less valuable than reducing the probability of that loss from \( p \) to 0.

In contrast to these data, expected utility theory (with a concave utility function) supposes that probabilistic insurance is superior to regular insurance. That is, if we are in the position where one is just willing to pay a premium \( y \) to insure against a probability \( p \) of losing \( x \), then one should definitely be willing to pay a smaller premium \( y' \) to reduce the probability of losing \( x \) from \( p \) to \( 1-\epsilon \), where \( 0 < \epsilon < 1 \). Formally, if one is indifferent between \( (w-x, p, w-1-p) \) and \( (w-y, p, w-1-p) \), then one should prefer probabilistic insurance \( (w-x, (1-\epsilon)p, w-y, (1-\epsilon)p) \) over regular insurance \( (w-y) \).

To prove this proposition, we show that

\[ p(1-p) + (1-p)u(w) = u(w-y) \]

implies

\[ (1-\epsilon)p(1-p) + (1-p)u(w-y) + (1-p)u(w-\epsilon y) > u(w-y) \]

Without loss of generality, we can set \( u(w-x) = 0 \) and \( u(w) = 1 \). Hence, \( u(w-y) = 1-p \), and we wish to show that

\[ \epsilon p(1-p) + (1-p)u(w-\epsilon y) > 1-p \quad \text{or} \quad u(w-\epsilon y) > 1-p \]

which holds if and only if \( u \) is concave.

This is a rather puzzling consequence of the risk aversion hypothesis of utility theory, because probabilistic insurance appears intuitively riskier than regular insurance, which entirely eliminates the element of risk. Evidently, the intuitive notion of risk is not adequately captured by the assumed concavity of the utility function for wealth.

The aversion for probabilistic insurance is particularly intriguing because all insurance is, in a sense, probabilistic. The most avid buyer of insurance remains vulnerable to many financial and other risks which his policies do not cover. There appears to be a significant difference between probabilistic insurance and what may be called contingent insurance, which provides the certainty of coverage for a specified type of risk. Compare, for example, probabilistic insurance against all forms of loss or damage to the contents of your home and contingent insurance that eliminates all risk of loss from theft, say, but does not cover other risks, e.g., fire. We conjecture that contingent insurance will be generally more attractive than probabilistic insurance when the probabilities of unprotected loss are equal. Thus, two prospects that are equivalent in probabilities and outcomes could have different values depending on their formulation. Several demonstrations of this general phenomenon are described in the next section.

The Isolation Effect

In order to simplify the choice between alternatives, people often disregard components that the alternatives share, and focus on the components that distinguish them [Tversky, 1974]. This approach to choice problems may produce inconsistent preferences, because a pair of prospects can be decomposed into common and distinctive components in more than one way, and different decompositions sometimes lead to different preferences. We refer to this phenomenon as the isolation effect.

Problem 10: Consider the following two-stage game. In the first stage, there is a probability of 0.75 to end the game without winning anything, and a probability of 0.25 to move into the second stage. If you reach the second stage you have a choice between

(4,000, 80) \quad \text{and} \quad (3,000, 80).

Your choice must be made before the game starts, i.e., before the outcome of the first stage is known.

Note that if in this game, one has a choice between \( 0.25 \times 80 = 20 \) chance to win 4,000, and a \( 0.25 \times 1,000 = 25 \) chance to win 3,000. Thus, in terms of final outcomes and probabilities one faces a choice between \( (4,000, 20) \) and \( (3,000, 25) \), as in Problem 4 above. However, the dominant preferences are different in the two problems. Of 141 subjects who answered Problem 10, 78 per cent chose the latter prospect, contrary to the modal preference in Problem 4. Evidently, people ignored the first stage of the game, whose outcomes are shared by both prospects, and considered Problem 10 as a choice between \( (7,000) \) and \( (4,000, 80) \), as in Problem 3 above.

The standard and the sequential formulations of Problem 4 are represented as decision trees in Figures 1 and 2, respectively. Following the usual convention, squares denote decision nodes and circles denote chance nodes. The essential difference between the two representations is in the location of the decision node. In the standard form (Figure 1), the decision maker faces a choice between two risky prospects, whereas in the sequential form (Figure 2) he faces a choice between a risky and a riskless prospect. This is accomplished by introducing a dependency between the prospects without changing either probabilities or
outcomes. Specifically, the event 'not winning 3,000' is included in the event 'not winning 4,000' in the sequential formulation, while the two events are independent in the standard formulation. Thus, the outcome of winning 3,000 has a certain advantage in the sequential formulation, which it does not have in the standard formulation.

The reversal of preferences due to the dependency among events is particularly significant because it violates the basic assumption of a decision-theoretical analysis: that choices among prospects are determined solely by the probabilities of final states.

It is easy to think of decision problems that are most naturally represented in one of the forms above rather than in the other. For example, the choice between two different risky ventures is likely to be viewed in the standard form. On the other hand, the following problem is most likely to be represented in the sequential form: One may invest money in a venture with some probability of losing one's capital if the venture fails, and with a chance between a fixed agreed return and a percentage of earning if it succeeds. The isolation effect implies that the contingent certainty of the fixed return enhances the attractiveness of this option, relative to a risky venture with the same probabilities and outcomes.

---

PROSPECT THEORY

The preceding problem illustrated how preferences may be altered by different representations of probabilities. We now show how choices may be altered by varying the representation of outcomes.

Consider the following problems, which were presented to two different groups of subjects.

**Problem 11:** In addition to whatever you own, you have been given 1,000. You are now asked to choose between

- \( A = (1,000, 0.5), \) and \( B = (500). \)

\[ N = 70 \] (16)

**Problem 12:** In addition to whatever you own, you have been given 2,000. You are now asked to choose between

- \( C = (-1,000, 0.5), \) and \( D = (-500) \)

\[ N = 68 \] (69)

The majority of subjects chose \( B \) in the first problem and \( C \) in the second. These preferences conform to the reflection effect observed in Table 1, which exhibits risk aversion for positive prospects and risk seeking for negative ones. Note, however, that when viewed in terms of final states, the two choice problems are identical. Specifically,

\[ A = (2,000, 0.5; 1,000, 0.5) = C, \] and \( B = (1,500) = D. \]

In fact, Problem 12 is obtained from Problem 11 by adding 1,000 to the initial bonus, and removing 1,000 from all outcomes. Evidently, the subjects did not integrate the bonus with the prospects. The bonus did not enter into the comparison of prospects because it was common to both options in each problem.

The pattern of results observed in Problems 11 and 12 is clearly inconsistent with utility theory. In that theory, for example, the same utility is assigned to a wealth of $100,000, regardless of whether it was reached from a prior wealth of $95,000 or $105,000. Consequently, the choice between a total wealth of $100,000 and even chances to own $95,000 or $105,000 should be independent of whether one currently owns a smaller or a larger of these two amounts. With the added assumption of risk aversion, the theory entails that the certainty of owning $100,000 should always be preferred to the gamble. However, the responses to Problem 12 and to several of the previous questions suggest that this pattern will be obtained if the individual owns the smaller amount, but not if he owns the larger amount.

The apparent neglect of a bonus that was common to both options in Problems 11 and 12 implies that the carriers of value or utility are changes of wealth, rather than final asset positions that include current wealth. This conclusion is the cornerstone of an alternative theory of risky choice, which is described in the following sections.
The preceding discussion reviewed several empirical effects which appear to invalidate expected utility theory as a descriptive model. The remainder of the paper presents an alternative account of individual decision making under risk, called prospect theory. The theory is developed for simple prospects with monetary outcomes and stated probabilities, but it can be extended to more involved choices. Prospect theory distinguishes two phases in the choice process: an early phase of editing and a subsequent phase of evaluation. The editing phase consists of a preliminary analysis of the offered prospects, which often yields a simpler representation of these prospects. In the second phase, the edited prospects are evaluated and the prospect of highest value is chosen. We next outline the editing phase, and develop a formal model of the evaluation phase.

The function of the editing phase is to organize and reformulate the options so as to simplify subsequent evaluation and choice. Editing consists of the application of several operations that transform the outcomes and probabilities associated with the offered prospects. The major operations of the editing phase are described below.

Coding. The evidence discussed in the previous section suggests that people normally perceive outcomes as gains and losses, rather than as final states of wealth or welfare. Gains and losses, of course, are defined relative to some neutral reference point. The reference point usually corresponds to the current asset position, in which case gains and losses coincide with the actual amounts that are received or paid. However, the location of the reference point, and the consequent coding of outcomes as gains or losses, can be affected by the formulation of the offered prospects, and by the expectations of the decision maker.

Combination. Prospects can sometimes be simplified by combining the probabilities associated with identical outcomes. For example, the prospect (200, 25, 200, 25) will be reduced to (200, 50) and evaluated in this form.

Segregation. Some prospects contain a riskless component that is segregated from the risky component in the editing phase. For example, the prospect (300, 60, 200, 20) is naturally decomposed into a sure gain of 200 and the risky prospect (100, 80). Similarly, the prospect (-400, 40, -100, 60) is readily seen to consist of a sure loss of 100 and the prospect (-300, 40).

The preceding operations are applied to each prospect separately. The following operation is applied to a set of two or more prospects.

Cancellation. The essence of the isolation effects described earlier is the discarding of components that are shared by the offered prospects. Thus, our respondents apparently ignored the first stage of the sequential game presented in Problem 10, because this stage was common to both options, and they evaluated the prospects with respect to the results of the second stage (see Figure 2). Similarly, they neglected the common divisor that was added to the prospects in Problems 11 and 12. Another type of cancellation involves the discarding of common components, i.e., outcome-probability pairs. For example, the choice between (200, 20, 100, 50, 50, 30) and (200, 20, 150, 50, -100, 30) can be reduced by cancellation to a choice between (100, 50, -50, 30) and (150, 50, -100, 30).

Two additional operations that should be mentioned are simplification and the detection of dominance. The first refers to the simplification of prospects by rounding probabilities or outcomes. For example, the prospect (101, 49) is likely to be record as an even chance to win 100. A particularly important form of simplification involves the discarding of extremely unlikely outcomes. The second operation involves the scanning of offered prospects to detect dominated alternatives, which are rejected without further evaluation.

Because the editing operations facilitate the task of decision, it is assumed that they are performed whenever possible. However, some editing operations either permit or prevent the application of others. For example, (500, 20, 101, 49) will appear to dominate (500, 15, 99, 51) if the second constituents of both prospects are simplified to (100, 50). The final edited prospects could, therefore, depend on the sequence of editing operations, which is likely to vary with the structure of the offered set and with the format of the display. A detailed study of this problem is beyond the scope of the present treatment. In this paper we discuss choice problems where it is reasonable to assume either that the original formulation of the prospects leaves no room for further editing, or that the edited prospects can be specified without ambiguity.

Many anomalies of preference result from the editing of prospects. For example, the inconsistencies associated with the isolation effect result from the cancellation of common components. Some intratrait variables of choice are explained by a simplification that eliminates small differences between prospects (see Tversky and Kahneman [43]). Moreover, the preference order between prospects need not be invariant across contexts, because the same offered prospect could be assessed in different ways depending on the context in which it appears.

Following the editing phase, the decision maker is assumed to evaluate each of the edited prospects, and to choose the prospect of highest value. The overall value of an edited prospect, denoted $V$, is expressed in terms of two scales, $w$ and $v$.

The first scale, $w$, associates with each probability $p$ a decision weight $w(p)$, which reflects the impact of $p$ on the over-all value of the prospect. However, $w$ is not a probability measure, and it will be shown later that $w(p) + w(1-p)$ is typically less than unity. The second scale, $v$, assigns to each outcome $x$ a number $v(x)$, which reflects the subjective value of that outcome. Recall that outcomes are defined relative to a reference point, which serves as the zero point of the value scale. Hence, $v$ measures the value of deviations from that reference point, i.e., gains and losses.

The present formulation is concerned with simple prospects of the form $(x, p, y, q)$, which have at most two non-zero outcomes. In such a prospect, one receives $x$ with probability $p$, $y$ with probability $q$, and nothing with probability $1 - p - q$, where $p + q < 1$. An offered prospect is strictly positive if its outcomes are all positive, i.e., if $x, y > 0$ and $p + q = 1$; it is strictly negative if its outcomes...
are all negative. A prospect is regular if it is neither strictly positive nor strictly negative.

The basic equation of the theory describes the manner in which \( w \) and \( z \) are combined to determine the over-all value of a regular prospect.

If \( x, p, q, y \) is a regular prospect (i.e., either \( p + q < 1 \) or \( x > 0 \) or \( z > 0 \)), then

\[
V(x, p, y) = w(p)z + w(1 - p)y
\]

where \( w(0) = 0 \), \( w(1) = 0 \), and \( w(1) = 1 \). As in utility theory, \( V \) is defined on prospects, while \( z \) is defined on outcomes. The two scales coincide for sure prospects, where \( V(x, 1, 0) = V(x) = x z \).

Equation (1) generalizes expected utility theory by relaxing the expectation principle. An axiomatic analysis of this representation is sketched in the Appendix, which describes conditions that ensure the existence of a unique \( w \) and a ratio-scale \( z \) satisfying equation (1).

The evaluation of strictly positive and strictly negative prospects follows a different rule. In the editing phase such prospects are segregated into two subcomponents: the riskless component, i.e., the minimum gain or loss which is certain to be obtained or paid, and the risky component, i.e., the additional gain or loss which is actually at stake. The evaluation of such prospects is described in the next equation.

If \( p + q = 1 \) and either \( x > 0 \) or \( z < 0 \), then

\[
V(x, p, y) = [1 - w(0)]y + w(0)(x - y)
\]

That is, the value of a strictly positive or strictly negative prospect equals the value of the riskless component plus the value difference between the outcomes, multiplied by the weight associated with the more extreme outcome. For example, \( V(400, 0.5, 200, 200) = 0.5(400) + 0.5(200) = 300 \).

The essential feature of equation (2) is that a decision weight is applied to the value difference \((x - y)\), which represents the risky component of the prospect, but not to \( y \), which represents the riskless component. Note that the right-hand side of equation (2) equals \( w(x) + [1 - w(x)]y \). Hence, equation (2) reduces to equation (1) if \( w(p) = w(1 - p) = 1 \). As will be shown later, this condition is not generally satisfied.

Many elements of the evaluation model have appeared in previous attempts to modify expected utility theory. Markowitz [29] was the first to propose that utility be defined on gains and losses rather than on final asset position, an assumption which has been implicitly accepted in most experimental measurements of utility, i.e., [1, 32]. Markowitz also noted the presence of risk seeking in preferences among positive as well as among negative prospects, and he proposed a utility function that has convex and concave regions in both the positive and the negative domains. His treatment, however, retains the expectation principle, hence it cannot account for the many violations of this principle, see, e.g., Table I.

The replacement of probabilities by more general weights was proposed by Edwards [9], and this model was investigated in several empirical studies (e.g., [3, 8]). Similar models were developed by Feller [12], who introduced the concept of decision weight to explain aversion for ambiguity, and by van Dam [46], who attempted to scale decision weights. For other critical analyses of expected utility theory and alternative choice models, see Allais [1], Coombs [6], Fashburn [13], and Kanas [22].

The equations of prospect theory retain the general bilinear form that underlies expected utility theory. However, in order to accommodate the effects described in the first part of the paper, we are compelled to assume that values are subject to changes rather than emotional states, and that decision weights do not coincide with stated probabilities. These departures from expected utility theory in turn lead to normatively unacceptable consequences such as inconsistencies, intransitivities, and violations of dominance. Such anomalies of preference are normally corrected by the decision maker when he realizes that his preferences are inconsistent, intransitive, or inadmissible. In many situations, however, the decision maker does not have the opportunity to discover that his preferences could violate decision rules that he wishes to obey. In these circumstances the anomalies implied by prospect theory are expected to occur.

The Value Function

An essential feature of the present theory is that the carriers of value are changes in wealth or welfare, rather than final states. This assumption is compatible with basic principles of perception and judgment. Our perceptual apparatus is attuned to the evaluation of changes or differences rather than to the evaluation of absolute magnitudes. When we respond to attributes such as brightness, loudness, or temperature, the past and present context of experience defines an adaptation level, or reference point, and stimuli are perceived in relation to this reference point. Thus, an object at a given temperature may be experienced as hot or cold to the touch depending on the temperature to which one has adapted. The same principle applies to non-sensory attributes such as health, prestige, and wealth. The same level of wealth, for example, may imply absolute poverty for one person and great riches for another—depending on their current assets.

The emphasis on changes as the carriers of value should not be taken to imply that the value of a particular change is independent of initial position. Strictly speaking, value should be treated as a function in two arguments, the asset position that serves as reference point, and the magnitude of the change (positive or negative) from that reference point. An individual's attitude to money, say, could be described by a box, where each page presents the value function for changes at a particular asset position. Clearly, the value functions described on different pages are not identical; they are likely to become more linear with increases in assets. However, the preference order of prospects is not greatly altered by small or even moderate variations in asset position. The certainty equivalent of the prospect 1,000, 50, for example, lies between 300 and 400 for most people, in a wide range of asset positions. Consequently, the representation
of value as a function in one argument generally provides a satisfactory approximation.

Many sensory and perceptual dimensions share the property that the psychological response is a concave function of the magnitude of physical change. For example, it is easier to discriminate between a change of 3° and a change of 6° in room temperature, than it is to discriminate between a change of 13° and a change of 16°. We propose that this principle applies in particular to the evaluation of monetary changes. Thus, the difference in value between a gain of 100 and a gain of 200 appears to be greater than the difference between a gain of 1,100 and a gain of 1,200. Similarly, the difference between a loss of 100 and a loss of 200 appears greater than the difference between a loss of 1,100 and a loss of 1,200, unless the larger loss is intolerable. Thus, we hypothesize that the value function for changes of wealth is normally concave above the reference point ($u'(x) < 0$, for $x > 0$) and often convex below it ($u'(x) > 0$, for $x < 0$). That is, the marginal value of both gains and losses generally decreases with their magnitude. Some support for this hypothesis has been reported by Galanter and Pliner [17], who scaled the perceived magnitude of monetary and non-monetary gains and losses.

The above hypothesis regarding the shape of the value function was based on responses to gains and losses in a riskless context. We propose that the value function which is derived from risky choices shares the same characteristics, as illustrated in the following problems.

**Problem 13:**

(6,000, 25), or (4,000, 25; 2,000, 25).

$N = 68$ \[18\]

(82)°

**Problem 13’:**

(−6,000, 25), or (−4,000, 25; −2,000, 25).

$N = 64$ \[70\]°

Applying equation 1 to the modal preference in these problems yields

$w(.25)u(6,000) < w(.25)(u(4,000) + u(2,000))$ and

$w(.25)u(−6,000) > w(.25)(u(−4,000) + u(−2,000))$.

Hence, $u(6,000) < u(4,000) + u(2,000)$ and $u(−6,000) > u(−4,000) + u(−2,000)$. These preferences are in accord with the hypothesis that the value function is concave for gains and convex for losses.

Any discussion of the utility function for money must leave room for the effect of special circumstances on preferences. For example, the utility function of an individual who needs $60,000 to purchase a house may reveal an exceptionally steep rise near the critical value. Similarly, an individual's aversion to losses may increase sharply near the loss that would compel him to sell his house and move to a less desirable neighborhood. Hence, the derived value (utility) function of an individual does not always reflect "pure" attitudes to money, since it could be affected by additional consequences associated with specific amounts. Such perturbations can readily produce convex regions in the value function for gains and concave regions in the value function for losses. The latter case may be more common since large losses often necessitate changes in life style.

A salient characteristic of attitudes to changes in welfare is that losses loom larger than gains. The aggregation that one experiences in losing a sum of money appears to be greater than the pleasure associated with gaining the same amount [17]. Indeed, most people find symmetric bets of the form $(x,.50; −y,.50)$ distinctly unattractive. Moreover, the aversiveness of symmetric fair bets generally increases with the size of the stake. That is, if $x > y > 0$, then $(y,.50; −y,.50)$ is preferred to $(x,.50; −x,.50)$. According to equation (1), therefore,

$u(y) + u(−y) > u(x) + u(−x)$ and $u(−y) − u(−x) > u(x) − u(y)$.

Setting $y = 0$ yields $u(x) < u(−x)$, and letting $y$ approach $x$ yields $u'(x) < u'(−x)$, provided $u'$, the derivative of $u$, exists. Thus, the value function for losses is steeper than the value function for gains.

In summary, we have proposed that the value function is (i) defined on deviations from the reference point; (ii) generally concave for gains and commonly convex for losses; (iii) steeper for losses than for gains. A value function which satisfies these properties is displayed in Figure 3. Note that the proposed S-shaped value function is steepest at the reference point, in marked contrast to the utility function postulated by Markowitz [29] which is relatively shallow in that region.

![Figure 3.—A hypothetical value function.](image-url)
Although the present theory can be applied to derive the value function from preferences between prospects, the actual scaling is considerably more complicated than in utility theory, because of the introduction of decision weights. For example, decision weights could produce risk aversion and risk seeking even with a linear value function. Nevertheless, it is of interest that the main properties ascribed to the value function have been observed in a detailed analysis of von Neumann–Morgenstern utility functions for changes of wealth (Falk and Kochenberger [14]). The functions had been obtained from thirty decision makers in various fields of business, in five independent studies [5, 18, 19, 21, 40]. Most utility functions for gains were concave, most functions for losses were convex, and only three individuals exhibited risk aversion for both gains and losses. With a single exception, utility functions were considerably steeper for losses than for gains.

The Weighting Function

In prospect theory, the value of each outcome is multiplied by a decision weight. Decision weights are inferred from choices between prospects much as subjective probabilities are inferred from preferences in the Ramsey–Savage approach. However, decision weights are not probabilities; they do not obey the probability axioms and they should not be interpreted as measures of degree of belief.

Consider a gamble in which one can win $1,000 or nothing, depending on the toss of a fair coin. For any reasonable person, the probability of winning is 50% in this situation. This can be verified in a variety of ways, e.g., by showing that the subject is indifferent between betting on heads or tails, or by his verbal report that he considers the two events equally probable. As will be shown below, however, the decision weight at 50%, which is derived from choices is likely to be smaller than 50%. Decision weights measure the impact of events on the desirability of prospects, and not merely the perceived likelihood of these events. The two scales coincide (i.e., \( w(p) = p \)) if the expectation principle holds, but not otherwise.

The choice problems discussed in the present paper were formulated in terms of explicit numeric probabilities, and our analysis assumes that the respondents adopted the stated values of \( p \). Furthermore, since the events were identified only by their stated probabilities, it is possible in this context to express decision weights as a function of stated probability. In general, however, the decision weight attached to an event could be influenced by other factors, e.g., ambiguity [10, 11].

We turn now to discuss the salient properties of the weighting function \( w \), which relates decision weights to stated probabilities. Naturally, \( w \) is an increasing function of \( p \) with \( w(0) = 0 \) and \( w(1) = 1 \). That is, outcomes contingent on an impossible event are ignored, and the scale is normalized so that the ratio of the weight associated with the probability \( p \) to the weight associated with the certain event is no smaller than \( p \).

We first discuss some properties of the weighting function for small probabilities. The preferences in Problems 8 and 6 suggest that for small values of \( p \) is a subadditive function of \( p \), i.e., \( w(p) > w(p) \) for \( 0 < p < 1 \). Recall that in Problem 8, if \( 0 < 0.001 \) is preferred to \( 3,000, 002 \). Hence

\[
\begin{align*}
w(0.001) &< w(3,000) < 3,000, 002 \\
w(0.002) &< w(6,000) < 6,000
\end{align*}
\]

The reflected preferences in Problem 6 yield the same conclusion. The pattern of preferences in Problems 6 and 7, however, suggests that subadditivity need not hold for large values of \( p \).

Furthermore, we propose that very low probabilities are generally overweighted, that is, \( w(p) > p \) for small \( p \). Consider the following choice problems.

Problem 14

\[
\begin{align*}
(5,000, .001), & \quad \text{or} \quad (5) \\
N = 72 & \quad [72]^* \\
M = 51 & \quad [28]^*
\end{align*}
\]

Problem 14'

\[
\begin{align*}
(-5,000, .001), & \quad \text{or} \quad (-5) \\
N = 72 & \quad [17]^* \\
M = 71 & \quad [83]^*
\end{align*}
\]

Note that in Problem 14, people prefer what is in effect a lottery ticket over the expected value $5,000. In Problem 14', on the other hand, they prefer a small loss, which can be viewed as the payment of an insurance premium, over a small probability of a large loss. Similar observations have been reported by Markowitz [29]. In the present theory, the preference for the lottery in Problem 14 implies \( w(0.001) < w(5,000) < 5,000 \), hence \( w(0.001) < w(5) < w(5,000) < .001 \), assuming the value function for gains is concave. The readiness to pay for insurance in Problem 14' implies the same conclusion, assuming the value function for losses is convex.

It is important to distinguish overweighting, which refers to a property of decision weights, from the overestimation that is commonly found in the assessment of the probability of rare events. Note that the issue of overestimation does not arise in the present context, where the subject is assumed to adopt the stated value of \( p \). In many real-life situations, overestimation and overweighting may both operate to increase the impact of rare events.

Although \( w(p) > p \) for low probabilities, there is evidence to suggest that, for all \( 0 < p < 1 \), \( w(p) > 1 - p < 1 \). We label this property subcertainly. It is readily seen that the typical preferences in any version of Allais' example (see, e.g., Problems 1 and 2) imply subcertainly for the relevant value of \( p \). Applying
equation (1), to the prevalent preferences in Problems 1 and 2 yields, respectively,

\[ w(2,400) = w(66) \times w(2,500) = w(33) \times (2,500), \quad \text{i.e.,} \]

\[ (1 - w(66)) \times (2,400) = w(33) \times (2,500) \quad \text{and} \]

\[ w(33) \times (2,500) = w(34) \times (2,400) \text{, hence,} \]

\[ 1 = w(66) = w(34), \quad \text{or} \quad w(66) + w(34) = 1 \]

Applying the same analysis to Allais' original example yields \( w(89) + w(11) < 1 \), and some data reported by MacRae and Larson [28] imply subcertainty for additional values of \( p \).

The slope of \( w \) in the interval \( 0, 1 \) can be viewed as a measure of the sensitivity of preferences to changes in probability. Subcertainty entails that \( w \) is regressive with respect to \( p \), i.e., that preferences are generally less sensitive to variations of probability than the expectation principle would dictate. Thus, subcertainty captures an essential element of people's attitudes to uncertain events, namely, that the sum of the weights associated with complementary events is typically less than the weight associated with the certain event.

Recall that the variations of the substitution axiom discussed earlier in this paper concern to the following rule: If \( (x, p) \) is equivalent to \( (y, p) \) then \( (x, p) \) is not preferred to \( (y, q) \), \( 0 < q < p < 1 \). By equation (1),

\[ w(x, p) = w(y, q) \implies w(x, p) < w(y, q) \text{, hence,} \]

\[ w(p, q) = w(x, p) \]

Thus, for a fixed ratio of probabilities, the ratio of the corresponding decision weights is closer to unity when the probabilities are low than when they are high. This property of \( w \), called subproportionality, imposes considerable constraints on the shape of \( w \); it holds if and only if \( \log w \) is a convex function of \( \log p \).

It is of interest to note that subproportionality together with the overweighting of small probabilities imply that \( w \) is subadditive over that range. Formally, it can be shown that \( w(p) > w(p') \) provided \( w \) is monotone and continuous over \( (0, 1) \).

Figure 1 presents a hypothetical weighting function which satisfies over-weighting and subadditivity for small values of \( p \), as well as subcertainty and sub-proportionality. These properties entail that \( w \) is relatively shallow in the open interval and changes abruptly near the end points where \( w(0) = 0 \) and \( w(1) = 1 \). The sharp drop in apparent discontinuities of \( w \) at the endpoints is consistent with the notion that there is a limit to how small a decision weight can be attached to an event if \( p \) is given any weight at all. A similar quantum of doubt could emerge as upper limit, any decision weight that is less than unity. This quantum effect may reflect the categorical distinction between certainty and uncertainty for the former, whereas the indifference of prospects in the editing phase can lead to the belief that certain events of extremely low probability and to treat events of extreme low probability as if they were certain. Because people are limited in their ability to comprehend and evaluate extreme probabilities, highly unlikely events are either ignored or overweighted, and the difference between high probability and certainty is either neglected or exaggerated. Consequently, \( w \) is not well-behaved near the end-points.

The following example, due to Zeckhauser, illustrates the hypothesized nonlinearity of \( w \). Suppose you are compelled to play Russian roulette, but are given the opportunity to purchase the removal of one bullet from the loaded gun. Would you pay as much to reduce the number of bullets from four to three as you would to reduce the number of bullets from one to zero? Most people feel that they would be willing to pay much more for a reduction of the probability of death from 3/6 to zero than for a reduction from 4/6 to 3/6. Economic considerations would lead one to pay more in the latter case, where the value of money is presumably reduced by the considerable probability that one will not live to enjoy it.

An obvious objection to the assumption that \( w(p) \neq p \) involves comparisons between prospects of the form \( (x, p, x, q) \) and \( (x, p', x, q') \), where \( p + q = p' + q' < 1 \). Since any individual will surely be indifferent between the two prospects, \( a \) could be argued that this observation entails \( w(p) + w(q) = w(p') + w(q') \), which in turn implies that \( w \) is the identity function. This argument is invalid in the present theory, which assumes that the probabilities of identical outcomes are combined in the editing of prospects. A more serious objection to the nonlinearity of \( w \) involves potential violations of dominance. Suppose \( x > y > z \), and \( p + q = p' + q' < 1 \). Hence, \( (x, p, y, q) \) dominates \((x, p', y, q') \). If preference obeys
dominance, then

\[
\pi(p_1, x) \equiv \pi(q_1, y) \Rightarrow \pi(p_1, z) \equiv \pi(q_1, y).
\]

or

\[
\pi(p) \equiv \pi(p'), \pi(q) \equiv \pi(q'), \pi(z) \equiv \pi(z).
\]

Hence, as \(a\) approaches \(b\), \(w(p)\) approaches \(w(q)\). Since \(p \cdot p' = q \cdot q' \equiv q\), \(w \equiv w\) must be essentially linear, or else dominance must be violated.

Direct violations of dominance are prevented in the present theory by the assumption that dominated alternatives are detected and eliminated prior to the evaluation of prospects. However, the theory permits indirect violations of dominance, e.g., triples of prospects so that \(A \) is preferred to \(B\) and \(B\) is preferred to \(C\) and \(C\) dominates \(A\). For an example, see Raiffa [34, p. 75].

Finally, it should be noted that the present treatment concerns the simplest decision tasks in which a person chooses between two available prospects. We have not treated in detail the more complicated production task (e.g., bidding), where the decision maker generates an alternative that is equal in value to a given prospect. The asymmetry between the two options in this situation could introduce systematic biases. Indeed, Lachterstein and Skriva [27] have constructed pairs of prospects \(A\) and \(B\) such that people generally prefer \(A\) over \(B\), but bid more for \(B\) than for \(A\). This phenomena has been confirmed in several studies, with both hypothetical and real gambles, e.g., Grether and Plott [20]. Thus, it cannot be generally assumed that the preference order of prospects can be recovered by a bidding procedure.

Because prospect theory has been proposed as a model of choice, the inconsistency of bids and choices implies that the measurement of values and decision weights should be based on choices between specified prospects rather than on bids or other production tasks. Thus, this restriction makes the assessment of \(x\) and \(w\) more difficult because production tasks are more convenient for scaling than pair comparisons.

4. TWO ISSUES

In the final section we show how prospect theory accounts for observed attitudes toward risk. Discuss alternative representations of choice problems induced by shifts of reference point, and sketch several extensions of the present treatment.

Risk Attitudes

The dominant pattern of preferences observed in Allais' example (Problems 1 and 2) follows from the present theory iff

\[
\pi(p) \equiv \pi(p'), \pi(q) \equiv \pi(q'), \pi(z) \equiv \pi(z).
\]

Hence, the violation of the independence axiom is attributed to this case to subcertainty, and more specifically to the inequality \(\pi(34) < 0, \pi(66)\). This analysis shows that an Allais-type violation will occur whenever the \(\pi\)-ratio of the two non-zero outcomes is bounded by the corresponding \(w\)-ratio.

Problems 3 through 8 share the same structure, hence it suffices to consider one pair, say Problems 7 and 8. The observed choices in these problems are implied by the theory iff

\[
\frac{w(001)}{w(002)} > \frac{w(3,600)}{w(4,50)}
\]

The violation of the substitution axiom is attributed in this case to the sub-proportionality of \(w\). Expected utility theory is violated in the above manner, therefore, whenever the \(\pi\)-ratio of the two outcomes is bounded by the respective \(w\)-ratio. The same analysis applies to other violations of the substitution axiom, both in the positive and in the negative domain.

We next prove that the preference for regular increasing over probabilistic insurance, observed in Problem 9, follows from prospect theory—provided the probability of loss is overweighted. That is, if \(x = x, y\) is indifferent to \((-x, y)\), then \((-x, y)\) is preferred to \((-x, y, z, -y, z, -y, z, 1 - p)\). For simplicity, we define for \(x > 0, f(x) := w(-x)\). Since the value function for losses is convex, \(f\) is a concave function of \(x\). Applying prospect theory, with the natural extension of equation 2, we may show that

\[
\pi(p(x)) = f(y) \Rightarrow \text{implies}
\]

\[
f(y) = f(y, z) + w(p, 2, f(y) - f(y, 2)) = \pi(p(x)) f(x) + w(p, 2, f(y) - f(y, 2))
\]

Substituting for \(f(x)\) and using the concavity of \(f\), it suffices to show that

\[
f(y) = \frac{w(p, 2, f(y) - f(y, 2))}{w(p)}
\]

or

\[
\pi(p) = \frac{w(p)}{w(p, 2)} \Rightarrow w(p, 2) \leq w(p),
\]

which follows from the subadditivity of \(w\).

According to the present theory, attitudes toward risk are determined jointly by \(x\) and \(w\), and not solely by the utility function. It is therefore instructive to examine the conditions under which risk aversion or risk seeking are expected to occur. Consider the choice between the gamble \((x, p)\) and its expected value \((p, z)\). If \(x > 0\), risk seeking is implied whenever \(\pi(x, p) > \pi(p, z)\), which is greater than \(p\) if the value function for gains is concave. Hence, overweighting \(\pi(x, p) > p\) is necessary but not sufficient for risk seeking in the domain of gains. Precisely the same condition is necessary but not sufficient for risk aversion when \(x < 0\). This analysis restricts risk seeking in the domain of gains and risk aversion in the domain of losses to small probabilities, where overweighting is expected to hold.
Indeed these are the typical conditions under which lottery tickets and insurance policies are sold. In prospect theory, the overweighting of small probabilities favors both gambling and insurance, while the S-shaped value function tends to inhibit both behaviors.

Although prospect theory predicts both insurance and gambling for small probabilities, we feel that the present analysis falls far short of a fully adequate account of these complex phenomena. Indeed, there is evidence from both experimental studies [37], survey research [26], and observations of economic behavior, e.g., service and medical insurance, that the purchase of insurance often extends to the medium range of probabilities, and that small probabilities of disaster are sometimes entirely ignored. Furthermore, the evidence suggests that minor changes in the formulation of the decision problem can have marked effects on the attractiveness of insurance [37]. A comprehensive theory of insurance behavior should consider, in addition to pure attitudes toward uncertainty and money, such factors as the value of security, social norms of prudence, the averseness of a large number of small payments spread over time, information and misinformation regarding probabilities and outcomes, and many others.

Some effects of these variables could be described within the present framework, e.g., as changes of reference point, transformations of the value function, or manipulations of probabilities or decision weights. Other effects may require the introduction of variables or concepts which have not been considered in this treatment.

Shifts of Reference

So far in this paper, gains and losses were defined by the amounts of money that are obtained or paid when a prospect is played, and the reference point was taken to be the status quo, or one's current assets. Although this is probably true for most choice problems, there are situations in which gains and losses are coded relative to an expectation or aspiration level that differs from the status quo. For example, an unexpected tax withdrawal from a monthly pay check is experienced as a loss, not as a reduced gain. Similarly, an entrepreneur who is weathering a slump with greater success than his competitors may interpret a small loss as a gain, relative to the larger loss he had reason to expect.

The reference point in the preceding examples corresponded to an asset position that one had expected to attain. A discrepancy between the reference point and the current asset position may also arise because of recent changes in wealth to which one has not yet adapted [29]. Imagine a person who is involved in a business venture, has already lost 2,000 and is now facing a choice between a sure gain of 1,000 and an even chance to win 2,000 or nothing. If he has not yet adapted to his losses, he is likely to code the problem as a choice between (-2,000, 50) and (-1,000) rather than as a choice between (2,000, 50) and (1,000). As we have seen, the former representation induces more adventurous choices than the latter.

A change of reference point alters the preference order for prospects. In particular, the present theory implies that a negative translation of a choice problem, such as arises from incomplete adaptation to recent losses, increases risk seeking in some situations. Specifically, if a risky prospect (x, p; y, 1-p) is just acceptable, then (x-z, p; y-z, 1-p) is preferred over (-z) for x, y, z > 0, with x > z.

To prove this proposition, note that

\[ V(x, p; y, 1-p) = 0 \quad \iff \quad w(p)v(x) = -w(1-p)v(-y). \]

Furthermore,

\[ V(x-z, p; y-z, 1-p) \]

\[ = w(p)v(x-z) + w(1-p)v(-y-z) \]

\[ > w(p)v(x) - w(p)v(z) + w(1-p)v(-y) \]

\[ + w(1-p)v(-z) \quad \text{by the properties of } w, \]

\[ = -w(x) - w(y) - w(p)v(z) + w(1-p)v(-y) \]

\[ + w(1-p)v(-z) \quad \text{by substitution,} \]

\[ = -w(p)v(z) + w(1-p)v(-z) \]

\[ > v(-z)[w(p) + w(1-p)] \quad \text{since } v(-z) < -v(z), \]

\[ > v(-z) \quad \text{by subcertainty.} \]

This analysis suggests that a person who has not made peace with his losses is likely to accept gambles that would be unacceptable to him otherwise. The well known observation [31] that the tendency to bet on long shots increases in the course of the betting day provides some support for the hypothesis that a failure to adapt to losses or to attain an expected gain induces risk seeking. For another example, consider an individual who expects to purchase insurance, perhaps because he has owned it in the past or because his friends do. This individual may code the decision to pay a premium y to protect against a loss x as a choice between (-x + y, p; y, 1-p) and (0) rather than as a choice between (-x, p; y, 1-p). The preceding argument entails that insurance is likely to be more attractive in the former representation than in the latter.

Another important case of a shift of reference point arises when a person formulates his decision problem in terms of final assets, as advocated in decision analysis, rather than in terms of gains and losses, as people usually do. In this case, the reference point is set to zero on the scale of wealth and the value function is likely to be concave everywhere [39]. According to the present analysis, this formulation essentially eliminates risk seeking, except for gambling with low probabilities. The explicit formulation of decision problems in terms of final assets is perhaps the most effective procedure for eliminating risk seeking in the domain of losses.
Many economic decisions involve transactions in which one pays money in exchange for a desirable prospect. Current decision theories analyze such problems as comparisons between the status quo and an alternative state which includes the acquired prospect minus its cost. For example, the decision whether to pay 10 for the gamble (1000, .01) is treated as a choice between (.99, .01; -10, .99) and (0). In this analysis, readiness to purchase the positive prospect is equated to willingness to accept the corresponding mixed prospect.

The prevalent failure to integrate riskless and risky prospects, dramatized in the isolation effect, suggests that people are unlikely to perform the operation of subtracting the cost from the outcomes in deciding whether to buy a gamble. Instead, we suggest that people usually evaluate the gamble and its cost separately, and decide to purchase the gamble if the combined value is positive. Thus, the gamble (1000, .01) will be purchased for a price of 10 if \( w(1000) + w(-10) > 0 \).

If this hypothesis is correct, the decision to pay 10 for (1000, .01), for example, is no longer equivalent to the decision to accept the gamble (990, .01; -10, .99).

Furthermore, prospect theory implies that if one is indifferent between \((x(p_1 - p), p; q, 1 - p)\) and \((0)\) then one will not pay \( p \) to purchase the prospect \((x, p)\). Thus people are expected to exhibit more risk seeking in deciding whether to accept a fair gamble than in deciding whether to purchase a gamble for a fair price.

The location of the reference point, and the manner in which choice problems are coded and edited emerge as critical factors in the analysis of decisions.

Extensions

In order to encompass a wider range of decision problems, prospect theory should be extended in several directions. Some generalizations are immediate; others require further development. The extension of equations (1) and (2) to prospects with any number of outcomes is straightforward. When the number of outcomes is large, however, additional editing operations may be invoked to simplify evaluation. The manner in which complex options, e.g., compound prospects, are reduced to simpler ones is yet to be investigated.

All the present method has been concerned mainly with monetary outcomes; the theory is readily applicable to choices involving other attributes, e.g., quality of life or the number of lives that could be lost or saved as a consequence of a policy decision. The main properties of the pr posed value function for money should apply to other attributes as well. In particular, we expect outcomes to be coded as gains or losses relative to a neutral reference point, and losses to loom larger than gains.

The theory can also be extended to the typical situation of choice, where the probabilities of outcomes are not explicitly given. In such situations, decision weights must be attached to particular events rather than to stated probabilities, but they are expected to exhibit the essential properties that were ascribed to the weighting function. For example, if \( A \) and \( B \) are complementary events and neither is certain, \( w(A) + w(B) \) should be less than unity—a natural analogue to subcertainty.
Combining the additive and the multiplicative representations yields

\[ y = (x_1 \times y_1) + (x_2 \times y_2). \]

Finally we impose a new distributive axiom

\[ x \cdot (y_1 + y_2) = x \cdot y_1 + x \cdot y_2. \]

Applying this axiom to the above representation, we obtain

\[ x \cdot y = (x_1 \times y_1) + (x_2 \times y_2). \]

Assuming, with no loss of generality that \( x_1 = x_2 \), and letting \( a = x_1 y_1 \), we have

\[ x \cdot y = a (1 + b), \]

\[ x \cdot y = a^2, \]

where \( b = y_2 / y_1 \). Hence, \( x \cdot y = a - a^2 b \), for some \( a > 0 \). The desired linear form is obtained by subtracting the values \( x \cdot v \) and \( v \cdot v \) in order to obtain the constants \( b \) and \( \epsilon \).
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