Consider the parametric representations of a homogeneous (not necessarily isotropic) random field by a set of neighborhood models. Using Bayesian methods and spectral representation of random fields, this paper develops decision rules for choosing a model from a set of r such random field models which differ in their neighborhoods. The theory developed here will find applications in image modeling and texture characterization.
Consider the parametric representations of a homogeneous (not necessarily isotropic) random field by a set of neighborhood models. Using Bayesian methods and spectral representation of random fields, this paper develops decision rules for choosing a model from a set of such random field models which differ in their neighborhoods. The theory developed here will find applications in image modeling and texture characterization.
1. Introduction

We are interested in finding an adequate model for a scalar observation set \( \{ y(s), s = (s_1, s_2) \in \Omega_S \} \) obtained from a homogeneous Gaussian random field, where \( \Omega_S \) is a square grid of side \( N_1 \), so that \( 1 \leq s_i \leq N_1, i = 1,2 \). The random field is not necessarily isotropic. Such problems are of interest in various applications such as plant modeling [1], image restoration [2-3], seismology [4], and image modeling [5-6].

In situations such as these, any observation at \((i,j)\) is statistically dependent on the observations over a neighborhood of \((i,j)\), in contrast with the familiar univariate time series models, where the observation at any instant is dependent only on the past observations. Neighborhood models seem to be more appropriate for images since for an image there is no essential difference between the neighbors on one side and those on the other. Our prime interest in this paper is in developing decision rules for choosing an appropriate neighborhood from among a given set of neighborhoods. For instance, the set of north, south, east and west neighbors constitutes a particular choice of neighborhood.

The main approaches to choosing neighbors in model building are the following:
1) Pairwise testing

2) Akaike's information criterion (AIC)

3) The Bayesian approach

The reader is referred to the statistical literature [7] for a discussion of pairwise testing. The main criticisms of this approach are that the resulting decision rules are not consistent, i.e., the probability of choosing an incorrect model does not go to zero even as the number of observations goes to infinity. Also, the decision rules are not transitive, i.e., given three hypotheses $C_1$, $C_2$, and $C_3$, if $C_1$ is preferred to $C_2$ and $C_2$ is preferred to $C_3$, then it does not follow that $C_1$ is preferred to $C_3$ [8].

The AIC method [9] considers the so-called AIC statistics of the given observations for each model. The best model is the one which minimizes the AIC statistic. This method gives transitive but not consistent decision rules [10].

In the Bayesian approach [8] of fitting models to data, various possible models are postulated as mutually exclusive hypotheses $C_i$, $1 \leq i \leq r$. The hypothesis that maximizes the posterior probability density $P(C_i|y(s), s \in \Omega_s)$ is chosen as the correct model with minimum probability of error. This approach involves obtaining an expression for the likelihood of the observations and integrating it over the parameters using an appropriate prior probability density function.
In this paper we propose a Bayesian method for finding a neighborhood model for a random field. We take a transform domain approach using the spectral representation for the random field. Specifically, using the asymptotic Gaussian properties of the finite Fourier transforms \( \{Z(\lambda), \lambda \in \Omega_{\lambda}\} \) where \( \Omega_{\lambda} \) is a set of discrete frequencies \( \lambda = (\lambda_1, \lambda_2) \) with components \( \lambda_i = 2\pi k_i / N_1, 1 \leq k_i \leq N_1, i = 1,2 \), an explicit expression is given for \( p(Z(\lambda), \lambda \in \Omega_{\lambda}|c_k) \), the dependence on the parameters appearing through the spectral density function of the field.

We integrate this probability density function w.r.t. arbitrary but regular prior probability density functions \( p(\theta_k|c_k) \) to obtain \( p(Z(\lambda), \lambda \in \Omega_{\lambda}|c_k) \). Using this expression and the prior probabilities \( p(c_k), 1 \leq k \leq r \) of the hypothesis, a decision rule for choosing a model with minimum probability of error is designed.

The usual criticisms against the use of prior densities are answered by showing that the contributions of these terms are of order \( O(1) \) and hence asymptotically insignificant. A decision rule suppressing the terms involving the prior densities is also given. Though this rule does not have the minimum error rate property, it is asymptotically consistent.

The theory developed here has also been considered in an earlier report [5] motivating the use of statistical inference
theory for image modeling. The transform domain approach used in this paper can be easily extended to include moving average and autoregressive moving average models in a unified representation, viz., the spectral density function. Various special cases of interest, including random fields specified by one-sided models, and random processes represented by bilateral and unilateral models, are considered.

The organization of the paper is as follows: In Section 2, an explicit expression is derived for the probability density of the transforms of the observations given the neighborhood model obeyed by the observations. In Section 3, the problem of finding the appropriate neighborhood is posed as a class selection problem and decision rules are designed for choosing this neighborhood. Section 4 discusses the properties of the decision rules. Some special cases of the theory developed here are considered in Section 5. A brief discussion is given in Section 6, and some applications are considered in Section 7.
2. Preliminaries

A. Definitions and Notation: We are given a set of observations \( \{y(s), s = (s_1, s_2) \in \Omega_S\} \), where \( \Omega_S \) is a square grid of side \( N_1 \) and \( 1 \leq s_i \leq N_1, i = 1, 2 \). The random field is homogeneous and Gaussian but not necessarily isotropic. A stochastic field is said to be homogeneous if the following condition is satisfied:

\[
R(s,t) = E(y(s) - E(y(s)))(y(t) - E(y(t))) = R_1(s-t)
\]

-- i.e., the covariance function is translation invariant.

In addition, if the covariance function \( R(s,t) \) is also invariant to rotation, the random field is called isotropic. In general, images are not isotropic and hence the random field models of interest to us are only homogeneous and not necessarily isotropic.

Consider the stochastic field \( \{y(s), s \in \Omega_S\} \) satisfying

\[
E(\phi, \rho) : y(s) + \sum_{k=1}^{m} \phi_k \psi(s + q_k) = \sqrt{\rho} \eta(s)
\]  

\( \forall s \in \Omega_S, q_k \in Q, \forall k = 1, 2, \ldots m \)

\( Q = \{q_k = (q_{k1}, q_{k2}), k = 1, 2, \ldots m, q_k \neq (0,0), q_{ki} \text{ are integers}\} \)

Here \( \{\eta(s), s \in \Omega_S\} \) is a Gaussian I.I.D. sequence with zero mean and unit variance. In what follows, for simplicity, \( s \) and \( q_k \) will be denoted by \( s \) and \( q_k \), dropping the vector notation.
Eq. (2.1) is characterized by an unknown \((m+1)\) dimensional vector \(0^T = (\phi^T, \rho)\) such that \(\phi_j \neq 0, j = 1, 2, \ldots, m\) and \(\rho > 0\).

Eq. (2.1) represents the dependence of an observation at location \((s_1, s_2)\) on its neighbors in the direction specified by \(Q\). When \(q_{k1}\) and \(q_{k2}\) take only nonpositive values we obtain models where the observation at location \((s_1, s_2)\) is a linear combination of the observations in a one-sided neighborhood. When \(s\) and \(q\) are scalars, (2.1) represents a one-dimensional autoregressive model. We assume that the coefficient vector \(\phi\) in (2.1) is restricted to ensure homogeneity of the stochastic field.

The two-dimensional \(z\) transform of (2.1) where \(z = (z_1, z_2)\) is a complex vector given by

\[
H(z_1, z_2, \phi) = [1 + \sum_{k=1}^{m} \phi_k z_1 q_{k1} z_2 q_{k2}]^{-1}
\]

and the spectral density function evaluated at frequency \(\lambda = (\lambda_1, \lambda_2)\) of the field is given by

\[
S_y(\lambda, \phi, \rho) = \rho \left| H(e^{j\lambda_1}, e^{j\lambda_2}, \phi) \right|^2
\]

To make our notations clear, we consider a few examples.

In what follows, we drop the vector notation - for \(\lambda\).

**Example 1:** East, West, North, and South model:

\[Q = \{(1,0), (0,-1), (-1,0), (0,1)\}\]

The equation for \(y(\cdot)\) is
\[ y(s_1, s_2) + \phi_1 y(s_1+1, s_2) + \phi_2 y(s_1, s_2-1) \\
+ \phi_3 y(s_1-1, s_2) + \phi_4 y(s_1+1, s_2+1) = \sqrt{\rho} u(s_1, s_2) \]

the transfer function being given by

\[ H(z_1, z_2, \phi) = [1 + \phi_1 z_1 + \phi_2 z_2^{-1} + \phi_3 z_1^{-1} + \phi_4 z_2]^{-1} \]

Example 2: One-sided models [11-13]

\[ Q = \{(0,-1), (-1,-1), (-1,0)\}, \]

the corresponding equation being

\[ y(s_1, s_2) + \phi_1 y(s_1, s_2-1) + \phi_2 y(s_1-1, s_2-1) \\
+ \phi_3 y(s_1-1, s_2) = \sqrt{\rho} u(s_1, s_2) \]

The transfer function for this system is given by

\[ H(z_1, z_2, \phi) = [1 + \phi_1 z_1^{-1} + \phi_2 z_1 z_2^{-1} + \phi_3 z_1^{-1}]^{-1} \]

Example 3: Time series models: When s and q are scalars and the set Q consists of positive and negative integers we obtain bilateral models [1]. When the set Q consists of negative integers, we obtain the familiar autoregressive models.
B. Expression for \( p(Z(\lambda), \lambda \in \Omega_\lambda) \)

In this section we are interested in deriving an explicit expression for the probability density of the transforms \((Z(\lambda), \lambda \in \Omega_\lambda)\) of the observations \((y(s), s \in \Omega_s)\), given that the observations obey the model in (2.1).

To this end, we first obtain an expression for \( p(Z(\lambda), \lambda \in \Omega_\lambda | \phi, \rho) \) and then integrate over \((\phi, \rho)\) by using an arbitrary but otherwise regular prior probability density \( p(\phi, \rho) \). An expression for \( p(Z(\lambda), \lambda \in \Omega_\lambda | \phi, \rho) \) is obtained by using the stochastic properties of finite Fourier transforms [14-16]:

**Theorem 1:** Consider the finite Fourier transforms of the observations \((y(s), s \in \Omega_s)\) defined over a square grid \(N_1 \times N_1\). Denote the finite Fourier transform of \((y(s), s \in \Omega_s)\) by

\[
Z(\lambda) = (N_1)^{-1} \sum_{s \in \Omega_s} e^{-j \lambda^T s} y(s), \quad \lambda \in \Omega_\lambda
\]

where \(\Omega_\lambda\) is the set of discrete frequencies \(\lambda = (\lambda_1, \lambda_2)\) with components \(\lambda_i = 2\pi k_i / N_1\), \(1 \leq k_i \leq N_1\), \(i = 1, 2\). Then for an infinite observation field, the finite Fourier transforms are complex normally distributed with zero mean and independently at different frequencies with variances

\[
E(Z(\lambda)Z^*(\lambda)) = S_y(\lambda, \phi, \rho) \quad \forall \lambda \in \Omega_\lambda
\]
where
\[ S_y(\lambda, \phi, \rho) = \rho \left| H(e^{j\lambda_1}, e^{j\lambda_2}, \phi) \right|^2 \] (2.6)
in which
\[ ||a|| \] denotes the modulus of the complex variable \( a \).

This theorem involves two approximations; one involves the asymptotic uncorrelatedness of the random variables \( (Z(\lambda), \lambda \in \Omega) \) for different \( \lambda \)'s, and the other involves equation (2.6). The smoother \( S_y(\lambda, \phi, \rho) \) is in the vicinity of the discrete frequency pairs \( \lambda \in \Omega \), the better is the approximation for moderate values of \( N_1 \). If the spectral density function \( S_y(\lambda, \phi, \rho) \) were constant, equality would hold in (2.6) for all values of \( N_1 \). Otherwise the distribution theory is exact only when the number of observations is infinite.

Using Theorem 1 an expression can immediately be written for the joint density of the finite Fourier transforms:
\[ \ln p(Z(\lambda), \lambda \in \Omega) = -\frac{N}{2} \ln 2\pi \]
\[ -\frac{1}{2} \sum_{\lambda \in \Omega} \ln S_y(\lambda, \phi, \rho) \]
\[ -\frac{1}{2} \sum_{\lambda \in \Omega} ||Z(\lambda)||^2 / S_y(\lambda, \phi, \rho) \] (2.7)

Substituting (2.6) in (2.7) we have
\[ \ln p(Z(\lambda), \lambda \in \Omega) = -\frac{N}{2} \ln 2\pi \rho \]
\[ -\frac{1}{2} \sum_{\lambda \in \Omega} \ln \left| H(e^{j\lambda_1}, e^{j\lambda_2}, \phi) \right|^2 \]
\[ -\frac{1}{2\rho} \sum_{\lambda \in \Omega} \left| ||Z(\lambda)||^2 / ||H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)||^2 \right| \] (2.8)
It is interesting to compare the expression obtained here for the probability density of the transforms of observations and the expressions obtained in Whittle [1]. Whittle starts with an exact expression for the likelihood of the noisy variates \((u(s), s \in \Omega_0)\). Since for a general neighborhood model the Jacobian of the transformation from the noisy variates \(u(.)\) to the observations \(y(.)\) is difficult to evaluate, an approximate expression is used for the determinant. However, the expression obtained here is not an approximation to the likelihood function of the observations as in [1].

The density function considered here is the joint density of the finite Fourier transforms which is a one to one transformation with Jacobian unity (though a general proof can be given to establish this, a simple derivation is given in Appendix II for a 4x4 field). Consequently, the estimates of \(\hat{\phi}, \hat{\rho}\) obtained by maximizing \(p(Z(\lambda), \lambda \in \Omega_\lambda | \hat{\phi}, \hat{\rho})\) are only approximately the maximum likelihood estimates. Before proceeding further we need the following assumption.

**Assumption 1:** The first and second derivations of
\[
\sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda 1, e^{j\lambda 2, \phi}})|^2 \quad \text{and} \quad \sum_{\lambda \in \Omega_\lambda} |Z(\lambda)|^2 / |H(e^{j\lambda 1, e^{j\lambda 2, \phi}})|^2
\]
w.r.t. \(\phi\) exist for all \(\phi \in \mathbb{R}^m\).

To obtain \(p(Z(\lambda), \lambda \in \Omega_\lambda)\) we integrate \(p(Z(\lambda), \lambda \in \Omega_\lambda | \phi, \rho)\) over \((\phi, \rho)\) using an appropriate prior probability density.
function. We do not make any specific assumption about the structure of the prior probability density functions. They need be regular but otherwise arbitrary. Letting $\theta^T = (\phi^T, \rho)$ and performing the integration

$$p(Z(\lambda), \lambda \in \Omega_\lambda) = \int \int p(Z(\lambda), \lambda \in \Omega_\lambda | \phi, \rho)$$

$$p(\phi, \rho) d\phi d\rho$$

we arrive at

**Theorem 2:** As the rectangle of observations becomes large in all dimensions, the probability density $p(Z(\lambda), \lambda \in \Omega_\lambda)$ is given by

$$\ln p(Z(\lambda), \lambda \in \Omega_\lambda) = -\frac{N}{2} \ln \bar{\rho} -$$

$$\frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda 1}, e^{j\lambda 2}, \phi)|^2 + \ln p(\bar{\theta}) + (m+1) \ln 2\pi - (m+1) \ln N - a(N)$$

$$- \frac{1}{2} \ln [\det \nabla^2_{\theta_1, \theta_j, \theta_j} G(\theta)]_{\theta = \bar{\theta}} + O(1/N)$$

(2.10)

where

$$\bar{\theta}^T = (\phi^T, \rho) = \max_{\phi \in \mathbb{R}^m, \rho > 0} G(\phi, \rho)$$

(2.11)

$$G(\phi, \rho) = - (\ln \rho + (1/2N) \sum_{\lambda \in \Omega_\lambda} \ln [H(e^{j\lambda 1}, e^{j\lambda 2}, \phi)]$$

$$+ (1/N) \sum_{\lambda \in \Omega_\lambda} |Z(\lambda)|^2 / [H(e^{j\lambda 1}, e^{j\lambda 2}, \phi)] |^2]$$

(2.12)

and

$$a(N) = 0.5(N + N \ln 2\pi)$$

(2.13)
and $O(1/N)$ denotes a deterministic constant term behaving like $k_1/N$ for large $N$ where $k_1$ is independent of $N$.

Theorem 2 gives an explicit expression for the probability density of the transforms of observations from a stochastic field characterized by the spectral density function $S_y(\lambda, \phi, \rho)$. 
3. Decision rules for the choice of neighborhoods

For an image it is reasonable to assume that an observation at \((i,j)\) will not significantly depend on distant neighbors. Hence we restrict our allowable neighborhood set to a maximum of eight neighbors, East, West, North, and South and the four diagonal neighbors. Thus our problem is to find an appropriate set of neighbors among the possible \(2^8\) neighborhood sets for the given image.

A. Definition of classes: We formulate the problem of choice of neighborhood as a class selection problem and derive optimal decision rules. A class is defined as a set of models having the same neighborhood set \(Q\) but differing in the parameters \(\psi\) or \(\rho\). The class \(C_i\) consists of models of the form

\[
C_i: y(s) + \sum_{j=1}^{m_i} \phi_{ij} y(s + q_j) = \sqrt{\rho_i} u(s) q_k \in Q_i, q_k \neq (0,0)
\]  

(3.1)

such that \(\phi_{ij} \neq 0, \rho_i > 0, j = 1,2,...m_i, i = 1,2,...r\), where \(r\) denotes the number of classes. Thus a class consists of an infinite number of models with the same neighborhood. The given set of observations \((y(s), s \in \Omega_s)\) is said to obey class \(C_i\) if \((y(s), s \in \Omega_s)\) obeys only one model in \(C_i\). Two classes \(C_i\) and \(C_j\) are said to be mutually exclusive if the neighborhoods they represent differ in at least one neighbor.
Given $r$ mutually exclusive classes (equivalently, distinct neighborhoods) $C_i$, $i = 1, 2, \ldots, r$, and a set of observations $(y(s), s \in \Omega_s)$, our aim is to find the most appropriate class for $(y(s), s \in \Omega_s)$. The criterion for appropriateness is usually defined as a suitable criterion function and a decision rule for assigning $(y(s), s \in \Omega_s)$ to one of the $r$ classes is designed to minimize the criterion function. The criterion function can be chosen to reflect the particular needs of the problem, such as minimizing the average probability of error, etc.
B. Expression for \( P(C_i | Z(\lambda), \lambda \in \Omega_\lambda) \)

We first compute an expression for \( P(C_i | Z(\lambda), \lambda \in \Omega_\lambda) \), the posterior probability density of the transforms of the given data having been generated by some model in \( C_i \), for every \( i, i = 1, 2, \ldots, r \). Subsequently, we derive optimal decision rules to minimize the probability of error and discuss simplifications of the decision rules.

Let \( \theta_i^T = (\phi_i^T, \rho_i) \), \( \phi_{i1}, \phi_{i2}, \ldots, \phi_{in_1} \), and \( P(\theta_i | C_i) \) be the prior probability density function of the parameters under class \( C_i \). An expression for \( P(C_i | Z(\lambda), \lambda \in \Omega_\lambda) \) is given by

**Theorem 3:** Let the observations obey the class \( C_i \). Then the posterior probability density of the transforms of the observations is given by

\[
\ln P(C_i | Z(\lambda), \lambda \in \Omega_\lambda) = -\frac{N}{2} \ln \rho_i \\
- \frac{(m_i + 1)/2}{2} \ln N - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H_i(e^{j\lambda_1}, e^{j\lambda_2}, \bar{\phi}_i)|^2 \\
+ \ln p(\phi_i, \rho_i | C_i) - \frac{1}{2} \ln |\text{det} \quad G(\theta)|^{\frac{1}{2}} \quad \theta = \bar{\theta} \\
+ \frac{(m_k + 1)/2}{2} \ln 2\pi + \ln P(C_i) - \ln p(Z(\lambda), \lambda \in \Omega_\lambda) + O(1/N)
\]

(3.2)

where

\[
a(N) = 0.5 (N + N \ln 2\pi)
\]

\[
\bar{\theta}_i^T = (\bar{\phi}_i^T, \bar{\rho}_i) = \max_{\phi_i} \{ G_1(\phi_i, \rho_i) \}
\]

(3.3)
\[ G(\phi, \rho) = -\ell n \rho + \left( \frac{1}{N} \right) \sum_{\lambda \in \Omega} \ell n |\gamma_{\lambda}(e^{j\lambda_1}, e^{j\lambda_2}, \phi_i)|^2 \]

\[ + \left( \frac{1}{N \rho} \right) \sum_{\lambda \in \Omega} |Z(\lambda)|^2 / |\gamma_{\lambda}(e^{j\lambda_1}, e^{j\lambda_2}, \phi_i)|^2, \] (3.4)

\[ p(Z(\lambda), \lambda \in \Omega) = \sum_{k=1}^{r} p(Z(\lambda), \lambda \in \Omega | C_k) P(C_k) \] (3.5)

and

\[ P(C_i), i = 1, 2, \ldots, r \] are the prior probabilities of the classes.

**Proof:** This follows from Theorem 2 and Bayes' rule,

\[ p(Z(\lambda), \lambda \in \Omega | C_i) P(C_i) \]

\[ \sum_{k=1}^{r} p(Z(\lambda), \lambda \in \Omega | C_k) P(C_k) \] (3.6)
C. Decision rules: Consider a 0-1 loss function \( L \) which assigns unit cost to a wrong assignment of classes and zero cost otherwise, i.e.

\[
L[C_i, d(y(s), s \in \Omega_s) = C_j] = 0 \quad C_i = C_j \\
= 1 \quad C_i \neq C_j
\]  

(3.7)

Since the finite Fourier transformation is one to one, the cost of wrong assignment of the observation set \((y(s), s \in \Omega_s)\) is the same as the cost of wrong assignment of the set \((Z(\lambda), \lambda \in \Omega_\lambda)\). Our intention is to choose the decision rule to minimize the risk function, i.e., minimize \( J(d) \), where

\[
J(d) = \sum_{i=1}^{r} P(C_i) \left[ L[C_i, d(Z(\lambda), \lambda \in \Omega_\lambda)] \times \right.

p(Z(\lambda), \lambda \in \Omega_\lambda | C_i) d | Z(\lambda), \lambda \in \Omega_\lambda \] 

(3.8)

Substituting the loss function in (3.7) we have

\[
J(d(Z(\lambda), \lambda \in \Omega_\lambda) = C_j) \\
= \int \sum_{i=1}^{r} P(C_i | Z(\lambda), \lambda \in \Omega_\lambda) p(Z(\lambda), \lambda \in \Omega_\lambda) d | Z(\lambda), \lambda \in \Omega_\lambda \] 

i \neq j

(3.9)

The optimal decision rule is

\[
d^*(Z(\lambda), \lambda \in \Omega_\lambda) = C_k = \arg \sup_{i} P(C_i | Z(\lambda), \lambda \in \Omega_\lambda)
\]  

(3.10)

Substituting for the posterior probability function from Theorem 3 and omitting common terms we have the following decision rule:
Choose class $C_i^*$ if

$$i^* = \arg \inf_i \{ h_i(Z(\lambda), \lambda \in \Omega_\lambda) \}$$

(3.11)

where

$$h_i(Z(\lambda), \lambda \in \Omega_\lambda) = \frac{N}{2} \ln \overline{p}_i + m_i \ln N$$

$$+ \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H_i(e^{j\lambda_1}, e^{j\lambda_2}, \overline{\phi}_i)|^2 + m_i \ln 2\pi$$

$$- \ln p(\overline{\theta}_i | C_i) - \frac{1}{2} \ln \det \nabla^2_{\theta_i \theta_j} G(\theta)|_{\theta = \overline{\theta}} \ln p(C_i)$$

(3.12)
D. Simplified Decision Rules: The decision rule given in (3.12) involves arbitrary quantities such as prior probability densities, which for the problem considered here are not known. Hence we suggest a decision rule in which the prior densities are suppressed. The decision rule no longer minimizes the average probability of error but can be shown to be asymptotically consistent using a proof similar to one found in [17].

The simplified decision rule is:

Choose class \( i^* \) if

\[
i^* = \arg\left\{\inf_i \{q_i(Z(\lambda), \lambda \in \Omega_\lambda)\}\right\}
\]

where

\[
q_i(Z(\lambda), \lambda \in \Omega_\lambda) = N\ln \rho_i + \sum_{\lambda \in \Omega_\lambda} \ln \left| \Phi_i \right| \ln \left| H_i \left( e^{j\lambda_1}, e^{j\lambda_2}, \bar{\Phi}_i \right) \right|^2 + m_k \ln N
\]  

Eq. (3.13) can be rewritten as

\[
q_i(Z(\lambda), \lambda \in \Omega_\lambda) = N\ln \rho_i^* + m_k \ln N
\]

where

\[
\ln \rho_i^* = \ln \rho_i - \frac{1}{N} \sum_{\lambda \in \Omega_\lambda} \ln \left| H_i \left( e^{j\lambda_1}, e^{j\lambda_2}, \bar{\Phi}_i \right) \right|^2
\]

The form of the decision rule in (3.16) is characteristic of the Bayesian approach [8][17–19].
4. Properties of the decision rule

Asymptotic consistency: One of the important properties of a decision rule is the consistency property. A decision rule is said to be asymptotically consistent if the probability of choosing an incorrect model given the correct model goes to zero as the number of observations goes to infinity. We do not give an explicit proof for the consistency of the decision rule suggested in the previous section. A proof similar to that in [17] can be given to establish asymptotic consistency of the decision rule.

Generality: The theory developed here is valid for autoregressive spatial models. The theory can be easily extended to include moving average and autoregressive moving average models.

Parsimony: The expression for the decision function $g_k(z(\lambda), \lambda \in \Omega_\lambda)$ brings out the disadvantage of having too large a value for $m_k$. If we increase $m_k$, then $p^*_i$ decreases, causing a decrease in $\ell n p^*_i$. Thus $N\ell n p^*_i$ and $m_k\ell n N$ balance each other. This illustrates the desirability of keeping the unknown parameters to a minimum.

Transitivity: The decisions regarding pairwise comparison of the classes are transitive. This is because the decision function $g_k(z(\lambda), \lambda \in \Omega_\lambda)$ does not depend on any parameter outside class $C_i$. 
5. Special cases

In this section we consider two special cases of the general theory developed in the previous section.

Case (i): Random fields represented by one sided models:

For these cases [11-13], we have from an extension of a relation that is valid for a weakly stationary process

\[
\ell n = \frac{1}{4\pi^2} \int \int \ell n S_y(\lambda, \phi, \rho) d\lambda
\]

Substituting for \(S_y(\lambda, \phi, \rho)\) from (2.3), we have

\[
\ell n = \frac{1}{4\pi^2} \int \int (\ell n - \ell n H(e^{j\lambda}, \phi)) \|H(e^{j\lambda}, \phi)\|^2 d\lambda
\]

\[
= \frac{1}{4\pi^2} 4\pi^2 \ell n - \frac{1}{4\pi^2} \int \int \ell n H(e^{j\lambda}, \phi) \|^2 d\lambda
\]

Hence we have

\[
\int \int \ell n H(e^{j\lambda}, \phi) \|^2 d\lambda = 0
\]

Approximating the double integration by double summation, (5.3) reduces to

\[
\sum_{\lambda \in \Omega} \ell n H(e^{j\lambda}, e^{j\lambda} \phi) \|^2 = 0
\]

Using (5.4), the simplified decision rule becomes: Choose the model \(k^*\) if

\[
k^* = \text{argument}(\min g_k(Z(\lambda), \lambda \in \Omega))
\]

where

\[
g_k(Z(\lambda), \lambda \in \Omega)
\]

\[
= N \ell n + m_k \ell n N
\]
Thus the main difference between the one-sided and neighborhood models is due to the term

$$\sum_{\lambda \in \Omega} \ln |H_k(e^{j\lambda_1}, e^{j\lambda_2}, \phi_k)|^2$$

Case (ii): One-dimensional series represented by bilateral and unilateral methods [1]:

For this case, s and q are all scalars and q takes positive and negative values. The theory developed for random fields carries through for this case analogously. By replacing the summation over fields by a single summation we obtain the results derived in [5].
6. Discussion

The inference of stationary Gaussian random fields has been previously considered by Whittle [1] and Larimore [4].

A useful entity to work with for statistical inference purposes is the likelihood of the observations. For models where the observation at \((i,j)\) depends only on one sided neighborhoods, the Jacobian of the transformation from noise variates to observations is unity and hence the likelihood function can be easily written. However, for models where the observation at \((i,j)\) depends on a neighborhood, the Jacobian of the aforementioned transformation is not unity and is difficult to evaluate. By approximating the Jacobian of the transformation Whittle obtains an approximate expression for the likelihood of observations of a random field. Likelihood ratio tests and significance levels have been used to identify a neighborhood. The decision rules using pairwise hypothesis tests are not consistent and transitive. Moreover, Whittle's procedure becomes complicated when models other than autoregressive are considered. Lastly, even for autoregressive models, the evaluation of the Jacobian is a nontrivial task.

of the observations, the probability density of the finite Fourier transforms is used for inference. As discussed in Section 2, the approximation involves uncorrelatedness and variance of the finite Fourier transforms. However, the term corresponding to the Jacobian of the transformation is easy to compute once the neighborhood is specified. Also, the AIC criterion has been used for model identification. It has been shown [10] that even in the one-dimensional case the AIC rule is inconsistent; i.e., the probability of choosing a higher order model than the true model is not zero even for the case of infinitely many observations. Consequently, the use of AIC rule for random field model identification is not desirable.

The theory developed here yields asymptotically (weakly) consistent decision rules for choosing neighborhoods of models. The simplified decision rule does not involve any arbitrary quantities such as prior densities.

One of the problems not considered in this paper is the computational aspects of the method. Maximization of the probability density function $p(Z(\lambda), \lambda \in \Omega, \psi, \rho)$ could be difficult for the following reasons:

1) Starting values for the maximization algorithm are difficult to obtain.

2) The problem is really a constrained maximization, the constraints being laid by the homogeneity requirements.
3) Often the function has multiple maxima, and it is very important to find the absolute maxima. Additional work should be done in this area.

The expressions used for the probability density of the transforms of observations are approximate. Recently, an exact expression for the likelihood function of the observations from a homogeneous random field characterized by a parametric model as in (2.1) has been developed in [6]. This formulation lends itself to a theoretical treatment of many problems in the area of image processing, such as modeling, segmentation, etc.
7. Applications

The theory developed here will find applications in image modeling and texture characterization.

Earlier attempts at image modeling have used a one-dimensional analysis on a time series obtained by concatenation of successive rows [13][20]. This is clearly inadequate since intuition alone suggests that image models should be inherently two-dimensional. Recently, two-dimensional but one-sided neighborhood models for images have been suggested [21-22]. Since for images there exists no preferred direction, one-sided models are not sufficient to characterize images.

Recently, stochastic partial differential equations have been suggested for images in [2]. No effort has been made to statistically infer the particular model.

Efforts have been directed towards developing two-dimensional models in [23-24]. An observation at position (i,j) is assumed to statistically depend on neighbors on every side within a window of size (2M+1)(2N+1). Instead of using a truly two-dimensional procedure to infer the window size, the constants M and N, determined by using Akaike's FPE criterion for a one-dimensional, unilateral autoregressive model, are used to determine the window size.

In this paper we have proposed using the theory of
statistical inference to choose the neighborhood for an image. The choice of neighborhood models under consideration could be arbitrary as long as they are mutually exclusive. The models developed should be useful in coding [6],[13],[24], segmentation [6],[23] and restoration [3],[6] of images as well as in texture characterization.
We prove Theorem 2.

Consider equation (2.8), repeated below

\[
\ln p(Z(\lambda)) \lambda \in \Omega_\lambda | \phi, \rho) =
- \frac{N}{2} \ln 2\pi \rho - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2
+ \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2
\]

or

\[
p(Z(\lambda), \lambda \in \Omega_\lambda | \phi, \rho) =
(1/2\pi)^{N/2} \exp \left\{ - \frac{N}{2} \ln \rho - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2 - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} |Z(\lambda)|^2 - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2 \right\}
= (1/2\pi)^{N/2} \exp \left\{ \frac{N}{2} G(\phi, \rho) \right\}
\]

where

\[
G(\phi, \rho) = - \ln \rho + \frac{1}{N} \sum_{\lambda \in \Omega_\lambda} \ln |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2
+ \frac{1}{N} \sum_{\lambda \in \Omega_\lambda} |Z(\lambda)|^2 - \frac{1}{2} \sum_{\lambda \in \Omega_\lambda} |H(e^{j\lambda_1}, e^{j\lambda_2}, \phi)|^2
\]

Let \( \theta^T = (\phi, \rho) \)

To compute \( p(Z(\lambda), \lambda \in \Omega_\lambda) \) we integrate \( p(Z(\lambda), \lambda \in \Omega_\lambda | \theta) \) over \( \theta \) by using a prior probability density \( p(\theta) \):
\begin{align*}
p(Z(\lambda), \lambda \in \Omega_\lambda) \\
= \int p(Z(\lambda), \lambda \in \Omega_\lambda | \theta) \ p(\theta) \ d\theta \\
\text{(4)}
\end{align*}

Substituting (2) in (4) we have

\begin{align*}
p(Z(\lambda), \lambda \in \Omega_\lambda) \\
= (1/2\pi)^{N/2} \left[ \frac{\theta^T G(\theta)}{2} \right] p(\theta) \ d\theta \\
\text{(5)}
\end{align*}

Expanding \( G(\theta) \) in Taylor's series in \( \theta \) about \( \tilde{\theta} = \bar{\theta} \) where

\[ \bar{\theta} = \max_{\tilde{\theta}} \ G(\theta) \]

we have

\begin{align*}
\text{LHS of (5)} \\
= (1/2\pi)^{N/2} \left[ \frac{\theta^T G(\theta)}{2} \right] p(\theta) \ d\theta \\
+ \left[ \frac{\partial^2 G(\theta)}{\partial \theta_i \partial \theta_j} \right]_{\tilde{\theta} = \bar{\theta}} \left[ \frac{\theta^T G(\theta)}{2} \right]_{\tilde{\theta} = \bar{\theta}} \ + \ldots \ p(\theta) \ d\theta \\
\text{(6)}
\end{align*}

By using the definition of \( \bar{\theta} \) the linear term in the exponent vanishes. Thus the LHS of (6) reduces to

\begin{align*}
= (1/2\pi)^{N/2} \left[ \frac{\theta^T G(\theta)}{2} \right] \ x \\
\left[ \frac{\theta^T G(\theta)}{2} \right]_{\tilde{\theta} = \bar{\theta}} \ + \ldots \ p(\theta) \ d\theta \\
\text{(7)}
\end{align*}

\begin{align*}
\text{LHS of (7)} \\
= (1/2\pi)^{N/2} \left[ \frac{\theta^T G(\theta)}{2} \right] \ x \\
\left[ \frac{\theta^T G(\theta)}{2} \right]_{\tilde{\theta} = \bar{\theta}} \ + \ldots \ p(\theta) \ d\theta \\
\text{(7)}
\end{align*}
Observing that

\[ G(\bar{\sigma}) = -[\ell \ln \rho + (1/N) \sum_{\lambda \in \Omega} \ln |H(e^{j\lambda_1}, e^{j\lambda_2}, \bar{\sigma})|^2] + 1 \]  

(8)

we obtain Theorem 2.
APPENDIX II

Lemma: The Jacobian of the transformation from the observation set \((y(s), s \in \Omega_S)\) to the finite Fourier transform \((Z(\lambda), \lambda \in \Omega_\lambda)\) is unity.

Proof: For simplicity, we consider a 4x4 case. We have

\[
Z(\lambda_1, \lambda_2) = (N_1)^{-1} \sum_{s \in \Omega_S} e^{-j(\lambda_1 s_1 + \lambda_2 s_2)} y(s_1, s_2)
\]

For a 4x4 case, \(N_1 = 4\),

\[
\Omega_S = \{i, j\} \quad 1 \leq i, j \leq 4
\]

and \(\Omega_\lambda = \{\frac{2\pi i}{4}, \frac{2\pi j}{4}\}, 1 \leq i, j \leq 4\)

In matrix notation,

\[
Z = J Y
\]

where \(Z\) and \(Y\) are vectors of finite Fourier transforms and observations arranged in lexicographic order. The matrix \(J\) (16x16) can be written as

\[
J = \frac{1}{4}
\]

\[
\begin{bmatrix}
A & e^{-j\frac{\pi}{2}} A & e^{-j\frac{2\pi}{2}} A & e^{-j\frac{3\pi}{2}} A \\
e^{-j\frac{\pi}{2}} A & e^{-j\frac{3\pi}{2}} A & e^{-j\frac{\pi}{2}} A & e^{-j\frac{3\pi}{2}} A \\
e^{-j\frac{2\pi}{2}} A & e^{-j\frac{\pi}{2}} A & e^{-j2\pi} A & e^{-j\frac{3\pi}{2}} A \\
e^{-j\frac{3\pi}{2}} A & e^{-j\frac{3\pi}{2}} A & e^{-j3\pi} A & e^{-j\frac{3\pi}{2}} A
\end{bmatrix}
\]
where

$$\mathbf{A} = \begin{bmatrix}
    e^{-j\pi} & e^{-j\frac{3\pi}{2}} & e^{-j2\pi} & e^{-j\frac{\pi}{2}} \\
    e^{-j\frac{3\pi}{2}} & e^{-j\pi} & e^{-j\frac{3\pi}{2}} & e^{-j\frac{\pi}{2}} \\
    e^{-j2\pi} & e^{-j\frac{3\pi}{2}} & e^{-j\pi} & e^{-j\frac{\pi}{2}} \\
    e^{-j\frac{\pi}{2}} & e^{-j\pi} & e^{-j\frac{\pi}{2}} & e^{-j\frac{\pi}{2}}
\end{bmatrix}$$

Using Kronecker product notation,

$$\mathbf{J} = \mathbf{\zeta} \times \mathbf{A}$$

where

$$\mathbf{z} = e^{-j\frac{2\pi}{2}} \mathbf{A}$$

Hence

$$\det \mathbf{B} = \det \mathbf{\zeta}$$

From a Theorem regarding the characteristic roots of Kronecker products [25] the characteristic roots of $\mathbf{A} \times \mathbf{B}$ are $a_i b_j$, where $a_i$ are the characteristic roots of $\mathbf{A}$ and $b_j$ are the characteristic roots of $\mathbf{B}$. Hence,

$$\det \mathbf{J} = (1/4)^{16} \prod_{1 \leq i, j \leq 4} a_i b_j = (1/4)^{16} (\det \mathbf{A})^4 (\det \mathbf{B})^4 = 1$$

by direct evaluation of $\det \mathbf{A}$. 
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