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### Summary of the Report

This report describes a technique for simultaneously estimating the anisotropy and relative drift of the diffraction pattern in a radio-wave transmission experiment. The technique was developed to analyze the spaced-receiver data from the Wideband Satellite.

Radio-wave scintillation data exhibit a complicated dependence on the propagation geometry relative to the magnetic field. Thus, we have also...
20. ABSTRACT (Continued)

developed a theory that relates the anisotropy of the measured diffraction pattern to the anisotropy of the ionospheric irregularities. The results show that one must correct the commonly used apparent velocity obtained by dividing the delay to the cross correlation function maximum into the baseline length, particularly for auroral observations where the propagation paths come near the magnetic zenith.

The preliminary results are consistent with sheet-like irregularity structures that have been hypothesized to exist in the auroral zone and highly elongated rod-like striations near the geomagnetic equator.
This report describes the analysis techniques being used to interpret the Wideband Satellite spaced-receiver data that have been routinely recorded at the Poker Flat and Kwajalein tracking stations. From the spaced-receiver data, the spatial structure of the diffraction pattern and its apparent drift can be determined. Through careful modeling, this information can be used to determine the anisotropy, effective height, and true drift of the ionospheric irregularities.

Preliminary results from the Poker Flat station confirm the sheet-like irregularity structure that we hypothesized to explain localized scintillation enhancements at the point where the propagation path intercepts the local L-shell. The auroral irregularity drifts show large impulsive variations which appear to be associated with active aurora.

The high anisotropies of the equatorial data cannot be resolved with the 900-m maximum baseline. As far as irregularity drifts are concerned, the apparent east-west drifts are largely insensitive to axial ratio increases beyond 40:1. Thus, irregularity heights and true east-west drifts can be determined. The preliminary data show evidence of the expected eastward drifts.

The analysis is done in three parts. First, the cross-correlation functions for all possible receiver pairs are measured and processed to determine the anisotropy of the diffraction pattern as a function of time for an entire pass. The measured anisotropy parameters are then used to determine the relative pattern drift. Finally, model computations are used to reproduce the measured anisotropy and apparent pattern drift, thereby giving an irregularity height. Once the height is known, the relative drifts can be converted to true irregularity drifts by removing the known satellite contribution.
Data reduction for the first part of the analysis requires much computation, which is made practical by using an array processor. A large number of passes have now been processed through the first part of the analysis, and we are developing procedures to automate the second and third parts of the analysis. This will allow accumulation of a data base of irregularity heights and drifts, which should enhance our understanding of instability mechanisms, particularly at the equator.

The model computations illustrate the importance of allowing for the geometric dependence of the scintillation. This has important ramifications for translating the Wideband satellite results to other geometries, for example, geosynchronous orbit, as well as for predicting scintillation effects in general.
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I INTRODUCTION

In this report we first describe a general correlation function analysis technique that allows us to estimate simultaneously the anisotropy and the mean drift of a radio-wave diffraction pattern. We then develop a diffraction theory that relates the anisotropy and mean drift of the diffraction pattern to the anisotropy and mean drift of the ionospheric irregularities. The analysis has been developed to interpret Wideband Satellite spaced-receiver measurements.

Spaced-receiver measurements have been used to decades to deduce ionospheric drifts. The analysis is motivated by the principle that pairs of probes sampling a rigid but moving medium will produce similar signals displaced in time by an amount that depends on the probe separation and on the drift component along the axis of the probes. The method of similar fades (Mitra, 1949) is a direct application of this principle.

In most applications, however, one must allow for a random diffraction pattern that undergoes some rearrangement as it drifts. Variations of the correlation method developed by Briggs et al. (1950) have proved to be superior in such cases. Indeed, the original method of Briggs et al. gives a measure of the random drift component as well as the mean drift. However, because the random component does not admit a concise physical interpretation, it is not used much now (Wright and Pitteway, 1978).

Correlation function analysis methods nearly always assume that surfaces of constant correlation are ellipsoidal and therefore give rise to elliptical contours in any plane. Various schemes have been devised to estimate the parameters that characterize the correlation ellipses.

References are listed at the end of the report.
The papers by Phillips and Spencer (1955), Yerg (1955), and Fedor (1967) are representative.

However, these schemes require restrictive assumptions about the detailed shape of the spatial and/or temporal correlation functions. More recently, Armstrong and Coles (1972) devised a scheme that requires no a priori assumptions about the shape of the autocorrelation function or its time variation. The Armstrong-Coles method uses the intersection points of the various correlation functions obtained from different receiver pairs.

If the anisotropy is known, the intersection points provide sufficient information to determine the mean pattern drift. Thus, by assuming an isotropic diffraction pattern, Armstrong and Coles (1972) were able to measure the solar wind drift speed from interplanetary scintillation observations. They noted, however, that if the delays to the maxima of the correlation functions were also used, the anisotropy of the diffraction pattern could be determined independently.

It is interesting that the delay parameter originally used to determine the pattern drift now becomes the critical parameter for resolving the anisotropy of the diffraction pattern. This fact can be ascertained by recognizing that any change in perspective producing a high degree of correlation along a particular baseline will be interpreted as a large increase in the pattern drift if one simply divides the delay parameter into the baseline length. This effect is prominent in scintillation data from low-orbiting satellites, which are our primary interest.

In Section III we describe a general version of the Armstrong-Coles method that allows us to simultaneously estimate the anisotropy and the mean pattern drift from a set of spaced-receiver scintillation observations. However, because of the complicated interplay between the actual three-dimensional irregularity anisotropy and the propagation geometry, in Section II we develop the diffraction theory that relates the average structure of the diffraction pattern to a general model of the average irregularity structure.
This report primarily is intended to provide a detailed and self-contained description of the spaced-receiver analysis procedures we have developed to analyze the Wideband Satellite spaced-receiver data. [The Wideband Satellite Experiment is described in Fremouw et al. (1978).] We demonstrate the method, using data from both auroral and equatorial stations, in Section IV. The results are of considerable interest in their own right, and they will be developed fully in other reports.

The preliminary results from the auroral zone data cannot be explained in terms of ionospheric irregularities that exhibit a rod-like (axially symmetric) anisotropy. We have therefore postulated a sheet-like structure in which the irregularities have a high degree of coherence transverse to the magnetic field along the direction of constant magnetic field strength, i.e., along the L-shell. Excellent results have been obtained by using this model.

The equatorial data are consistent with the expected highly elongated rod-like striations oriented along the magnetic field direction. Indeed, the axial ratio is not reliably measured with the 900-m north-south baseline. Hence, the drift rates cannot be directly measured. Nonetheless, the east-west component of the apparent pattern drift is insensitive to the precise value of the axial ratio, a, when a \( \geq 40 \). Thus, model computations can still be used to deduce the true irregularity drifts and heights.

Both the equatorial and auroral examples clearly reveal the importance of allowing for the effects of pattern anisotropy in estimating irregularity drifts.
II THE ANISOTROPY MODEL

In this section we develop a model from which the anisotropy of the diffraction pattern in a radio-wave transmission experiment can be calculated. The geometry is shown in Figure 1.

The reference coordinate system is located within the region of the scattering irregularities. The polar angles $\theta$ and $\varphi$ determine the direction of the principal ray path. If we ignore refractive effects, the principal ray path lies along the line-of-sight. The vector $\vec{B}$ is inclined at an angle $\psi$ in the xy plane and lies along the local magnetic field vector at P. We let the z axis point downward, so that $\psi$ is the local dip angle. A system of receivers is configured arbitrarily about the reference point R.

It is clear from Figure 1 that we must develop a fully three-dimensional model to characterize the diffracted wavefield in the neighborhood of R. To this end, we first consider the spatial autocorrelation function (ACF) of phase in the linear ray-optics approximation. That is, we calculate phase by integrating the refractive index along the direction of the principal ray path. It is shown in Rino and Fremouw (1977) that, by using this linear ray optics approximation, the spatial ACF of phase, $R_{\phi}(\Delta \rho, \Delta z; \Delta t)$, has the form:

$$R_{\phi}(\Delta \rho, \Delta z; \Delta t) = \langle \delta \phi^2 \rangle \mathcal{R}[f(\Delta \rho_s - \vec{v}_s \Delta t)] ,$$  \hspace{1cm} (1)

where $\langle \delta \phi^2 \rangle$ is the phase variance and $\mathcal{R}(y)$ gives the shape of the ACF. The fact that in a power-law environment $\langle \delta \phi \rangle^2$ depends on the data interval used (Rino and Matthews, 1978) does not affect the anisotropy considerations.

The anisotropy is characterized by the quadratic function
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\[
f^2(\Delta \rho_s) = \frac{C\Delta \rho_s^2 - B\Delta \rho_s \Delta \rho_s + A\Delta \rho_s^2}{(AC - B^2/4)}.
\]

(2)

It is convenient to write Eq. (2) in matrix form as

\[
f^2(\Delta \rho_s) = \Delta \rho_s^T \hat{E} \Delta \rho_s,
\]

(3a)

where \( \hat{E} \) is the 2 X 2 matrix:

\[
\hat{E} = \frac{1}{AC - B^2/4} \begin{bmatrix} C & -B/2 \\ -B/2 & A \end{bmatrix}.
\]

(3b)
The anisotropy coefficients $A$, $B$, and $C$, depend on the propagation angles $\theta$ and $\varphi$ as well as on the axial ratios and orientation angles that characterize the anisotropy of the ionospheric irregularities. Complete definitions of $A$, $B$, and $C$ are given in Appendix A.

The $\Delta z$ dependence of $R_{\phi \phi}$ is contained in $\Delta \rho_s$, which is defined in terms of a unit vector $\hat{a}_{k_T}$ lying along the $xz$-plane projection of the propagation vector $\mathbf{p}$ as

$$\Delta \rho_s = \Delta \rho - \tan \theta \hat{a}_{k_T} \Delta z \quad .$$

A similar definition relates the relative drift $\vec{v}_s$ to $v_x$, $v_y$, and $v_z$. The relative drift contains the true irregularity drift and the velocity of $P$ induced by the source motion. We note that $v_y$ is the zonal component, and

$$v_x = v_{||} \cos \psi + v_{\perp} \sin \psi \quad (5a)$$
$$v_z = v_{||} \sin \psi - v_{\perp} \cos \psi \quad , \quad (5b)$$

where $v_{||}$ and $v_{\perp}$ are the parallel and perpendicular meridional components, respectively.

The two-dimensional spectral density function (SDF) that corresponds to Eq. (1) has the form

$$\hat{\xi}_{\phi \phi}(\vec{k}) = r_e^2 \lambda^2 \Omega \sec^2 \theta \langle \Delta N_e^2 \rangle Q \left( A \kappa_x^2 + B \kappa_x \kappa_y + C \kappa_y^2 \right) \quad , \quad (6)$$

where $r_e$ is the classical electron radius, $\lambda$ is the wavelength, $L$ is the layer thickness, $\langle \Delta N_e^2 \rangle$ is the electron density variance, and $a$ and $b$ are axial ratios that characterize the degree of anisotropy of the irregularities along and transverse to the magnetic field respectively. The function $Q(q)$ gives the shape of the three-dimensional irregularity SDF, and $\mathcal{K}(y)$ and $Q(q)$ are related by the expression

$$\mathcal{K}(y) = \int_0^\infty q J_0(qy) Q(q) dq \int_0^\infty q Q(q) dq \quad . \quad (7)$$
Thus, to the extent that the anisotropy of the measured phase and intensity correlation functions is characterized by Eq. (2) the data interpretation is comparatively straightforward. To investigate the validity of this assumption, therefore, we first consider the intensity ACF under conditions of weak scatter. It is shown in Rino and Fremouw (1977) that the intensity SDF, $\Phi_{\delta I}(k)$, is given by the simple relation

$$\Phi_{\delta I}(k) = 4\Phi_{\delta \phi}(k) \sin^2 \left[ h(k) \frac{\lambda}{4\pi} \right], \quad (8)$$

where

$$h(k) = \kappa^2 + \tan^2 \theta (\kappa_x \cos \varphi + \kappa_y \sin \varphi)^2 \quad . \quad (9)$$

Thus, the intensity ACF has the general form

$$R_{\delta I}(\Delta \rho, \Delta z; z) = 4r_e^2 \lambda \sec^2 \theta \, ab \langle \Delta N_e^2 \rangle \cdot \,$$

$$\times \int \int Q [A\kappa_x^2 + B\kappa_x \kappa_y + C\kappa_y^2] \sin^2 \left[ h(k) \frac{\lambda}{4\pi} \right]$$

$$\times \cos \left[ \kappa \cdot \Delta \rho_s \right] \frac{d \kappa}{(2\pi)^2} . \quad (10)$$

Because of the anisotropic diffraction term in Eq. (10), the anisotropy of $R_{\delta I}(\Delta \rho, \Delta z; z)$ is strictly characterized by Eq. (2) only in special situations. As an example, for isotropic irregularities $A\kappa_x^2 + B\kappa_x \kappa_y + C\kappa_y^2 = h(k)$ [see Appendix A], and Eq. (2) characterizes the anisotropy of $R_{\delta I}$. If we change variables in Eq. (10) so that

$$q_x = (\kappa_x \cos \varphi + \kappa_y \sin \varphi) \sec \theta \quad (11a)$$

and

$$q_y = (-\kappa_x \sin \varphi + \kappa_y \cos \varphi) \quad , \quad (11b)$$

then
\[ R_{\theta I}(\Delta \rho_s'; \Delta z, z) = 4r_e^2 \lambda^2 (L \sec \theta) \text{ab}(\Delta N_e^2) \]

\[ \times \int \int Q(A'q_x^2 + B'q_xq_y + C'q_y^2) \sin^2 \left[ q^2 \frac{\lambda(z \sec \theta)}{4\pi} \right] \]

\[ \times \cos \left( \vec{q} \cdot \Delta \rho_s' \right) \frac{dq}{(2\pi)^2}, \quad (12) \]

where

\[ \Delta \rho_s'_{x} = [\cos \varphi \cos \theta \Delta \rho_s_{x} - \sin \varphi \Delta \rho_s_{y}] \quad (13a) \]

\[ \Delta \rho_s'_{y} = [\sin \varphi \cos \theta \Delta \rho_s_{x} + \cos \varphi \Delta \rho_s_{y}] \quad (13b) \]

The coefficients \( A' \), \( B' \), and \( C' \) are defined in Rino and Fremouw (1977).

The diffraction term in Eq. (12) is now isotropic, and it follows that the anisotropy of \( R_{\theta I} \) in the \( \Delta \rho_s' \) plane is given by Eq. (2) with \( A \), \( B \), and \( C \) replaced by \( A' \), \( B' \), and \( C' \). Moreover, the same transformation can be applied to the phase, so that both the phase and amplitude have the same anisotropy in the \( \Delta \rho_s' \) plane which is normal to the propagation direction. This reference system, which was introduced by Briggs et al., (1950) and used by Singleton (1970), Moorcroft and Arima (1972), and others, generally simplifies the form of the results, but it is not completely general unless the transformation defined by Eq. (13) is used.

The analysis presented here shows that there are subtle, diffraction-induced differences between the anisotropy of the spatial structure of diffracted wavefield and that given by Eq. (2). However, for moderate zenith angles, the differences are quite small. If we consider that multiple scatter effects can be accommodated by iteratively applying the weak-scatter results (Rino, 1978), it follows that multiple-scatter effects do not change the anisotropy, although the shape of the ACFs of phase and intensity may change dramatically from that given by Eqs. (1) and (12) respectively.

One must also keep in mind that in a real (curved) ionosphere the angles \( \theta \), \( \varphi \), and \( \psi \) change along the propagation path. Thus, for
propagation at oblique angles in an extended region, there is a geometric smearing effect. In our analysis, we ignore the geometric smearing and are content with obtaining a set of effective or average values for the anisotropy, height, and drift of the irregularities.

Thus, we proceed under the assumption that Eq. (2) adequately characterizes the anisotropy of the wavefield. The receiver baselines are specified in an earth-fixed geographic coordinate system (Figure 2). If $\Delta R^T = (\Delta x_R, \Delta y_R, \Delta z_R)$ represents a particular baseline, then there is a $3 \times 2$ matrix $\sim$ (defined in Appendix B) such that

$$\Delta \rho_s = \sim \Delta R \quad .$$

(14)

Hence,

$$f^2(\Delta \rho_s) = \Delta R^T \sim' \sim' \Delta R \quad .$$

(15)

Ideally one would determine the matrix $\sim'$ and then use Eq. (14) to calculate $\Delta \rho_s$ to interpret a particular correlation measurement. As we have noted, however, $\sim'$ depends on the irregularity height, which is not known a priori. As we shall see in Section III, estimating the anisotropy and drift from a set of correlation function observations requires extensive computation. Hence, it is not practical to iterate the entire procedure for a number of heights.

Thus, we have adopted an approximate procedure by ignoring any height differences among the various receivers. We take $\sim'$ as the $2 \times 2$ matrix obtained by deleting the $s'_{13}$ and $s'_{23}$ elements in $\sim'$. It follows that

$$f^2(\Delta \rho_s) = \hat{\Delta} R'^T \hat{\sim} \hat{\sim} \sim' \Delta R' \quad ,$$

(16)

where

$$\hat{\sim} = \sim'_{11} \sim'_{22} \sim'_{12} \sim'_{21}$$

(17)

and $\hat{\Delta} R'$ is obtained from $\hat{\Delta} R$ by deleting the $\Delta z_R$ component.
Similarly,

\[ \frac{\hat{\nu}}{\nu_s} = \left[ \frac{\hat{\nu}}{\nu_s} \right]^{-1} \frac{\nu}{\nu_s} \tag{18} \]

\[ \text{C.E.} \]

\[ \text{FIGURE 2 RELATION BETWEEN LOCAL GEOMAGNETIC COORDINATE SYSTEM P AND RECEIVER SYSTEM R} \]

The anisotropy and drift parameters \( \hat{\xi} \) and \( \hat{\nu} \) are independent of height. The fundamental quantities \( \hat{\xi} \) and \( \hat{\nu} \) can then be computed easily for a variety of heights by inverting Eqs. (17) and (18). The final parameter set is determined by calculating the variation of \( \hat{\xi} \) and \( \hat{\nu} \) for a satellite pass with an assumed set of axial ratios and an irregularity height. The theoretically calculated values are compared to the measured values to obtain a best fit.
In Section III we shall describe a procedure for estimating \( \hat{\xi} \) and \( \hat{\zeta} \) from a set of spaced-receiver correlation function measurements. For display purposes, the anisotropy of the diffraction pattern is characterized by the axial ratio,

\[
\hat{A}R = \left[ \frac{\hat{A} + \hat{C} + \hat{D}}{\hat{A} + \hat{C} - \hat{D}} \right]^{1/2},
\]

(19a)

where

\[
\hat{D} = \left[ (\hat{A} - \hat{C})^2 + \hat{B}^2 \right]^{1/2},
\]

(19b)

and by the orientation angle of the principal irregularity axis relative to the y axis,

\[
\hat{\delta} = \frac{1}{2} \tan \left[ \frac{\hat{B}}{\hat{C} - \hat{A}} \right].
\]

(20)
For a system of \( n \) spaced receivers, there are \( n^2 \) temporal correlation functions, \( R_{ij}(\Delta t) \), where the subscripts \( i \) and \( j \) denote the particular receivers shown in Figure 1. Based on the model described in Section II, these correlation functions will have the general form

\[
R_{ij}(\Delta t) = R_{ij}[f(\Delta \rho_{ij} - \mathbf{v}_s \Delta t); \Delta t]
\]  

(21)

In Eq. (21) we allow for temporal changes in the diffraction pattern as it drifts with the apparent velocity, \( \mathbf{v}_s \). Thus, \( R_{ii} \) need not equal \( R_{jj} \). However, for \( i \neq j \), \( R_{ij}(\Delta t) = R_{ji}(-\Delta t) \), so only \( n(n + 1)/2 \) correlation functions need actually be computed.

Let us now assume that the \( n^2 \) correlation functions are numbered consecutively from 1 to \( n^2 \) and denote a particular correlation function and/or baseline in this set by a single superscript, for example

\[
R^{(j)}(\Delta t) = R^{(j)}[f(\Delta \rho_{j} - \mathbf{v}_s \Delta t); \Delta t]
\]  

(22)

Following the method of Armstrong and Coles (1972), we identify the intercept time delay, \( \tau_{jk} \), such that

\[
R^{(j)}[f(\Delta \rho_{j} - \mathbf{v}_s \tau_{jk}); \tau_{jk}] = R^{(k)}[f(\Delta \rho_{k} - \mathbf{v}_s \tau_{jk}); \tau_{jk}]
\]  

(23)

There are potentially \( (n^2)^2 - n^2 - 2n(n - 1) = n(n^3 - 3n + 2) \) such intersections. The subtracted terms account for the intersections of the \( n^2 \) correlation functions with themselves and the \( 2n(n - 1) \) intersections between the correlation functions and their mirror images. These intersections are independent of the correlation functions themselves and therefore provide no useful information.
By using the matrix notation introduced in Section II, it follows that Eq. (23) holds only if
\[
\frac{\Delta p}{\tau_{jk}} - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) ,
\]
or
\[
\frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) = \frac{1}{2} \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_{jk}} T \varepsilon (\Delta p) .
\] (24)

If \( \varepsilon \) is known, Eq. (24) constitutes an overdetermined set of equations that can be solved using least squares techniques for \( \frac{\Delta p}{\tau_{jk}} \). This scheme was used by Armstrong and Coles (1972) to determine solar wind velocities from spaced-receiver interplanetary scintillation measurements.

For ionospheric observations, the anisotropy of the diffraction pattern is unknown and must be determined. To determine the anisotropy, we introduce another set of equations by considering the time, lag \( \tau_j \), such that \( R(\tau_j) = \frac{\Delta p}{\tau_j} \) is maximized. It follows from Eqs. (21) or (22) that \( \tau_j \) must minimize the quadratic form \( \frac{\Delta p}{\tau_j} = \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) \). By direct computation, it can be shown that \( \tau_j \) must satisfy the relation
\[
\frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) = \frac{\Delta p}{\tau_j} V_{\text{eff}} ,
\] (25)
where
\[
V_{\text{eff}} = f(\frac{\Delta p}{\tau_j}) .
\] (26)

[Note that the phase ACF given by Eq. 1 has the form \( \frac{\Delta p}{\tau_j} = \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) \).]

Now, if we substitute Eq. (25) into Eq. (24), we obtain the system of equations
\[
\frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) - \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) = \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) \]
which can be solved for \( \frac{\Delta p}{\tau_j} T \varepsilon (\Delta p) \). Since \( V_{\text{eff}} \) is simply a scale factor, the anisotropy of the diffraction patterns is completely determined by
Eq. (27). Indeed, if we divide Eq. (24) by $v_{\text{eff}}^2$, it is clear that knowing $[\mathcal{L}/v_{\text{eff}}^2]$ is sufficient to determine $v_s$.

We can write Eq. (27) in a more compact form by defining the $N_1 \times 3$ matrix

$$
\mathcal{J} = \begin{bmatrix}
D^{(1)}_{xx} & D^{(1)}_{xy} & D^{(1)}_{yy} \\
\vdots & \vdots & \vdots \\
D^{(N_1)}_{xx} & D^{(N_1)}_{xy} & D^{(N_1)}_{yy}
\end{bmatrix}
$$

with elements

$$
D^{(i)}_{xx} = \Delta \rho_x^{(j)^2} - \Delta \rho_x^{(k)^2},
$$

$$
D^{(i)}_{xy} = \Delta \rho_x^{(k)} \Delta \rho_y^{(j)} - \Delta \rho_x^{(j)} \Delta \rho_y^{(k)},
$$

$$
D^{(i)}_{yy} = \Delta \rho_y^{(j)^2} - \Delta \rho_y^{(k)^2},
$$

where $j$ and $k$ take on all $N_1 = n(n^3 - 3n + 2)$ admissible pairs of intersection values. We also define the $N_1$-vector,

$$
\mathbf{T} = [2 \tau_{jk}^{(1)} (\tau_j^{(1)} - \tau_k^{(1)}), \ldots, 2 \tau_{jk}^{(N_1)} (\tau_j^{(N_1)} - \tau_k^{(N_1)})]^T,
$$

and the 3-vector,

$$
\mathbf{X} = [C/v_{\text{eff}}^2, B/v_{\text{eff}}^2, A/v_{\text{eff}}^2]^T.
$$

Then Eq. (27) can be written as

$$
\mathcal{J} \mathbf{X} = \mathbf{T},
$$

which has the least squares solution
Similarly, if we define the $N_I \times 2$ matrix,

$$
\mathbf{J} = \begin{bmatrix}
I_x^{(1)} & I_y^{(1)} \\
\vdots & \vdots \\
I_x^{(N_I)} & I_y^{(N_I)} \\
\end{bmatrix},
$$

(34)

where

\begin{align}
I_x^{(i)} &= C(\Delta \rho_x^{(i)} - \Delta \rho_x^{(k)}) - B/2(\Delta \rho_y^{(i)} - \Delta \rho_y^{(k)}) \\
I_y^{(i)} &= -B/2(\Delta \rho_x^{(i)} - \Delta \rho_x^{(k)}) + A(\Delta \rho_y^{(j)} - \Delta \rho_y^{(k)})
\end{align}

(35a, 35b)

and the $N_I$ vector $\vec{\tau}$ with elements

$$
\tau^{(i)} = \tau_0^{(i)} - \tau_k^{(i)},
$$

(36)

then, by using Eq. (27), we can rewrite Eq. (24) as

$$
\mathbf{J} \vec{v}_s = \vec{\tau}
$$

(37)

The least-squares solution of Eq. (37) is

$$
\hat{\vec{v}}_s = [\mathbf{J}^T \mathbf{J}]^{-1} \mathbf{J}^T \vec{\tau}
$$

(38)

Equations (33) and (38) give the anisotropy and relative pattern velocity deduced from a set of spaced-receiver temporal correlation function measurements.

To review the procedure, from a set of $n$ spaced-receiver measurements, we generate $n$ temporal ACFs and $n(n - 1)/2$ temporal cross-correlation...
functions. This is most efficiently done by using fast Fourier transform (FFT) techniques. We then reflect the cross correlation functions to generate the basic set of \( n^2 \) correlation functions.

We next determine \( \tau_j \), the time lag at which each of the \( n^2 \) correlation functions achieves its maximum value. For the ACFs, \( \tau_j = 0 \); of course, identically zero. Moreover, the \( \tau_j \) values for sets of complementary cross correlation functions are negatives of one another.

Finally, we determine the \( N_i = n(n^3 - 3n + 2) \) intersections. Here again, only half of the \( N_i \) values need actually be computed, since intersections between complementary pairs of cross correlation functions are negatives of one another. In general, however, not all possible intersections can be computed accurately. Two situations arise. First, if the correlation time is long compared to the data interval, then small errors in the correlation function estimate can lead to large errors in \( \tau_{jk} \). Second, at the other extreme of short correlation times, the intersections fall into the noise.

Thus, in our data reduction procedure we automatically reject \( \tau_{ij} \) values that occur beyond some preselected decorrelation time, typically the time to 70% decorrelation. To avoid inaccuracies due to long correlation times, we reject intersections that lie outside a preselected sub-interval within the data interval. One can increase the data interval to accommodate long correlation times, but this ultimately compromises the stationarity of the data, which leads to poor time resolution.

The data manipulations we have described here are rather involved, but they are practical with small, general purpose computers that have array processor capability. In Section IV, we present examples to illustrate the technique just described.
IV MODEL COMPUTATIONS AND REPRESENTATIVE EXAMPLES

In this section we apply the theory given in Section II and the method outlined in Section III to spaced-receiver data from the wideband satellite tracking stations at Poker Flat, Alaska, and Kwajalein. We first consider model computations based on the theory, use them to verify the data analysis method, and then present the representative Wideband data sets. Because the propagation geometry and irregularity structures at high latitudes differ so from those at the equator, the data from each region will be considered separately.

A. High Latitude Data

To specify the propagation angles for high latitudes, we have used a representative Wideband Satellite pass over the Poker Flat, Alaska receiving station. The satellite is in a 1000-km circular sun-synchronous orbit (Fremouw et al., 1978). The nighttime passes progress from east (premidnight) to west (postmidnight), with the trajectory of the ionospheric penetration point at a given altitude nearly parallel to the local geomagnetic meridian.

Figure 3 shows the ground projection of the 350-km penetration point for a typical postmidnight pass. The ground level constant magnetic L-shell contours are also shown to illustrate the near meridional alignment of the pass. The dip angle at the Poker Flat station is 76°. The propagation vector lies within the L shell at \( L \approx 5.5 \). For an overhead pass, field-aligned propagation occurs at this point.

Now, if we specify the axial ratio parameters \( a, b, \) and \( \delta \) (see Appendix A), the theory developed in Section II can be used to compute the axial ratio and orientation angle of the diffraction pattern as it would be measured at the Poker Flat receiving station. Figure 4 shows the results of such computations for three different parameter sets. A
field-aligned axially symmetric structure \((a = 10, b = 1, \delta = 0)\) produces highly elongated patterns at large zenith angles. The axial ratio decreases rapidly toward unity as the propagation vector approaches the magnetic zenith. The orientation of the principal axis measured relative to true north is initially along the geomagnetic meridian \((\delta = 29^\circ)\). Near the magnetic zenith, the diffraction pattern undergoes a very rapid change in orientation. This effect is easily visualized if one thinks of the shadow of a rod illuminated by a moving but nonaligned source.

If the irregularities have a high degree of spatial coherence transverse to the magnetic meridian plane \((b > 1, \delta = 0)\) as well as along the
magnetic field, the anisotropy of the diffraction pattern changes dramatically. As can be seen from the remaining two sets of curves in Figure 4, small axial ratios now occur for large zenith angles while the maximum axial ratio is achieved near the field-aligned direction where the diffraction pattern is nearly east-west aligned. Moreover, the orientation angle variations are sensitive to the degree of east-west anisotropy.

We see from these examples that, at high latitudes, the anisotropy of the diffraction pattern is a very sensitive function of the detailed irregularity anisotropy. To show this in another way, we calculated the delay time to the cross correlation peak for geomagnetic east-west and north-south aligned baselines.
The actual Wideband Satellite spaced-receiver system consists of three remote antennas, shown schematically in Figure 5. The delay parameter $\tau_j$ for the various antenna pairs, is easily obtained from Eq. (25). To determine $\nu_s$, we ignore the mean irregularity drift; thus, we assume that the temporal structure of the diffraction pattern is dictated entirely by the scan velocity induced by the satellite motion. Since the F-region scan velocity is not less than $\sim 3$ km/s, this is a reasonable assumption, even for auroral zone phenomena.

To display the results, we convert the delay parameter, $\tau_j$, to an apparent velocity by dividing $\tau_j$ into the corresponding baseline length. This gives the traditional apparent velocity parameter as defined by Briggs et al. (1950). The results are shown in Figure 6. The axially symmetric model produces comparatively small and fairly uniform apparent velocities for both the north-south and east-west baselines.

The sheet model, by comparison, produces an extremely large apparent east-west velocity shear at the point where the propagation path lies within the local L-shell. Moreover, the apparent north-south velocity is considerably more variable than the corresponding apparent velocity for axially symmetric irregularities. These results illustrate the point made in Section I: the delay parameter $\tau_j$ can be more sensitive to the diffraction pattern anisotropy than to the relative pattern drift.

For comparison with the apparent pattern velocities shown in Figure 6, the relative pattern drift, $\nu_s$, for this same pass is shown in Figure 7. In this case, of course, the relative pattern drift is due totally to satellite motion. The velocities shown are the east-west and north-south components of $\nu_s$. One should keep in mind that $\nu_s$ is influenced by the vertical drift component [see Eqs. (4) and (5)], and thus there will ultimately be some ambiguity in determining the meridional and zonal irregularity drifts. In the example, the drift speed is minimum at $\sim 3$ km/s at the point of closest approach and increases monotonically for larger zenith angles. In real data, departures from this pattern indicate true irregularity drifts or irregularity height changes.
Comparison of Figures 6 and 7 shows clearly that, for moving beacons in the auroral zone, it is impossible to estimate true pattern drifts, particularly east-west drifts, from measured apparent velocities without taking the irregularity anisotropy into account.

We next demonstrate the effectiveness of the intersection method, described in Section III, in extracting the anisotropy and relative drift from the actual Wideband system under ideal conditions. For these
FIGURE 6  APPARENT VELOCITIES FOR 300-m EAST-WEST AND 900-m NORTH-SOUTH BASELINES FOR THE HIGH-LATITUDE WIDEBAND PASS SHOWN IN FIGURE 3 AND THE IRREGULARITY MODELS USED IN FIGURE 4

simulations, the time-changing anisotropy parameters (axial ratio, orientation, and relative pattern velocities) are predicted by the model—for each antenna and between each of the antenna pairs—and then used in place of the measured correlation functions in the analysis routine. A simple gaussian form for \( R^{(j)}(y) \) [Eq. (22)] was used, with a decorrelation time similar to measured values.

The satellite pass geometry used in the simulations is that used to produce Figure 4. For the three anisotropy cases (sampled every 20 s during the pass), the largest discrepancies between the input and output parameters are: axial ratio 2% and orientation 0.01\(^\circ\). The errors in extracting the relative pattern drifts as shown in Figure 7, which are
independent of the irregularity model assumed, are better than 1\%, except in the region of most rapidly changing anisotropy, where errors of about 10\% occur. Overall then, under ideal conditions, the extraction method works very well.

We turn now to actual data. Figure 8 shows axial ratio and orientation angle estimates obtained by applying the analysis described in Section III to Wideband Satellite UHF (413 MHz) spaced-receiver measurements made at Poker Flat for pass number 12-11. The data clearly show
the enhanced axial ratios near the center of the pass that indicate sheet-like structures. Indeed, the sheet-model theory, which is superimposed on the data in Figure 8, fits exceptionally well up to \( \sim 1136 \) UT. Beyond 1136 UT, the UHF perturbations are very weak, which accounts for the large data scatter.

As one should expect, the model anisotropy computations are not particularly height-sensitive. On the other hand, the magnitude of the apparent velocities changes significantly with height. Figure 9 shows the measured apparent velocities for the same data. As was the case with Figure 6, large apparent velocities here are due to rapidly changing
irregularity anisotropy, with a prominent shear in the data from the east-west baseline.

The sheet-model data are shown for both E-region (110 km) and F-region (350 km) reference altitudes. The measured apparent velocities generally fall between the two model calculations. There is, however, a localized excursion that suggests an altitude change just after 1132 UT. This event is marked by the arrows in Figure 9. After 1133 UT, the data follow the E-region curve.

To illustrate the computation of the relative velocity, $\mathbf{v}_s$, we used a more uniformly disturbed pass than 12-11. The anisotropy parameters
for this data set, pass 12-10 are shown in Figure 10. A sheet model with $b < a$ seems to fit the data better than the model with $a = b = 10$, which was used for pass 12-11. The corresponding apparent velocity data are shown in Figure 11. Again, the apparent velocity shear is a prominent feature in the east-west baseline data.

The measured relative velocity data for pass 12-10 are shown in Figure 12. The data show a high degree of variability, which may be real. However, there is a systematic westward enhancement after 0947 UT, which is indicated by the arrow in Figure 12. Since there is no indication from Figure 11 of a height change during this period, the excess velocity can be attributed to irregularity drifts. Such large westward velocities are commonly associated with premidnight auroral surges.

Our purpose in presenting these data was to illustrate the technique of simultaneously estimating the anisotropy and relative drifts of a radiowave diffraction pattern in an extreme, rapidly changing geometry. As we apply the analysis to the large body of acquired data, the interpretation will be developed in detail. Nonetheless, a sheet-like anisotropy seems to be generally appropriate for auroral zone irregularities that develop within the region of the continuous (diffuse) and discrete aurora.

B. Equatorial Data

The situation at the equator is very different from that in the auroral zone, both in terms of the propagation geometry and irregularity structure. The F-region (350 km) penetration point for a near-overhead pass at the Wideband site on Kwajalein, Marshall Islands is shown in Figure 13. Such a pass scans a range of shallow dip angles, from $\sim 23^\circ$ in the north to $\sim -8^\circ$ in the south. As in Alaska, the F-region penetration scan is within a few degrees of the local magnetic meridian. On the ground, the spaced-receiver arrangement at Kwajalein is as shown in Figure 5, with the north-south 900-m baseline magnetically aligned.

Near the magnetic equator, the high conductivity along near-horizontal field lines creates elongated irregularity structures. Both this
elongation and the near-field alignment of the satellite scan act to produce a highly elongated diffraction pattern on the ground for the entire satellite pass. To show this quantitatively, we used the theory given in Section II to compute the diffraction pattern parameters for a near overhead pass at Kwajalein. The ground pattern axial ratio and orientation for axially symmetric 10:1 rods \((a = 10, b = 1, \delta = 0)\) and 50:1 rods at a 400-km altitude are shown in Figure 14. Projection of the ionospheric structure produces axial ratios a few times those of the in-situ irregularities at low elevation angles, and essentially reproduces the in-situ anisotropy near the closest approach. The orientation of the ground
correlation ellipse remains near 10 to 12 deg from geographic north during the entire pass.

The apparent velocities for this same pass geometry and irregularity structure are shown in Figure 15. The east-west apparent velocity for the rod model is a few hundred meters per second and decreases with increasing axial ratio. Beyond an axial ratio of about 50:1, the east-west apparent velocity essentially saturates and no longer decreases with increasing axial ratio. Because the propagation path is not quite in the local magnetic meridian, the satellite scan produces large, north-south, apparent velocity shears. The increase from 10:1 to 50:1 rods dramatically
FIGURE 12 MEASURED AND CALCULATED RELATIVE VELOCITIES, POKER FLAT PASS 12-10, 25 NOVEMBER 1976
affects the location of the shear early in the pass, and actually produces a second shear near the end.

For comparison with these apparent velocity drifts, the relative drift due to satellite scan motion is shown in Figure 16. Comparison of these relative velocities and the apparent velocities in Figure 15 show again (as at high latitudes) that for time-changing propagation geometry, removal of the anisotropy from the ground diffraction pattern is essential in interpreting apparent pattern velocities.
One point of concern in using the intersection method on the equatorial data is whether the north-south baseline spacing of ~ 900 m is adequate to measure the extreme pattern anisotropy that may occur. To ensure that the method can, in fact, resolve large axial ratios, a series of simulations, similar to those discussed earlier, have been carried out. Gaussian correlation functions with decorrelation times comparable to those in the data were again used to fully simulate the time-changing ground diffraction pattern.

Even with our relatively short baseline, the intersection method succeeds in extracting the correct axial ratio for the rod model and ground-pattern axial ratios up to about 200:1 with small errors. For example, 100:1 in-situ rods produce pattern axial ratios up to about
FIGURE 15 APPARENT VELOCITIES FOR 300-m EAST-WEST AND 900-m NORTH-SOUTH BASELINES FOR THE WIDEBAND EQUATORIAL PASS SHOWN IN FIGURE 13, AND THE IRREGULARITY MODELS USED IN FIGURE 14.

400:1 at the horizons. Pattern axial ratios up to about 200:1 are extracted with errors less than 1%; between 200:1 and 400:1, random errors of up to 12% are observed. It is important to note, however, that although errors are seen for these high axial ratios, the method never fails to obtain an estimate [i.e., \( AC > B^2/4 \) for all cases, see Eq. (3)]. In no case is the orientation error greater than 0.01°.

The analysis method does not do as well in extracting the relative drift velocities. For pattern axial ratios up to about 100:1, the errors in the extracted east-west and north-south relative velocities are below ~ 3%. For axial ratios between 100:1 and 150:1, random errors of up to about 20% are seen; beyond about 150:1, the intersection method generally fails to give reasonable results for relative drift velocities.
FIGURE 16  RELATIVE IRREGULARITY DRIFTS FOR THE EQUATORIAL WIDEBAND PASS SHOWN IN FIGURE 14, SATELLITE-INDUCED COMPONENT ONLY

All in all, this indicates that under ideal conditions we should obtain axial ratio, orientation, and relative drifts accurate to a few percent for 100:1 in situ, rod-like, F-region irregularities for more than half of a typical satellite pass. For the remainder of the pass good anisotropy but poor relative drift estimates are expected.

We next consider the experimental data for a high-elevation Kwajalein data set, pass 27-19. The geometry of this pass was used to generate the model calculations of Figures 14 through 16. The north-south and east-west
apparent velocities for pass 27-19 are shown in Figure 17. As was pointed out in conjunction with Figure 15, the axial ratio has a strong effect on the location of apparent north-south velocity shears. In this case, the location of the shear near 1219 UT is best matched by in-situ F-region rods with an axial ratio of \( \sim 100:1 \), the signature of which is superimposed in Figure 15. Although the shear location is well-matched in time in this comparison, there is a general underestimation of both the north-south and east-west apparent velocities. This is most likely an indication of true irregularity drift. We return to this point below.

The observed axial ratio and orientation for this same pass are shown in Figure 18. The agreement between the data and the 500-km 100:1 rod model is good for orientation but poor for axial ratio. The good correspondence between the model/data orientation is not surprising, since the correlation ellipse orientation is generally insensitive to changing anisotropy as long as the irregularities remain field-aligned.

The reason that the measured axial ratio is so low relative to the model calculations is more difficult to explain. First, we have strong evidence for irregularity axial ratios of \( \sim 100:1 \) in the apparent velocity data of Figure 17. Second, we have shown that the intersection method extracts axial ratios well, under ideal conditions, despite the extreme pattern elongation. Scrutiny of both the intersection method and the data indicates that one reason for poor performance in extracting axial ratio from real data could be that we do not have accurate enough estimates for the spaced-receiver antenna locations. This and other possibilities are being pursued further.

Although we currently have difficulty in obtaining anisotropy and relative drifts from the equatorial data, considerable information can be obtained from the apparent velocity data. For example, Figure 19 compares the measured apparent velocity data and the model calculations with 100 m/s, 200 m/s, and 300 m/s eastward F-region irregularity drifts. These drift magnitudes are consistent with other measures of the nighttime equatorial ionosphere (e.g., those of Woodman and La Hoz, 1976). Both the north-south and east-west measured apparent velocities are bracketed well by
100:1 F-region rods, drifting between 100 and 300 m/s eastward. The primary shortcoming of this approach is that it is generally insensitive to any north-south drifts, which thus cannot be extracted. The general ambiguity between vertical and horizontal drifts [see Eqs. (4) and (5)] still remains.

As with the high-latitude data, a large number of equatorial passes suitable for spaced-receiver analysis have been collected. Detailed interpretation of this data and continued refinement of the method are under way. To date, information such as that in Figures 14 through 19 gives us preliminary but firm indications that axially symmetric, highly elongated, rod-like irregularities produce the bulk of the equatorial scintillation.
FIGURE 18 MEASURED AND CALCULATED AXIAL RATIO AND ORIENTATION ANGLE, KWAJALEIN PASS 27-19, 26 AUGUST 1977
FIGURE 19 MEASURED AND CALCULATED APPARENT VELOCITIES WITH EASTWARD IRREGULARITY DRIFTS INCLUDED, KWAJALEIN PASS 27-19, 26 AUGUST 1977
V DISCUSSION

We have developed and demonstrated a technique (actually suggested by Armstrong and Coles, 1972) for simultaneously estimating the anisotropy and relative irregularity drifts of a radio wave diffraction pattern. Because of the complicated geometric dependence of the scattering phenomenon, the apparent velocities can differ considerably from the relative irregularity drifts—thus the need for the rather elaborate procedure.

By using model computations, we have inferred actual irregularity anisotropy parameters and heights that could explain the data. Moreover, by calculating the satellite-induced component of the relative irregularity drifts we were able to estimate true irregularity drifts. The preliminary results validate the technique and are interesting in their own right.

Nonetheless, one would like some guidelines to evaluate the uncertainty in the inferred parameters. We have not yet attempted to derive error bars. In the analysis, however, we used the magnitude of the determinants of the square matrices in Eqs. (33) and (38) to establish an acceptability threshold for individual parameter estimates. Beyond this, we relied on the agreement between the model calculations and the parameter estimates to establish confidence in the results.

There are also practical considerations. The sample interval and data block length critically influence the precision that can be obtained. The Wideband Satellite spaced-receiver system uses four fully coherent spaced receivers. Thus, the anisotropy and drift parameters can be independently determined from the phase and amplitude correlation functions. Since phase decorrelates much more slowly than amplitude, the latter is generally easier to use.
The amplitude and phase data are detrended as described in Fremouw et al. (1978) prior to the correlation function analysis. This procedure effectively establishes a common reference level for the signals, thereby minimizing normalization errors. The cross correlation delays $\tau_i$ and the intersections $\tau_{ij}$ are precisely determined by polynomial interpolation. By using an array processor, the data reduction for an entire ~15-min pass is performed in less than 1 hour.

In summary, the apparent velocity parameter cannot be simply interpreted to obtain pattern drifts. Rather, an analysis procedure must be employed that simultaneously determines the anisotropy and relative drift of the diffraction pattern. We have described and demonstrated such a procedure in this report. In the next phase of analysis, procedures will be developed to automate the extraction of height and true drift estimates from the measured anisotropy and apparent pattern drifts.
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Appendix A
ANISOTROPY COEFFICIENTS

In Rino and Fremouw (1977) it is shown that the two-dimensional phase SDF, \( \xi_{\phi \phi} (\overrightarrow{r}) \), is related to the three-dimensional irregularity SDF \( \xi_{\Delta N_e} (\overrightarrow{k}, \kappa_z) \) by the relation

\[
\xi_{\phi \phi} (\overrightarrow{r}) = r^2_0 2 \lambda \sec^2 \theta \xi_{\Delta N_e} (\overrightarrow{k}, -\tan \theta \overrightarrow{\kappa}, \overrightarrow{k}) . \tag{A-1}
\]

Now, if we assume that there exists a coordinate system \((r, s, t)\) in which the three-dimensional spatial correlation depends only on \([r^2 + (s/a)^2 + (t/r)^2]^{1/2}\), with \(a \) and \(b \geq 1\), the corresponding functional dependence of \( \xi_{\Delta N} (\overrightarrow{k}, \kappa_z) \) on \( \overrightarrow{k} \) and \( \kappa_z \) can be computed by straightforward manipulations.

For the coordinate system of Figure 1, the functional dependence is given in terms of the quadratic form \( [(\overrightarrow{k}, \kappa_z)^T \hat{C}(\overrightarrow{k}, \kappa_z)]^{1/2} \) where \( \hat{C} \) is a \( 3 \times 3 \) matrix with elements:

\[
\begin{align*}
\hat{C}_{11} &= a^2 \cos^2 \psi + \sin^2 \psi (b^2 \sin^2 \delta + \cos^2 \delta) \tag{A-2a} \\
\hat{C}_{22} &= b^2 \cos^2 \delta + \sin^2 \delta \tag{A-2b} \\
\hat{C}_{33} &= a^2 \sin^2 \psi + \cos^2 \psi (b^2 \sin^2 \delta + \cos^2 \delta) \tag{A-2c} \\
\hat{C}_{12} &= \hat{C}_{21} = (b^2 - 1) \sin \psi \sin \delta \cos \delta \tag{A-2d} \\
\hat{C}_{13} &= \hat{C}_{31} = (a^2 - b^2 \sin^2 \delta - \cos^2 \delta) \sin \psi \cos \psi \tag{A-2e} \\
\hat{C}_{23} &= \hat{C}_{32} = -(b^2 - 1) \cos \psi \sin \delta \cos \delta \tag{A-2f}
\end{align*}
\]
Appendix B

SOME USEFUL COORDINATE TRANSFORMATIONS

Earth-fixed spaced receivers are most conveniently measured in a system as shown in Figure 2 where $z_R$ is positive upward and $y_R$ is positive northward. The rotation to any other geographic system, say $x'y'z'$, is given by the $3 \times 3$ matrix $R$ with elements:

$$
r_{11} = \cos \lambda_p \cos \lambda_R + \sin \lambda_p \sin \lambda_R \quad \text{(B-1a)}$$

$$
r_{12} = (-\cos \lambda_p \sin \lambda_R + \sin \lambda_p \cos \lambda_R) \sin \varphi_R \quad \text{(B-1b)}$$

$$
r_{13} = (\cos \lambda_p \sin \lambda_R - \sin \lambda_p \cos \lambda_R) \cos \varphi_R \quad \text{(B-1c)}$$

$$
r_{21} = (-\sin \lambda_p \cos \lambda_R + \cos \lambda_p \sin \lambda_R) \sin \varphi_p \quad \text{(B-1d)}$$

$$
r_{22} = (\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \sin \varphi_p \sin \varphi_R + \cos \varphi_p \cos \varphi_R \quad \text{(B-1e)}$$

$$
r_{23} = -(\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \sin \varphi_p \cos \varphi_R + \cos \varphi_p \sin \varphi_R \quad \text{(B-1f)}$$

$$
r_{31} = (\sin \lambda_p \cos \lambda_R - \sin \lambda_R \cos \lambda_p) \cos \varphi_p \quad \text{(B-1g)}$$

$$
r_{32} = -(\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \cos \varphi_p \sin \varphi_R + \sin \varphi_p \cos \varphi_R \quad \text{(B-1h)}$$

$$
r_{33} = (\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \cos \varphi_p \cos \varphi_R + \sin \varphi_p \sin \varphi_R \quad \text{(B-1i)}$$

where $\lambda_R$ and $\lambda_p$ denote the respective longitudes and $\varphi_R$ denotes the respective latitudes.

To transform a point from the $x'_R y'_R z'_R$ system to the $xyz$ system, a second rotation and a reflection are required; this is implemented by multiplying by the matrix $D$. If $\delta$ represents the magnetic declination angle, then
The angle $\psi$ is shown in Figure 1. The angle $\delta$ is the orientation angle of the transverse irregularity axis. Thus, if we take $s$ to lie along the local magnetic field direction, $\psi$ is the dip angle.

The coefficients $A$, $B$, and $C$ are readily deduced by substituting $-\tan \theta \hat{a}_T \cdot \hat{z}$ for $\kappa_z$ and collecting the terms multiplying $\kappa_x^2$, $\kappa_x \kappa_y$, and $\kappa_y^2$. The result of these manipulations gives the desired expressions:

$$A = [\hat{C}_{11} + \hat{C}_{33} \tan^2 \theta \cos^2 \varphi - 2\hat{C}_{13} \tan \theta \cos \varphi] \quad \text{(A-3a)}$$

$$B = 2[\hat{C}_{12} + \hat{C}_{33} \tan^2 \theta \sin \varphi \cos \varphi - \tan \theta (\hat{C}_{13} \sin \varphi + \hat{C}_{23} \cos \varphi)] \quad \text{(A-3b)}$$

$$C = [\hat{C}_{22} + \hat{C}_{33} \tan^2 \theta \sin^2 \varphi - 2\hat{C}_{23} \tan \theta \sin \varphi] \quad \text{(A-3c)}$$

We note that if $a = b = 1$ (isotropic irregularities), then

$$A = 1 + \tan^2 \theta \cos^2 \varphi \quad \text{(A-4a)}$$

$$B = 2 \tan^2 \theta \sin \varphi \cos \varphi \quad \text{(A-4b)}$$

$$C = 1 + \tan^2 \theta \sin^2 \varphi \quad \text{(A-4c)}$$

Thus, the diffraction pattern is not, in general, isotropic, even if the irregularities themselves are isotropic.
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SOME USEFUL COORDINATE TRANSFORMATIONS

Earth-fixed spaced receivers are most conveniently measured in a system as shown in Figure 2 where \( z_R \) is positive upward and \( y_R \) is positive northward. The rotation to any other geographic system, say \( x_y_z_p \), is given by the \( 3 \times 3 \) matrix \( R \) with elements:

\[
\begin{align*}
    r_{11} &= \cos \lambda_p \cos \lambda_R + \sin \lambda_p \sin \lambda_R \\
    r_{12} &= (-\cos \lambda_p \sin \lambda_R + \sin \lambda_p \cos \lambda_R) \sin \varphi_R \\
    r_{13} &= (\cos \lambda_p \sin \lambda_R - \sin \lambda_p \cos \lambda_R) \cos \varphi_R \\
    r_{21} &= (-\sin \lambda_p \cos \lambda_R + \cos \lambda_p \sin \lambda_R) \sin \varphi_p \\
    r_{22} &= (\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \sin \varphi_p \sin \varphi_R + \cos \varphi_p \cos \varphi_R \\
    r_{23} &= -(\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \sin \varphi_p \cos \varphi_R + \cos \varphi_p \sin \varphi_R \\
    r_{31} &= (\sin \lambda_p \cos \lambda_R - \sin \lambda_R \cos \lambda_p) \cos \varphi_p \\
    r_{32} &= -(\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \cos \varphi_p \sin \varphi_R + \sin \varphi_p \cos \varphi_R \\
    r_{33} &= (\sin \lambda_p \sin \lambda_R + \cos \lambda_p \cos \lambda_R) \cos \varphi_p \cos \varphi_R + \sin \varphi_p \sin \varphi_R
\end{align*}
\]

where \( \lambda_R \) and \( \lambda_p \) denote the respective longitudes and \( \varphi_R \) denotes the respective latitudes.

To transform a point from the \( x_y_z_p \) system to the \( x_y_z \) system, a second rotation and a reflection are required; this is implemented by multiplying by the matrix \( D \). If \( \delta \) represents the magnetic declination angle, then
\[ D = \begin{pmatrix} \sin \delta & \cos \delta & 0 \\ \cos \delta & -\sin \delta & 0 \\ 0 & 0 & 1 \end{pmatrix} \]  

The overall transformation is denoted by the \( 3 \times 3 \) matrix \( S = DR \) with elements \( s_{ij} \).

Now, as shown in Section III, contours of constant correlations of intensity or phase are defined by constant values of

\[ f^2(\Delta p_s) = \Delta \vec{p}_s^T \bar{E} \Delta \vec{p}_s \]  

If \( \vec{AR} \) represents a vector in the \( x_R y_R z_R \) system, the 2-vector \( \Delta \vec{p}_s \) is obtained by first generating \( \Delta \vec{a}_R \) and then using the definition of \( \Delta \vec{p}_s \) in Eq. (4). The overall manipulation can be represented by the \( 2 \times 3 \) matrix \( S' \) with elements:

\[
\begin{align*}
    s'_{11} &= s_{11} + \tan \theta \cos \varphi r_{31} \\
    s'_{12} &= s_{12} + \tan \theta \cos \varphi r_{32} \\
    s'_{13} &= s_{13} + \tan \theta \cos \varphi r_{33} \\
    s'_{21} &= s_{21} + \tan \theta \cos \varphi r_{31} \\
    s'_{22} &= s_{22} + \tan \theta \sin \varphi r_{32} \\
    s'_{23} &= s_{23} + \tan \theta \sin \varphi r_{33} 
\end{align*}
\]

In terms of \( S' \), therefore,

\[ f^2(\Delta \vec{p}_s) = \Delta \vec{a}_R^T \bar{S}'^T \bar{E} \bar{S} \Delta \vec{a}_R \]  
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