A GLOBALLY AND QUADRATICALLY CONVERGENT ALGORITHM FOR GENERAL N-ETC(U)
MRC Technical Summary Report #1973

A GLOBALLY AND QUADRATICALLY CONVERGENT ALGORITHM FOR GENERAL NONLINEAR PROGRAMMING PROBLEMS

Michael J. Best, Jürgen Brauning, Klaus Ritter and Stephen M. Robinson

Mathematics Research Center
University of Wisconsin—Madison
610 Walnut Street
Madison, Wisconsin 53706

July 1979

(Received February 26, 1979)

Approved for public release
Distribution unlimited

Sponsored by
U.S. Army Research Office
P.O. Box 12211
Research Triangle Park
North Carolina 27709

National Research Council
Montreal Road
Ottawa, Ontario K1A 0R6
Canada

National Science Foundation
Washington, D.C. 20550
UNIVERSITY OF WISCONSIN - MADISON
MATHEMATICS RESEARCH CENTER

A GLOBALLY AND QUADRATICALLY CONVERGENT ALGORITHM
FOR GENERAL NONLINEAR PROGRAMMING PROBLEMS

Michael J. Best*, Jürgen Bräuninger**, Klaus Ritter** and Stephen M. Robinson†

Technical Summary Report #1973
July 1979

ABSTRACT

This paper presents an algorithm for the minimization of a nonlinear objective
function subject to nonlinear inequality and equality constraints. The proposed
method has the two distinguishing properties that, under weak assumptions, it con-
verges to a Kuhn-Tucker point for the problem and under somewhat stronger assump-
tions, the rate of convergence is quadratic. The method is similar to a recent
method proposed by Rosen in that it begins by using a penalty function approach to
generate a point in a neighborhood of the optimum and then switches to Robinson's
method. The new method has two new features not shared by Rosen's method. First,
a correct choice of penalty function parameters is constructed automatically, thus
guaranteeing global convergence to a stationary point. Second, the linearly con-
strained subproblems solved by the Robinson method normally contain linear
inequality constraints while for the method presented here, only linear equality
constraints are required. That is, in a certain sense, the new method "knows"
which of the linear inequality constraints will be active in the subproblems. The
subproblems may thus be solved in an especially efficient manner.

Preliminary computational results are presented.
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SIGNIFICANCE AND EXPLANATION

This paper presents a computational method for solving the problem of minimizing a nonlinear function subject to nonlinear inequality and equality constraints. Such optimization problems need to be solved in many practical applications, and one of the difficulties to which most numerical algorithms are subject is that of finding a starting point close enough to the true solution. In this paper we show that by combining two different types of numerical methods, one can produce a method which can be started at any point and which, under fairly weak assumptions, will converge to a (local) solution of the optimization problem no matter how bad the starting point may have been.

The responsibility for the wording and views expressed in this descriptive summary lies with MRC, and not with the authors of this report.
A GLOBALLY AND QUADRATICALLY CONVERGENT ALGORITHM
FOR GENERAL NONLINEAR PROGRAMMING PROBLEMS

Michael J. Best*, Jürgen Bräuning**, Klaus Ritter** and Stephen M. Robinson

1) INTRODUCTION, GENERAL DESCRIPTION OF THE METHOD

This paper presents an algorithm for the minimization of a nonlinear objective
function subject to nonlinear inequality and equality constraints. The distinguishing
features of the proposed method are that, under weak assumptions, it is guaranteed to
converge to a Kuhn-Tucker point for the given problem (Theorem 1) and, under somewhat
stronger assumptions, the rate of convergence is quadratic (Theorem 2).

The method is somewhat similar to a recently proposed method by Rosen [10]. Like
the Rosen method, the new method uses a penalty function to find a point in a neighbor-
hood of the optimum, and then switches to the method of Robinson [9] which, under
appropriate assumptions, gives the quadratic rate of convergence.

In both Rosen's method and the method proposed herein, the penalty function is
used to locate a point in a neighborhood of the optimum. Robinson [9] has shown that
if his method is initiated with a point sufficiently close to the optimum, then con-
vergence will occur and, under appropriate assumptions, the rate of convergence will
be R-quadratic. If the penalty function parameter, say \( \mu \), is required to approach
+ \( \infty \), then its choice in the first phase of either algorithm is critical. If \( \mu \) is
chosen to be too small, then the point constructed by the penalty function may be too
far from the optimum for Robinson's method to converge. Conversely, if \( \mu \) is chosen
to be too large, then although a point sufficiently close to the optimum will be con-
structed, the resulting penalty function will be numerically difficult and computa-
tionally expensive to minimize.
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Rosen's approach is to use a certain fixed value of $u$ based on experimental results from a number of small test problems. The penalty function problem is then solved to produce a point which is then used to initiate Robinson's method. The inherent difficulty in this approach is that the choice of $u$ may be too small so that the resulting point may not be sufficiently close to the optimum for Robinson's method to converge. Rosen's method does not allow for this possibility.

The method proposed here explicitly allows for such a possibility in such a way that under weak assumptions, convergence to a stationary point is guaranteed. Each nonlinear constraint function is associated with its own penalty function parameter. These are initially set to a suitably small value. The penalty function is then minimized. The resulting point is then passed to Robinson's method. One or more iterations of the Robinson method are then performed. After each such iteration, certain tests are performed. Essentially these tests are performed to determine whether or not Robinson's method is converging, or, put another way, the tests determine whether or not the point found by the penalty function is in a suitably small neighborhood of the optimum. If the tests are successfully passed, then an additional iteration of Robinson's method is performed. If not, then certain of the penalty function parameters are increased and a return is made to the penalty function method. Under suitable assumptions, it is shown that after a finite number of steps, these tests are always successfully passed.

For a problem with nonlinear inequality constraints, the Robinson method subproblems contain linearizations of all such constraints and the resulting linear constraints are inequality constraints. In Rosen's approach, therefore, a significant portion of the computational effort required to solve a linearly constrained subproblem is devoted to determining which of these inequalities will be active at the optimum of the subproblem. In the new method, however, only linear equality constraints are passed to the Robinson subproblems as is proposed in [3]. Certain tests are used to decide prior to entering the Robinson subproblem, which of the linear inequalities should be active. It is shown that after a finite number of steps, the solutions to
the resulting subproblems are precisely those which would be determined from the
original Robinson method.

Since the Robinson-type subproblems contain linear equality constraints only, an
appropriate decrease in the computational effort required for their solution is
anticipated.

As in the case for Rosen's approach, any efficient algorithm capable of minimizing
a nonlinear objective function subject to linear equality constraints may be used to
solve both the penalty function and the Robinson subproblems. Of course, if the given
nonlinear problem contains linear inequality constraints as well as nonlinear con-
straints, the linear inequality constraints should be kept explicit in both the penalty
problems and the Robinson subproblems. This can be done in an obvious fashion and for
notational simplicity we do not give the details here. We do, however, consider linear
equality constraints explicitly.

For the solution of the linearly constrained subproblems, Rosen recommends the
algorithm of [7]. Because of their established rapid rates of convergence, we also
suggest the algorithms in [2] and [8] as alternatives.

Preliminary computational results are given in Section 6.

Rosen suggests the use of a squared external penalty function. The difficulty
with this is that it has discontinuous second derivatives and therefore, the rate of
convergence of the algorithm used to solve it, e.g. [2] or [8], may not be as fast as
possible. Here we use an external quartic penalty function which does have continuous
second derivatives, so that the rapid convergence rates of [2] and [8] will apply. We
point out that this particular type of penalty function may not be the most numerically
efficient. However, to take advantage of the rapid rate of convergence of [2] or [8],
a penalty function with continuous second derivatives should be used.

For any column vector $x$ and matrix $H$, we use $x'$ and $H'$ to denote transpose,
respectively.
2) FORMULATION OF THE PROBLEM

We consider the model problem

\[ \min \{ f(x) \mid x \in \mathcal{M} \}, \quad x \in \mathbb{R}^n, \]

where

\[ \mathcal{M} = \{ x \mid h_i(x) \leq 0, \quad i = 1, \ldots, m; \quad h_1(x) = 0, \quad i = m + 1, \ldots, m + q + p \}, \]

\[ h_i(x) = a_i^T x + \delta_i, \quad i = m + q + 1, \ldots, m + q + p, \] and

\[ f(x), \quad h_1(x), \ldots, h_{m+q}(x) \] are continuously differentiable.

The model problem thus has \( m \) nonlinear inequality constraints, \( q \) nonlinear equality constraints and \( p \) linear equality constraints. We use the penalty function

\[ P(x; u_1, \ldots, u_{m+q}) = f(x) + \sum_{i=1}^{m+q} u_i (h_i(x))^4 + \frac{m+q}{2} \sum_{i=m+1}^{m+q} u_i (h_i(x))^4 \]

where

\[ h_i(x) = \begin{cases} h_i(x) & \text{if } h_i(x) \geq 0 \\ 0 & \text{if } h_i(x) < 0. \end{cases} \]

We use the following notation for the linearized problems:

\[ Lh_i(x; x_j) := h_i(x_j) + \nabla h_i(x_j) (x - x_j), \]

\[ H(x; x_j; u_j) := f(x) - \sum_{i=1}^{m+q} (u_i) h_i(x) - Lh_i(x; x_j) \]

\[ \text{LPH}(x_j, u_j) := \min \{ H(x; x_j, u_j) \mid Lh_i(x; x_j) \leq 0, \quad i = 1, \ldots, m \}, \]

\[ \text{LPH}(x_j, u_j, I) := \min \{ H(x; x_j, u_j) \mid Lh_i(x; x_j) = 0, \quad i = m + 1, \ldots, m + q + p \}, \]

where \( I \subseteq \{1, \ldots, m + q + p \} \).

The algorithm requires a procedure to minimize a nonlinear objective function subject to linear equality constraints. As previously mentioned, the algorithms in [2], [7] and [8] are good candidates, but any efficient algorithm would suffice. We refer to such a procedure as procedure \( \mathcal{P} \). Procedure \( \mathcal{P} \) is to solve a problem of the form

\[ (*) \quad \min \{ c(x) \mid Lh_i(x; x_j) = 0, \quad i \in I \}, \]

where \( c(x) \) is any nonlinear function and \( I \) is a specified index set. If \( c(x) \) is equal to \( H(x; x_j, u_j) \) and if the minimization problem has Kuhn-Tucker points, it is
assumed that procedure \( \overline{Y} \) determines the Kuhn-Tucker point \( (\overline{x}, \overline{u}) \) which is closest to \( (x_j, u_j) \). If \( \zeta(x) \) is equal to \( P(x; u_1, \ldots, u_{m+q}) \) and \( I \subseteq \{m+q+1, \ldots, m+q+p\} \) then it is assumed that procedure \( \overline{Y} \) determines a Kuhn-Tucker point \( (\overline{x}, \overline{u}) \) such that

\[
P(\overline{x}, u_1, \ldots, u_{m+q}) \leq \gamma \]

where the constant \( \gamma \) is independent of \( u_1, \ldots, u_{m+q} \); note that this property surely holds if \( \overline{x} \) is an optimal solution of (*) In connection with (*) we use the notation

\[
\overline{x} = \Phi(\zeta(x), x_j, I),
\]

\[
(\overline{u})_i = \theta_i(\zeta(x), x_j, I) \quad \text{for all } i \in I, \quad \text{and}
\]

\[
(\overline{u})_i = 0 \quad \text{for all } i \notin I.
\]

Thus \( (\overline{u})_i \) is the Kuhn-Tucker multiplier, or dual variable, associated with the linearization of constraint \( i \). Note that these dual variables are the negatives of those in e.g., [9].

We remark that the given linear constraints are unchanged by the linearization.

3) THE ALGORITHM

Throughout the paper we require the following assumption to be satisfied.

Assumption 1.

i) There is a number \( \tau \) such that \( f(x) \geq \tau \) for all \( x \) in the set

\[
S = \{x | h_i(x) = a'_i x - \beta_i = 0, \quad i = m + q + 1, \ldots, m + q + p\}.
\]

ii) \( \max_{1 \leq i \leq m} |h_i(x)|, \quad i = m + 1, \ldots, m + q \}

as \( \|x\| \rightarrow \infty, \quad x \in S \),

iii) \( M \neq \emptyset \).

The first two parts of the above assumption assure that the subproblems

\[
(*) \quad \min_{x \in S} \{P(x; u_1, \ldots, u_{m+q}) | x \in S\}
\]

possess optimal solutions. The last part is a necessary assumption for the primary problem PR to have an optimal solution.

A precise statement of the algorithm for the solution of problem PR is as follows.
Step 0: Choose an initial point $x_0$ and constants $\alpha > 0$, $\beta > 0$. Set

$I' = \{m + q + 1, \ldots, m + q + p\}$, $\nu_1 = \ldots = \nu_{m+q} = 1$, $j = k = 0$

and go to Step 1.

Step 1: Use the procedure $\mathcal{Y}$ to compute

$$x_{j+1} = \mathcal{Y}(P(x)_{\nu_1, \ldots, \nu_{m+q}}, x', I')$$

and

$$(u_{j+1})_i = \mathcal{Y}_i(P(x)_{\nu_1, \ldots, \nu_{m+q}}, x, I')$$

for $i \in I'$. Set $k = j + 1$, replace $j$ by $j + 1$ and go to Step 2.

Step 2: If $(\max h^i(x_k), i = 1, \ldots, m, |h^i(x_k)|, i = m + 1, \ldots, m + q) \leq \beta$, go to Step 3. Otherwise replace $\nu_i$ by $10\nu_i$, if $i \leq m$ and $h^i(x_k) > \beta$ or $i > m$ and $|h^i(x_k)| > \beta$ and go to Step 1.

Step 3: Set

$$(u_{k})_i = \left\{ \begin{array}{ll}
-4\nu_i (h^i(x_k))^3 & \text{for } i = 1, \ldots, m \\
-4\nu_i (h^i(x_k))^3 & \text{for } i = m + 1, \ldots, m + q
\end{array} \right.$$

$$z_k = \begin{bmatrix} x_k \\ u_k \end{bmatrix}$$

Determine $I^*_k$ such that $i \in I^*_k$ if and only if $i \leq m$ and $|h^i(x_k)| < -(u_{k})_i$. If $I^*_k$ has more than $n$ elements replace $\nu_i$ by $10\nu_i$, $i = 1, \ldots, m + q$, and go to Step 1; otherwise go to Step 4.

Step 4: Use the procedure $\mathcal{Y}$ to solve the problem

$$\min_{\mathcal{H}(x;x, u)} (H(x(x); x)) = 0, i \in I^*_k)$$

If no Kuhn-Tucker point exists replace $\nu_i$ by $10\nu_i$, $i = 1, \ldots, m + q$, and go to Step 1; otherwise set

$$x_{j+1} = \mathcal{Y}(H(x; x, u), x, I^*_k)$$
and
\[ (u_{j+1})_i = \begin{cases} 0 & \text{if } i \in I_k \\ \frac{\theta (H(x; x_j, u_j), x_j, 1)}{} & \text{if } i \not\in I_k \end{cases} \]

Set
\[ z_{j+1} = \begin{bmatrix} x_{j+1} \\ u_{j+1} \end{bmatrix}, \]
replace \( j \) with \( j + 1 \) and go to Step 5.

**Step 5:** If
\[ \|z_j - z_{j-1}\| \leq a \left( \frac{1}{2} \right)^{j-k} \]
and
\[ (u_j)_i \leq 0 \quad \text{for all } i \in I_k, \]
and
\[ \Delta h_i(x_j x_{j-1}) \leq 0 \quad \text{for all } i \not\in I_k \]
then go to Step 4; otherwise replace \( u_i \) by \( 10 u_i \), \( i = 1, \ldots, m+q \), and go to Step 1.

4) **CONVERGENCE**

The following three lemmas establish properties of the subproblems (**). They are used to demonstrate the basic convergence theorem (Theorem 1). To simplify the notation we set
\[ P_i(x) = P(x; u_1, \ldots, u_{m+q}, i) \]
where we assume that the penalties \( u_{ik} \geq 1 \) for all \( i \) and \( k \).

**Lemma 1**

For every \( i = 0, 1, \ldots, \) the problem
\[ \min \{ P_i(x) | x \in S \} \]
has an optimal solution and, therefore, at least one Kuhn-Tucker point.

**Proof:** Let \( \hat{x} \in M \). For every \( i \) set
\[ S(\hat{x}) = \{ x \in S | P_i(x) \leq P_i(\hat{x}) \} \].
Then

\[ S(\mathbf{x}) = \{ \mathbf{x} \in S \mid P_k(\mathbf{x}) \leq f(\mathbf{x}) \} \subset \{ \mathbf{x} \in S \mid \sum_{i=1}^{m} (h_i(\mathbf{x}))^4 + \sum_{i=m+1}^{m+q} (h_i(\mathbf{x}))^4 \leq f(\mathbf{x}) - \tau \}, \]

and it follows from the continuity of \( P_k(\mathbf{x}) \) and part (ii) of Assumption 1 that \( S(\mathbf{x}) \) is compact. Thus the problem \( \min \{ P_k(\mathbf{x}) \mid \mathbf{x} \in S(\mathbf{x}) \} \) has an optimal solution which is also an optimal solution to \( \min \{ P_k(\mathbf{x}) \mid \mathbf{x} \in S \} \).

For \( k = 0, 1, \ldots \), let \((\mathbf{x}_k^*, u_k)\) be a Kuhn-Tucker point of the problem

\[ \min \{ P_k(\mathbf{x}) \mid \mathbf{x} \in S \} \]

obtained by procedure \( \mathcal{V} \). Then the sequence \( \{\mathbf{x}_k^*\} \) has the following properties.

**Lemma 2**

1) The sequence \( \{\mathbf{x}_k^*\} \) is bounded.

2) For every \( \epsilon > 0 \) there is \( \rho(\epsilon) > 0 \) such that, for all \( i \), the following property holds.

   If \( i \in \{1, \ldots, m\} \) then \( \mu_{ik} \geq \rho(\epsilon) \) implies \( h_i(\mathbf{x}_k^*) \leq \epsilon \).

   If \( i \in \{m+1, \ldots, m+q\} \) then \( \mu_{ik} \geq \rho(\epsilon) \) implies \( |h_i(\mathbf{x}_k^*)| \leq \epsilon \).

3) Every cluster point of \( \{\mathbf{x}_k^*\} \) is in \( M \), provided

\[ \min(\mu_{ik} \mid i = 1, \ldots, m + q) \rightarrow \infty \quad \text{as} \quad k \rightarrow \infty. \]

**Proof:**

1) For every \( i \), \( \mathbf{x}_k^* \) is in the set

\[ \{ \mathbf{x} \in S \mid P_k(\mathbf{x}) \leq \gamma \} \]

which by part (ii) of Assumption 1 is bounded.

2) Because \( f(\mathbf{x}) \geq \tau \) for all \( \mathbf{x} \in S \) we have for \( i = 1, \ldots, m \),

\[ \mu_{ik} (h_i(\mathbf{x}_k^*))^4 \leq P_k(\mathbf{x}_k^*) - f(\mathbf{x}_k^*) \leq \gamma - \tau. \]

Thus

\[ h_i(\mathbf{x}_k^*) \leq \left( \frac{\gamma - \tau}{\mu_{ik}} \right)^{1/4}. \]

Similarly, for \( i = m+1, \ldots, m+q \),

\[ |h_i(\mathbf{x}_k^*)| \leq \left( \frac{\gamma - \tau}{\mu_{ik}} \right)^{1/4}. \]
iii) Since the sequence \( \{x_i\} \) is bounded, it has at least one cluster point.

Suppose \( \bar{x} \) is a cluster point and \( \bar{x} \notin M \). Then \( \bar{x} \) does not satisfy all constraints. Assume \( h_i(\bar{x}) > 2\epsilon > 0 \). It follows that \( h_i(x_i) > \epsilon \) for infinitely many \( i \). Since \( \min(u_{kk} | i = 1, \ldots, m + q) \to \infty \) as \( i \to \infty \), this is a contradiction to part (ii) of the lemma. Thus \( \bar{x} \in M \).

Lemma 3

Let \( \min(u_{kk} | i = 1, \ldots, m + q) \to \infty \) as \( i \to \infty \), let \( \bar{x} \) be a cluster point of \( \{x_i\} \) and suppose \( J \subset \{0, 1, \ldots, \} \) is an infinite set such that \( \bar{x}_i - \bar{x} \) as \( i \to \infty \), \( i \in J \). Define \( I \) in such a way that, for \( i = 1, \ldots, m + q + p \),

\[
h_i(\bar{x}) = 0, \quad i \in I, \quad \text{and} \quad h_i(\bar{x}) < 0, \quad i \notin I.
\]

If the vectors \( \forall h_i(\bar{x}), \ i \in I \), are linearly independent then there are numbers \( u_i \) such that

\[
\forall(x) = \sum_{i \in I} u_i \forall h_i(\bar{x}), \ u_i \leq 0 \quad \text{for} \ i \in I, \ i \leq m
\]

and for every \( i \in I \),

\[
-4u_{kk}(h_i(\bar{x}))^3 \leq u_i \quad \text{for} \ i \leq m
\]

\[
-4u_{kk}(h_i(\bar{x}))^3 \leq u_i \quad \text{for} \ i = m + 1, \ldots, m + q
\]

as \( i \to \infty \), \( i \in J \).

Furthermore, \( h_i(\bar{x}) < 0 \) for \( i \notin I \) and \( i \in J \) sufficiently large.

Proof: Because of the continuity of \( h_i(\bar{x}) \) we have \( h_i(\bar{x}) < 0 \) for \( i \notin I \) and \( i \in J \) sufficiently large. Thus

\[
\forall(x) = \forall(x) + \sum_{i \in I} u_i \forall h_i(\bar{x}) + \sum_{i = 1}^{m+q} 4u_{kk}(h_i(\bar{x}))^3 \forall h_i(\bar{x}) + \sum_{i = m+1}^{m+q} 4u_{kk}(h_i(\bar{x}))^3 \forall h_i(\bar{x})
\]

Set

\[
u_{kk} = -4u_{kk}(h_i(\bar{x}))^3 \quad \text{for} \ i \in I, \ i \leq m
\]

\[
u_{kk} = -4u_{kk}(h_i(\bar{x}))^3 \quad \text{for} \ i = m + 1, \ldots, m + q
\]

Since \( \bar{x}_i \) is a Kuhn-Tucker point of the problem \( \min(P(x) | h_i(x) = 0, \ i = m + q + 1, \ldots, m + q + p) \) there are \( u_{kk} \), \( i = m + q + 1, \ldots, m + q + p \) such that
\[ \mathbf{V}_k(x_k) = \sum_{i=1}^{m+q} u_{ik} \mathbf{v}_i(x_k). \]

Therefore, we have for \( i \in J \) sufficiently large,
\[ \mathbf{V}_k(x_k) - \sum_{i \in I} u_{ik} \mathbf{v}_i(x_k) = 0 \]
and
\[ \| \mathbf{V}_k(x) - \sum_{i \in I} u_{ik} \mathbf{v}_i(x) \| \leq \| \mathbf{V}_k(x) - \mathbf{V}_k(x) \| + \| \sum_{i \in I} u_{ik} (\mathbf{v}_i(x_k) - \mathbf{v}_i(x)) \|. \]

Because the vectors \( \mathbf{v}_i(x_k), i \in I \), are linearly independent the sequence \( \{u_{ik}, i \in I, \ell \in J\} \) is bounded. Let \( u, i \in I \), be a cluster point of this sequence. Then
\[ \| \mathbf{V}_k(x) - \sum_{i \in I} u_{ik} \mathbf{v}_i(x) \| \to 0 \text{ as } k \to \infty, \ell \in J \]
implies
\[ \mathbf{V}_k(x) = \sum_{i \in I} u_{ik} \mathbf{v}_i(x) \text{ and } u_{ik} \to 0 \text{ for } i \leq m. \]

Since the representation of \( \mathbf{V}_k(x) \) in terms of \( \mathbf{v}_i(x_k) \) is unique, \( u_{ik} \to u_i, i \in I \)
as \( k \to \infty, \ell \in J \).

We are now ready to present the basic convergence property of the algorithm as follows.

**Theorem 1**

Let the sequence \( \{x_j\} = \{(x_j, u_j)\} \) be generated by the algorithm. If at most finitely many \( x_j \) are computed by step 1 then \( \{x_j\} \) converges at least linearly to a Kuhn-Tucker point \( \bar{x} = (\bar{x}, \bar{u}) \) of PR. If infinitely many \( x_j \) are determined by step 1 then every cluster point \( \bar{x} \) of this subsequence is in \( M \). If the gradients of the constraints active at \( \bar{x} \) are linearly independent then there is \( \bar{u} \) such that \( (\bar{x}, \bar{u}) \) is a Kuhn-Tucker point.

**Proof:** Suppose only finitely many \( x_j \) are computed by step 1. Then it follows from step 5 that \( \{x_j\} \) is a Cauchy sequence which converges at least linearly to some \( z \).

Furthermore, since \( L_i(x_{j+1})x_j \leq 0 \) for all \( i \in I \), \( x_{j+1} \) is a Kuhn-Tucker point for \( LPH(x_{j+1}, u_{j+1}) \). By Corollary 1 in [9], \( z \) is a Kuhn-Tucker point of PR. The second
part of the theorem follows from Lemma 2 and Lemma 3 because in this case
\[ \min_{i=1}^{m+q} u_i = 0. \]

5) **QUADRATIC RATE OF CONVERGENCE.**

In order to establish the rate of convergence of the method we require the following additional assumption to be satisfied throughout the remainder of the paper.

**Assumption 2**

The sequence \( \{x_j\} = \{(x_j, u_j)\} \) generated by the algorithm converges to a limit point \( \bar{x} = (\bar{x}, \bar{u}) \) with the following properties.

i) The gradients of the constraints active at \( \bar{x} \) are linearly independent, i.e., \( \bar{x} \) is a Kuhn-Tucker point (Theorem 1).

ii) The strict complementary slackness condition is satisfied at \( (\bar{x}, \bar{u}) \).

iii) \( f(x), h_i(x), i = 1, \ldots, m+q \) are twice continuously differentiable in an open neighborhood of \( \bar{x} \).

iv) The second order sufficiency conditions are satisfied at \( (\bar{x}, \bar{u}) \).

For \( z = (x, u) \) define

\[ F(z) = (\nabla f(z) - \sum_{i=1}^{m+q} h_i(x), h_i(x), \ldots, (u)_{m+q}(x))' \cdot \]

It was shown in [6] that \( \nabla F(\bar{z}) \) is nonsingular. Set \( \omega = \|\nabla F(\bar{z})^{-1}\| \).

Prior to demonstrating the main convergence rate result we require the following two lemmas and theorem.

**Lemma 4.**

Let \( \tilde{z} = (\tilde{x}, \tilde{u}) \) be as in Assumption 2. Then there is \( u = u(\tilde{z}) > 0 \) such that the following properties hold

i) If \( i \leq m \) and \( h_i(\tilde{x}) \leq 0 \) then \( \Delta h_i(x_1, x_2) \leq 0 \) for every

\[ x_1, x_2 \in B(\bar{z}, u) = \{z \mid \|z - \bar{z}\| \leq u\}. \]

ii) If \( i \leq m \) and \( (u)_i \leq 0 \), then \( (u)_i \leq 0 \) for every \( z \in B(\bar{z}, u) \).

iii) If \( \tilde{z} \in B(\bar{z}, \frac{1}{2} u) \) and \( 4u\|F(\tilde{z})\| \leq u \) then there is \( \tilde{z} \in B(\bar{z}, \frac{1}{2} u) \) such that

\( \tilde{z} \) is the unique Kuhn-Tucker point of \( \text{LPH}(\tilde{z}) \) in \( B(\bar{z}, \frac{1}{2} u) \).
Proof: The lemma follows from Lemma 1 in [9] and the proof of Theorem 2 in [9].

The following is a restatement of Robinson's result [9].

Theorem 2

There exist numbers $\delta = \delta(k) > 0$ and $\hat{\delta} > 0$ such that for any starting point $\tilde{z}_0 \in B(\tilde{z}, \delta)$ the sequence $(\tilde{z}_j)$ in Robinson's algorithm exists and converges R-quadratically to $\tilde{z}$. In particular, there is some constant $Q$ such that

$$\|z_j - \tilde{z}\| \leq Q\left(\frac{1}{2}\right)^{2j}$$

Furthermore, for all $j \geq 0$,

$$\|z_{j+1} - z_j\| \leq \left(\frac{1}{2}\right)^{2j}$$

$$\|z_{j+1} - \tilde{z}\| \leq \frac{\hat{\delta}}{2}.$$ 

Proof: This theorem is equivalent to Theorem 2 in [9]. The last three inequalities are not stated in that theorem but are derived in its proof.

The next result justifies our use of linear equality constraints rather than the usual inequality constraints in $\text{LPH}(x_j, u_j, I)$.

Lemma 5

1) Let $I(\tilde{z}) \subset \{1, \ldots, m + p + q\}$ be defined in such a way that $i \notin I(\tilde{z})$ if and only if $\hat{h}_i(\tilde{z}) = 0$. If $k = \infty$ then for all sufficiently large $k$ the set $I_k$ determined in Step 3 of the algorithm is equal to $I(\tilde{z})$.

2) There is $j_0$ such that, for $j \geq j_0$, $\text{LPH}(x_j)$ and $\text{LPH}(z_j, I(\tilde{z}))$ have Kuhn-Tucker points and $z^*_j = \tilde{z}_j$, where $z^*_j$ and $\tilde{z}_j$ are the Kuhn-Tucker points obtained by applying procedure $\Psi$ to $\text{LPH}(x_j, I(\tilde{z}))$ and $\text{LPH}(z_j)$, respectively.

Proof:

1) Suppose $h_i(x) < 0$. For $k$ sufficiently large we have $h_i(x_k) < 0$ and $u_k = 0$. Thus $|h_i(x_k)| = 0$ and $i \notin I_k$. Now suppose $h_i(x) = 0$ and $i \leq m$. By the strict complementary slackness condition $\tilde{u}_i < 0$. 
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Because $h_1(\mathbf{x}_k) = h_1(\mathbf{x})$ and, by Lemma 3, $(u_k)_1 = (\bar{u})_1$ as $k \to \infty$, we have $|h_1(\mathbf{x}_k)| < (u_k)_1$ for $k$ sufficiently large, i.e., $i \in I_k$.

ii) Choose $j_0$ such that $j \geq j_0$ implies $z_j \in B(\mathbf{z}, \frac{1}{2} u)$ and $4\omega \|F(z_j)\| \leq u$.

Then it follows from part (iii) of Lemma 4 that $\text{LPH}(z_j)$ has a Kuhn-Tucker point and that $\tilde{x}_{j+1}$ is the unique Kuhn-Tucker point of $\text{LPH}(z_j)$ in $B(z_j, \frac{1}{2} u)$. We claim first that $\tilde{x}_{j+1}$ is also a Kuhn-Tucker point of $\text{LPH}(z_j, I(\mathbf{z}))$. To prove this claim we have to show that

$$(\hat{u}_{j+1})_1 = 0, i \notin I(\mathbf{z})_{\mathbf{z}}, \quad \text{and} \quad (\text{LH}_1(\mathbf{x}_{j+1}, I(\mathbf{z})) = 0, i \notin I(\mathbf{z})_{\mathbf{z}}).$$

If $i \notin I(\mathbf{z})_{\mathbf{z}}$, then $h_1(\mathbf{x}) \leq 0 \quad \text{and, by part (i) of Lemma 4,} \quad \text{LH}_1(\mathbf{x}_{j+1}, I(\mathbf{z})) = 0.$

Thus $(\hat{u}_{j+1})_1 = 0$ if $i \notin I(\mathbf{z})_{\mathbf{z}}$. If $i \in I(\mathbf{z})_{\mathbf{z}}$ and $i \leq m$, then $h_1(\mathbf{x}) = 0$ and, by the strict complementary slackness condition, $(\hat{u})_1 \leq 0$. Therefore it follows from part (ii) of Lemma 4 that $(\hat{u}_{j+1})_1 = 0$ which implies $\text{LH}_1(\mathbf{x}_{j+1}, I(\mathbf{z})) = 0$. Now let $\hat{z} = (\hat{x}, \hat{u})$ be any Kuhn-Tucker point of $\text{LPH}(z_j, I(\mathbf{z}))$ in $B(z_j, \frac{1}{2} u)$. For every $i \notin I(\mathbf{z})_{\mathbf{z}}$ it follows again from part (i) of Lemma 4 that $\text{LH}_1(\mathbf{x}, I(\mathbf{z})) < 0$, whereas for $i \in I(\mathbf{z})_{\mathbf{z}}$, $i \leq m$, the strict complementary slackness condition and part (ii) of Lemma 4 imply $(\hat{u})_1 < 0$. Therefore, $\hat{z}$ is a Kuhn-Tucker point of $\text{LPH}(z_j, I(\mathbf{z}))$ and $\hat{z} = z_{j+1}^* = \tilde{x}_{j+1}$.

We are now ready to demonstrate the rate of convergence of the algorithm.

Theorem 1

i) Step 1 of the algorithm occurs at most finitely often.

ii) The sequence $(z_j)$ generated by the algorithm converges R-quadratically to a Kuhn-Tucker point $\hat{z}$ of PR.

Proof:

We first assume that Step 1 occurs at most finitely often and show that then the sequence $(z_j)$ converges R-quadratically. Let $j_1$ be such that $j_1 \geq j_0$ as defined in Lemma 5 and $j \geq j_1$ implies $z_j \in B(\mathbf{z}, \epsilon)$. We first prove that, for $j \geq j_1$, the set $I_k$ used in Step 4 of the algorithm is equal to $I(\mathbf{z})_{\mathbf{z}}$. Indeed let $i \in I(\mathbf{z})_{\mathbf{z}}, i \leq m$. 
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Then \( h_i(x) = 0 \) and the strict complementary slackness condition and part (ii) of Lemma 4 imply \((u_{j+1})_i < 0 \). Thus \( i \in I_k \). Conversely, if \( i \notin I_k \), then \( h_i(x) < 0 \) which by part (i) of Lemma 4 implies \( h_i(x_{j+1};x_j) < 0 \), i.e., \( i \notin I_k \). Therefore, we conclude from part (ii) of Lemma 5 that, for \( j \geq j_1 \), the sequence generated by the algorithm is identical with the sequence in Robinson's algorithm which, by Theorem 2, converges \( R \)-quadratically.

Now suppose Step 1 occurs infinitely often. Let \( j \) be such that \( x_{j+1} \) is determined by Step 1 of the algorithm. For \( j \) sufficiently large, \( x_{j+1} \) satisfies the conditions of Step 2 and, by Lemma 5, the set \( I_k = I_{j+1} \) defined in Step 3 is equal to \( I(z) \). Therefore, it follows from part (ii) of Lemma 5 that \( z_{j+2} \) is determined by Step 4 and is equal to the Kuhn-Tucker point obtained by applying procedure \( \tilde{\pi} \) to \( \tilde{L}(z_{j+1}) \). Hence, \( (u_{j+2})_i \leq 0 \), \( i \notin \tilde{I}_k \), and \( h_i(x_{j+2};x_{j+1}) \leq 0 \), \( i \notin \tilde{I}_k \). Furthermore, for \( j \) sufficiently large, \( \|z_{j+2} - z_{j+1}\| \leq \frac{1}{2} \alpha \). This implies that for \( j \) sufficiently large the algorithm will remain in the cycle Step 4-Step 5. This contradiction shows that our assumption that Step 1 occurs infinitely often is wrong. This completes the proof of the theorem.

**Computational Results**

In this section we present the results of numerical tests on a variety of problems. The problems considered are taken from Himmelblau [5] and Asaadi [11].

Table 1 summarizes the results. It is interesting to note that in all cases, only a single penalty function iteration was required. The final accuracy achieved (maximum of primal and dual infeasibilities) was quite good.

All tests were performed on a CDC CYBER - 174 computer using the FTW compiler with \( OPT = 2 \). Colville's standard timing program [4] executed in an average time of 6.1644 seconds, and the standardized times given in Table 1 were computed using this time.

We point out that the results for Problem 2 of Colville are not as good as those given in [9] (at least for the starting point for which convergence was obtained in [9]).
The reason for this is that the method presented here always begins with a penalty function iteration, and in some cases this may not be necessary. However, for real problems with possibly bad starting data, it is likely to be safer to begin this way.

For the original Robinson method, convergence did not occur for a particular initial point for Colville Test Problem 2 [9, p. 154]. However, convergence was obtained for the method proposed herein, as indeed is predicted by the theory (Theorem 1).

For the smaller test problems, the execution times should not be taken too literally but simply regarded as "small". This is because their execution times are so small that they are the same order of magnitude as the accuracy of the computer's timing routine.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>13</td>
<td>0.010</td>
<td>0.036</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>.9990</td>
<td>.6600</td>
<td>1</td>
<td>3</td>
<td>2060</td>
<td>137</td>
<td>0.053</td>
<td>0.0103</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0.0011111111111111111111</td>
<td>0.0011111111111111111111</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>71</td>
<td>0.015</td>
<td>0.0024</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>.890219704230530</td>
<td>.397E-7</td>
<td>1</td>
<td>2</td>
<td>220</td>
<td>204</td>
<td>0.090</td>
<td>0.0152</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0.00190091731794</td>
<td>.9999999999999999999999</td>
<td>1</td>
<td>1</td>
<td>465</td>
<td>233</td>
<td>0.315</td>
<td>0.0270</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>A</td>
<td>10</td>
<td>0</td>
<td>5</td>
<td>9</td>
<td>0.000116069541658</td>
<td>.9999999999999999999999</td>
<td>1</td>
<td>3</td>
<td>974</td>
<td>307</td>
<td>0.432</td>
<td>0.0753</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>A</td>
<td>20</td>
<td>0</td>
<td>12</td>
<td>13</td>
<td>0.000133221756914</td>
<td>.9999999999999999999999</td>
<td>1</td>
<td>2</td>
<td>7250</td>
<td>2734</td>
<td>3.543</td>
<td>0.5767</td>
<td></td>
</tr>
<tr>
<td>8(1)</td>
<td>H(C)</td>
<td>5</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>-30065.530871703</td>
<td>.9999999999999999999999</td>
<td>1</td>
<td>3</td>
<td>292</td>
<td>86</td>
<td>0.081</td>
<td>0.0132</td>
<td></td>
</tr>
<tr>
<td>8(7)**</td>
<td>H(C)</td>
<td>5</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>-30065.530871703</td>
<td>.9999999999999999999999</td>
<td>1</td>
<td>3</td>
<td>342</td>
<td>109</td>
<td>0.094</td>
<td>0.0153</td>
<td></td>
</tr>
<tr>
<td>10(7)**</td>
<td>H(C)</td>
<td>15</td>
<td>0</td>
<td>15</td>
<td>9</td>
<td>0.000373467967965327</td>
<td>0.000373467967965327</td>
<td>1</td>
<td>3</td>
<td>2953</td>
<td>1003</td>
<td>0.295</td>
<td>0.0475</td>
<td></td>
</tr>
<tr>
<td>10(7)**</td>
<td>H(C)</td>
<td>15</td>
<td>0</td>
<td>15</td>
<td>5</td>
<td>0.000373467967965327</td>
<td>0.000373467967965327</td>
<td>1</td>
<td>3</td>
<td>4104</td>
<td>1162</td>
<td>3.301</td>
<td>0.5503</td>
<td></td>
</tr>
</tbody>
</table>

** Infeasible starting point

**Table 1**

**Numerical Results of Test Problems**

*a = Avriel [11], c = Calvillo [4], H = Himmelblau [5].
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This paper presents an algorithm for the minimization of a nonlinear objective function subject to nonlinear inequality and equality constraints. The proposed method has the two distinguishing properties that, under weak assumptions, it converges to a Kuhn-Tucker point for the problem and under somewhat stronger assumptions, the rate of convergence is quadratic. The method is similar to a recent method proposed by Rosen in that it begins by (continued)
using a penalty function approach to generate a point in a neighborhood of the optimum and then switches to Robinson's method. The new method has two new features not shared by Rosen's method. First, a correct choice of penalty function parameters is constructed automatically, thus guaranteeing global convergence to a stationary point. Second, the linearly constrained subproblems solved by the Robinson method normally contain linear inequality constraints while for the method presented here, only linear equality constraints are required. That is, in a certain sense, the new method "knows" which of the linear inequality constraints will be active in the subproblems. The subproblems may thus be solved in an especially efficient manner.

Preliminary computational results are presented.