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ABSTRACT

Newton's method is a well known and often applied technique for computing a zero of a nonlinear function. By using the theory of generalized equations, a Newton method is developed to solve problems arising in both mathematical programming and mathematical economics.

We prove two results concerning the convergence and convergence rate of Newton's method for generalized equations. Examples are given to emphasize the application of this method to generalized equations representing the nonlinear programming problem and the nonlinear complementarity problem.

We present computational results of Newton's method applied to a nonlinear complementarity problem of Kojima and an invariant capital stock problem of Hansen and Koopmans.
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Significance and Explanation

The solution to many practical problems in operations research and mathematical economics, such as the nonlinear programming problem and the economic equilibrium problem, can be found by solving a collection of equations and inequalities. Robinson [10] has shown that this collection of equations and inequalities can be written in a form very similar to an equation, which he calls a generalized equation. Extensive work by many researchers has created a well-developed theory and computational algorithms for solving equations. The analogy between an equation and a generalized equation can be utilized to extend this theory and algorithms to the more difficult problems involving equations and inequalities.

In this paper, one of the most successful algorithms for computing the solution of an equation, Newton's method, is shown to be applicable to generalized equations. To illustrate how the method is applied to practical problems, two examples are solved using Newton's method. The first is a nonlinear complementarity problem used by Kojima [3] to test other algorithms. The second example is the invariant capital stock problem developed by Hansen and Koopmans [2]. Thus, the range of problems to which Newton's method can be applied has been extended to include finding solutions to nonlinear programming problems and equilibria in economic systems.
NEWTON’S METHOD FOR GENERALIZED EQUATIONS

Norman H. Josephy

Introduction. A generalized equation is a set-valued analogue of a single-valued equation. Many problems arising in mathematical programming and mathematical economics can be analyzed by generalizing, to the set-valued case, classical techniques used in the study of single-valued equations. Preliminary investigations of the properties and applications of generalized equations have been carried out by Robinson [6, 7, 8, 9, 10]. This paper is a contribution to this continuing research.

Newton's method is a classical technique of both theoretical and practical importance in the study and computation of solutions to single-valued equations. The theory supporting Newton's method develops a set of conditions under which the iterative procedure which comprises the method will converge, at a known rate, to a solution of an equation. Extensive computational experience supports the notion that under suitable conditions, this algorithm is an efficient computational procedure. A Newton method for generalized equations will extend to problems in mathematical programming and mathematical economics those desirable properties.

The definition and examples of generalized equations are given in section 2. The linearization of a generalized equation is defined in section 3, and is illustrated by applying it to the nonlinear complementarity problem and finding a Kuhn-Tucker point of a nonlinear programming problem. The condition of strong regularity is defined in section 4, and a corollary to a result of Robinson [9] is stated. The two main theorems of this paper, the domain of attraction theorem and the Newton-Kantorovich
theorem, are stated and proved in section 5. We conclude with some computational results obtained by applying Newton's method to the generalized equations representing a nonlinear complementarity problem of Kojima [3] and an invariant capital stock problem of Hansen and Koopmans [2].
2. Generalized Equations. Let \( C \) be a non-empty, convex, closed subset of \( \mathbb{R}^n \). The normal cone to \( C \) at \( x \in C \) is the set of outward pointing normals to \( C \) at \( x \). We have the following:

**Definition 1.** Let \( C \) be a non-empty, closed, convex subset of \( \mathbb{R}^n \).

The normal cone to \( C \) at \( x \) is given by

\[
N_C(x) = \begin{cases} \{z \mid \langle z, k-x \rangle \leq 0 \text{ for all } k \in C \} & \text{if } x \in C, \\ \emptyset & \text{if } x \notin C. \end{cases}
\]

We can now define a generalized equation.

**Definition 2.** Let \( f: D \subseteq \mathbb{R}^n \to \mathbb{R}^n \).

Let \( C \) be a non-empty, closed, convex subset of \( \mathbb{R}^n \).

A generalized equation is a set relation

\[
0 \in f(x) + N_C(x).
\]

**Definition 3.** A solution \( x^* \) of the generalized equation

\[
0 \in f(x) + N_C(x)
\]

is a vector \( x^* \) satisfying

\[
0 \in f(x^*) + N_C(x^*).
\]

Thus, \( x^* \) is a solution if and only if \( x^* \in C \) and \( \langle f(x^*), k-x^* \rangle \geq 0 \)

for all \( k \in C \).

The following example shows the nonlinear complementarity problem as a special case of a generalized equation when the set \( C \) is chosen as a non-negative orthant.

**Example 1.** Let \( K \) be a non-empty, closed, convex cone in \( \mathbb{R}^n \).

Define the dual cone of \( K \), \( K^* \), to be

\[
K^* = \{ y \mid \langle y, k \rangle \geq 0 \text{ for all } k \in K \}
\]

Suppose \( x \in K \), \( y \in \mathbb{R}^n \) and \( \langle y, k-x \rangle \geq 0 \) for all \( k \in K \). This implies, for \( k=2x \), that \( \langle y, x \rangle \geq 0 \). But choosing \( k=x \) yields \( \langle y, x \rangle \leq 0 \). Thus, \( \langle y, x \rangle = 0 \). Hence \( 0 \leq \langle y, k \rangle - \langle y, x \rangle = \langle y, k \rangle \) for all \( k \in K \), that is, \( y \in K^* \). We have thus shown that if \( x \in K \) and \( \langle y, k-x \rangle \geq 0 \) for all \( k \in K \),
then $x \in K$, $y \in K^*$, and $\langle x, y \rangle = 0$. The converse holds trivially, that is, if $x \in K$, $y \in K^*$, and $\langle x, y \rangle = 0$, then $x \in K$ and $\langle y, k - x \rangle \geq 0$, for all $k \in K$. Using Definition 3, we have established the following equivalence:

$$0 \in y + N_K(x) \quad \text{if and only if} \quad x \in K, \ y \in K^*, \ \text{and} \ \langle x, y \rangle = 0.$$  

For the special case of $K: = \mathbb{R}^n_+$ and $F: \mathbb{R}^n \rightarrow \mathbb{R}^n$, we have that $0 \in F(x^*) + N_K(x^*)$ if and only if $x^* \geq 0$, $F(x^*) \geq 0$, and $\langle x^*, F(x^*) \rangle > 0$. This is the nonlinear complementarity problem.

In the next example of this section, we derive the generalized equation which represents the Kuhn-Tucker conditions for a nonlinear programming problem. The result of Example 1 will be used with $K$ defined as the Cartesian product of cones.

**Example 2.** Let $f: \mathbb{R}^n \rightarrow \mathbb{R}$, $g: \mathbb{R}^n \rightarrow \mathbb{R}^m$, and $h: \mathbb{R}^n \rightarrow \mathbb{R}^p$ be continuously differentiable maps. We will consider the following nonlinear programming problem.

$$(\text{N.L.P.}) : \min f(x) \quad \text{subject to} \quad g(x) \leq 0, \ h(x) = 0.$$  

We define the Lagrangian of $(\text{N.L.P.})$ as
\[ L(x,u,w) = f(x) + \sum_{i=1}^{m} u_i g_i(x) + \sum_{j=1}^{p} w_j h_j(x) \]

The gradient of \( L \) with respect to \( x \) will be denoted \( \nabla L \). We say that
\((x^*,u^*,w^*)\) is a Kuhn-Tucker triple if and only if
\( \nabla L(x^*,u^*,w^*) = 0 \),
\( u^* \geq 0 \),
\( g(x^*) \leq 0 \),
\( \langle u^*,g(x^*) \rangle = 0 \),
\( h(x^*) = 0 \). Let
\( K = \mathbb{R}^n \times \mathbb{R}_+^m \times \mathbb{R}^p \),
the Cartesian product of cones. Note that the dual cone
\( K^* = \{0\}^n \times \mathbb{R}_+^m \times \{0\}^p \). Finally, define the function \( F \) on
\( \mathbb{R}^n \times \mathbb{R}_+^m \times \mathbb{R}^p \) to \( \mathbb{R}^n \times \mathbb{R}_+^m \times \mathbb{R}^p \) by
\[
F(x,u,w) = \begin{bmatrix}
\nabla L(x,u,w) \\
- g(x) \\
- h(x)
\end{bmatrix}
\]

Then \((x^*,u^*,w^*)\) is a Kuhn-Tucker triple if and only if \((x^*,u^*,w^*)\) solves the generalized equation
\[
0 \in F(x,u,w) + N_K(x,u,w).
\]
3. Linearization of Generalized Equations. The approximation of a nonlinear equation by a linear equation is a well known and frequently successful technique used in the study of equations. In this section, we define and illustrate the linear approximation of a generalized equation. We begin with a definition.

**Definition 4.** Let $D$ be a non-empty, open, convex subset of $\mathbb{R}^n$.

Let $F: D \rightarrow \mathbb{R}^n$ be a map with continuous derivative $F'$.

Fix $\bar{x} \in D$.

The linearization of $F$ at $\bar{x}$, denoted by $L_F(\bar{x})$, is defined as

$$L_F(\bar{x})(x) = F(\bar{x}) + F'(\bar{x})(x-\bar{x}) .$$

Thus, the linearization of $F$ at $\bar{x}$ is an affine map passing through the point $\bar{x}$ having "slope" equal to that of $F$ at $\bar{x}$. The linearization of a generalized equation at $\bar{x}$ is obtained by replacing $F$ with $L_F(\bar{x})$.

**Definition 5.** Let $F: D \rightarrow \mathbb{R}^n$ have continuous derivative $F'$.

The linearization of the generalized equation

$$0 \in F(x) + N_\kappa(x)$$

at $\bar{x}$ is the generalized equation
We illustrate the linearization procedure with two examples.

The linearization of the generalized equation for the nonlinear complementarity problem is given in Example 3. The result is a linear complementarity problem. This is analogous to the case of nonlinear equations, where linearization results in linear equations. The linearization of the generalized equation for the Kuhn-Tucker triple of a nonlinear programming problem is given in Example 4. The result is a generalized equation equivalent to the Kuhn-Tucker conditions for a quadratic programming problem. This quadratic program was first proposed by Wilson [11] as the subproblem in an iterative scheme to solve concave nonlinear programming problems. The first extensive analysis of the use of these linearizations to solve certain problems in both mathematical programming and mathematical economics can be found in Robinson [6]. In anticipation of the remarks in section 5, we note that the result of a linearization of a generalized equation will be the subproblem in a Newton method used to compute solutions to the given generalized equation.

Example 3. Consider the nonlinear complementarity problem in $\mathbb{R}^n$:

$$ F(x) \geq 0, \quad x \geq 0, \quad \langle x, F(x) \rangle = 0. $$

By Example 1, this is equivalent to the generalized equation

$$ 0 \in F(x) + N_K(x). $$
where $K: = \mathbb{R}_+^n$. The linearization of this generalized equation at $\bar{x}$ is

$$0 \in F(\bar{x}) + F'(\bar{x})(x-\bar{x}) + N_X(x).$$

Regrouping the constant vectors and relabelling as follows:

$$a := F(\bar{x}) - F'(\bar{x})\bar{x}, \quad M := F'(\bar{x})$$

the linearization can be rewritten as

$$0 \in a + Mx + N_X(x),$$

which is equivalent to the linear complementarity problem

$$a + Mx \geq 0, \quad x \geq 0, \quad \langle x, a + Mx \rangle = 0.$$

Thus, linearization applied to the nonlinear complementarity problem results in a linear complementarity problem. A Newton's method for solving a nonlinear complementarity problem will then consist of iteratively solving a sequence of linear complementarity problems.

**Example 4.** We consider the linearization of the Kuhn-Tucker conditions for the nonlinear-programming problem, as given in Example 2. Before doing so, we will use the results of Example 2 to derive the generalized equation whose solution is a Kuhn-Tucker triple for the following quadratic programming problem.

\[
\begin{align*}
\text{(Q.P.)} \quad & \min (x-\bar{x})^T H(x-\bar{x}) + (x-\bar{x})^T c \\
& \text{subject to} \\
& A(x-\bar{x}) + a \leq 0 \quad \text{and} \quad B(x-\bar{x}) + b = 0,
\end{align*}
\]
where \( \bar{x} \in \mathbb{R}^n \) is fixed and \( H \) is a symmetric \( n \times n \) matrix. Let
\[
D(x,u,w) = H(x-\bar{x}) + c + A^T u + B^T w
\]
be the gradient of the Lagrangian for (Q.P.). Using the results of Example 2, a Kuhn-Tucker triple must satisfy the generalized equation
\[
0 \in F(x,u,w) + N_K(x,u,w)
\]
where \( K = \mathbb{R}^n \times \mathbb{R}_+^m \times \mathbb{R}^p \) and
\[
F(x,u,w) = \begin{bmatrix}
D(x,u,w) \\
-A(x-\bar{x}) - a \\
-B(x-\bar{x}) - b
\end{bmatrix} = \begin{bmatrix}
c \\
-H \ 0 \ 0 \\
-A \ 0 \ 0 \\
-B \ 0 \ 0
\end{bmatrix} \begin{bmatrix}
-x-ar{x} \\
u \\
w
\end{bmatrix}
\]

Now consider the nonlinear programming problem of Example 2.
\[
(N.L.P.): \quad \text{min } f(x) \text{ subject to } g(x) = 0 \text{ and } h(x) = 0.
\]
The gradient of the Lagrangian for (N.L.P.) is
\[
\nabla L(x,u,w) = \nabla f(x) + \sum_{i=1}^m u_i \nabla g_i(x) + \sum_{j=1}^p w_j \nabla h_j(x)
\]

As in Example 2, a Kuhn-Tucker triple for (N.L.P.) is a solution to the generalized equation (K.T.), defined by
\[
(K.T.): \quad 0 \in F(z) + N_K(z)
\]
where \( z = (x,u,w) \), \( K = \mathbb{R}^n \times \mathbb{R}_+^m \times \mathbb{R}^p \), and
\[
F(z) = \begin{bmatrix}
\nabla L(z) \\
-g(x) \\
-h(x)
\end{bmatrix}
\]
Let $G(x) = [\mathbf{v}_g_1(x), \ldots, \mathbf{v}_g_m(x)]$ and $H(x) = [\mathbf{v}_h_1(x), \ldots, \mathbf{v}_h_p(x)]$

Then the derivative of $F$ at $\tilde{z} = (\tilde{x}, \tilde{u}, \tilde{w})$, $F'(\tilde{z})$, is the matrix

$$F'(\tilde{z}) = \begin{bmatrix} \nabla^2 L(\tilde{z}) & G(\tilde{x}) & H(\tilde{x}) \\ -G^T(\tilde{x}) & 0 & 0 \\ -H^T(\tilde{x}) & 0 & 0 \end{bmatrix},$$

and the linearization of $F$ at $\tilde{z}$ is $LF_\tilde{z}(\tilde{z}) = F(\tilde{z}) + F'(\tilde{z})(\tilde{z} - \tilde{z})$. After some algebra, the linearization can be written as

$$LF_\tilde{z}(\tilde{z}) = \begin{bmatrix} \nabla f(\tilde{x}) \\ -g(\tilde{x}) \\ -h(\tilde{x}) \end{bmatrix} + \begin{bmatrix} \nabla^2 L(\tilde{z}) & G(\tilde{x}) & H(\tilde{x}) \end{bmatrix} \begin{bmatrix} x - \tilde{x} \\ u \\ w \end{bmatrix},$$

and the linearization of (K.T.) is $0 \in LF_\tilde{z}(\tilde{z}) + N_K(\tilde{z})$. Comparing this to the generalized equation for (O.P.), we see that the linearization of the generalized equation (K.T.) has as its solution the Kuhn-Tucker triple for the quadratic program

$$\min \{ (x - \tilde{x})^T \nabla^2 L(\tilde{z})(x - \tilde{x}) + (x - \tilde{x})^T\nabla f(\tilde{x}) \} \quad \text{subject to} \quad Lg_x(x) \leq 0 \quad \text{and} \quad Lh_x(x) = 0 .$$

Thus, an iterative procedure which attempts to find the solution to a nonlinear programming problem by successively solving the linearized generalized equation will replace a general nonlinear programming problem with a sequence of quadratic programming problems.
4. Strong Regularity. An important element in the analysis of
Newton's method for solving the equation $0 = f(x)$, where $f: \mathbb{R}^n \to \mathbb{R}^n$
has derivative $f'$, is the behavior of $(f'(x))^{-1}$ for $x$ in a neigh-
borhood of a solution $\bar{x}$. The analogous element for generalized
equations is the behavior of the set-valued map $(L_x + N_x)^{-1}$ for $x$
in a neighborhood of the solution $\bar{x}$. We begin with a definition.

**Definition 6.** Let $T$ be a set-valued map.

Then

$$T^{-1}(y) = \{x | y \in T(x)\}$$

It follows that $T^{-1}(0) = \{x | 0 \in T(x)\}$ is the solution set of the gen-
eralized equation $0 \in T(x)$. We are interested in $T^{-1}$ when $T =
L_x + N_x$. The notion of strong regularity, introduced in Robinson
[9], describes the behavior of $(L_x + N_x)^{-1}$ appropriate to the con-
vergence of Newton's method.

**Definition 7.** (Robinson [9]). Let $0 \in F(x) + N_x(x)$ have a solu-
tion $z$. Let $T := LF_z + N_x$.

Then $z$ is a strongly regular solution of $0 \in F(x) + N_x(x)$
if and only if there exists a neighborhood $U$ of the
origin, and a neighborhood $W$ of $z$, such that the
restriction of $W \cap T^{-1}$ to $U$ is a single-valued and
Lipschitz continuous map.
The map \( W \cap T^{-1} \) is defined by \((W \cap T^{-1})(y) := W \cap T^{-1}(y)\). As noted by Robinson [9], if \( K = \mathbb{R}^n \), then the generalized equation reduces to the equation \( 0 = F(x) \), and strong regularity is the condition that \( F'(z) \) has a continuous, linear inverse. Conditions under which the nonlinear complementarity problem of Example 1 and the nonlinear programming problem of Example 2 are strongly regular can be found in Robinson [9].

We conclude this section with a corollary to Theorem 2.4 of Robinson [9].

**Corollary 1.** Let \( C \) be a closed, convex, nonempty subset of \( \mathbb{R}^n \), and let \( D \) be an open, convex, nonempty subset of \( \mathbb{R}^n \). Let \( f: D \to \mathbb{R}^n \) have Frechet derivative \( f' \). Suppose \( x_0 \in D \) and the generalized equation \( 0 \in Lf_{x_0}(x) + N_C(x) \) has a strongly regular solution \( x_1 \) with associated Lipschitz constant \( d \). Then there exist positive constants \( \rho, r, \) and \( R \) such that the following holds:

For any \( x \) satisfying \( \|x - x_0\| \leq \rho \),

\[
(Lf_{x_0} + N_C)^{-1} \cap \overline{B}(x_1, r) \text{ restricted to } \overline{B}(0, R) \text{ is single-valued and Lipschitz continuous with modulus}
\]

\[
d(1-d \|f'(x) - f'(x_0)\|)^{-1},
\]

where \( \overline{B}(x,s) = \{ z \mid \| z-x \| \leq s \} \).
5. Newton's Method for Generalized Equations. Newton's method for solving systems of equations is an iterative procedure in which each iteration involves the solution of a linear system of equations. There is an abundant literature on this technique. (See Ortega and Rheinboldt [4] and Rall [5] as representative samples of the literature). In this section, we will briefly recall Newton's method. We then prove two fundamental results on Newton's method for generalized equations, the domain of attraction theorem and the Newton-Kantorovich theorem.

Let $D$ be an open, non-empty convex subset of $\mathbb{R}^n$, and let $f:D \rightarrow \mathbb{R}^n$ be a continuously differentiable map. Newton's method for solving the equation $0 = f(x)$ consists of replacing $f$ by $L_f(x)$ and solving $0 = L_f(x)$. The point $\hat{x}$ is some approximation to a zero of $f$. A solution $\hat{x}$ to the linear system replaces $\hat{x}$, and the process is repeated (see Figure 1).

Newton's method for a generalized equation $0 \in F(x) + N_k(x)$ consists of replacing $F$ by $L_F(x)$ and solving the linearized equation $0 \in L_F(x) + N_k(x)$. The iteration procedure for generalized equation is formally identical to that in the case of a single-valued equation $0 = f(x)$.

![Figure 1. Newton Iterates](image-url)
The domain of attraction theorem and the Newton-Kantorovich theorem are two fundamental results which describe the behavior of the Newton iteration process. The domain of attraction theorem assumes that a solution to an equation exists. Under conditions related to the behavior of the linearized equation in a neighborhood of the solution, a region is specified in which a vector used as an initial value for the iteration process can be chosen. Any such initial choice will lead to a well defined sequence which converges quadratically to the assumed solution.

The Newton-Kantorovich theorem is an existence result. Under conditions related to the behavior of the linearized equation in the neighborhood of an initial value, it states that the Newton iterates are well defined and converge to a solution of the original equation. The proof techniques for both theorems are adaptations to the generalized-equation case of classical techniques taken from Ortega and Rheinboldt [4].

Theorem 1 is the domain of attraction result. We assume $f'$ is Lipschitz continuous on a region $D$. We also assume that the equation $0 \in f(x) + N_C(x)$ has a strongly regular solution $x^*$. This implies the existence of a neighborhood of 0, say $U$, and two neighborhoods of $x^*$, say $V$ and $W$, such that for $x \in W$, $T_x = (Lf_x + N_C)^{-1} \cap V$ restricted to $U$ is single-valued and Lipschitz continuous. The hypotheses of the theorem will guarantee that each iterate remains in $W \cap D$, and the linearization of $f$ at each iterate and $f$ itself are close in value at $x^*$. This and the Lipschitz continuity of $T_x$ will establish the theorem.
Theorem 2 is the Newton-Kantorovich theorem. The same assumptions are made on \( f \) and \( f' \). The linearization of \( 0 \in f(x) + N_C(x) \) at some initial point \( x_0 \) is assumed to have a strongly regular solution \( x_1 \). The hypotheses of the theorem will guarantee properties of \( T_x \) similar to those in Theorem 1. The method of scalar majorants, described in detail in Ortega and Rheinboldt (4), is then invoked to establish the theorem. The major results of the method of majorants are summarized in Lemma A appearing in the appendix.

We will denote the closed ball about \( x \) with radius \( r \) by \( B(x,r) \).

**Theorem 1.** Let \( C \) be a nonempty, closed, convex subset of \( \mathbb{R}^n \), and let \( D \) be a nonempty, open, convex subset of \( \mathbb{R}^n \). Let \( f: D \to \mathbb{R}^n \) have a Lipschitz continuous Frechet derivative \( f' \) with Lipschitz constant \( b \). Suppose the generalized equation \( 0 \in f(x) + N_C(x) \) has a strongly regular solution \( x^* \) with associated Lipschitz constant \( d \). Let \( \rho, r, \) and \( R \), all positive, be the constants associated with strong regularity, as given in Corollary 1. Let \( x_0 \in D \), and define the following notation.

\[
\begin{align*}
  m &:= \|x^* - x_0\| \\
  S_x &:= Lf_x + N_C \\
  a &:= d(1-db)_m^{-1} \\
  h &:= \|abm\|
\end{align*}
\]

Suppose that the following relations hold:

1. \( dbm < \frac{2}{3} \)
2. \( \|bm\|^2 < R \)
3. \( m < \rho \)
4. \( B(x^*,m) \subseteq D \cap B(x^*,\rho) \)
Then $h < 1$, the sequence given by

$$x_{n+1} = (S_{x_n})^{-1}(0) \cap \bar{B}(x^*, r)$$

is well defined and satisfies the following relations.

(5)  
\[ \| x_{n+1} - x^* \| \leq \frac{1}{2} \| x_n - x^* \|^2 \]

(6)  
\[ \| x_{n+1} - x^* \| \leq 2(ab)^{-1} h^{n+1} \]

Proof. We first define the following notation.

$$T_x = \bar{B}(x^*, r) \cap S_x^{-1} \quad \text{and} \quad T_k = T_{x_k}$$

$$g(x) = d(1-d\| f'(x) - f'(x^*) \|)$$

$$J(x) = Lf_x(x^*) - Lf_{x^*}(x^*)$$

We next establish the following relations.

(7)  
\[ \| T_x(u) - T_x(v) \| \leq a \| u - v \| \quad \text{for all} \quad x \in \bar{B}(x^*, m) \quad \text{and} \quad u, v \in \bar{B}(0, R), \]

(8)  
\[ x^* \in S_x^{-1}(J(x)) \quad \text{for all} \quad x \in D, \]

(9)  
\[ x^* = T_x(J(x)) \quad \text{for} \quad x \in \bar{B}(x^*, m) \quad \text{and} \quad J(x) \in \bar{B}(0, R), \]

(10)  
\[ \| J(x) \| \leq \frac{b}{2} \| x - x^* \|^2 \]

Corollary 1 establishes that $T_x$ is single-valued and Lipschitz continuous with modulus $g(x)$ whenever $x \in \bar{B}(x^*, \rho)$. Also, 

\[ \| f'(x) - f'(x^*) \| \leq b \| x - x^* \| \leq bm \quad \text{for} \quad x \in \bar{B}(x^*, m) \cap \bar{B}(x^*, \rho) \cap D, \]

thus $g(x) \leq d(1-db)^{-1} =: a$. Since $g(x)$ is the Lipschitz constant for $T_x$, (7) is proven. Now let $x \in D$. Then we have

\begin{align*}
0 \in f(x^*) + N_C(x^*) &= Lf_{x^*}(x^*) + N_C(x^*) \\
&= Lf_x(x^*) - J(x) + N_C(x^*) \\
&= -J(x) + S_x(x^*) + N_C(x^*) \\
&= -16-
\end{align*}
Thus, \( J(x) \in S_x(x^*) \), which establishes (8). Equation (9) follows from (8) and \( T_x \) being single-valued on \( B(x^*, m) \). For \( x \in D \), Lemma A.3 yields (10). Finally, we have

\[
(11) \quad h < 1
\]

since \( h = \| \text{abm} \| = \| \text{dbm} \| (1 - \text{dbm})^{-1} = \frac{e}{1 - e} \), where \( e = \text{dbm} \), and \( h < 1 \) if and only if \( \frac{e}{1 - e} < 1 \), which occurs if and only if \( \frac{2}{3} > \text{e} = \text{dbm} \), and this is hypothesis (1). The next part of the proof consists of using induction to prove that the following hold for all \( k \geq 1 \).

\[
(12) \quad x_k = T_{k-1}(0) \text{ is well defined},
\]

\[
(13) \quad \| x_k - x^* \| \leq \| \text{ab} \| x_{k-1} - x^* \| ^2 \leq hm
\]

\[
(14) \quad J(x_k) \in B(0, R)
\]

We first show that (12), (13) and (14) hold for \( k = 1 \). By Corollary 1, \( T_0(0) \) is single-valued. Hence (12) holds. By (10) and (2),

\[
\| J(x_0) \| \leq \frac{b}{2} \| x_0 - x^* \| ^2 = \frac{b}{2} m^2 < R, \text{ and thus, by (9), } x^* = T_0(J(x_0)).
\]

We can now estimate the distance from \( x_1 \) to \( x^* \). We have

\[
\| x_1 - x^* \| = \| T_0(0) - T_0(J(x_0)) \| \leq a \| J(x_0) \| \quad \text{by (7)}
\]

\[
\leq \| \text{ba} \| x_0 - x^* \| ^2 = \| \text{abm} \| ^2 \quad \text{by (4) and (10)}
\]

\[
= hm < m \quad \text{by (11)}
\]

Hence, by (3) and (4), \( x_1 \in \bar{B}(x^*, m) \subset D \). We can also estimate the norm of \( J(x_1) \). Using (10), we have
Thus, (12), (13), and (14) hold for \( k=1 \). Proceeding with the induction, we assume that (12), (13) and (14) hold for all \( k \leq n \) and show that they also hold for \( k=n+1 \). By (13), (3) and (11), it follows that (7) holds for \( x = x_n \). By (14) and (9), \( x^* = T_n(J(x_n)) \). Thus, \( x_{n+1} = T_n(0) \) is well defined and

\[
\| x_{n+1} - x^* \| = \| T_n(0) - T_n(J(x_n)) \| \leq \alpha \| J(x_n) \| \quad \text{by (7),}
\]

\[
\leq \frac{1}{b} \| x_n - x^* \|^2 \quad \text{by (10), (13), and} \; \bar{b}(x^*,m) \subset D,
\]

\[
= \frac{1}{b} \| h m \|^2 \quad \text{by (13)}
\]

\[
= h^3 m < h m < m.
\]

Also,

\[
\| J(x_{n+1}) \| \leq \frac{1}{b} \| x_{n+1} - x^* \|^2 \quad \text{by (10) and} \; x_{n+1} \in \bar{b}(x^*,m) \subset D,
\]

\[
\leq \frac{1}{b} \| h m \|^2 \leq \frac{1}{b} m^2 < R.
\]

Thus, (12), (13), and (14) are established for \( k=n+1 \). This completes the induction. Relation (5) follows directly from (13), and (6) follows from (5) by induction. This completes the proof.

**Theorem 2.** Let \( C, D, f, b, \) and \( S_x \) be as in Theorem 1. Let \( x_0 \in D \) and assume that the generalized equation \( 0 \in S_x(x) \) is strongly regular at \( x_1 \). Let \( \rho, r, \alpha, \) and \( R \) be the positive constants associated
with strong regularity, and d the associated Lipschitz constant, as
given in Corollary 1. Let \( m = \|x_1 - x_0\| \) and \( t^* = (db)^{-1}(1-(1-2a)^{1/2}) \),
where \( a = dbm \). Suppose that the following relations hold:\( a \leq \frac{1}{2} \),
\( \frac{1}{2}b^2 \leq R \), and \( \bar{B}(x_0, t^*) \subset D \cap \bar{B}(x_0, R) \). Then the sequence \( \{x_n\} \) defined by
\[
x_{n+1} = S^{-1}(0) \cap \bar{B}(x_1, r)
\]
is well defined, converges to some \( x^* \in \bar{B}(x_0, t) \) which satisfies
\[
0 \in f(x^*) + N_C(x^*) \text{ and } \|x^* - x_n\| \leq (2^n bd)^{-1} (2a)(2^n) \text{ for } n=1,2,\ldots,
\]

Proof. We first define the following notation.
\[
g(x) = d(1-db \| x-x_0 \| )^{-1},
\]
\[
G(t) = (\frac{1}{2}b^2 - m)(dbt - 1)^{-1},
\]
\[
Q(s,t) = (\frac{1}{2}bs^2)(1-dbst)^{-1},
\]
\[
t_0 = 0, t_{k+1} = G(t_k) \text{ for } k \geq 0,
\]
\[
T_n = \bar{B}(x_1, r) \cap S^{-1}x_n,
\]
\[
L_f x_n = L_f x_n,
\]
\[
J_n = f(x_n) - L_f x_{n-1}(x_n).
\]

Before beginning the induction part of the proof, we prove the following relation holds:
\[
(15) \quad x_{n+1} = T_{n+1}(J_{n+1}) \text{ when } x_n, x_{n+1} \in \bar{B}(x_0, t^*),
\]
\[
\text{and } x_n = T_n(0), J_{n+1} \in \bar{B}(0,R) \text{ and } T_{n+1} \text{ restricted to}
\]
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\( \tilde{B}(0, R) \) is single-valued.

By definition of \( T_n \), \( x_{n+1} \in \tilde{B}(x_1, r) \) and \( 0 \in Lf_n(x_{n+1}) + N_C(x_{n+1}) \).

Thus

\[
0 \in Lf_{n+1}(x_{n+1}) - (Lf_{n+1}(x_{n+1}) - Lf_n(x_{n+1}) + N_C(x_{n+1})
\]

\[
= Lf_{n+1}(x_{n+1}) - J_{n+1} + N_C(x_{n+1})
\]

Rearranging results in \( J_{n+1} \in (Lf_{n+1} + N_C)(x_{n+1}) \), that is,

\( x_{n+1} \in (Lf_{n+1} + N_C)^{-1}(J_{n+1}) \).

Since \( J_{n+1} \in \tilde{B}(0, R) \) and \( x_{n+1} \in \tilde{B}(x_1, r) \),

we have \( x_{n+1} = T_{n+1}(J_{n+1}) \), which is (15). We now proceed by induction to prove the following for all \( n \geq 1 \).

16. \( T_n \) restricted to \( \tilde{B}(0, R) \) is single-valued and Lipschitz continuous with Lipschitz constant \( g(x_n) \).

17. \( \| x_{n+1} - x_n \| \leq Q(\| x_n - x_{n-1} \|, \| x_n - x_0 \|) \), where \( x_{n+1} = T_n(x_0) \).

18. \( x_{n+1} \in \tilde{B}(x_0, t^*) \).

19. \( \| J_{n+1} \| \leq R \).

We first show that (16) to (19) hold for \( n=1 \). By Lemma A.1 (4),

\( t_1 \leq t^* \).

By definition, \( t_1 = G(t_0) = m = \| x_1 - x_0 \| \). Hence,

\( x_1 \in \tilde{B}(x_0, t_1) \subset \tilde{B}(x_0, t^*) \subset D \cap \tilde{B}(x_0, R) \).

By Corollary 1, \( T_1 \) restricted to \( \tilde{B}(0, R) \) is a single-valued and Lipschitz continuous map with modulus \( d(1-d\| f'(x_1) - f'(x_0) \|)^{-1} \).
By hypothesis, \( ||f'(x_1) - f'(x_0)|| \leq b ||x_1 - x_0|| \), so that 
\( d(1-d ||f'(x_1) - f'(x_0)||)^{-1} \leq g(x_1) \). Hence, (16) holds for \( n=1 \). Now define 
\( x_2 = T_1(0) \). By Lemma A.3, 
\( ||J_1|| = ||f(x_1) - Lf_0(x_1)|| \leq \frac{1}{2}b||x_1 - x_0||^2 = \frac{1}{2}bm^2 \leq R \).

Thus, \( J_1 \in \tilde{B}(0,R) \) and by (16), 
\[
||T_1(J_1) - T_1(0)|| \leq g(x_1) \cdot ||J_1|| \leq \frac{1}{2}db||x_1 - x_0||^2(1-db||x_1 - x_0||)^{-1} = Q(||x_1 - x_0||, ||x_1 - x_0||).
\]

But \( x_2 = T_1(0) \) and by (15), \( x_1 = T_1(J_1) \), hence we have 
\( ||x_2 - x_1|| = ||T_1(0) - T_1(J_1)|| \). This establishes (17) when \( n=1 \). By 
Lemma A.2(6), \( x_2 \in \tilde{B}(x_0,t^*) \). Thus, (18) holds for \( n=1 \). Also, 
\( x_2 \in \tilde{B}(x_0,t^*) \subset D \), and thus 
\[
||J_2|| = ||f(x_2) - Lf_1(x_2)|| \leq \frac{1}{2}b||x_2 - x_1||^2 \quad \text{by Lemma A.3}
\]
\[
\leq \frac{1}{2}b(t_2 - t_1)^2 \quad \text{by Lemma A.2(9)}
\]
\[
\leq \frac{1}{2}bm^2 \leq 1 \quad \text{by Lemma A.1(5)}
\]
\[
\leq R \quad \text{by hypothesis}.
\]

Thus, (19) holds for \( n=1 \), and we have completed the induction when \( n=1 \). Suppose that (16) to (19) hold for all \( n=k \). We proceed to show 
that they also hold for \( n=k+1 \). By (18), \( x_{k+1} \in \tilde{B}(x_0,t^*) \subset \tilde{B}(x_0,t) \cap D \).
By Corollary 1, \( T_{k+1} \) restricted to \( \bar{B}(0, R) \) is single-valued and Lipschitz continuous with modulus \( d(1 - d' f'(x_{k+1}) - f'(x_0))^{-1} \).

By hypothesis, \( \| f'(x_{k+1}) - f'(x_0) \| \leq b \| x_{k+1} - x_0 \| \). Thus,

\[
g(x_{k+1}) = d(1 - d' f'(x_{k+1}) - f'(x_0))^{-1}.
\]

Hence (16) holds for \( n = k+1 \).

Let \( x_{k+2} = T_{k+1}(0) \). By (15) to (19), \( x_{k+1} = T_{k+1}(J_{k+1}) \). Thus,

\[
\| x_{k+2} - x_{k+1} \| = \| T_{k+1}(0) - T_{k+1}(J_{k+1}) \| \leq g(x_{k+1}) \| J_{k+1} \|
\]

\[
\leq g(x_{k+1}) \cdot \frac{1}{2} b \| x_{k+1} - x_k \|^2
\]

\[
= Q(\| x_{k+1} - x_k \|, \| x_{k+1} - x_0 \|).
\]

This establishes (17) for \( n = k+1 \). It follows from Lemma A.2(6) that \( x_{k+2} \in \bar{B}(x_0, t^*) \subset D \), thus (18) holds for \( n = k+1 \). Now,

\[
\| J_{k+2} \| = \| f(x_{k+2}) - Lf_{k+1}(x_{k+2}) \|
\]

\[
\leq \frac{1}{2} b \| x_{k+2} - x_{k+1} \|^2 \quad \text{by Lemma A.3},
\]

\[
\leq \frac{1}{2} b (t_{k+2} - t_{k+1})^2 \quad \text{by Lemma A.2(9)},
\]

\[
\leq \frac{1}{2} b m^2 \quad \text{by Lemma A.1(15)} ,
\]

\[
\leq R
\]

Thus, (19) holds for \( n = k+1 \), which completes the induction. By Lemma A.2, the sequence \( \{ x_n \} \) converges to \( x^* \in \bar{B}(x_0, t^*) \) and

\[
\| x^* - x_n \| \leq (2^n b d)^{-1} (2^a) (2^n).
\]

It remains to show that \( x^* \) is a solution to the generalized equation \( 0 \in f(x) + N_c(x) \). Let graph \( N_c \).
denote the graph of $N_C$, that is, $\text{graph } N_C = \{(u,v) \mid v \in N_C(u)\}$. The assumptions on $C$ imply that $\text{graph } N_C$ is a closed subset of $\mathbb{R}^n \times \mathbb{R}^n$. By construction,

$$(x_{n+1}, -L_n f(x_{n+1})) \in \text{graph } N_C.$$ 

It follows from the continuity properties of $f$ and $f'$ on $D$ that

$$(x_{n+1}, -L_n f(x_{n+1}))$$ converges to $(x^*, -f(x^*))$. Since $\text{graph } N_C$ is closed, $(x^*, -f(x^*))$ belongs to $\text{graph } N_C$, which implies

$0 \in f(x^*) + N_C(x^*)$. This completes the proof of the theorem.
6. Computational Results. We present the results of applying Newton's method to two nonlinear complementarity problems.

Kojima [3] gives the following nonlinear complementarity problem:

$$f(x) = 0, \quad x \geq 0, \quad (x, f(x)) = 0,$$

where

$$f(x) = \begin{bmatrix}
3x_1^2 + 2x_1x_2 + 2x_2^2 + x_3^2 + 3x_4 - 6 \\
2x_1^2 + x_1^2 + x_2^2 + 3x_3 + 2x_4 - 2 \\
3x_1^2 + x_1x_2 + 2x_2^2 + 2x_3 + 3x_4 - 1 \\
x_1^2 + 3x_2^2 + 2x_3 + 3x_4 - 3
\end{bmatrix}$$

$$x := (x_1, x_2, x_3, x_4) \in \mathbb{R}^4.$$

The unique solution of the problem is given as

$$\hat{x}_1 = \sqrt{6}/2 = 1.224749, \quad \hat{x}_2 = 0, \quad \hat{x}_3 = 0, \quad \hat{x}_4 = 0.5.$$

The generalized equation representing this nonlinear complementarity problem is

$$0 \in f(x) + N_+^4(x).$$

The linearization of this generalized equation at the point $\bar{x}$ is

$$0 \in f(\bar{x}) + f'(\bar{x})(x-\bar{x}) + N_+^4(x),$$

where

$$f'(\bar{x}) = \begin{bmatrix}
6\bar{x}_1 + 2\bar{x}_2 & 2\bar{x}_1 + 4\bar{x}_2 & 1 & 3 \\
4\bar{x}_1 + 1 & 2\bar{x}_2 & 3 & 2 \\
6\bar{x}_1 + \bar{x}_2 & \bar{x}_1 + 4\bar{x}_2 & 2 & 3 \\
2\bar{x}_1 & 6\bar{x}_2 & 2 & 3
\end{bmatrix}.$$ 

If we let $q := f(\bar{x}) - f'(\bar{x}) \cdot \bar{x}$ and $M := f'(\bar{x})$, then the linearization corresponds to the linear complementarity problem

$$x \geq 0, \quad Mx + q \geq 0, \quad (x, Mx + q) = 0.$$
Lemke's complementary pivot algorithm (Cottle and Dantzig [1]) is applied to the above linear complementarity problem with the following results, as tabulated in Table 1. Three starting points, listed in column 1, all lead to a convergent sequence of linear problems. Column 2 lists the number of linear complementarity problems solved, with the final values of \( x \) and \( f \) listed in columns 3 and 4, respectively. Each linear complementarity problem produced a solution after two pivoting operations of the Lemke algorithm. Thus, for example, when the algorithm starts at \( x = (5,5,5,5) \), there are six linear complementarity problems solved before the solution to the original nonlinear complementarity problem is found. Each linear complementarity problem is of size 4x4, and each is solved in two pivots of Lemke's algorithm. Thus, a total of six derivative evaluations and twelve pivot operations are required to solve this problem using Newton's method with initial condition \( x = (5,5,5,5) \).

<table>
<thead>
<tr>
<th>Initial ( x )</th>
<th>Iterations</th>
<th>Final ( x )</th>
<th>Final ( f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (1,1,1,1) )</td>
<td>4</td>
<td>( (1.2247449, 0, 0, .4999999) )</td>
<td>( (6 \times 10^{-7}, 3.224745, 5.000090, -3 \times 10^{-7}) )</td>
</tr>
<tr>
<td>( (3,3,3,3) )</td>
<td>5</td>
<td>same</td>
<td>( (-6 \times 10^{-7}, 3.224745, 4.999999, -6 \times 10^{-7}) )</td>
</tr>
<tr>
<td>( (5,5,5,5) )</td>
<td>6</td>
<td>same</td>
<td>( (-1 \times 10^{-6}, 3.224735, 4.999999, -8 \times 10^{-7}) )</td>
</tr>
</tbody>
</table>

The second nonlinear complementarity problem is taken from Hansen and Koopmans [2]. Let \( v \) be a real-valued function on \( \mathbb{R}_+^n \), and consider the following maximization problem.
max \ v(x) \quad \text{subject to}
\begin{align*}
Ax &\leq z, \quad Bx \geq z, \quad Cx \leq w, \quad x \geq 0,
\end{align*}
where \ w \ is a constant vector and \ z \ is fixed for the moment. The Kuhn-Tucker conditions for this problem are
\begin{align*}
d(x,q_1,q_2,r) := -\nabla v(x) + A^T q_1 - B^T q_2 + C^T r &\geq 0, \quad x \geq 0, \quad (d(x,q_1,q_2,r),x) = 0, \\
w - Cx &\geq 0, \quad r \geq 0, \quad (w - Cx,r) = 0, \\
z - Ax &\geq 0, \quad q_1 \geq 0, \quad (z - Ax,q_1) = 0, \\
Bx - z &\geq 0, \quad q_2 \geq 0, \quad (Bx - z,q_2) = 0,
\end{align*}
where \ \nabla v \ denotes the gradient of \ v. \ Fix \ \alpha, \ 0 < \alpha \leq 1. \ The \ invariant \ stock \ problem \ of \ Hansen \ and \ Koopmans \ [2] \ consists \ of \ finding \ a \ vector \ \ z^* \ such \ that \ for \ some \ \ x^*, \ q_1^*, \ q_2^* \ and \ \ r^*,
(i) \quad (x^*,q_1^*,q_2^*,r^*) \ satisfy \ the \ Kuhn-Tucker \ conditions \ when \ z=\ z^*,
and
(ii) \quad q_2^* = \alpha q_1^*.
Replacing \ q_2^* \ by \ \alpha q_1^* \ in \ the \ Kuhn-Tucker \ conditions \ results \ in \ the \ following \ conditions \ which \ \ x^*, q_1^*, \ and \ \ r^* \ must \ satisfy. \ The \ subscript \ 1 \ on \ q_1 \ has \ been \ dropped.
\begin{align*}
d^*(x,q,r) := -\nabla v(x) + (A^T - \alpha B^T)q + C^T r &\geq 0, \quad x \geq 0, \quad (d^*(x,q,r),x) = 0, \\
w - Cx &\geq 0, \quad r \geq 0, \quad (w - Cx,r) = 0, \\
z - Ax &\geq 0, \quad q \geq 0, \quad (z - Ax,q) = 0, \\
Bx - z &\geq 0, \quad q \geq 0, \quad (Bx - z,q) = 0.
\end{align*}
However, conditions (iii) and (iv) can be replaced by \ (B-A)x \ \geq 0, \quad q \geq 0, \\
( (B-A)x,q) = 0, \ since \ any \ x \ and \ q \ satisfying \ this \ condition \ will \ also \ satisfy \ (iii) \ and \ (iv) \ with \ z = Ax. \ The \ converse \ is \ immediate.
Thus, we have the following nonlinear complementarity problem.
\[ d^a(x, q, r) \geq 0, \quad x \geq 0, \quad (d^a(x, q, r), x) = 0, \]
\[ w - Cx \geq 0, \quad r \geq 0, \quad (w - Cx, r) = 0, \]
\[ (B-A)x \geq 0, \quad q \geq 0, \quad (B-A)x, q) = 0. \]

The generalized equation representing this problem is
\[
0 \in \begin{bmatrix} -\nabla v(x) \\ w \\ 0 \end{bmatrix} + \begin{bmatrix} 0 & C^T & A^T - aB^T \end{bmatrix} \begin{bmatrix} x \\ r \\ q \end{bmatrix} + N_s(x, r, q) \]

where \( s \) is the sum of the dimensions of \( x, r \) and \( q \). The linearization at \((\overline{x}, \overline{r}, \overline{q})\) of this generalized equation is
\[
0 \in \begin{bmatrix} -\nabla v(\overline{x}) + \nabla^2 v(\overline{x}) \cdot \overline{x} \\ w \\ 0 \end{bmatrix} + \begin{bmatrix} -\nabla^2 v(\overline{x}) & C^T & A^T - aB^T \end{bmatrix} \begin{bmatrix} x \\ r \\ q \end{bmatrix} + N_s(x, r, q), \]

which corresponds to the linear complementarity problem
\[
Mx + t \geq 0, \quad x \geq 0, \quad (x, Mx + t) = 0, \]
where
\[
t := \begin{bmatrix} -\nabla v(\overline{x}) + \nabla^2 v(\overline{x}) \cdot \overline{x} \\ w \\ 0 \end{bmatrix}
\]

and
\[
M := \begin{bmatrix} -\nabla^2 v(\overline{x}) & C^T & A^T - aB^T \\ -C & 0 & 0 \\ B-A & 0 & 0 \end{bmatrix}.
\]

The results of applying Lemke's algorithm to this linear complementarity problem is summarized in Table 2. For the value of \( a \) listed in column 1, each component of \( x \) is initialized to the value given in column 2. The number of iterations performed to reach the solution published in Hansen and Koopmans [2, Table 2] is listed in column 3, and the average number
of pivots needed in Lemke's algorithm to compute each iterate is given in column 4. It should be noted that potential difficulties exist in applying Newton's method to this problem, since the derivative \( \nabla \mathbf{v} \) does not exist for certain values of \( \mathbf{x} \). However, this difficulty did not arise for the initial conditions chosen as test cases.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>Initial ( x )</th>
<th>Iterations</th>
<th>Av. Pivots per It.</th>
</tr>
</thead>
<tbody>
<tr>
<td>.7</td>
<td>.1</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>.7</td>
<td>.2</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>.7</td>
<td>.5</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>.8</td>
<td>.3</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>.9</td>
<td>.3</td>
<td>8</td>
<td>14</td>
</tr>
</tbody>
</table>
APPENDIX A

RESULTS FROM ORTEGA AND RHEINBOLDT [4]

The following two results can be found in Chapter 12 of Ortega and Rheinboldt [4]. The third result is standard.

**Lemma A.1.** Let \( d > 0, b > 0 \) and \( m > 0 \). Let \( a = bdm \) and suppose \( a \leq \frac{1}{2} \). Let \( t^* = (bd)^{-1}(1-(1-2a)^{\frac{1}{2}}) \) and \( t^{**} = (bd)^{-1}(1+(1-2a)^{\frac{1}{2}}) \).

Define \( t_0 = 0 \) and \( t_{k+1} = G(t_k), k \geq 0 \), where \( G(t) = (d^2t^2-m)(d^2t-1)^{-1} \). Let \( Q(s,t) = (dbs^2)(1-dbt)^{-1} \). Then the following hold.

1. \( t_{k+1} = t_k + Q(t_k-t_{k-1}, t_k) \) for all \( k \geq 1 \).
2. \( G \) is monotone non-decreasing on \([0,t^*] \).
3. \( t^* \) is the smallest fixed point of \( G \) on \([0,t^{**}] \).
4. \( \lim_{k \to \infty} t_k = t^* \), and the sequence \( \{t_k\} \) is monotone increasing.
5. \( t_{k+1} - t_k \leq m \cdot 2^{-k} \) for all \( k \geq 0 \).
6. \( t_{k+1} \leq 2[1-(1)^{k+1}] m \) for all \( k \geq 0 \).
7. \( |t^*-t_k| \leq (2a)(2^k \cdot (bd+2^k)^{-1} \) for all \( k \geq 0 \).

**Lemma A.2.** Let \( D \) be a subset of \( \mathbb{R}^m \) and let \( \{x_n\}, n \geq 0 \), be a sequence in \( \mathbb{R}^m \). Assume that the following conditions hold, where \( Q, \{t_k\}, k \geq 0, t^*, a, d, \) and \( b \) are as in Lemma A.1.
Then the following hypotheses of Lemma A.1 hold.

- Throughout the text, $x_0 \in D$.  
- Throughout the text, $t_1 = \|x_0 - x_0\|$.  
- Throughout the text, $x \in D$ whenever $\|x - x_0\| \leq t^*$.  
- Throughout the text, $\|x - x_0\| \leq t^*$.  
- Throughout the text, the hypotheses of Lemma A.1 hold.

Then the following conclusions are valid:

- $\|x_n - x_0\| \leq t^*$ for all $n \geq 0$.  
- $\{x_n\}$ converges to some $x^*$ with $\|x^* - x_0\| \leq t^*$.  
- $\|x^* - x_{k+1}\| \leq t^* - t_{k+1} \leq (2a)(2^{k+1})(db.2^{k+1})^{-1}$ for all $k \geq 0$.  
- $\|x_{n+1} - x_n\| \leq t_{n+1} - t_n$ for all $n \geq 0$.  

The following standard result can be found in Ortega and Rheinboldt [4].

**Lemma A.3.** Let $D$ be an open, convex subset of $\mathbb{R}^n$. Let $f: D \rightarrow \mathbb{R}^n$ be continuously differentiable. Suppose that for some $k > 0$, $\|f'(u) - f'(v)\| \leq k \|u - v\|$ whenever $u, v \in D$. Then $\|f(u) - Lf_v(u)\| = \frac{1}{2}k \|u - v\|^2$ whenever $u, v \in D$.  
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Newton's method is a well-known and often applied technique for computing a zero of a nonlinear function. By using the theory of generalized equations, a Newton method is developed to solve problems arising in both mathematical programming and mathematical economics.

We prove two results concerning the convergence and convergence rate of Newton's method for generalized equations. Examples are given to emphasize the application of this method to generalized equations representing the nonlinear programming problem and the nonlinear complementarity problem. (continued)
Abstract (continued)

We present computational results of Newton's method applied to a nonlinear complementarity problem of Kojima [3] and an invariant capital stock problem of Hansen and Koopmans [2].