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Optimal Linear Estimation of Bounds of Random Variables

By

Peter Cooke

1. Introduction.

Suppose $X_1, X_2, \ldots, X_n$ are independent random variables, each with density $f(x)$ and distribution function $F(x)$, where $F(x) \in (0, 1)$ only for $x \in (\varphi, \theta)$. Let $Y_1 \leq Y_2 \leq \cdots \leq Y_n$ denote the order statistics based on $X_1, X_2, \ldots, X_n$. The parameter $\theta$ is known to be finite and is the parameter of interest. The large sample inference for $\theta$ which follows applies whether or not $\varphi$ is known, though when $\varphi = -\infty$ we will need to assume that the $X_i$'s have finite second moment since our estimators are linear functions of the order statistics and we will compare estimators through their mean squared errors.

When only the $r$ largest observations are used to estimate $\theta$, a linear estimator is of the form

$$\hat{\theta}_{n,r} = \sum_{i=1}^{r} a_i Y_{n-i+1}.$$  

In section 2 we will show, for fixed $r \geq 2$, how the coefficients $a_1, a_2, \ldots, a_r$ can be determined so as to yield the estimator of the form (1) with asymptotically smallest mean squared error.
2. **Determination of the Coefficients.**

It is clear that since we are discussing large sample theory and the parameter of interest is the upper endpoint of the distribution and also, since we are basing our inference on the largest few observations, from a practical point of view we don't need to know the form of $f$, but we need to characterize the shape of its upper tail. Thus, as in Cooke (1979) we will consider the case in which

\[(2) \quad F_n(y) \sim \exp\left(-\frac{\theta - y}{\theta - u_n}\right)^{1/v} \quad \text{as} \quad n \to \infty,\]

for which Gnedenko's (1943) necessary and sufficient condition is that for $c > 0$,

\[
\lim_{y \to 0^-} \frac{1 - F(cy + \theta)}{1 - F(y + \theta)} = c^{1/v}, \quad \text{where} \quad u_n = F^{-1}(1 - \frac{1}{n}).
\]

The value $v = 1$ corresponds to densities $f(x)$ which are truncated at $\theta$; that is, $0 < f(\theta) < \infty$. In general, $v = 1/(k+1)$ for a density which is zero or infinite at $\theta$ and whose first finite, nonzero left derivative at $\theta$ is its $k^{th}$ left derivative.

It is proved in Cooke (1979) that, when Gnedenko's condition holds and $n \to \infty$, for $i \geq 1$ and $i$ small

\[(3) \quad E(Y_{n-i+1}) \sim \theta - (\theta - u_n) \frac{\Gamma(v+i)}{\Gamma(i)} \]

and, for $i \geq j \geq 1$,
\[
\text{Cov}(Y_{n-i+1}, Y_{n-j+1}) \sim \frac{\Gamma(v+j)}{\Gamma(j)} \cdot \frac{\Gamma(2v+i)}{\Gamma(v+i)} - \frac{\Gamma(v+i)}{\Gamma(i)},
\]

where \( \Gamma(\alpha) \) is the familiar gamma function defined by

\[
\Gamma(\alpha) = \int_0^\infty e^{-x} x^{\alpha-1} dx \text{ for } \alpha > 0.
\]

It follows from (3) that as \( n \to \infty \)

\[
E(\hat{\theta}_{n,r} - \theta) \sim \theta \left( \sum_{i=1}^r a_i - 1 \right) - (\theta - u_n) \sum_{i=1}^r a_i \frac{\Gamma(v+i)}{\Gamma(i)}.
\]

When \( \sum_{i=1}^r a_i = 1 \), which we require for \( \hat{\theta}_{n,r} \) to be a consistent estimator of \( \theta \), using (4) and (5) we find, when \( n \to \infty \),

\[
(\theta - u_n)^2 E(\hat{\theta}_{n,r} - \theta)^2 \sim \sum_{i=1}^r \sum_{j=1}^r a_i a_j \frac{\Gamma(2v+i)\Gamma(v+j)}{\Gamma(v+i)\Gamma(j)}.
\]

The quadratic form on the right in (6) can be written as \( \mathbf{a}' \Lambda \mathbf{a} \), where \( \mathbf{a} \) is a column vector with elements \( a_1, a_2, \ldots, a_r \) and \( \Lambda \) is a symmetric \( r \times r \) matrix with \( (i,j) \)th element

\[
\lambda_{ij} = \frac{\Gamma(2v+i)\Gamma(v+j)}{\Gamma(v+i)\Gamma(j)}, \quad j \leq i.
\]

If we let \( \frac{1}{n} \) denote the \( r \times 1 \) vector with each element equal to \( 1 \), our problem reduces to finding the vector \( \mathbf{a} \) which minimizes \( \mathbf{a}' \Lambda \mathbf{a} \) subject to \( \mathbf{a}' \frac{1}{r} = 1 \). The minimization is achieved by the vector

\[
\mathbf{a} = (\frac{1}{r})' \Lambda^{-1} \frac{1}{r} \Lambda^{-1} \frac{1}{r} \quad \text{and} \quad \text{the minimum value of } \mathbf{a}' \Lambda \mathbf{a} \text{ is } (\frac{1}{r})' \Lambda^{-1} \frac{1}{r} \Lambda^{-1} \frac{1}{r}.
3. **Computations.**

In the tables to follow we have, correct to three decimal places, values of the coefficients of the $r$ largest order statistics for the minimum mean squared error estimator of $\theta$, which henceforth we denote by $\hat{\theta}_{n,r}$. Also tabulated are some values of $\gamma_r(v) = \lim_{n \to \infty} (\theta - u_n)^2 E(\hat{\theta}_{n,r} - \theta)^2$.

The truncation case $v = 1$ is probably the most important case from a practical point of view, but is singled out here in view of the special nature of the minimizing coefficients $a_1, a_2, \ldots, a_r$. Gnedenko's condition suggests that for $y$ close to $\theta$, $1 - F(y) \propto (\theta - y)^{1/v}$ and hence, when $v = 1$, that $F(y)$ is linear in $y$ for $y$ near $\theta$. This corresponds to a Uniform distribution. If indeed $Y_{n-r+1}, Y_{n-r+2}, \ldots, Y_n$ are the $r$ largest order statistics from a Uniform distribution with upper endpoint $\theta$ and $Y_1, Y_2, \ldots, Y_{n-r}$ are ignored, then $Y_{n-r+1}$ and $Y_n$ are jointly sufficient for $\theta$, in which case it follows that the minimum mean squared error estimator of $\theta$ will be a linear function of $Y_{n-r+1}$ and $Y_n$ alone. Thus $a_2 = a_3 = \ldots = a_{r-1} = 0$ when $v = 1$. The increasing dependence on $Y_{n-r+2}, Y_{n-r+3}, \ldots, Y_{n-1}$ with decreasing $v$ or, equivalently, increasing power of $(\theta - y)$, is apparent from the tables to follow.

Using (6) with $v = 1$ and $a_2 = a_3 = \ldots = a_{r-1} = 0$ we easily find that the minimizing coefficients are $a_1 = 1 + r^{-1}$, $a_r = -r^{-1}$ and that the minimum value of $\gamma_r(1)$ is $1 + r^{-1}$. It follows that $\gamma_r(1)$ cannot be smaller than 1 for any $r \geq 1$ and that a nearly optimal estimator is obtained with a fairly small value of $r$. 
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Table 1
Minimizing Coefficients and Asymptotic Mean Squared Error of the Optimal Estimator.

\( v = \frac{1}{2} \)

<table>
<thead>
<tr>
<th>( r )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( \gamma_r(1/2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.667</td>
</tr>
<tr>
<td>3</td>
<td>1.636</td>
<td>.273</td>
<td>-.909</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.545</td>
</tr>
<tr>
<td>4</td>
<td>1.440</td>
<td>.240</td>
<td>.160</td>
<td>-.840</td>
<td></td>
<td></td>
<td></td>
<td>.480</td>
</tr>
<tr>
<td>5</td>
<td>1.314</td>
<td>.219</td>
<td>.146</td>
<td>.109</td>
<td>-.788</td>
<td></td>
<td></td>
<td>.438</td>
</tr>
<tr>
<td>6</td>
<td>1.224</td>
<td>.204</td>
<td>.136</td>
<td>.102</td>
<td>.082</td>
<td>-.748</td>
<td></td>
<td>.408</td>
</tr>
<tr>
<td>7</td>
<td>1.157</td>
<td>.193</td>
<td>.129</td>
<td>.096</td>
<td>.077</td>
<td>.064</td>
<td>-.716</td>
<td>.386</td>
</tr>
</tbody>
</table>

\( v = \frac{1}{3} \)

<table>
<thead>
<tr>
<th>( r )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( \gamma_r(1/3) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.5</td>
<td>-1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.564</td>
</tr>
<tr>
<td>3</td>
<td>1.951</td>
<td>.585</td>
<td>-1.537</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.440</td>
</tr>
<tr>
<td>4</td>
<td>1.654</td>
<td>.496</td>
<td>.372</td>
<td>-1.523</td>
<td></td>
<td></td>
<td></td>
<td>.373</td>
</tr>
<tr>
<td>5</td>
<td>1.463</td>
<td>.439</td>
<td>.329</td>
<td>.269</td>
<td>-1.501</td>
<td></td>
<td></td>
<td>.330</td>
</tr>
<tr>
<td>6</td>
<td>1.328</td>
<td>.398</td>
<td>.299</td>
<td>.244</td>
<td>.210</td>
<td>-1.479</td>
<td></td>
<td>.300</td>
</tr>
<tr>
<td>7</td>
<td>1.226</td>
<td>.368</td>
<td>.276</td>
<td>.226</td>
<td>.193</td>
<td>.171</td>
<td>-1.459</td>
<td>.277</td>
</tr>
</tbody>
</table>

\( v = \frac{1}{4} \)

<table>
<thead>
<tr>
<th>( r )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( \gamma_r(1/4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>-2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.532</td>
</tr>
<tr>
<td>3</td>
<td>2.273</td>
<td>.909</td>
<td>-2.182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.403</td>
</tr>
<tr>
<td>4</td>
<td>1.882</td>
<td>.753</td>
<td>.602</td>
<td>-2.237</td>
<td></td>
<td></td>
<td></td>
<td>.334</td>
</tr>
<tr>
<td>5</td>
<td>1.632</td>
<td>.653</td>
<td>.522</td>
<td>.448</td>
<td>-2.255</td>
<td></td>
<td></td>
<td>.289</td>
</tr>
<tr>
<td>6</td>
<td>1.456</td>
<td>.583</td>
<td>.466</td>
<td>.399</td>
<td>.355</td>
<td>-2.260</td>
<td></td>
<td>.258</td>
</tr>
<tr>
<td>7</td>
<td>1.325</td>
<td>.530</td>
<td>.424</td>
<td>.363</td>
<td>.323</td>
<td>.294</td>
<td>-2.259</td>
<td>.235</td>
</tr>
</tbody>
</table>
Table 1 (Continued)

Minimizing Coefficients and Asymptotic Mean Squared Error of the Optimal Estimator.

\[ v = 1/5 \]

<table>
<thead>
<tr>
<th>( r )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
<th>( a_7 )</th>
<th>( \gamma_r(1/5) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.5</td>
<td>-2.5</td>
<td>-2.85</td>
<td>-2.96</td>
<td>.518</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.598</td>
<td>1.237</td>
<td>7.19</td>
<td>6.34</td>
<td>-3.07</td>
<td>.384</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.117</td>
<td>1.008</td>
<td>.840</td>
<td>-2.96</td>
<td>.313</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.811</td>
<td>.863</td>
<td>.719</td>
<td>6.34</td>
<td>-3.06</td>
<td>.268</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.598</td>
<td>.761</td>
<td>.634</td>
<td>.560</td>
<td>.509</td>
<td>-3.06</td>
<td>.236</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.439</td>
<td>.685</td>
<td>.571</td>
<td>.504</td>
<td>.458</td>
<td>.424</td>
<td>-3.08</td>
<td>.213</td>
</tr>
</tbody>
</table>

Although the minimizing coefficients are not given above for \( r = 20 \), except when \( v = 1 \), the following table gives values of \( \eta_{20}(v) \), where

\[ \eta_r(v) = \lim_{n \to \infty} \frac{E(\hat{\theta}_r - \theta)^2}{E(\hat{\theta}_n - \theta)^2} \]

is the asymptotic efficiency of \( \hat{\theta}_n \) relative to \( \hat{\theta}_r \), and, as discussed in Cooke (1979), \( \hat{\theta}_n \) is the estimator of the form

\[ Y_n + c(v)(Y_n - (1 - e^{-1}) \sum_{i=0}^{n-1} e^{-1}y_{n-1}) \]

with asymptotically smallest mean squared error and is the best estimator derived until now. Also tabulated are values of \( \delta_{20}(v) \), where
\[ \delta_r(v) = \lim_{n \to \infty} \frac{E(\hat{\theta}_{n,r} - \theta)^2}{E(Y_n - \theta)^2}, \]

to illustrate the considerable progress which has been made in finding better estimators of \( \theta \) than \( Y_n \) since Robson and Whitlock's (1964) attempt in the truncation case.

Table 2

Efficiencies Relative to the Optimal Estimator Based on the 20 Largest Observations and Improvement Over \( Y_n \).

<table>
<thead>
<tr>
<th>( v )</th>
<th>1</th>
<th>1/2</th>
<th>1/3</th>
<th>1/4</th>
<th>1/5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_{20}(v) )</td>
<td>.798</td>
<td>.494</td>
<td>.357</td>
<td>.257</td>
<td>.252</td>
</tr>
<tr>
<td>( \delta_{20}(v) )</td>
<td>.525</td>
<td>.278</td>
<td>.185</td>
<td>.143</td>
<td>.120</td>
</tr>
</tbody>
</table>

4. Estimation of \( \varphi \).

When \( \varphi \) is known to be finite and is the parameter of interest, for given \( r \geq 1 \) we seek the estimator of the form \( \hat{\varphi}_{n,r} = \sum_{i=1}^{r} a_i Y_i \) with asymptotically smallest mean squared error.

If the lower tail of \( f \) is characterized by the constant \( v \) in the way the upper tail is characterized above, then the minimizing coefficients are precisely those in section 3 since, if \( X_1, X_2, \ldots, X_n \) are independent with lower bound \( \varphi \) and \( v \) characterizes the lower tail of \( f \), then \( -X_1, -X_2, \ldots, -X_n \) are independent with upper bound \( -\varphi \) and the upper tail of the distribution of \( -X_1 \) is characterized by \( v \). Finally, the largest \( r \) order statistics based on \( -X_1, -X_2, \ldots, -X_n \) are the negatives of the smallest \( r \) order statistics based on \( X_1, X_2, \ldots, X_n \).
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PLEASE SEE REVERSE SIDE
OPTRIMAL LINEAR ESTIMATION OF BOUNDS OF RANDOM VARIABLES

The problem of estimating the bounds of random variables has been discussed in Cooke (1979). Here we discuss optimality of estimates when the data is censored so that only the \( r \) largest or smallest of the observations is available for estimating a bound. For fixed \( r \) we find the linear function of the censored data which is the optimal estimator of a bound in the sense that, when the sample size is large, the estimator has smallest mean squared error among all such linear estimators. Provided \( r \) is not close to one, these estimators are almost optimal when the entire sample is available since, for example, when estimating an upper bound and the sample size is large, the largest few observations carry most of the information about the bound. This fact is illustrated in one case.